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22 factorial design, 208
 
2] factorial design, 6, 215
 
24 factorial design, 7
 
2k factorial, 5, 20. 227
 
2k

-
1 fractional factorial design, 290
 

2k2 fractional factorial design, 302
 
2kp fractional factorial design, 309
 
32 factorial, 167
 
3k factorial, 360
 

A 
Addition of axial runs to a 2k factorial. 260
 
Additivity of the randomized complete block model, 132
 
Adequate precision, 97
 
Adjusted R2 statistic, 97, 403
 
Alias matrix, 319
 
Aliases, 291, 318, 327
 
Alternate fraction, 292, 304
 
Alternative hypothesis, 35
 
Analysis of covariance, 15, 590, 599, 600, 602
 
Analysis of variance (ANOVA), 63, 66, 124
 
Analysis of variance method for estimating variance
 

components, 507, 512
 
ANOVA computations, 67, 71
 
ANOVA for a blocked design, 124
 
ANOVA for a factorial, 170, 171, 186
 
Antagonistic blending, 469
 
A-optimal design, 452
 
Approximate F-tests, 525
 
Axial check blends, 471
 

B 
Balanced incomplete block design (BIBD), 148
 
Balanced nested design, 543
 
Bartlett's test for equality of variance, 79
 
Basic design, 293. 303
 
Best-guess experiments. 4
 
Blocking, 12,13,121,123,138,145,148,198,200,273,281,
 

301,313,446,590
 
Blocking and noise reduction, 52
 
Blocking in fractional factorials, 313
 

Blocking in response surface designs, 446
 
Blocks orthogonal to treatments, 134
 
Box plot, 25, 62
 
Box-Behnken design, 442
 
Box-Cox method, 578
 

C
 
Canonical analysis, 428, 432
 
Canonical form of the second-order model. 428
 
Cause-and-effect diagrams, 16
 
Center points in the 2k factorial design, 257
 
Center points in the central composite design, 442
 
Center points in the face-centered cube, 443
 
Central composite design, 260, 361. 428, 440, 442, 443
 
Central limit theorem, 31
 
Characterizing a process, 9
 
Chi-square distribution, 31
 
Cochran's theorem, 69
 
Coded design variables, 212, 261
 
Coefficient of variation, 97
 
Combined array design, 490, 493
 
Comparative experiments. 23
 
Complete confounding, 285
 
Completely randomized design (CRD), 34, 61,167,208
 
Components of interaction, 362
 
Componen.ts of interaction in the 3k factorial, 362, 364, 368
 
Computer experiments, 459
 
Computer generated designs, 450. 472, also see optimal
 

designs
 
Conditional inference chart, 238
 
Confidence coefficient, 44, 73
 
Confidence interval, 34, 44, 88,406.531,533,537,586
 
Confidence intervals on variance components. 531, 533, 537
 
Confirmation experiments, 19.300,302
 
Confounding, 275
 
Confounding in the 2k factorial, 275, 282, 284
 
Confounding in the 3k factorial, 368
 
Constraints on mixture components, 471
 
Contour plot, 215
 
Contrasts, 87, 90, 218
 
Control treatment, 96
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Controllable factors, 15 
Coordinate exchange algorithm, 453 
Covariate, 590 
Critical region for a test, 35 
Crossed array design, 488, 490, 499 
Crossed factors, 162, also see factorial experiments 
Crossover designs, 146 
Cuboidal region of interest, 443 

D 
Data snooping, 90 
Defining contrast, 277, 369 
Defining relation for a fractional factorial, 291, 303, 374 
Degrees of freedom, 30 
Design generator, 29 I, 303 
Design projection, 233, 294, 3 I 2 
Design resolution, 293, 309 
Desirability function, 437 
Desirable features of a design, 439 
Dispersion effects, 107, 245, 307 
V-optimal design, 254, 380,452,456,472,490,500, 501 
Dot diagram, 24 
Dunnett's test, 96 

E 
Effects model, 64 
Eigenvalues, 428, 434 
Empirical models, 2, 18, 84 
Equiradial designs, 444 
Estimating missing data, 589 
Estimation, 29 
Evolutional operation (EVOP), 476 
Expected mean squares, 51 I, 522 
Expected value operator, 27 
Experiment, 1 
Experimental error, 25 
Experimentation in engineering design, 8, 10 
Experimenter, 3 
Extra sum of squares method, 404 

F 
Face-centered cube, 443 
Factorial experiment, 4, 162,166,185,190,198 
Factorial split-plot designs, 562 
F-distribution, 33 
First-order model, 215, 418, 419, 424 
Fisher LSD test, 94 
Fitting response curves and surfaces in a factorial, 190 
Fixed factor, 64 
Fold over of a resolution IV design, 339 
Fold over of resolution III designs, 322, 325 
Follow-up testing, 19,300, also see confirmation testing 
Fraction of design space plots, 445 
Fractional factorial design, 7, 289, 360 

Fractional factorial split-plot designs, 563, 567 
Fundamental ANOVA identity, 66 

G 
Gaussian process model, 461, 464 
General factorial experiment, 185 
Generalized interaction, 283; 372 
Generalized linear models, 580 
Geometric notation for the 2k factorial, 216 
G-optimal design, 254, 452 
Graeco-Latin squares, 145 
Graphical comparison of means, 86 
Guidelines for designing experiments, 14 

H 
Half-normal probability plot of effects in the 2k 

factorial, 236 
Hat matrix, 409 
Hierarchy principle, 192 
Histogram, 25 
Hybrid designs, 445 
Hypothesis testing, 24, 34, 35 

I 
Immediacy and sequentiality in industrial 

experiments, 20 
Incomplete block designs, 148 
Independence assumption, 77 
Inferences about variances, 53, 54 
Influence diagnostics, 411 
Influential observations, 410, 411 
Inner array design, 488 
Interaction plot, 163 
Interaction, 4, 162, 209 
Interblock analysis of a BIBD, 154 
Interclass correlation coefficient, 510 
Intrablock analysis of a BIBD, 154 
I-optimal design, 255, 453, 458, 501 

K 
Kruskal-Wallis test, 112 

L 
Lack of fit tests, 412 
Latin hypercube design, 461 
Latin square design, 138, 200, 375 
Least squares normal equations, 391 
Lenth's method, 237 
Likelihood function, 535 
Linear blending, 469 
Linear predictor, 581 
Linear regression models, 389 
Link function, 581 
Location effects, 107, 245, 307 
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Log link, 581
 
Logistic regression, 582
 
Logit link, 581
 

M
 
Main effects, 5, J62, 209
 
Maximum entropy designs, 461
 
Maximum likelihood estimation of variance components, 535
 
Mean. 27
 
Mean squares, 67
 
Means model, 64
 
Measurement systems capability, 512, 517
 
Mechanistic models, 2
 
Metamodels, 459
 
Method of least squares, 109, 390
 
Method of moments, 508, 5 12
 
Method of steepest ascent, 215, 4J9
 
Method of unweighted means, 589
 
Minimal resolution IY designs, 335
 
Minimum aberration designs, 310
 
Minimum run resoJution Y designs, 346
 
Minimum variance estimator, 29
 
Missing values in a randomized block design, 134
 
Mixed Jevel fractional factorials, 378, 382
 
Mixed model ANOYA, 515
 
Mixture component axes, 470
 
Mixture experiments, 466, 471
 
Mixture models, 468, 469
 
ModeJ adequacy checking, 75,128,131,177,213
 
Modified large-sample method, 533
 
Modified Levene test for equality of variance, 80
 
MuJtiple comparisons after ANOYA, 85, 128, 173
 
MultipJe response optimization, 435
 

N
 
Nested and factorial factors, 553
 
Nested factor, 542
 
No-interaction assumption in a factorial, 181
 
Nonconstant variance, 78
 
Nongeometric designs, 326
 
Nonlinear programming, 437
 
Nonparametric methods in ANOYA, 112
 
Nonregular designs, 328, 338
 
Normal distribution, 30
 
Normal probability plot, 39
 
Normal probability plot of effects in a 2" factorial, 230
 
Normal probability plot of residuals, 75
 
Nuisance factors, 15, 121
 
NuJJ hypothesis, 35
 

o 
One-factor-at-a-time (Of'AT) experiments, 4
 
One-half fraction, 7, 290
 
One-quarter fraction. 302
 

One-sample t-test, 47
 
One-sampJe Z-test, 46
 
Operating characteristic (OC) curves, 41, 1O\, 180,520
 
Optimal designs, 252, 380,450,452,456,453,472,500
 
Optimizing a process, 9,14,417,419,425,435
 
Orthogonal blocking, 446
 
Orthogonal contrasts, 90
 
Orthogonal design, 210, 212, 398,440
 
Orthogonal first-order designs, 440
 
Orthogonal Latin squares, 145, 362
 
Outer array design, 488
 
Outliers in unreplicated designs, 241
 
Overparameterized model, I 10
 

p 

Paired comparison design, 48, 51
 
Paired t-test, 50
 
Partial aliasing, 327
 
Partial confounding, 279, 285
 
Partial fold over, 343
 
Path of steepest ascent, 419, 420, 422, 424
 
Phase in EYOP, 471
 
PJacket-Burman designs, 326
 
Point exchange algorithm, 453
 
Pooling mean squares, 525
 
Power famiJy of transformations, 578
 
Power of a test, 35
 
Prediction interval on a future observation, 302, 407
 
Pre-experimental planning, J7
 
Preplanned comparisons, 90
 
PRESS statistic, 97,409,411
 
Principal bJock, 277, 369
 
Principal fraction, 292
 
Probability distributions, 26
 
Process robustness studies, 486
 
Product formulation, II
 
Projectivity of a design, 328
 
ProportionaJ data, 587
 
Pseudocomponents, 471
 
P-value, 38
 

Q 
Quadratic effects, 257
 
Qualitative factors, 84, 207, 261
 
Quantitative factors, 84, 164,207,257 

R 
R2 statistic, 97
 
Random effects, 505
 
Random factor, 64
 
Random samples, 28, 64
 
Randomization, 12
 
Randomized block design, 51
 
Randomized complete block design (ReBD), 121
 

r
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Rank transformation, 114
 
Regression models, 84, 190, 193, 212, 221, 388, 580
 
Regressor variables, 388
 
Regular designs, 328
 
Repeated measures, 607
 
Replication, 5, 12
 
Replication of Latin squares, 143
 
Replication versus repeat measurements, 13
 
Residual plots, 77, 83
 
Residuals, 75, 213, 392
 
Resolution III design, 293, 320, 322, 326
 
Resolution IV design, 293, 335, 339
 
Resolution V design, 293. 345
 
Response model, 493
 
Response surface methods, 417
 
Response surface plot, 164, 193,214,221
 
Response variables, 2
 
Restricted (residual) maximum likelihood (REML), 536
 
Restricted mixed model, 516
 
Restriction on randomization, 123, 125, 139
 
Rising ridge, 434
 
Robust parameter design, 20, 486, 493
 
Robust process, 1, 486
 
Robust product, 8, 487
 
Rotatability, 441
 
R-student,411
 
Rules for expected mean squares, 522
 

S 
Saddle point, 426
 
Sample, 26, 28
 
Sampling distributions, 28, 30
 
Saturated designs, 320
 
Scaled prediction variance, 445
 
Scatter diagram, 62
 
Scheffe's test for comparing all contrasts, 91
 
Scientific (engineering) method, 2
 
Screening experiment. 9, 14, 207
 
Second-order model, 257,418,425 
Sequential experimentation, 14, 21, 300, 339, 361, 419, 440,
 

461
 
Setting data aside, 589
 
Significance level, 35
 
Simplex centroid designs, 468
 
Simplex lattice designs, 467
 
Single degree of freedom test for interaction, 185
 
Single replicate of a design, 182
 
Single replicate of a factorial design, 229
 
Small composite designs, 444
 
Space filling designs. 461
 
Sparsity of effects principle, 230
 
Sphere-packing design, 461,464
 
Spherical central composite design, 442
 
Split-plot design, 557, 562
 
Split-split-plot designs, 567
 
Staggered nested designs. 550
 

Standard Latin square, 142
 
Standard normal distribution, 31
 
Standard order, 211, 227
 
Standardized residuals, 77
 
Stationary point on a response surface 425
 
Stationary ridge, 434
 
Statistic, 28
 
Strategy of experimentation, 3
 
Strip-split-plot designs, 570
 
Studentized residuals, 409
 
Subplot, 558
 
Subplot error, 558
 
Supersaturated designs, 347
 
Synergistic blending, 469
 

T
 
t-distribution, 33
 
Technology commercialization, 1
 
Test for quadratic curvature, 257
 
Test statistic, 35
 
Testing significance of regression, 40 I
 
Tests on contrasts, 87, 88
 
Three-factor factorial example, 185
 
Transformations, 78, 82, 114, 243, 578
 
Transmission of error, 493
 
Treatments, 23, 63
 
Tukey's test, 93
 
Two-sample t-test, 36, 45
 
Two-sample Z-test, 46
 
Two-stage nested design, 542, 543
 
Type I error, 35
 
Type II error, 35
 

U 
Unbalanced data in ANOVA, 74
 
Unbalanced data, 587
 
Unbiased estimator, 29
 
Uncontrollable (noise) factors, 15
 
Uniform designs, 461
 
Unreplicated 2k factorial designs, 229
 
Unrestricted mixed model, 518. 519
 

V
 
Variance, 27
 
Variance components, 506, 507, 511, 549
 
Variance dispersion graphs, 445
 
Variance of a contrast, 226
 
Variance of an effect, 226
 
Variance operator, 27
 
Variance stabilization by transformation, 78
 
V-optimal design, 452
 

W 
Whole plot, 558
 
Whole-plot error, 558
 




