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chemometrics, 29, 193
 
chi-squared test, 71, 72, 156, 157, 165, 220,
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chromium, serum, determination, 25-27
 
classifier, 197
 
clinical analysis, 102
 
clustering, 194, 197-199
 
coding values before calculation 34
 
coefficient of detennination, 134-136
 

adjusted, 134-136
 
coefficient of non-determination, 134
 
coefficient of variation (CV), 35,49, 124 (see
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collaborative trials, 27, 85-92
 
colorimetry, 193
 
colour blindness, 25
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complete factorial design, 181
 
complexometric analysis, 101
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in linear calibration plots, 103, 111-114, 119,
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contour diagrams, 185-193
 
control charts, 92-98
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correlation, 29, 101
 
correlation coefficient, 73, 104-109, 121, 123,
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curve-fitting, 130, 133-137, 148, 156, 161
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dendrogram, 200
 
derivative spectroscopy, 102
 
determinate errors, 18
 
distance function, 163
 
distribution-free methods, see non-parametric
 

methods
 
distribution of errors, 35-38
 
Dixon's Q, 63, 64, 92, 224
 
dot plot, 20, 64, 224
 
drainage errors, 23
 

electrochemical analysis methods, 101, 118
 
electronic balance, 50
 
emision spectrometry, 101, 118
 
enzymatic analysis, 29, 182
 
error bars, 125
 
errors, see gross, random and systematic errors
 
errors in significance tests, 75-77
 
Euclidian distance, 197
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experimental design, 24, 26, 28, 29, 59, 65,
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exploratory data analysis (EDA), see initial data
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Gaussian distribution, see normal distribution
 
general functions in error propagation, 48
 
goodness-of-fit, 165-167, 221, 227
 
gravimetric analysis, 25, 101
 
gross errors, 17, 23, 91
 

heavy-tailed distributions, 142, 143, 161
 
hierarchical designs, 175
 
high-performance liquid chromatography, 102,
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hollow-cathode lamp, 129
 

immunoassay, 27, 129, 137, 156
 
incomplete factorial design, 88, 185, 201
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influence function, 139
 
initial data analysis (IDA), 137, 144, 145, 146
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Kendall, 159
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221, 227
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limit of detection, 17,103,110,115-117
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limit of quantitation, 116
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masking, in outlier tests, 64
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161, Nernst equation, 49, 50
 
nested and cross-classified designs, 175
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non-parametric methods, 65, 110, 139, 142­
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pipete, 21-23
 
plasma spectrometry, 27, 101, 117, 193
 
polynomial equations in curve fitting, 133, 134
 
pooled estimate of standard deviation, 55-56
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potentiometric analysis, 49-50
 
power of a statistical test, 76, 77, 148, 167
 
precision, 18-20,40, 44, 63, 96, 181
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presentation of results, 44, 45
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product-moment correlation coefficient, 73,
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propagation of random errors, 28, 35, 46-50
 
propagation of systematic errors, 50-51
 
pseudo-values, 163-164
 

Q-test for outliers, 63, 64, 92, 137, 164, 224
 
qualitative analysis, 15
 
qualitative factors, 169
 
quality control, 81-98
 
quantitative analysis, 15-17
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quartiles, 144
 

radiochemical analysis methods, 101
 
random-effect factors, 66, 83, 89, 166
 
random errors, 17-24,25,27,28,46,53,65,
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in collaborative trials, 86, 87, 90, 91
 
in regression calculations, 102, 110-121,
 

124, 130
 
random number table, 82, 88, 170, 224
 
random sample, 82
 
randomization, 170, 171
 
randomized block design, 171, 174
 
range, 93, 94, 98
 
rank correlation, 158-159,221,227
 
rank sum test, 152-155, 167,220
 
ranking methods, 149-160
 
referee laboratory, 87-89, 92
 
regression methods, assumptions used in, 104,
 

124, 125
 
for comparing analytical methods, 120-124
 
linear, 29,59, 101-133, 147, 148
 
non-linear, 30, 102, 107, 128-137
 
non-parametric, 159-161
 

relative errors, 35, 47-50
 
relative standard deviation (RSD), 35, 47-49,
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repeatability, 18-20
 
replicates, in experimental design, 177
 
reproducibility, 18-20
 
residual diagnostics, 137-138
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response surface in optimization, 185-187
 
robust methods, 65, 139, 142, 143, 161-165
 
rounding of results, 44, 45, 112, 130
 
ruggedness test, 87
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runs of + and - signs, 130,148-149,221,225 

sample, 38
 
sample of measurements, 36
 
sampling, 66, 81-85, 88
 
sampling distribution of the mean, 40-41, 68,
 

75,76
 
sampling variance, 82-85
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sensitivity, 117
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significance levels, 53, 54
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specimen, 39
 
spline functions, 137
 
spreadsheets, 30
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127, 128
 

standard error of the mean (s.e.m.), 40, 44, 76
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standard form, 165
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target value, in control charts, 93-96, 98
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test solution, 39
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ties, in pattern recognition, 199
 
titrirnetric analysis, 16-20, 21-24, 25, 46, 48,
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tolerances, of glassware and weights, 21, 22
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transformations, in regression, 128, 131-133
 
transmittance, 48
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trend, significance test for, 147
 
trimmed mean, 162, 165
 
true value, 36, 38, 39,41,42, 53, 54
 
Tukey's quick test, 153, 154,220 
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voting scheme, in pattern recognition, 198
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221,226 



Index 233 

..,
 

warning lines, in control charts, 92-95 
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buoyancy effects in, 22, 23 
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weighted regression methods, 124-129, 132, 

133 
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Wilcoxon signed rank test, 149-151, 155,220, 
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Winsorization, 164-165 
within-run precision, 18, 19 
Wold, S., 199 
word-processors, 30 
y-residuals, in calibration plots, 109-111, 130, 
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Yates, 72, 184 
Yates's correction, 72 
Youden plot, 86-87 
Youden, W. 1., 86, 87 




