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Why are more and more chroma
tographers switching to HP HPLC" 
Superior technology that makes 
your job much easier and more 
}ffoductive! 

Year after year, Hewlett-Packard 
introduces some of the brightest 
ideas in like high pre-
cision solvent flow. 
Push button operation. Full auto
mation with diagnostics. All of the 

advantages oflow dispersion LC and 
particle beam LC/MS with true EI 
spectra. Not to mention the incred
ible reliability that made 99% uptime 
a practical reality. 

Along with extraordinary power 
and versatility, HP offers a wide 
range ofHPLC products. From eco
nomical modules to fully integrated 
systems. From a spectrum of detec
tors to application specific analyzers. 
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Mattson Instruments' new Galaxy ™ series spec
trometers bestow freedoms never realized in the 
analytical laboratory before Mattson's Revolution 
of '89: freedom of bench space, freedom of com
patibility, and freedom of proof. 

Freedom of Bench Space 
The recent availability of the revolutionary new, 
large-scale integrated 4326 circuit chip, enables 
Mattson's Galaxy spectrometers to pack more 
performance into less bench space. In fact, the 
4326 chip has freed us to not only substantially 
reduce the size of the spectrometer, but enhance 
its performance and reliability as well. By the way, 
you'll find the 4326 and its compact performance 
capabilities only in Mattson's Galaxy series. 

Freedom of Compatibility 
All Galaxy spectrometers are designed to operate 
independently or with the computer - or com
puters - of your choice without sacrificing data 
acquisition speed. The Galaxy series' design 
enhances the of any computer to superbly 
execute any experiment - and allows 
display and data manipulation on virtually any 
computer in your system. 

4020 
GJLLIT Series H-lR 

Freedom of Proof 
We'll prove - in your own lab, with your own 
applications, with your own team - the freeing 
power of the Mattson Galaxy spectrometer 
best suited for your needs. Because Mattson 
Instruments is a full service FTIR company with 
strong regional support personnel, we can set 
up an on-site demonstration in minutes. 

The Price of Freedom? 
Half the of comparable systems - though 
truly comparable systems simply don't exist. 
No other spectrometer series packs so much 
performance into such a manageable 
tures Mattson's 4326 chip, offers such 
compatibility, or incorporates Mattson's unique 
cube corner optics, true optical null and 
term reliability. No other spectrometer 
offers so much freedom at any price. 

If you'd like to lead your lab into the New Age 
of Freedom, call Mattson Instruments today. 

Mattson Instruments, Inc. Mattson Instruments, Ltd. 
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REPORT 889 A 
On the cover. Solid-surface lumi
nescence. The speed, simplicity, 
sensitivity) selectivity, and moder
ate cost of solid -surface lumines
cence make it applicable to areas of 
interest ranging from column chro
matography to the analysis of phar
maceutical tablets. Robert J. Hur
tubise of the University of Wyoming 
discusses the principles of the tech
nique, current applications, and 
prospects for future theoretical and 
instrumental developments 

BRIEFS 

EDITORIAL 

INSTRUMENTATION 897 A 
Fast thermolysis/FT-IR spec
tro~copy. By imposing a faster 
heating rate than conventional ther
mogravimetry, researchers can ob
tain information about relatively re
active molecules lost to side reac
tions at slower heating rates or with 
time delays in the detection step. 
Thomas B. Brill of the University of 
Delaware describes the technique, 
the instrumentation involved, and 
its application 

874 A 

885A 
25th Anniversary of a classic paper. July marked the silver anniversary of 
the publication in this JOURNAL of Abraham Savitzky and Marcel Golay's 
landmark smoothing algorithm. This paper ushered in the use of data-process
ing and digital computer techniques that have had a profound effect on the 
practice of analytical chemistry 

NEWS 887A 

NISTestablishes a consortium for the development of automated analyti
cal systems. ~ Identifying sulfur compounds in coal nondestructively. ~ Drill
ing into a volcano 

MEETINGS 909 A 
The 198th ACS fall national meeting will be held Sept. 10-15 in Miami 
Beach, FL. The Division of Analytical Chemistry's program will be highlighted 
by presentation of awards to Ralph Adams, M. Bonner Denton, Theodore 
Williams, and Gary Hieftje. ~ Conferences. ~ Short courses. ~ Call for papers 

FOCUS 921 A 
A historic collaboration. Abraham Savitzky recalls the genesis of the 
Savitzky-Golay algorithm. ~ Marcel Golay-a memorial 

NEW PRODUCTS & MANUFACTURERS' LITERATURE 924 A 

AUTHORINOEX 1601 
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ElRIEFS 

Perspective: Analytical Biotechnology 
Isoelectric Focusing in Immobilized pH Gradients 1602 
Recently a new generation of stable acrylamido buffers was 
described, leading to increased resolution and use over a 
wider pH range of the technique of isoelectric focusing in 
immobilized pH gradients. This "Perspective" highlights 
current knowledge and predicts that this separation method 
will become widely used, particularly in the fields of human 
and animal genetics. 
Pier Giorgio Righetti*, Elisabetta Gianazza, Cecilia Gelfi, and 
Marcella Chiari, Chair of Biochemistry, Faculty of Pharmacy and 
Department of Biomedical Sciences and Technologies, University of 
Milan, Via Celoria 2, Milan 20133, Italy and Pranav K. Sinha, 
Institute of Clinical Chemistry and Biochemistry, Universitatsklini
kum Rudolf Virchow, Spandauer Damm 130, D·lOOO Berlin 19, 
FRG 

Articles 
Strategies for Background Subtraction in Electron Probe 
Microanalysis/X-ray Compositional Mapping 1612 
The dependence of the bremsstrahlung on average atomic 
number can be used to make an indirect calculation of the 
background appropriate to each location in an X-ray compo
sitional map. 
Robert L. Myklebust', Dale E. Newbury, and Ryna B. Marin
enko, Room A121, Chemistry Building, National Institute of Stan
dards and Technology, Gaithersburg, MD 20899 

Alkali-Metal and Alkaline-Earth Cation and Proton Selectivities 
of Dibenzo-14-crown-4 and Its Derivatives in Polymeric 
Membranes 1618 
The attachment of pendant groups (-OH, -OCH2CH20CH3, 
-OCH2C02H) to the central carbon of a three-carbon bridge 
in dibenzo-14-crown-4 markedly alters the response of this 
ionophore to alkali metal cations, alkaline earth cations, and 
protons in solvent-polymeric membranes. 
Uriel Olsher* and Felix Fro]ow, Department of Chemical Ser
vices, The Weizmann Institute of Science, Rehovot 76100, Israel, 
Gil Shoham', Department of Analytical and Inorganic Chemistry, 
The Hebrew University of Jerusalem, Jerusalem, Israel, and Gwi
Suk Heo and Richard A. Bartsch', Department of Chemistry and 
Biochemistry, Texas Tech University, Lubbock, TX 79409-1061 

Electrochemical Study of the Mechanism of Cadmium Extraction 
with Dithizone 1621 
An acetate-containing anionic cadmium dithizonate species, 
CdDz2(OAc)-, is identified as the species that transfers from 
water into dichloroethane under current scanning polaro
graphic conditions. 
Wei-hua Yu and H. Freiser', Strategic Metals Recovery Research 
Facility, Department of Chemistry, University of Arizona, Tucson, 
AZ85721 

, Corresponding author 

Analysis of Transient Currents and Interfacial Kinetics for 
Neutral Carrier Membranes 1624 
General and simplified digital simulation schemes are used 
to generate current-time and component potential-time 
curves and carrier concentration profiles. Attempts to fit 
whole transients globally, with independently determined 
parameters, are partially successful. 
James R. Sandifer*, Corporate Research Laboratories, Eastman 
Kodak Company, Rochester, NY 14650 and Michael L. Iglehart 
and Richard P. Buck, Department of Chemistry, University of 
North Carolina, Chapel Hill, NC 27514 

Preparation and Electrochemical Characterization of Conical 
and Hemispherical Ullramicroelectrodes 1630 
A fabrication technique allows the preparation of conical 
Pt-Ir ultramicroelectrodes with radii of 0.5-10 I'm. The ra
dius determines the geometry of the diffusional behavior. 
SEM, cyclic voltammetry, and chronoamperometry are used 
to characterize the electrodes. 
Reginald M. Penner, Michael J. Heben, and Nathan S. Lewis', 
Division of Chemistry and Chemical Engineering, California Insti
tute of Technology, Pasadena, CA 91125 

Quantitative Relationship between Electron Transfer Rate and 
Surface Microstructure of Laser-Modified Graphite Electrodes 

1637 
The electron transfer rate constant and capacitance of un
treated and laser-activated highly ordered pyrolytic graph
ite surfaces are correlated with the fractional surface cover
age of the edge plane, indicating that both are determined by 
the edge plane density. 
Ronald J. Rice and Richard L. McCreery*, Department of 
Chemistry, The Ohio State University, 120 West 18th Avenue, Co
lumbus, OH 43210 

On-Line Radioisotope Detection for Capillary Electrophoresis 
1642 

Two detector systems are evaluated using synthetic mix
tures of 32P-Iabeled sample molecules. Flow programming 
extends the detection limit to the sub-nCi level. 
Stephen L. Pentoney, Jr., and Richard N. Zare*, Department of 
Chemistry, Stanford University, Stanford, CA 94305 and Jerr F. 
Quint, Beckman Instruments, Inc., Scientific Instruments Division, 
Fullerton, CA 92634 

Near-Infrared Surface-Enhanced Raman Spectroscopy Using a 
Diode Laser 1648 
A diode laser using Ag and Cu electrodes is used to obtain 
SER spectra of 6-mM solutions of the highly luminescent 
compound tris(2,2'-bipyridyl)ruthenium(II). No lumines
cent interference is encountered. 
Stanley M. Angel' and Michael L. Myrick, Environmental Sci· 
ences Division, Lawrence Livermore National Laboratory, Liver
more, CA 94550 
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BRIEFS 

Studies of Sputtering Atomizers for Atomic Absorption 
Spectroscopy 1652 
Factors influencing absorption sensitivity and reproducibil
ity are investigated for several sputtering atomizers used in 
atomic absorption analysis of solid samples. 
David S. Gough*, Peter Hannaford, and R. Martin Lowe, 
CSIRO Division of Materials Science and Technology, Locked Bag 
33, Clayton, Victoria 3168, Australia 

Identification of Immobilized Bacteria by Aminopeptidase 
Profiling 1656 
Incorporating an immobilized cell technique into a standard 
bacterial identification method allows reduction in the cell 
concentration and incubation period without a loss in sensi
tivity. The total turnaround time is reduced from 2.5 days to 
3-7 h. 
K. D. Hughes and F. E. Lytle', Department of Chemistry, Purdue 
University, West Lafayette, IN 47907 and D. M. Huber', Depart
ment of Botany and Plant Pathology, Purdue University, West 
Lafayette, IN 47907 

Water as a Unique Medium for Thermal Lens Measurements 
1660 

The effect of temperature on the thermal lens signal in water 
is exploited to produce photothermal focusing and defocus
ing and to enhance the sensitivity of the measurement. 
Mladen Franko and Chieu D. Tran*, Department of Chemistry, 
Marquette University, Milwaukee, WI 53233 

Spectrophotometric Method for the Analysis of Plutonium and 
Nitric Acid Using Partial Least-Squares Regression 1667 
PLS regression is used to quantitate plutonium and nitric 
acid using the absorption spectra. Pu(III) (1.99-29.9 gIL) 
and nitric acid (0.5-3.0 M) are calibrated simultaneously 
with a standard error of 0.20 gIL and 0.18 M, respectively. 
W. Patrick Carey and Lawrence E. Wangen, Chemical and Laser 
Science Division, G740, Los Alamos National Laboratory. Los Ala
mos, NM 87545 and James T. Dyke*, Material Science and Tech
nology Division, E501, Los Alarnos National Laboratory, Los Ala
mos, NM 87545 

Continuum Source Atomic Absorption Spectrometry in a 
Graphite Furnace with Photodiode Array Detection 1670 
An AA spectrometer that uses an Xe arc lamp as the source 
and an intensified photodiode array detector is described. 
The multiwavelength detection power allows simultaneous 
determination of several elements in a mixture and provides 
automatic background correction. 
Bradley T. Jones, Ben W. Smith, and James D. Winefordner*, 
Department of Chemistry, University of Florida, Gainesville, FL 
32611 

POlymer-Coated Cylindrical Waveguide Absorption Sensor for 
High Acidities 1674 
Molar concentrations of nitric and hydrochloric acids are 
detected using an in situ sensor composed of polymer-encap
sulated indicators combined with cylindrical optical ele
ments. Precision is 0.05 M. 
W. Patrick Carey* and Michael D. DeGrandpre, Chemical and 
Laser Science Division, G740, Los Alamos National Laboratory, Los 
Alamos, NM 87545 and Betty S. Jorgensen, Material Science and 
Technology Division, E549, Los Alarnos National Laboratory, Los 
Alamos, NM 87545 

Picogram Level Quantitation of 2,3.7,8-Tetrachlorodibenzo
p-dioxin in Fish Extracts by Capillary Gas Chromatography/ 
Matrix Isolation/Fourier Transform Infrared Spectrometry 

1678 
GC/MI/FT -IR spectrometry is used to confirm the identity 
and quantitate 2,3,7,8-tetrachlorodibenzo-p-dioxin in fish 
extracts in the 170-220-pg range (15-45 pg/g). Recovery 
averages 52%. 
Magdi M. Mossoba*, Richard A. Niemann, and Jo~Yun T. 
Chen, Division of Contaminants Chemistry, Food and Drug Admin
istration, 200 CSt., S. W., Washington, DC 20204 

Application of Cross-Correlation to Quantitative Analysis of 
Binary Mixtures Using Extended X-ray Absorption Fine 
Structure 1686 
Using suitable standard spectra for calibration purposes, it 
is possible to extract percent composition information from 
EXAFS data of binary mixtures using cross-correlation 
analysis. Without such standards, semiquantitative trends 
can also be obtained. 
Douglas P. Hoffmann, Andrew Proctor, Martin J. Fay, and 
David M. Hercules*, Department of Chemistry, University of 
Pittsburgh, Pittsburgh, PA 15260 

Fourier Transform Atomic Absorption Flame Spectrometry with 
Continuum Source Excitation 1694 
The design and performance of an FT-AA spectrometer 
using a 300-W Xe arc continuum source and a Michelson 
interferometer are presented. Detection limits for several 
elements are generally an order of magnitude poorer than 
those obtained by continuum AA methods that use echelle
grating spectrometers. 
Mark R. Glick, Bradley T. Jones, Benjamin W. Smith, and 
James D. Winefordner*, Department of Chemistry, University of 
Florida, Gainesville, FL 32611 

Mixture Analysis and Quantitative Determination of Nitrogen
Containing Organic Molecules by Surface-Enhanced Raman 
Spectrometry 1697 
A correction procedure for standardization of measurements 
is proposed and evaluated to solve the problem of quantita
tion of adsorbate in SERS. The RSD is about 15%, and 
linearity is achieved up to 50 ,ug/mL aminoacridine. 
J. J. Laserna, A. D. Campiglia, and J. D. Winefordner*, Depart
ment of Chemistry, University of Florida. Gainesville, FL 32611 
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SRIEFS 

Interpreting Mass Spectra of Multiply Charged Ions 1702 
Two algorithms that extract molecular mass information 
from the spectra of multiply charged ions are applied to the 
spectra of small proteins (5-40 kD) obtained by electrospray 
MS. Accuracy and sources of error are discussed. 
Matthias Mann, Chin Kai Meing, and John B. Fenn*, Depart
ment of Chemical Engineering, Yale University, New Haven, CT 
06520-2159 

On-Line Electrochemistry/Thermospray/Tandem Mass 
Spectrometry as a New Approach to the Study of Redox 
Reactions: The Oxidation of Uric Acid 1709 
The on-line combination of electrochemistry and thermo
spray/tandem MS provides otherwise difficult to obtain in
formation about redox and associated chemical reactions of 
biological molecules, such as the structure of reaction inter
mediates and products. 
Kevin J. Volk, Richard A Yost*, and Anna Brajter~Toth*, De
partment of Chemistry, University of Florida, Gainesville, FL 32611 

Determination of Serum Cholesterol by a Modification of the 
Isotope Dilution Mass Spectrometric Definitive Method 1718 
Cholesterol is determined in seven pools of human serum, 
with a coefficient of variation of 0.22%. The modified meth
od uses improved chromatographic separation and a new 
method of implementing selected ion monitoring. 
Polly Ellerbe*, Stanley Meiselman, Lorna T. Sniegoski, 
Michael J. Welch, and Edward White V, Center for Analytical 
Chemistry, National Institute of Standards and Technology (for
merly National Bureau of Standards), Gaithersburg, MD 20899 

Desorption Chemical Ionization, Thermospray, and Fast Atom 
Bombardment Mass Spectrometry of Dihydropyridine ;==' 

Pyridinium Salt-Type Redox Systems 1723 
Trigonellyl-substituted (quaternary pyridinium salt-type) 
compounds and their dihydropyridine analogues undergo 
thermal decomposition, hydrolysis, and redox reactions un
der desorption ionization conditions. 
Laszlo Pr6kai, Bih-Hsiung Hsu, Hassan Farag, and Nicholas 
Bodor*, Center for Drug Design and Delivery, College of Pharmacy, 
Box J-497, J. Hillis Miller Health Center, University of Florida, 
Gainesville, FL 32610 

Potentiometric Homogeneous Enzyme-Linked Competitive 
Binding Assays Using Adenosine Deaminase as the Label 1728 
The assay is based on the inhibition of an adenosine deami
nase-biotin conjugate by avidin. Unlike conventional homo
geneous enzyme immunoassays, this method uses an ammo
nium-selective electrode rather than a photometric detector. 
Thea L. Kjellstrom and Leonidas G. Bachas', Department of 
Chemistry, University of Kentucky, Lexington, KY 40506-0055 

Quantification of Recombinant Interleukin-2 in Human Serum by 
a Specific Immunobioassay 1732 
The detection limit is 2 units/mL using 0.1 mL serum. Inter
assay precision is 4.6%, whereas intraassay precision is 
12.7%. Sensitivity, reproducibility, specificity, stability, and 
recovery are also discussed. 
R. W. Nadeau', N. F. Oldfield, W. A. Garland, and D. J. Liber
ato, Department of Drug Metabolism, Hoffmann-La Roche, Inc., 
Nutley, NJ 07110 

Conductometric Transducers for Enzyme-8ased Biosensors 
1737 

Transducers with Cu and Pt electrodes are constructed and 
characterized, and two enzyme immobilization methods are 
tested. A detection limit of 10-6 M and a linear range of 
2 orders of magnitude are achieved. 
Susan R. Mikkelsen and Garry A. Rechnitz*, Department of 
Chemistry, University of Delaware, Newark, DE 19716 

Immobilized-Metal Affinity and Hydroxyapatite Chromatography 
of Genetically Engineered Subtilisin 1742 
Subtilisin (MW 27500) single amino acid variants are sepa
rated by immobilized-metal affinity chromatography. Selec
tivity is demonstrated with the separation of two variants 
differing by only a methylene group. 
Roman M. Chicz and Fred E. Regnier* , Department of Biochem
istry, Purdue University, West Lafayette, IN 47907 

Subambient Temperature Modification of Selectivity in 
Reversed-Phase Liquid Chromatography 1749 
The effect of column temperature on selectivity is examined 
for monomeric and polymeric CIS phases. A model for tem
perature induced selectivity changes is presented. 
Lane C. Sander' and Stephen A. Wise, Center for Analytical 
Chemistry, National Institute of Standards and Technology (for
merly National Bureau of Standards), Gaithersburg, MD 20899 

Cycling Technique for the Determination of Femtomole Amounts 
of Sulfite 1755 
A micromethod for the fluorometric determination of sulfite 
is based on a coupled enzyme assay and enzymatic cycling. 
The method is linear with a detection limit of 150 fmol for 
standard and wine samples, and 290 fmol for extracts of 
freeze-dried needle tissue. 
Regina Keil, Universitat Tiibingen, Institut fUr Botanik, Auf der 
Morgenstelle 1, D-7400 Tubingen, Federal Republic of Germany, 
Rudiger Hampp*, Universitat Tiibingen, Institut fUr Botanik, Auf 
der Morgenstelle 1, D-7400 Tubingen, Federal Republic of Germa
ny, and Hubert Ziegler, Technische UniversiUit Miinchen, Lehr
stuhl fUr Botanik, Arcisstrasse 21, D-8000 Munchen, Federal Re
public of Germany 
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Polymers 
Residual Monomers/Solvents 

Ask for our FREE bibliography of reprints 
on a wide range of applications 

P.O. Box371856·Cincinnati, OH 45222-1856 
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Determination of lead in Antarctic Ice at the "'n.,.,o,,, .• ,,.. 
Gram level by laser Atomic Fluorescence Spectrometry 1758 
LEAF allows direct analysis of decontaminated samples 
(20 I'L) without preliminary chemical treatment or precon· 
centration. Results are compared with those ob· 
tained for the same samples by isotope 
trometry. 
Michail A. Bolshov, Claude F. Boutron*, and Aleksandr V. 
Zybin, Institute of Spectroscopy, USSR Academy of Sciences, 
Troitzk, 142092 Moscow Region, USSR, and Laboratoire de Glacio
logie et Geophysique de l'Environment du CNRS, Domaine Univer
sitaire, 2, rue Moliere, B.P. 96, 38402 St. :v1artin d'Heres Cedex, 
France 

Cyclic Voltammelrv al Microhole Array Electrodes 1763 
A reversible redox·electrode reaction at microhole 
electrodes is discussed. The theoretical results are COJn!uem"d 
experimentally for the redox-electrode reaction of 
[Fe(CN)sl4-/3- using cyclic voltammetry at carbon fiber
epoxy composite electrodes. 
Koichi Tokuda*, Department of Electronic 
School at Tokyo Institute of 0"._'---'-_ .. 
Midori-ku, 227, Japan and Ken-ichi 
shihiro Shimizu, Basic Research Laboratories, Toray Industry, 
Inc., 1111 Tebiro, Kamakura 248, Japan 

Fiber -Optic Time-Resolved Fluorescence Sensor lor 
Simultaneous Determination 01 A!3+ and Ga3+ or 103+ 1168 
The sensor is based on a pool of chelator solution 
behind an ion· permeable membrane. Time·resolved 
metric methods are used to determine the contribution of 
each of two complexes to the total fluorescence signaL 
Mary K. Carroll, Frank V. Bright, and Gary M. 
partment of Chemistry, Indiana University, Bloomington, 

Split Zone Flow Injection Analysis: An Approach 10 Aulomated 
Dilutions 1773 
An overly concentrated sample can be automatically diluted 
up to 15,OOO·fold, independent of the sample's 
to 167 cPl. The dilution conditions can be preset, 
extent of the dilution can be calculated. 
Gregory D. Clark" Jaromir Ruzicka, and Gary D. Christian*, 
Center for Process Analytical Chemistry, Department of Chemistry, 
BG·lO, University of Washington, Seattle, WA 98195 

Titanium Dioxide Based Substrate lor Optical Monitors in 
Surlace-Enhanced Ilaman Scallering Analysis 1779 
The use of Ag·coated TiO, substrates as optical monitors for 
SERS is investigated. The experimental parameters and 
analytical capabilities are reported, and its use for in situ 
trace organic analysis is demonstrated. 
Job M. Bello, David L. Stokes, and Tuan Vo-Dinh*, Advanced 
Monitoring Development Group, Health and Safety Research Divi
sion, Oak Ridge Na"'cional Laboratory, Oak Ridge, TN 37831-6101 

880 • ANALYTICAL CHEMISTRY, VOL. 61, NO. 15, AUGUST 1. 1989 



We've upset the status quo l 

For example, "old school Ff-IRs" use 
obscure computer operating systems, madden
ingly complex software and are barely compat
ible with the rest of the computer world, 
Analect, on the other hand, has made Ff-IRs 
extremely easy to use, We've multiplied- not 
restricted-your options in third-party computer 
hardware and software by providing the IBM
compatible MS-DOS operating system, This 
mainstream operating system also handles 
Ff -IR data with incredible speed. 

And Analect doesn't go along with the 
"conventional wisdom" that an Ff-IR must be 

pampereo and frequently realigned. Our 
systems are so reliable and accurate that they 
may never need realignment or recalibration. 

Like those waves? There's more. 
While the competition offers a dead-end 

upgrade path, Analect provides modularity 
and upgradability throughout its entire 
family of instruments, from 2 wave to 1/8 
wavenumber systems. 

Isn't that the way you would design an 
Ff-IR? 

It's time to make some waves of your own. 
Fill out the coupon or call our toll-free 

number for a free, absolutely no obligation 
demonstration of Analect Ff-IRs. 
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Laser Precision Analytical. 
17819 Gillette Ave., Irvine, 
In CA: 714-660-8801. 
Toll Free: 1-800-334-3433. 

Technology you can believe in. 
, I'lHH \11,11<'11 II1,.!I"nflWl1i __ 



RENT 
Analytical Instruments 
lease or rent-to-own 

~ Free Instrument delivery & setup 
in selected areas. 

~ GC.MSD.FTIR.AA.ICP.LC.IR 

~ Choose from many major 
manufacturers 

~ Hewlett-Packard GC.MSD 
Systems in stock 

~ New Catalog of Chromatography 
Supplies. 

-----1-800-551-2783 

On-Site® Instruments 
ENVIRORENTAL® 

689 North James Rood Columbus, Ohio 43219-1837 

(614) 237-3022 
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Heinrich Emanuel Merck Award 
for Analytical Chemistry 1990 

In 1988 E. Merck, Darmstadt, has granted the Heinrich 
Emanuel Merck award for the first time. 
The award is endowed with OM 25,000 for the promotion of 
new developments in Analytical Chemistry, in particular for 
developing new methods in classical chemistry for sample 
preparation in trace analysis and their application in human 
environment. 
The nexi award will be granted in the scope of the 
European Conference on Analytical Chemistry which will 
take place in Vienna, August 1990. 

All young chemists up to the age of 45 are required to sub
mit an original paper to the following adress; deadline will 
be the end of january 1990. 

Herrn Prof. Dr. Gunther T61g 
Institut fOr Spektrochemie und 
Angewandte Spektroskopie 
Postfach 101352 
Bunsen-Kirchhoff-Str. 11 
0-4600 Dortmund 1 

The winner of this award will be chosen by an international 
jury of renowned analytical chernists. 

If you need rnore information please contact Prof. Dr. G. Tolg. 

E. Merck . Frankfurter Strasse 250 . 0-6100 Darmstadt 1 
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ElRIEFS 

Correspondence 
Exchange of Comments on the Simplex Algorithm Culminating 
in Quadratic Convergence and Error Estimation 1783 
Steven Brumby, Research School of Chemistry, Australian 
National University, G.P.O. Box 4, ACT 2601, Australia and G. R. 
Phillips and E. M. Eyring', Department of Chemistry, University 
of Utah, Salt Lake City, UT 84112 

Technical Notes 
Construction of an Optically Transparent Thin-Layer-Electrode 
Cell for Use with Oxygen-Sensitive Species in Aqueous and 
Nonaqueous Solvents 1787 
Matthew B. G. Pilkington, Barry A. Coles, and Richard G. 
Compton*, Physical Chemistry Laboratory, Oxford University, 
South Parks Road, Oxford OX1 3QZ, England 

Application of a Nested-Loop System for the Simultaneous 
Determination of Thorium and Uranium by Flow Injection 
Analysis 1789 
Jose Luis Perez Pav6n, Bernardo Moreno Cordero*, JesUs 
Hernandez Mendez, and Rosa Maria Isidro Agudo, Department 
of Analytical Chemistry, Bromatology and Food Sciences, Universi
ty of Salamanca, Salamanca, Spain 

On-Line Dilution Scheme for Liquid Chromatography 1791 
Javier N. Oquendo' and Joseph A. Leone', ARCO Oil and Gas 
Company, Research and Technical Services, Plano, TX 75075 



Lubricon, Beech Grove, IN, specializes in testing lubri
cants for private and private label companies. Lubricants 
from such diverse applications as large stationary 
engines, compressors. transmissions, shipping industry, 
drilling rigs, and natural gas engines are tested and the 
results analyzed as to the condition of the lubricant and 
the unit being lubricated. 

Based on Lubricon's finding, the user knows whether to 
change the lubricant; to check for internal problems such 
as bearing wear or improper gear train mesh; or external 
problems such as poor air filtration, all of which could 
lead to premature failures requiring expensive and 
untimely maintenance. 
Stan Leitz, Operations Manager for Lubricon, wanted a 
way of eliminating the inconvenience of changing tanks 
and the cost of nitrogen used to purge an FT-IR spec
trometer being used in the analysis of lubricants. "We 
were going through a tank of nitrogen about every two 

but we didn't want to mess with larger tanks or 
nitrogen. We were looking at the possibility of 

together our own system of an air compressor 
and an air dryer to provide clean, dry, CO2-free com
pressed air for the FT-IR", says Leitz. 

When contacted by Lubricon, Balston, Inc., Lexington, 
MA, recommended the Balston Type 74 Clean Air 
Package. After reviewing the specifications for the 
Balston Clean Air Package, a self-contained unit consist-

of an air compressor, after-cooler, prefilter and after 
CO2 remover and air dryer, Lubricon quickly 

decided it was exactly what they were looking for. 

"The Balston Clean Air Package was simple to install. 
Ali we had to do was hook up the electrical power and 
connect a copper air supply line to the spectrometer. We 
let the Air Package run for a couple of hours to purge the 
supply line and we were in business", says Leitz. "Base 
line calibration tests are taken on a regular basis to check 
for CO, and moisture content in the purge. After two 
months of operation, we haven't detected any noticeable 
difference in calibration between the bottled nitrogen we 
were using and the air supplied by the Balston Clean Air 
Package". 

"Based on what we were paying for bottled nitrogen, the 
Balston Clean Air Package will pay for itself in less than 

after which we will be saving about $7,000 per 

Balston Type 74 Glean Air Package eliminates bottled nitrogen gas 
and saves FT-IR Spectrometer user $7,000 per year 

Other than replacing a small filter cartridge, no maintenance has 
been required on the system. "Every now and then we walk by and 
hear it running so we know it's working We don't pay a great deal 
of attention to it. It's been sitting there running 24 hours a day, 
seven days a week ever since we put power to it" 

There are other tests that Lubricon performs that also call for 
clean, dry air for which they now purchase bottled compressed air. 
Future plans call for running another supply line from the Balston 
Clean Air package to eliminate having to purchase the bottled air 
which will further reduce the payback period Jor the Balston Clean 
Air Package. 

"The Balston Clean Air Package is paying for itself and has elimi
nated the hassle of changing tanks every two days. It's been 
working just like it was presented to us". 

Call TolI·Free 0 
800·343·4048 
In Massachusells, 617-861-7240 • FILTER PRODUCTS 
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The System 800 represents 
the new generation in research 
tools. It is the synthesis of 
advances in optical, electronic and 
mechanical design. The System 
SOO combines an ultra-stable 
interferometer design with a 
unique dynamic alignment system, for superior data 
throughout the spectral range. 

The System 800 provides the stability, signal-to
noise performance, and repeatability required for 
demanding applications. Whether your experiments 
involve long-term data acquisitions or rdpid short-term 
dynamic spectroscopy applications, the SOO has the 
capabilities to solve your problems with confidence. 

The System 800 incorporates the features demanded 
by leading research investigators throughout the 
world. Standard features include optical bench 

communications, 
configuration 
status, rapid spectral 

~
':' conversion, ultrA-quiet 

train, highest thr'Ou:g111)Ut 
design, dynamic 
expandable optical path, ultra 

high-output sources, and simplified experimental design 
for multiple modulation techniques. 

The System 800 supports the full range of experiments 
including FT-Raman, Emission, MicrospecUoscopy, 
GCfFT-IR, SFC/FT-IR, and more. Multiple beam paths 
allow several different experiments or applications to be 
configured simultaneously. 

Nicolet sets tbe standard for research performance. 
let us show you the future of FT-Spectroscopy. 

Nicolet 
Belgium: 02-762-2'511 
Canada, 416·625·H302 

France: 1-30-81-3081 
Germany: 069-8:'7001 

I,STRC\IENTS OF DISCOVERY 

Japan, 06·863·1550 
Nt:therlands: 03403-7·f7,)4 

Switzerland: 0'56-83'1)0') 
llnited Kingdom 0926-~9·~1l1 

Nicokt Analytical Instruments 15225-1 Verona Rd. / Madison, WI 5:f:'1l / (608) 271-3333 / FAX: (608) 2"73-')046 

7i:J cornplement these direct Nicolet ()lfice,\~ Nicolet maintains a network a/representatives in countries througbout tbe u1orld. 
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EDITORIAL '--

25th Anniversary of 
a Classic Paper 

This past month marked the 25th anni
versary of the publication in ANALYTI
CAL CHEMISTRY of Abraham Savitzky 
and Marcel Golay's classic paper de
scribing a smoothing algorithm that per
mits reduction of random noise from 
measured spectra (Anal. Chem. 1964,36, 
1627-39). In this issue's FOCUS article 
Abraham Savitzky provides the historic 
background for the writing of this impor
tant paper, which ushered in the use of 
data-processing and digital computer 
techniques that have had a profound ef
fect on analytical chemistry. This col
laboration between a chemist and an 
electrical engineer provided procedures 
that for the first time could be under
stood and used by mathematically un
sophisticated chemists. The field has 
grown dramatically since this landmark 
paper was published, and today's che
mometrics plays a vital role in most as
pects of analytical chemistry. 

The Savitzky-Golay algorithm, in all 
its simplicity, is sometimes overlooked in 
today's world of gigaflop machines and 
data-processing techniques that border 
on artificial intelligence. Perhaps we 

should all reexamine our data-massaging 
algorithms. Those that bludgeon our 
data into submission can often be re
placed by shorter and faster ones. The 
simpler procedures, although usually 
considered less sophisticated, can pro
vide information closer to the spirit of 
the raw data. We might then put all that 
computing power to better use in other 
applications. 

As this FOCUS article was being pre
pared, we learned of the sudden death on 
April 27 of Marcel Golay shortly before 
his 87th birthday. The memorial to Dr. 
Golay in this issue describes his many 
important contributions to a broad 
scope of scientific areas. His landmark 
contributions to chromatography, spec
troscopy, data processing, and image 
analysis have had a tremendous impact 
on the field of analytical chemistry. Few 
scientists can claim such a fruitful ca
reer, and he will be sorely missed. 
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An Update on the State Q[the Art in Separations Technology 

nhancements to Series 4500i 
Chromatographs provide more 
problem-solvingpower. 

The chromatographer's problem
solving power for inorganic and 
organic ions and transition metals 
has just received a significant 
boost ,lany compounds which 
were difficult to separate and detect 

recent enhancemeJts made to 
the Series 4500i Chromatographs. 

The 45001 Gradient Pump and 
Chromatography Module now have 
soil'mrcollljJatibie PEEK tubing 
(/IldlerTulefiltmgs These allow 
vau to use the most common 
chromatographic solvents for more 
versatility, in addition to assuring 
that no corrosion ormetai con
tamination will occur \vith the 
metal-free 45001 systems. 

The Series 4500i also features 
an all new '\lie(lral Ami)' Detector 
which offers several benefits 
unavaIlable from photodiode array 
detectors. 

Influent 
3-10Dilulion 

i; 
10IlsFS 
lsocratic 
AS4A 

"-

Minutes 

"-

~ 
:; 

Thismulti-wavelength UV/Vis 
detector is capable of monitoring 
32 different wavelengths and 
gathers data at 96 points/ sec. for 
excellent spectral resolution. 
Multiple-wavelength chromato
grams can be displayed in 3-D 
format for rapid and accurate 
determination of peak purity and 
identity. 

The new Spectral Array 
Detector's sensitivity and freedom 
from refractive index effects are 
equal to those of the best variable 
wavelength detectors. 

The enhanced Series 45001 
Chromatographs also adds new 
power to chemically suppressed 
conductivity detection. Now you 
can use both salts and solvent 
gradients in coni unction with 
MicroMembrane Suppressors 
to separate and detect an even 
broader range of inorganic and 
organic ions. 

Influent 
3-10Dilution 
10IlsFS 

(j g~ GradientNaOH 
AS5A 

~~ 

~" 

~~ 
'-' 

I I I 
20 25 30 

Minutes 

Sunnymle iV!uniapalWasie 

nique OmniPacrn 

columns-a 
major advance 
overhonded 
silica. 

These remarkable polymeric, 
multi -dimensional columns com
bine 3 separation modes- ion 
exchange, Ion pairing, and reversed 
phase. 100% solvent-and buffer
compatible, the OmniPac columns 
can work small miracles, such as 

Column:OmniPacPAX-500 
Oetection:UV215nm 

Peaks: 
1. Ma!eate 
2.Tartrate 
3.Acebutolol 
4.PindoloJ 
5. Metoprolol 

nf'ODlmeJw(!lIul Cbromatogmph)' 
u1lbaSingleCo/Ul71n 

1011 

112 

I 

Column:OmniPacPAX-500 
Peaks: 
1. Benzylatcohol,2. Diethyltol
uamide,3.Benzene,4.8enzoic 
Acid,5.BenzenesulfonicAcid, 
6. Toluenesulfonic Acid, 
7.p-Chlorobenzenesulfonic 
Ac!d,8.p-BromobenzoicAdd. 
9.PhthalicAcid,10.Tere
phthalic Acid, 11.p-Hydroxy
benzenesulfonic Acid, 12. 
1,3,5 Benzenetricarboxylic 
Acid,13.1,2,4,5Benzenetet
racarboxylicAcid 

Minutes 13 

Carbo;{'ylicACIdsandAdrenergicDrugsllithOneColunnl 

combining sample preparation 
and analys:s in one column, or 
separating ionic and non -ionic 
compounds in the same 
chromatogram 

The columns utilize solvents, 
pH, and ionic strength to affect 
selectivity or to elute both organics 
and inorgaoics in the same sample. 
Hydroxide eluants are used for 
increased sensitivity with chem
ically suppressed conductivity 
detection. 

OmniPac columns have a pH 
stability of 0-14, allowing use of the 
full range of pH and ionic strength 
to optimize selectivity. 

Add OmniPac columns to your 
array of separation tools to perform 
a full range of separations on a 
single column, with more resolu
tion and maximum control of 
selectivity. 

or complete 
infonnation or 
to discuss your 
application, 
contact your 
local Dionex 
representative 

or (in U.S.A) calll-
800-227-1817, ext. 42. 

.DIONEX 
A Hm~ ~~l~ll~~ 

--------- ----------
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NEWS 
JI 

Nondestructive Coal Analysis 
Using a new-generation electron spin resonance (ESR) 
spectrometer designed to improve analysis of biological and 
materials specimens, researchers at the University of Illi
nois at Lrbana-Champaign have been able to identify, 
nondestructively, sulfur compounds inside coal. Whereas 
other, harsher procedures cause decomposition, generating 
many sulfur compounds in the process, ESR, according to 
Robert Clarkson of the Illinois ESR Research Center 
(IERC), finds only a few distinct species. This unexpected 
result has also been obtained recently by other researchers 
performing density gradient separations of sulfur com
pounds in coal. 

The key to the Illinois observations is their new W-band 
spectrometer designed for microwave frequencies around 
100 GHz. Compared with standard ESR spectrometers that 
operate at 9 GHz, or X-band frequencies, the W-band in
strument offers significantly improved resolution. For in
stance, ESR of melanins, which show little structure or dif
ferentiation at X-band, are structured and clearly differen
tiated at W-band. Dibenzothiophene radical shows only a 
single asymmetric X -band ESR signal, but at W -band a 
low-field peak splits out about 30 G from the central line, 
revealing the sulfur heteroatom. 

Clarkson, along with R. Linn Belford from JERC and the 
university's Department of Chemistry, has examined a se
ries of model sulfur compounds with W-band ESR. Using 
peak locations and line shape analyses they can then iden
tify similar species locked in coal samples. Says Clarkson, 
"My optimism on this technique has gone up 100%." 

Clarkson, Belford, and co-workers at IERC are also pur
suing differentiation of biological molecules with W -band 
and next plan to use it to explore catalyst and semiconduc
tor surfaces. They hope to bridge the gap between high
vacuum surface work and "dirty" surfaces under practical 
reaction conditions. 

Center for Automated Systems 
In an effort to steer industrial, academic, and government 
research and development toward automated chemical 
analysis. the National Institute of Standards and Technol
ogy (NIST) has formed the Consortium on Automated An
alytical Laboratory Systems (CAALS). An initial informa
tional meeting of the consortium is scheduled for Septem
ber 28 and 29 at NIST in Gaithersburg, MD. 

According to NIST, the purpose of the consortium is to 
pool resources of various organizations and thereby offer a 
unified and common development base for the automation 
of chemical analysis. NIST hopes CAALS will lead to auto
mated systems that are user-friendly, incorporate quality 
control into the components, and generate standard meth
ods of analysis. Currently tbe task of integrating and auto
mating different analytical techniques often exceeds tbe 
abilities of individual manufacturers or users. 

For more information, contact H. M. Kingston, NIST, 
Inorganic Analytical Research Division, A349 Chemistry 
Building, Gaithersburg, MD 20899 (301-975-4142). 

GOing for Magma 
This month researchers at Sandia National Laboratories 
should begin drilling a 6.1-km-deep well into a caldera~ 
the collapsed crater of a volcano~near Mammoth Lakes, 
CA. Expected to take four years to complete, the project is 
aimed at investigating the caldera and the magma beneath 
the surface. For the first time, scientists will drill above an 
active magma chamber. With temperatures exceeding 
600°C, magma could someday become a clean, alternative 
energy source. 

The $8 million project will require drilling in four stages, 
and samples will be collected regularly for analysis. The fi
nal stage of digging is expected to be completed in 1992. 

The drill site is in the Inyo National Forest on a resur
gent dome, a large, low, rounded hill that is produced by 
subsurface magma flow pushing on the caldera. Geophysi
cists estimate that the roof of the magma chamber lies 
6 km below the dome. The actual drilling will not enter the 
chamber; it will stop when the borehole temperature 
reaches 500°C or when a depth of 6.1 km is reached. Fol
lowing the completion of drilling, Sandia will restore the 
site to near-original conditions. 

For Your Information 
For the analysis of fish and other fatty foods, NIST is of
fering a standard cod liver oil reference solution con
taining six chlorinated pesticides (hexachlorobenzene, 
a-hexachlorocyclohexane, trans-chlordane, cis-chlordane, 
trans-nonachlor, and dieldrin), five different PCBs, and vi
tamin E in the form of a-tocopherol. In addition, the refer
ence material has uncertified concentrations of six dioxin 
compounds and octachlorodibenzofuran. For more infor
mation, contact the Office of Standard Reference Materi
als, NIST, B311 Chemistry Building, Gaithersburg, MD 
20899 (301-975-6776). 

To assist scientists investigating com bustion or atmospher
ic chemistry, NIST has filled a personal computer floppy 
disk with gas-phase rate constants for approximately 
2000 reactions. A special software option allows users to 
display all the rate constants determined for an individual 
reaction as a function of temperature. For more informa
tion, contact the Office of Standard Reference Data, NIST, 
A320 Physics Building, Gaithersburg. MD 20899 (301-975-
2208). 

The German Society for Clinical Chemistry is seeking ap
plicants for the Biochemical Analysis prize. The award, 
worth DM 50,000, is given for outstanding and novel work 
in biochemical analysis or biocbemical instrumentation. 
Applicants must submit papers covering one theme that 
were published or accepted for publication during the peri
od between October 1, 1987, and September 30, 1989. Sub
missions are due before October 15, 1989, and should be 
addressed to H. Feldman, Institut fUr Physiologische Che
mie der Universitat, Goetbestrasse 33, D-8000 Munchen 2, 
FRG. 

ANALYTICAL CHEMISTRY, VOL. 61. NO. 15. AUGUST 1. 1989 • 887 A 



HRLC®: The Next Step Ahead 

High Resolution Liquid Chromatography (HRLC) 
advances to a new level of speed, performance, and convenience. 

Bio-Rad offers dramatic advances 
in HRLC with its new series 800 and 
500 systems. Every single compo
nent of these systems, as well as the 
associated Windows" software, 
reflects the latest technology. 

New multi-tasking data station 
IBM"'-based data station with menu
driven Bio-Rad software provides 
single-point control over system 
components. All components are 
controlled by the central computer. 

Series 800 data stations generate 
~irtually any gradient profile on two 
completely independent systems, 
collecting high-resolution data from 
up to four detectors and controlling 
up to 6 high-pressure pumps. 

Powerful Windows software 
Bio-Rad's new proprietary software 
supports every aspect of system 
operation, from control to calibra
tion, to data analysis and storage. 
Mouse driven software with pull-

down menus simplifies methods 
development and provides many 
options. Together it makes your svs
tem function with unsurpassed ease. 

Sophisticated data analysis 
Display and process data with super
imposable video strip charts and 
microvolt sensitivity. 

Full range of color and mono
chrome graphics available, includ
ing a color printer for the series 
800 system. 

Customized systems 
All HRLC systems are 100% upgrad-

Chemical 
Division 

1414 Harbour Way South 
Richmond, CA 94804 
(415) 232-7000 
800-843-1412 
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able, since all components are 
free-standing and compatible with 
the system's central computer. Start 
with a PC-integrator data analysis 
system; later you can upgrade to 
an isocratic, gradient, Of multiple 
system easily and inexpensively. 

An exceptionally wide range of 
options, including titanium COll

struction, choice of 10 mllmin 
or 40 mllmin flow rates, detectors, 
pumps, and an unparalleled selec
tion of column chemistries, allow 
us to tailor an isocratic OJ' gradient 
system that suits you perfectly. All 
systems arrive pre-plumbed, pre
tested, and pre-assembled. 

:-10 conventional system can offer 
you as much capability and flexibility 
as our series 800 and 500 HRIe sys
tems. And these systems are backed 
by three decades of chromatographic 
expertise. Let us show you how 
our systems can satisfy your applica
tions needs. 



SOLID-SURFACE 
LUMINESCENCE 
SPECTROMETRY 

Robert Hurtubise 
Chemistry Department 
University of Wyoming 
Laramie, WY 82071 

In its broadest meaning, solid -surface 
luminescence spectrometry includes 
the theory and methodology involved 
in luminescence emitted from compo
nents adsorbed on or chemically bond
ed to solid matrices as well as lumines
cence emitted from solid compounds. 
The simplicity, sensitivity, se-

and moderate cost of solid
lWIll!leSCe!}ce make it applica-

~ 

ble to many areas of chemical interest 
from column chromatography to the 
analysis of pharmaceutical tablets. Be
cause both fluorescence and phospho
rescence signals can be obtained at 
room temperature in many situations, 
their combined use can yield a substan
tial amount of luminescence informa
tion about a sample, particularly mix
tures. 

Principles of solid-surface 
luminescence 

Several types of solid-surface lumines
cence techniques are suitable for a wide 
variety of applications (Figure 1). The 

term luminescence refers to both fluo-
rescence and Fluo-
rescence results a radiative tran-
sition occurs from the lowest vibration
al level of the lowest excited singlet 
state to a singlet ground state of a mol
ecule, whereas phosphorescence occurs 
when the transition is from the lowest 
vibrational level of the lowest 
state to the ground state 
The transition an excited 
state to the singlet ground state 
rescence) is spin-allowed and thus 
occur with a high degree of probability. 
Fluorescence decay times range from 
approximately 10-9 to 10-7 s. The radi
ative transition from an excited 
state to the singlet 
phorescence) is 
ever, which in 
(from approximately 10-4 to s) for a 
triplet electronic state and greatly in-
creases the of collisional 
transfer of energy other mole-
cules. Because collisional transfer of 
energy is efficient in solution at room 
temperature, micelle, sensitized, and 
solid-surface room-temperature 
phorescence are widely used for 
cal analysis (2). 

Theory, instrumentation, and appli
cations of solid-surface luminescence 
are discussed in rece:at mcmC)eraDGS 
4), and will be covered 
here. Several solid materials, 
filter paper, silica aluminum oxide, 
silicone rubber, acetate, potas-
sium bromide, and cellulose, are used 
in solid-surface luminescence. In 
eral, one of two methods is used to 
posit luminescent on solid 
surfaces. Syringes or have 
been employed that can micro-
liter amounts of solution to a solid sur
face such as filter paper. In addition, 
has been possible to adsorb lumines
cent components on 
the powder with a 
cent compounds and then evaporating 
the solution in which the components 
are dissolved. Various chemical reac-
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tions are carried out to chemically 
bond a luminescent species to a sur
face. 

One obvious difference between sol
id -surface and solution luminescence is 
that in solid-surface luminescence the 
luminescent molecules are usually at
tached to small particles or a solid sur
face such as filter paper or silica gel, 
whereas in solution luminescence, the 
luminescent molecules are dissolved in 
a solvent. In solid -surface lumines
cence, both the source and lumines
cence radiation are scattered and dif
fusely reflected from the surface of the 
solid matrix. Radiation can also be 
transmitted through the solid material. 
Ordinarily the diffusely reflected lumi
nescence is measured. 

For adsorbed species, a fraction of 
the sample of interest penetrates into 
the solid matrix, and the sample lumi
nescence is excited at the surface and 
within the solid matrix at a given 
depth, depending on the properties of 
the solid matrix. The most important 
breakthrough in solid -surface lumines
cence analysis in the past 15 years is the 
development of solid-surface room
temperature phosphorescence (RTP), 
which will be discussed later. 

Why use solid-surface 
luminescence? 

Solid-surface luminescence analysis is 
very sensitive and selective for organic 
trace analysis (3, 4). Nanogram and 
subnanogram detection limits are easi
ly obtained, and in many cases, pico
gram levels can be detected. In addi
tion, solid-surface luminescence meth
odology is simple, inexpensive, and 
rapid, and it can be used selectively for 
mixture analysis. 

Although solutions are most often 
used, a solid surface may be the only 
vehicle that can be employed. Small 
samples are easily handled by solid
surface luminescence techniques, a ca
pability that can be important when 
toxic materials or biological samples 
are used. In solution phosphorimetry, 
it is usually necessary to cool the sam
ple solution to liquid nitrogen tempera
ture. However, with solid-surface RTP, 
the analysis can be performed at room 
temperature, which eliminates the 
need for cryogenic equipment. In addi
tion, both fluorescence and phospho
rescence data (rather than just solution 
fluorescence data) often can be ob
tained at room temperature from a 
sample adsorbed on a solid surface. In 
some cases, solid-surface luminescence 
is also more rapid than solution lumi
nescence. It can be automated, used 
with HPLC, TLC, and paper chroma
tography, and readily adapted to field 
and process control work. 

Any analytical approach has disad
vantages, however, and solid-surface 
luminescence analysis is no exception. 
Although depositing a material on a 
surface is not as easy as dissolving a 
sample in solution, with a little practice 
excellent reproducibility can be 
achieved. Fluorescence and phospho
rescence background signals emitted 
from the solid surface can raise the lim
its of detection and also adversely af
fect reproducibility. Moisture and oxy
gen quenching can be a problem in 
RTP analysis, but under the appropri
ate experimental conditions these 
problems can be minimized. Although 
the use of powders requires more sam
ple preparation time than does a flat 
surface such as filter paper, the sensi
tivity and selectivity obtained with 
powders often outweigh the additional 
preparation time. 

Solid-surface fluorescence 

Some new developments in solid-sur
face fluorescence are considered in a 
recent review on solid-surface lumines
cence analysis (5). Many of the current 
applications center around the analysis 
of environmental and biological sam
ples. Numerous applications of this 
type have appeared in the past and 
should appear in the future because of 
the simplicity of adsorbing a tiny ali-

quot (~ll'L or less) of a solution on a 
solid surface and because of the sensi
tivity that can be obtained by measur
ing the fluorescence of the adsorbed 
compounds. 

A relatively simple and very sensi
tive laser fluorometric system has been 
described (6) with which a detection 
limit of ~8000 molecules of Rhodamine 
6G was obtained. The Rhodamine 6G 
was adsorbed on silica spheres (lO-lLm 
diameter) that were viewed individual
ly with a fluorescence microscope (Fig
ure 2). A CW Ar-ion laser was used as 
an excitation source, and an optical fi
ber was used to direct the output of the 
laser to a quartz slide on which the sili
ca spheres were spread. To obtain a 
calibration curve, the fluorescence 
emission was measured for each of 10 
individual spheres and an average val
ue and a percent relative standard de
viation were calculated. The main ad
vantages of this system are that there is 
no solvent fluorescence or Raman scat
tering, and particles are viewed from a 
stationary position. This fluorometer 
could be useful for the ultratrace mea
surements of polycyclic aromatic hy
drocarbons on air particulates. 

Several types of filter papers have 
been evaluated for use as substrates for 
solid-surface room-temperature fluo
rescence and photochemical fluores-

I Solid-surface luminescence I 
I I 

I Fluorescence I I Phosphorescence I 
\ I 
/ \ 

TECHNIQUES APPLICATIONS 

Synchronous Chromatography 

Constant-energy synchronous Polymers 

Derivative Pollutants 

Time-resolved Drugs 

Sensitized Clinical compounds 

Quenching Biological compounds 

Room-temperature immunoassay Forensic samples 

Food products 

Fossil fuels 

Figure 1. SOlid-surface luminescence techniques and applications. 
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cence (7). Analyte fluorescence signals 
were two to four times higher on filter 
paper than on silica gel TLC plates, 
and absolute detection limits of be
tween 0.6 and 40 ng were obtained by 
using Whatman filter papers. Based on 
these results, filter paper was deter
mined to be a convenient, inexpensive, 
and easy-to-handle substrate for room
temperature fluorescence and photo
chemical fluorescence measurements. 

An in situ fluorescence detection ap
proach has been developed for polycy
clic aromatic hydrocarbons preconcen
trated on Ct8 chromatographic silica 
(8). Pyrene was employed as a model 
compound, and the analyte was pre
concentrated from a methanol-water 
solution onto the C'8 silica after appro
priate adjustment of the solution com
position. With an arc-lamp fluorome
ter the detection limit for pyrene was 
15 pg/mL, whereas with a laser fluo
rometer, the detection limit dropped to 
0.17 pg/mL. The concentration of py
rene sorbed on the surface can be relat
ed to the solution concentration by 
chromatographic retention values ob
tained from a column packed with the 
same C'8 packing. 

Bacon and Demas (9) used the oxy
gen quenching of the luminescence of 
tris( 4, 7 -diphenyl-1,10-phenanthro
line)ruthenium(II) perchlorate immo
bilized in silicone rubber to develop a 
method for measuring oxygen concen
trations in both solutions and the gas 
phase. The quenching can be quanti
tated by either lifetime or intensity 
quenching measurements, and the de
gree of quenching of the excited com
plex is related to the partial pressure of 
oxygen in contact with the polymer 
film. Although essentially all small gas
eous molecules penetrate the sensor 
film, only sulfur dioxide and chlorine 
interfere, and they do not degrade the 
sensor. This system can be used to ana
lyze oxygen concentrations below 1 torr 
partial pressure of oxygen, and more 
sensitive sensors could be fabricated by 
using less permeable polymers or sen
sors with shorter excited-state life
times. 

Several researchers recently em
ployed fluorescence spectrometry to 
study fluorescent species that are 
chemically bonded or physically ad
sorbed to chromatographic stationary 
phases. Lochmuller et al. (10) studied 
the fluorescence of pyrene silane mole
cules chemically bonded to microparti
culate silica gel at several surface con
centrations. They were interested in 
determining the proximity and distri
bution of chemically bound molecules 
on the native silica gel. The fluores
cence of the monomer and the excimer 
ofthe chemically bonded pyrene silane 

Photomultiplier 
tube 

Figure 2. Schematic of the laser-excit
ed microscopic fluorometer. 
(Adapted from Reference 6.) 

was measured as a function of surface 
concentration (Table I). As the percent 
carbon increases, the pyrene excimer
to-monomer ratio increases, which 
shows that pyrene molecules chemical
ly bonded to microparticulate silica 
were not evenly distributed but were 
clustered into regions of high density. 
A reversed-phase stationary phase 

would thus have "clusters" of bonded 
alkyl ligands rather than a uniform dis
tribution, as previously reported. 

The influence ofthe mobile phase on 
the environment and structure of the 
C'8 stationary phase was explored by 
using pyrene fluorescence as a probe 
(11). The intensity ratios of the vi· 
bronic emission bands were used to 
study changes in the polarity around 
the pyrene sorbed to the C'8 surface. In 
other experiments, the quenching of 
pyrene fluorescence by potassium io
dide was used to correlate changes in 
polarity to exposure of pyrene to the 
mobile phase. With high concentra
tions of methanol, pyrene was parti
tioned or fully surrounded by alkyl 
chains, which were most likely well sol
vated by methanol. At lower methanol 
concentrations, the onset of quenching 
by solution-phase ions showed that 
some fraction of sorbed pyrene was ex
posed to the surrounding solvent as the 
stationary-phase volume collapsed. 

Solid-surface fluorescence spectrom
etry has also been used to investigate 
interactions in normal-phase liquid 
chromatography (12) by studying the 
chromatographic interactions of ben
zo[h]quinoline with water-deactivated 
silica gel. The experimental conditions 
significantly affected the extent to 
which benzo[h]quinoline would under
go excited-state protonation with sili
ca. Fluorescence data were obtained for 
benzo[h]quinoline as it migrated on 
water-deactivated silica gel packed 
into a quartz column. The results 
showed that some of the water was ad
sorbed on sites in silica that were 
incapable of proton donation to ben
zo[h]quinoline in its excited singlet 
state. By combining the fluorescence 
data with the chromatographic data, 
the mass balance was calculated for 
three benzo[h]quinoline species that 
were responsible for the chromato-

Table I. Monomer and excimer intensities as a function of percent 
carbon 

Monomer Excimer Log 
Pyrene Inlenslly Intensity Excimer~to- ( exelme,-Io-
silica Percent (max. al 26,600 (max. al 21,100 monomer monomer 
sample carbon em-I) em-I) 'allo ,allo) 

A 1.1 483 78 0.16 -0.80 
B 1.6 564 121 0.21 -0.68 
C 2.6 316 459 1.45 0.16 
D 4.4 115 505 4.39 0.64 
E 5.4 69 536 7.77 0.89 
F 8.2 14 653 46.64 1.67 

Note. Adapted from Reference 10. 
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graphic bands (Figure 3). These results 
provided the first fluorescence data in 
support of the Snyder displacement 
model for liquid-solid chromatography 
(13). 

Solid-surface phosphorescence 

In the six years since ANALYTICAL 
CHEMISTRY published an INSTRU
MENTATION article on phosphori
metry (2), considerable progress has 
been made in developing an under
standing of interactions in solid -sur
face RTP, in obtaining analytical RTP 
data, and in applying RTP to impor
tant analytical areas (4,5). Fewer de
velopments have occurred recently in 
instrumentation, however, because 
much of the instrumental development 
in solid -surface phosphorescence hap
pened during the late 1970s and early 
1980s. 

Why does a phosphor give RTP 
when adsorbed on a particular surface? 
The answer is not an easy one; factors 
such as solution chemistry, evapora
tion of the solvent, drying of the solid 
surface, and phosphor-solid matrix in
teractions must be considered. 

Schulman and Parker (14) were the 
first to study the effects of moisture, 
oxygen, and nature of the support
phosphor interactions. Their results 
showed that hydrogen bonding of the 
phosphor to the support was an impor
tant factor in preventing collisional de
activation of the excited phosphor and 
that the sample matrix resisted the 
penetration and quenching efforts of 

0.75 

oxygen. Niday and Seybold (15) 
showed that packing filter paper with 
substances such as salts or sugars in
hibited the internal motion of the ad
sorbed phosphor, and they suggested 
that the added substances "plugged 
up" the channels and interstices of the 
solid matrix and therefore decreased 
the oxygen and moisture permeability. 

McAleese and Dunlap (16) proposed 
a matrix isolation mechanism for solid
surface RTP with filter paper based on 
the swelling property of cellulose in the 
presence of strongly polar solvents, 
such as when ethanol is used to deposit 
the phosphor on the solid surface. 
Swelling of filter paper would favor en
try of phosphor molecules into the sub
microscopic pores in the paper. After 
the solid matrix is dried, the molecules 
could become trapped between cellu
lose chains, providing the necessary ri
gidity for the adsorbed phosphor. 

To pursue the interactions of phos
phors with solid surfaces in more 
depth, a method has been developed 
for determining fluorescence and phos
phorescence quantum yields for com
pounds adsorbed on a variety of solid 
surfaces (17). By using this method, 
one can calculate some fundamental 
luminescence parameters that yield in
sights into solid-surface RTP interac
tions. For example, solid-surface fluo
rescence quantum yield (¢r) and phos
phorescence quantum yield (¢p) values 
along with phosphorescence lifetime 
(T p) values for the anion of p-amino
benzoic acid adsorbed on sodium ace-

50 

Figure 3. Fractional mass balance of 1-,ug samples of benzo[h]quinoline migrating 
on water-deactivated silica gel. 

Fraction of neutral benzo[h]quinoline in the mobile phase (- - -), fraction of protonated benzo[h]quinoline 
on the stationary phase (-), and fraction of neutral benzo[h]quinoline on the stationary phase (. .J. 
(Adapted from Reference 12.) 

892 A • ANALYTICAL CHEMISTRY, VOL. 61, NO. 15, AUGUST 1, 1989 



MODEL 305 
Modular HPLC Pump 

The new Gilson Model 305 
Master Pump. For analytical or 
preparative HPLC in the isocratic, 
binary or ternary modes. 

The Pump. 

Now you can program gradients 
without a computer. Upgrade your 
isocratic system without major expense. 
Switch from analytical to preparative 
and back again. Use the special 
dispense mode for repetitive injection 
in automatic preparative systems. 

The heads. 

For micro-analytical up to laboratory 
preparative scale (0.025 - 200 mL/min). 
For aqueous or salt-concentrated 
solutions. In titanium for ion-free work. 
All completely interchangeable so 
you can choose the optimum combi
nation for your separation. 

This compact new pump (only 32 cm 
wide) can handle any HPLC application. 

To find out more about Gilson's new 
Master Pump, please contact your near
est Gilson representative. 



REPORT 

tate have been obtained from 23 cC to 
-180 cC (18). The phosphorescence 
quantum yield increased as the tem
perature was lowered and the rate con
stant for the radiationless transition 
from the triplet state increased with 
increasing temperature, whereas the 
triplet formation efficiency (¢t) re
mained constant, leading to the conclu
sion that a "rigidly held" mechanism 
was operative. The stronger the inter
action between the phosphor and the 
solid matrix, the higher the phospho
rescence quantum yield. 

In other work, the anion of p-amino
benzoic acid was studied on several so
dium acetate-sodium chloride mix
tures (19). Again, ¢r, ¢P' and 7 r were 
obtained for the anion of p-aminoben
zoic acid. To obtain strong RTP the 
dried matrix must be packed efficient
ly and a saturated sodium acetate solu
tion must be used in the sample prepa
ration step. 

Mixtures of both a-cyclodextrin and 
i3-cyclodextrin with sodium chloride 
have also been shown to induce strong 
RTP from a variety of adsorbed com
pounds (20, 21). By obtaining ¢r, ¢P' 
and ¢t values, it was possible to con
struct energy-level diagrams that 
showed how the absorbed energy was 
distributed radiatively and nonradia
tively (22). It was assumed that 
quenching was minimal; however, even 
if it did occur, the extent of such 
quenching would show up in the "non
radiative" part of the diagram. 

Figure 4 shows typical diagrams for 
4-phenylphenol adsorbed on 80% a-cy
clodextrin-NaCI at 23 cC and -180 cC. 
The percentage of fluorescence, of in
tersystem crossing from singlet to trip
let state, of intersystem crossing from 
triplet to ground state, and of phospho
rescence all increase with lower tem
perature, and internal conversion de
creases to 0% at -180 cC. A sizable 
amount of the absorbed energy is lost 
through internal conversion from the 
singlet state at room temperature. By 
minimizing internal conversion from 
the singlet state, it is possible to make 
more energy available to increase ¢r or 
¢t. If ¢t were increased, this could favor 
an increase in ¢p. Such energy dia
grams can be useful for adjusting ex
perimental conditions to maximize ¢p 
and for studying interactions in solid
surface RTP. 

Filter paper is used extensively in 
solid-surface RTP. In recent work, 
temperature variation experiments 
were performed with the protonated 
form of benzo[t]quinoline adsorbed on 
filter paper (23). Several luminescence 
parameters were calculated, and a rela
tionship was found between ¢p and the 
modulus (softness or stiffness) of cellu-

(a) 

S, 

F 
33% 

So 

(b) 

S, 

F 
34% 

P 
8% 

P 
29% 

ISC 
26% 

T, 

T, 

ISC 
37% 

Figure 4. Energy diagrams for 4-phenylphenol adsorbed on a-cyclodextrin-NaCI 
mixtures. 

(a) 80% a-cyclodextrin mixture at 23°C and (b) 80% a-cyclodextrin mixture at -180 °G. So, ground 
state; 81• singlet state; Ti • triplet state; F, fluorescence; IC, internal conversion; ISC, intersystem cross
ing; P, phosphorescence. (Adapted with permission from Reference 22.) 

lose. The modulus of the filter paper, 
which is related to the hydrogen bond
ing network in the paper, is an impor
tant factor in obtaining a high ¢p for a 
phosphor adsorbed on filter paper. 

X-ray photoelectron spectroscopy 
(XPS) has been used to better under
stand the surface processes in RTP in 
the presence of a heavy-atom enhancer 
(24). XPS data were obtained before 
and after the spotting of a luminescent 
compound or a heavy-atom solution 
onto the surface of the filter paper. 
There was no evidence that a strong 
chemical interaction occurred between 
the heavy atom and the phosphor, and 
penetration into the bulk of the paper 
of both the heavy atoms and lumines
cent molecules was apparent. 

A considerable amount of RTP re
search involves acquiring analytical 
data for model compounds in the hope 
of developing analytical applications. 
The effects of surfactants on RTP of 
several polyaromatic hydrocarbons 
and carbazole have been studied by 
using filter paper and thallium nitrate 
as a heavy atom (25). When an anionic 
surfactant was added or when phos
phors were spotted from micellar solu
tions, sensitivity enhancements of 2-9 
orders of magnitude were obtained. 
The RTP signal on filter paper was to
tally quenched, however, in the pres
ence of a cationic surfactant. 

Analysis of multicomponent mix
tures using RTP without the need for 
separation has also been achieved by 
using mixtures prepared from four or 

five toxic substance standards (26). In 
other work, Long et al. (27) considered 
the feasibility of surface analysis of ho
mogeneous tablets by RTP using pro
pranolol, p-aminobenzoic acid, and 
acetylsalicylic acid as model com
pounds. For commercially prepared 
tablets, RTP can be employed in quali
ty control work but correlation of RTP 
intensities with a reference method 
such as high-performance liquid chro
matography is necessary. 

A personal dosimeter badge based on 
molecular diffusion and direct detec
tion by RTP of polynuclear aromatic 
pollutants has been developed (28). 
The dosimeter is a pen-sized device 
that does not require sample extraction 
prior to analysis. The paper substrate 
is simply removed from the badge and 
the RTP of the adsorbed components 
measured. The dosimeter badge has 
been used to detect various polynuclear 
aromatics (e.g., pyrene, phenanthrene, 
and quinoline) at the parts-per-billion 
level after 1 h of exposure. 

White and Vo-Dinh (29) used RTP 
to determine potentially carcinogenic 
compounds that permeate protective 
clothing. RTP was used to analyze the 
surface of a filter paper substrate ex
posed to petroleum products that per
meated protective glove samples. The 
petroleum product passes from a vial 
through a fine mesh wire screen to the 
protective clothing, permeates the 
clothing, and eventually contacts the 
filter paper disk. RTP spectra were ob
tained from the material on the filter 
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paper without the need for any sample 
extraction, illustrating the simplicity 
and cost-effectiveness ofthe RTP tech
nique. 

Future developments 

The state of analytical theory in solid
surface luminescence requires further 
development. More complete theoreti
cal equations are needed that describe 
luminescence reflected or transmitted 
from solid surfaces as a function of the 
amount of adsorbed luminescent com
ponents. Also, a more complete analyt
ical model is required to describe the 
interactions between the luminescent 
compounds and the solid matrix that 
yield high luminescence. 

Generally, commercial and research 
instruments are effective for obtaining 
solid-surface luminescence data. How
ever, some instrumental improvements 
could be made. In some cases, incorrect 
positioning of the adsorbed sample can 
cause measurement errors. More exten
sive use of computers and digital elec
tronics would minimize this source of 
error. Although laser sources have not 
yet been used much in solid-surface lu
minescence work, they have been used 
in fluorescence line-narrowing experi
ments with pyrene adsorbed on a TLC 
plate (30) and in obtaining fluores
cence line-narrowing information on a 
polycyclic aromatic hydrocarbon-nu
cleoside adduct adsorbed on a TLC 
plate (31). Such use of laser sources 
should continue to increase. 

Given the speed, simplicity, sensitiv
ity, selectivity, and moderate cost of 
solid -surface luminescence, many ap
plications should continue to appear. 
As advancements are made in theory 
and instrumentation, solid-surface lu
minescence should be exploited even 
more extensively to solve future ana
lytical problems. 
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Fast Thermolysis/ FT·IR 
Spectroscopy I 

New Dimensions 
in Combined 

Thermal Analysis 
and Spectroscopy 

Thomas B. Brill 
Department of Chemistry 
University of Delaware 
Newark, DE 19716 

Real-time analysis of dynamically 
changing chemical or physicochemical 
processes offers the opportunity to 
characterize events in a way only hint
ed at by static analysis, Of course, 
many dynamic analytical techniques 
exist, but few allow scientists to probe 
the neat reacting condensed phase in 
situ and in near-real-time at high heat
ing rates. The high heating rate condi
tion is relevant for fundamental re
search in combustion- and explosion
like environments, but it also provides 
a means (by thermolysis or pyrolysis) 
to analyze materials routinely by 
studying the gas products liberated. 

Fast pyrolysislFT-IR spectroscopy 
using filament heating was first de
scribed in 1976 by Liebman et al. (1). 
However, combining a thermal analysis 
techniq ue with FT -IR spectroscopy 
generally implies TG (thermogravi
metry)IFT -IR. (See Reference 2 for a 
review of modern thermogravimetry.) 
With TGIFT-IR, the mass change of 
the sample is monitored as a function 
of temperature while the evolved gases 
are channeled into an IR spectrometer 
beam (3). The relatively slow heating 
rate of TG (~20 °C/min) enhances 
thermal equilibration and facilitates 
quantifying the data. By imposing a 
faster heating rate (~170 °C/s), howev-

0003-2700/89/0361-897 AI$O 1.50/0 
© 1989 American Chemical Society 

er, one gains a new dimension in com
bined thermal analysis and spectrosco
py. Temperature and mass changes as 
well as IR active gases can still be mea
sured' but they are measured as a func
tion of time during the rapid heating 
phase. An advantage of the real-time/ 
fast heating approach is the detection 
of some relatively reactive molecules 
that are lost to side reactions at slower 
heating rates or with time delays in the 
detection step. Thus reaction schemes 
different from those occurring with 
slow heating can be studied by fast 
heating. The technique becomes even 

more powerful because temperature 
and mass changes can be measured si
multaneous�y. 

The broad area described here is fast 
thermolysislFT-IR spectroscopy (4). 
Variations on this basic theme include 
temperature profilinglFT -IR spectros
copy (5), in which the temperature 
changes of the condensed phase are 
measured simultaneously with the gas 
evolution; fast-heat-and -hold/FT-lR 
spectroscopy (6), in which isothermal 
decomposition is studied following rap
id heating to a selected temperature; 
and SMATCHIFT-IR (7), in which Si
multaneous MAss and Temperature 
CHange measurements are made along 
with the IR detection of the evolved 

gases at a high heating rate. The eXam
ples here come from the rocket propel
lant and explosives field, but the meth
ods are applicable to any material that 
can be thermally decomposed. 

Near real-time FT-IR spectra of 
gases from fast-heated compounds 

When studying combustion and explo
sion phenomena, one needs to obtain 
thermal decomposition measurements 
at relevant heating rates and pressures. 
This information can be derived by us
ing a fast-thermolysis cell (4-5, 8-9), 
shown in Figure 1. The antireflection-

coated 0.5" X 1" diameter ZnSe win
dows are held in a 3" diameter alumi
num cylinder by brass end caps. The 
cell was designed to withstand a static 
pressure of 5000 psi but is used only in 
the I-WOO-psi range. The filament is a 
creased nichrome IV ribbon (2.5 X 0.6 
X 0.012 cm) supported on pressure
tight feedthrough insulators. 

Although studies were not conduct
ed on a variety of compounds, a de
tailed study of a sample of a liquid gun 
propellant expected to be especially 
sensitive to catalysis revealed little de
pendence of the thermolysis products 
on the filament material (10). Typical
ly, 1-2 mg of sample (solid, liquid, or 
mixture) were heated using a Foxboro 
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40 Pyrochem controller. The constant 
voltage-variable current aspect of the 
controller is useful for the tempera
ture-profiling experiments discussed 
below. In principle, any reasonable 
heating rate of the sample could be 
achieved, but a rate < 400 °C/s was 
chosen because the spectral collection 
rate does not distinguish processes at 
higher heating rates. True combustion 
heating rates are thousands of degrees 
per second; thus, the heating rates of 
fast thermolysislFT-IR fall between 
those of conventional thermal analysis 
and combustion. The argon gas pres
sure in the cell was adjusted as desired 
in the 1-1000 psi range. 

Because of the importance of collect
ing IR spectra at high temporal resolu
tion, the rapid -scan mode of a Nicolet 
60SX FT -IR spectrometer was used in 
all of these studies. Typically, the in
strument was operated at a rate of 
10 scans/s, 2 spectra per file, and 
4 cm -1 resolution. With the beam fo
cused several millimeters above the fil
ament surface, the IR-active gas prod
ucts from the fast heated sample can be 
detected in near real time. No signifi
cant change in the pressure occurred 
from the evolved gases because of the 
small sample size. However, the gas 
composition can differ somewhat de
pending on whether the sample is thin
ly spread or heaped. Small samples 
that are thinly spread on the filament 
give more reproducible results. 

In the above experiment only a small 
time delay exists between thermolysis 
and the detection of the evolved gases 
because the gases need only diffuse 
several millimeters from the sample to 
reach the IR beam. The argon atmo
sphere is relatively cool, so that the gas
es are in their ground states based on 
the P and R rotational branches. Fig
ure 2 illustrates the good quality of the 
spectra that are obtained for a sample 
of RDX explosive. When heated at a 
rate dT/dt "" 170 °C/s from room tem
perature, the initial gases from RDX 
are first detected at about 1.15 s be
cause thermal decomposition occurs at 
about 200 °C. By using the IR intensi
ties and effective linewidths, the ob
served absorbances can be converted to 
the relative percent composition of the 
IR-active gases (4). The moderate tem
perature and relatively high pressure in 
the cell preclude the detection of un
stable radicals and molecular frag
ments in the scan time available. 

Figure 3 shows relative gas composi
tion versus time profiles for RDX. H20, 
IR-inactive molecules, and any species 
for which the IR intensities are un
known (i.e., HNCO) are not included. 
The importance of near real-time anal
ysis of the gas products in fast-ther-

Figure 1. Basic fast thermolysis/FT-IR spectroscopy cell. 
The pressure ports and gauge are drawn in abstraction. 
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Figure 2. Selected absorption spectra of the gas products, along with a small 
amount of RDX aerosol, when 2 mg of RDX is heated at 170 °e/s under 15 psi N,. 
The times given are those following the onset of heating. Spectra were recorded at 4 cm-1 resolution, 
2 spectra per file, and 10 scans/so 
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research is evident from Figure 
is the dominant early decompo

of RDX, but, because of 
redox reactions, it decreases 

rapidly concentration whereas NO 
increases, Note that NO is negligible at 
the As a result, 
if the the analysis 
and the onset thermolysis were to 
exceed 6 s, then different and poten
tiallv incorrect conclusions could be 
dra';'n a!:lout the thermal decomposi
tion process of RDX, The changes in 
the gas with time indi-
cate reactions among the 

whereas initial gas composi-
closely reflects the thermoly

molecule, Fast-ther
data as described here 

the result of condensed-
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thermal of nitramines 
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Figure 3. Relative percent composition versus time profile of the quantified gas 
products from RDX in Figure 2, 
Any H20, HNCO, IR-inactlve products, and RDX aerosol are not included. Note the strong time depen
dence of several products. 
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previously proposed from indirect evi
dence (13, 14). By using fast thermoly
sislFT -IR, we can readily detect both 
cis- and trans-HONO in the IR spec
trum of the gas from RDX (see the 
PQR pair at 700-900 cm-1 in Figure 2). 
However, as shown in Figure 3, HONO 
is transient under the conditions of the 
experiment. The initial concentrations 
most closely reflect the connection of 
the gas products to the composition of 
the parent molecule. 

Figure 4 shows the quantity of 
H 0 N 0 as a percentage of the initial gas 
products for various nitramines (11) 
versus the HIN02 ratio in the parent 
molecule. The general trend suggests 
that HONO arises from adventitious 
bimolecular encounters of H' and NO, 

radicals in the condensed phase (11) 
rather than from concerted decomposi
tion of the 4- and 5-center intermedi
ates (below) that may contribute in un
imolecular gas-phase reactions (15). 

Fast thermolysislFT-IR thus far also 
has made key contributions to uncov
ering relationships between the parent 
molecular structure and decomposition 
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50 

MBNA 

40 

trans-TNAD 

DNCP 

DNP 
0 z 

30 0 
I TNSD 

TNSU '!f. 

TNDBN/ 
cis-TNAD 

20 OM'; 

l, 10 DNNC 
RDX 

TNAZ 
HMX 

°0~-----L----~~----~----~4----~----~~--~ 

HINO, 

Figure 4. Piot of the Initial relative percent concentration of HONO versus the HIN02 
ratio in the parent molecule for a series of nitramine compounds. 
DMHDNA = N, N'-dimethyl-N, N'-dinitro-1,6-hexanediamine; MBNA = N-methyl-N-nitro-1-butanamine; 
trans-TNAD = trans-decahydro-1.3.5,7-tetranitropyrimido[5.4-d]pyrimidine; DNCP = 1,3-dinitroimidazo]i
dine; DNP = N, N'-dinitropiperidine; TNSD = 1.3,7.9-tetranitro-1,3,7,9-tetraazaspiro[4.S]decane; TNSU 
= 2,4,8, 10-tetranitro-2,4,B, 10-tetraazaspiro[S.S]undecane; TNDBN = 1,3,5,7-tetranitro-3,7-diazabicy
clo(3.3.1]nonane; DMEDNA = N, N'-dimethyl-N, N'-dinitro-1,2-ethanedlamine; cis-TNAD = cis-(±)-deca
hydro-1 ,3,S, 7 -tetranitropyrimido [S.4-d] pyrimidine; HNDZ = 1 ,3,3,S, 7,7 -hexanitro-1 ,5-diazacyclooctane; 
DNNC = 1,3,5,S-tetranitrohexahydropyrimidine; RDX = hexahydro-1,3,5-trinitro-1,3,5-triazine; TNAZ = 
1,3,3-trinitroazetidine; HMX = octahydro-1 ,3,5, 7-tetranltro-1,3,S, 7-tetrazocine. 
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gases such as HONO, N02 (16), CH20 
(17,18), and NO (11). These gases are 
important in determining the ignition 
and flame chemistry as well as the haz
ards of the parent compounds at ele
vated temperature. 

Temperature profiling/FT -IR 
spectroscopy 

In the fast-thermolysis/FT-IR method 
discussed above, the final temperature 
and heating rate of the filament were 
established by spot-welding a type J 
thermocouple to the filament and re
cording its output on a digital oscillo-

scope. Subsequently it was found that 
by positioning a type E thermocouple 
on the underside of the filament oppo
site the sample and leaving it in place 
during the thermolysis experiment, the 
endothermic and exothermic events of 
the condensed phase were tracked si
multaneously with the detection of the 
gas products. This led to the tempera
ture profiling/FT-IR technique (5). 
Development of this technique was 
straightforward because the heating of 
the filament is under constant voltage
variable current control. 

Figure 5 shows a block diagram of 

Figure 5. Block diagram of the circuit used for real-time filament temperature mea
surements in temperature profiling/FT-IR spectroscopy. 
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Figure 6. Filament temperature trace without sample (reference), the filament trace 
with 2 mg of ethylenediammonium dinitrate (EDD) spread on it (sample), and the dif
ference thermal trace (sample trace minus reference trace). 
The initial heating rate is about 70 °C/s, and the atmosphere is 15 psi Ar. 
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the circuit used for this temperature
profiling experiment. The 60-Hz noise 
on the filament was removed by a low
pass filter, and the signal was amplified 
by about lOOX with a differential am
plifier. The analog output was pro
cessed through a Metrabyte DAS-16 
AID converter to an IBM-PC. The 
"take data" cycle of the interferometer 
triggered the heater so that there is a 
direct correlation between the time, 
temperature, and interferogram. Four 
hundred data points were collected in 
the 10-s temperature measurement. 

Figure 6 illustrates the type of re
sults now available; the sample under 
study is ethylenediammonium dini
trate (EDD). A reference thermal trace 
(filament with no sample present) and 
a sample thermal trace (filament with 
2 mg of EDD thinly spread on the cen
ter portion) are shown superimposed 
on the difference trace (sample trace 
minus reference trace). Most of the en
dotherms and exotherms are evident in 
the sample thermal trace, but the dif
ference trace clearly shows an endo
therm preceding an exotherm in the 
300-330 0 C range. 

The temperature signature in Figure 
6 will be explained below for EDD, but 
first let us consider several sources of 
endotherms and exotherms in the fast 
heating conditions used. Melting, sub
limation or evaporation, evolution of 
decomposition gases, and endothermic 
chemical reactions in the condensed 
phase are common origins of endo
therms. Exothermic chemistry in the 
condensed phase and filament "catch 
up" are sources of exotherms. Exother
mic gas-phase chemistry makes a negli
gible contribution to the filament tem
perature in this experiment. Filament 
catch up results from the fact that the 
portion of the filament in contact with 
the sample and thermocouple can have 
a lower temperature than regions away 
from the sample. This is because the 
sample may leave the filament by en
dothermic decomposition off-gassing, 
evaporation, or sublimation. Toward 
the end of this process heat can flow 
rapidly from the hotter regions of the 
filament toward the cooler thermocou
ple area, resulting in a rapid tempera
ture rise. Therefore, an apparent ex
otherm is sensed that may not be con
nected to an exothermic chemical 
event in the sample. 

A true sample exotherm is a tem
perature rise that drives the sample 
thermal trace above that of the refer
ence trace. An apparent exotherm that 
leaves the filament temperature below 
the reference trace mayor may not be 
attributable to exothermic chemistry. 
In this case, a chemical event cannot be 
readily distinguished from catch up by 
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a single thermocouple measurement. 
Detailed quantitation of the thermal 
trace, as is done in differential scan
ning calorimetry and differential ther
mal analysis measurements, is difficult 
because of t.he complexity of the heat 
transfer phenomena at these high heat
ing rates. Nevertheless, much qualita
tive information is produced, and we 
are attempting to move toward more 
quantitation. 

Returning to the description of the 
thermal decomposition of EDD, we see 
that Figure 7 shows the quantified gas 
products from EDD superimposed on 
the difference thermal trace (19). This 
permits chemical and physical events 
to be attached to the temperature de
flections. The initially negative slope of 
the thermal trace results from the addi
tional heat capacity of the filament 
with the sample present. The melting 
endotherm occurs at about 175-180 °C. 
At about 200°C, melting is complete 
(not isothermal because of the rapid 
heating rate) and the liquid phase con
tinues to heat to about 275 °C without 
evidence of decomposition off-gassing .. 
At 275°C, the first gas products are 
detected. These are HN03(g) formed 
by proton transfer and desorption, and 
a small quantity of NO,(g), probably 
from thermal decomposition of HN03• 

NH3(g) then appears, perhaps from 
C-N bond heterolysis. 

The lag in the thermal trace shows 
that this stage of decomposition is, as 
expected, overall endothermic. Howev-

er, above 330°C, CO2 from backbone 
oxidation and the more reduced nitro
gen oxide products, NO and N,O, can 
be detected. These products are creat
ed by exothermic reactions in the con
densed phase, as evidenced by the in
creased heating rate of the filament. 
Thus the combination of real-time 
temperature record and near real-time 
observation of the gas products helps 
map the overall reaction sequence dur
ing the fast thermal decomposition of a 
complex material. 

Pressure as a variable 

Apart from its practical value for sup
pressing sublimation and evaporation 
of the sample when needed, pressure is 
a useful research variable. Because the 
initial pressure in the cell can be set as 
desired, we have found that performing 
thermolysis with the initial pressure as 
the major variable gives additional in
sight (20). Pressure differences affect 
gas diffusion rates; that is, the decom
position gases are forced to remain in 
contact witb the condensed phase for 
different lengths oftime. At lower pres
sure the most reactive gases (NO" 
HONO) usually are detected in high 
relative concentrations because they 
are able to diffuse away from the reac
tion zone. When the applied pressure is 
increased, these gases remain in the re
action zone longer and react to the ex
tent that products having intermediate 
stability dominate (NO, HCN). At the 
highest pressures studied, the most 

Figure 1. Difference thermal trace superimposed on the quantified gas products 
from EDD. 
H20, NH4N03 aerosol, and any IR-inactive gases are excluded. 
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thermally stable products dominate 
(CO,CO, and, undoubtedly, N2). We do 
not believe that a cbange in the decom
position mechanism is implied by these 
results, but simply that the order of 
reactivity of the nitrogen compounds 
(N02)NO>N2) and carbon com
pounds (CH20>CO,C02) in this envi
ronment is reflected in the length of 
time the gases remain in the reaction 
zone. 

The thermal trace can also display 
pressure dependence. If the position of 
the exotherm is insensitive to pressure, 
it suggests that the exotherm is driv
en by condensed-phase reactions with 

little participation of the gas phase 
(21). Conversely, a significant tempera
ture shift of the exotherm with pres
sure, as occurs with nitrate salts (19), 
implies that heterogeneous gas-phase
condensed-phase chemistry is impor
tant. 

Isothermal decomposition studies 
following rapid heating 

The uniformity and efficiency of heat 
transfer to the sample is enhanced and 
the complication offilament catch up is 
reduced by employing a much smaller 
filament (5.0 X 1.2 X 0.02 mm), smaller 
sample mass (200-300 I'g), and a higher 

500r------------------------------------------, 

Time(s) 

Figure 8. Temperature profiles of 200 /lg of HMX showing the times to exotherm as 
a function of the sample temperature using the fast-heat-and-hold filament design. 

Figure 9. Sketch of the sample holder and ceil region for SMATCH/FT-IR spectros
copy. 
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percent coverage of the filament by the 
sample (6). The center one-third of the 
filament was covered by a thin layer of 
sample about 0.2 mm thick. Upon 
melting, the sample layer becomes 
much thinner, which further enhances 
the efficiency of heat flow. The smaller 
filament is also more responsive to the 
heater circuit. This modification per
mits rapid heating to a specified tem
perature and then holding at that tem
perature. As before, the IR spectrum of 
the gas phase is monitored simulta
neously with the temperature of the 
condensed phase. 

The experiments were termed fast
heat-and-holdIFT -IR and can be used 
to simulate time-to-explosion tests of 
explosives (6). Hence, fast thermolysis/ 
FT-IR can be used to investigate the 
explosion hazard of materials directly. 
Engineering tests, such as that de
scribed by Henkin (22) and the one
dimensional time to explosion (23), 
measure the time to explosion as a 
function of the sample temperature. A 
similar measurement, the time to ex
otherm, is made in the fast-heat-and
hold experiment (6) for the explosive 
HMX (Figure 8). An apparent activa
tion energy can be calculated from 
these data. 

In addition, the IR spectra of the gas 
products are obtained simultaneously, 
making the cell a spectroscopically in
strumented thermal explosion test de
vice. For instance, thermal decomposi
tion gases almost always appear in ad
vance of the exotherm, indicating that 
autocatalysis occurs to achieve the ex
otherm. For HMX, N20 and N02 are 
the first detected gases and their ap
pearance precedes the appearance of 
CH20. The formation of N 20 and 
CH20 from HMX has frequently been 
considered to be a coupled process (24, 
25). The sequence that we observe sug
gests that their formation is not neces
sarily coupled. Also, only a small differ
ence exists in the gas-phase concentra
tion profiles for all of the thermal 
traces in Figure 8, implying that there 
is no change in the thermal decomposi
tion mechanisms over this range of 
temperatures. 

SMATCH/FT-IR spectroscopy 

If more than one decomposition step 
occurs upon rapid heating, then there 
is a question about the amount of sam
ple involved in each step. To address 
this question we recently developed 
the SMATCH/FT-IR technique, 
which, as the name implies, permits the 
mass and temperature change to be 
measured at high heating rates (7). 

Figure 9 shows the essential features 
of the sample holder for SMATCH/ 
FT -IR. The sample is coated onto a 
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Figure 10. Plot of the simultaneously measured mass change, sample and reference 
filament temperature change, and evolved gases from nitrocellulose (13.4% N). 
These data were measured simultaneously and in real time at the initial heating rate of about 100 DC/S. 

stainless steel end tip attached to a 
quartz capillary tube. The tube is set 
into 130-Hz motion by the exciter pis
ton. Heating of the metal end tip is 
effected by a l-kW rf power source. 
The measurement of the mass change 
is based on the change in the vibration
al frequency of the capillary tube as 
measured by the output of a phototran
sistor that senses the motion. The tem
perature change is measured by a type 
E thermocouple attached to the metal 
end tip. The gas products are evolved 
into a cell and detected by the IR spec
trometer beam focused about 1 cm 
above the metal end tip. Although this 
experiment is more complicated than 
the other fast-thermolysis/FT -IR tech
niques described above, it gives even 
more detailed information about the 
fast-thermolysis process. 

Figure 10 shows a result from the 
first study using SMA TCH/FT -IR. It 
is a composite plot of the mass change, 
temperature change, and gas products 
from essentially fully nitrated nitrocel
lulose (13.4% N). 

Conclusions 

On the research front, fast-thermoly
sis/FT -IR spectroscopy gives consider
able new mechanistic insight into the 
physicochemical processes that occur 
in materials undergoing rapid heating. 
The pressure and the composition of 
the atmosphere can be set as desired to 
gain an additional variable. The condi
tions of the experiment relate to fire 
and other combustion situations and 

explosions. The small sample size per
mits studies to be performed safely and 
with limited research materials. The 
sample can be a mixture, a pure materi
al, a solid, or a liquid. 

On the quality control and routine 
analysis front, the opportunities are ex
cellent because samples can be studied 
with reasonably rapid turnover. Once 
established on an authentic sample, 
the gas product distribution is fre
quently characteristic and distinguish
able among various materials. Because 
these techniques are applicable to any 
material that can be thermalized, the 
outlook for new insight into many im
portant materials and situations is in
deed bright. 
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Thomas P. Russell, Peter J. Brush, and Jangkang 
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MEETINGS 

The 198th National Meeting of the 
American Chemical Society will be 
held in Miami Beach, FL, Sept. 10-15. 
At the meeting, the Division of Analyti-
cal will sponsor or cospon-
sor sessions at which more 
than 180 presentations are scheduled. 
In addition to the technical program, 
the will feature a presidential 
plenary on atmospheric chem-
istry (Monday, Sept. 11), a career de
velopment tutorial (Sunday, Sept. 10 
and Monday, Sept. 11), and a Nation 11 
Chemistry Week celebration (Tuesd 'Y, 
Sept. Other features of interest· vill 
be of the ACS council a.'d 

short courses; d 

national employment clearinghouse; 
and a series of social events, including 
the ACS reception (Mon-
day, Sept. an ACS mixer (Wednes-

Sept. an ACS alumni hour 
12), and the Division 

Chemistry social hour 
and dinner (Tuesday, Sept. 12). 

On-site registration facilities will be 
in the main lobby of the Miami Beach 
Convention Center and in the Grand 
Gallerie of the Fontainebleau Hilton. 
l'le,gj);JCCaLl.OIl hours will be Sunday, 

10, from 2 to 7 P.M.; Monday, 
Sept. through Thursday, Sept. 14, 
from A.M. to 3:30 P.M.; and Friday, 
Sept. 15, from 7:30 to 10 A.M. 

An exposition of instruments, chemi
technical literature, and other 

and services will run for three 

198tb ACS 
Nali:o,nal 
Meeting 

days in conjunction with the meeting. 
The exposition, which will be housed in 
the Miami Beach Convention Center, 
will be open Monday, Sept. 11, through 
Wednesday, Sept. 13, from 8:30 A.M. to 
5 P.M. 

The following Division of Analytical 
Chemistry symposia and sessions are 
scheduled: electrochemistry, capillary 
chromatography, ultrasensitive and 
ultraselective detectors in chromatog
raphy, 2D NMR spectroscopy, chroma
tography, analytical measurements 
based on piezoelectric crystal respons
es, expert systems in analytical chemis
try, solid-state luminescence, supercri
tical fluid extraction and supercritical 
fluid chromatography, and general 
topics. 

The Division's program will also in
clude several award symposia. Ralph 
Adams, recipient of the Division of An
alytical Chemistry Award in Electro
chemistry, will deliver a talk on Tues
day, Sept. 12, titled "Properties of Pre
treated Carbon Fiber Electrodes 
Pertinent to In Vivo Electrochemical 
Applications." The Division of Analyt
ical Chemistry Award in Chemical In
strumentation will be presented to M. 
Bonner Denton, who will deliver a talk 
titled "Past Successes and Future 
Goals in Spectrochemical Analysis" on 
Monday, Sept. 11. Theodore Williams, 
this year's recipient of the Division of 
Analytical Chemistry Award for Excel
lence in Teaching, will deliver his 

award address titled "The Analysis of 
Ocular Tissues" on Monday, Sept. II. 
Gary Hieftje will receive the Division of 
Analytical Chemistry Award in Spec
trochemical Analysis on Tuesday, 
Sept. 12, and will deliver an address 
titled "Analytical Atomic Spectrome
try-Is the End Near?" 

The Division of Analytical Chemis
try will cosponsor two additional sym
posia: chromatography of biopolymers 
(with the Division of Polymer Chemis
try) and emerging technologies in ana
lytical chemistry (with the Younger 
Chemists Committee). 

The Division's dinner is scheduled 
for Tuesday, Sept. 12, at Fairmont 
Gardens, 1000 Collins Ave. The social 
hour begins at 6 P.M., followed by din
ner at 7 P.M. Cost is $25. Ticket order
ing information is available in the 
July 17 issue of Chemical & Engineer
ingNews. 

The ACS Department of Continuing 
Education will offer a series of short 
courses at the meeting. Further infor
mation about these courses appears on 
p. 918 A of this issue. 

Preregistration forms and additional 
information are available in the June 
19 and July 17 issues of Chemical & 
Engineering News. The latter issue 
contains the complete final program 
for the meeting. The program that fol
lows includes all sessions sponsored or 
cosponsored by the Division of Analyti
cal Chemistry. 
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Program 

DIVISION OF ANALYTICAL 
CHEMISTRY 
Sam P. Perone, Chairman 

MONDAY MORNING 

Electrochemistry 

V. Y. Young, Presio'ing 

SECTION A 
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Harrington, L. 8. Anderson 
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Enzyme-Containing Cross-Linked Redox 
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Gregg, A. Heller 

10:00 Nonlinear Responses of pH Glass 
Electrodes. N. Ashraf, K. L. Cheng 

10:35 Capacitance of Membrane Electrodes. 
S.X-R. Yang, K. L. Cheng 

10:55 Effect of Humidity on the ac Impedance 
of Thin Films of Hectorite. R. Venedam, 
M. E. Eastman, M. P. Eastman, 8. L. 
Wheeler 

11:15 Effect of Ught on Pb ISE Powder 
Surfaces. M. L. Clay, V. Y. Young 

SECTiON B 

Division of Analytical Chemistry 
Excellence in TeaChing Award Symposium 

K. Dolbow, Presiding 

8:30 Introductory Remarks. 
8:40 Analytical Chemistry and the Human 

Resources Pipeline. H. N. Blount, III 
9:10 Studies of Cyclodextrin Complexes in the 

Presence of Nonionic Surfactants. I. M. 
Warner, G. Nelson, J. Zung, V. Smith 

9:40 Receptor Signaling: The Basis for 
Hormone and Drug-Induced Physiological 
Effects. L. E. Llmbird 

10:25 Advances in Sequencing Peptides and 
Proteins by Tandem MS. J. T. Stults 

10:55 Nitrogen MetabOlism and Storage in 
Cyanobacteria: 15N_Labeling of Arginine 
and Aspartic Acid in Cyanophycin 
Granule Polypeptide as Determined by 
GC/MS. M. V. Merritt, S. Bhattacharya, 
L. A. Brown, N. B. Elliott, H. W. Lee, 
B. M. O'Gorman, L. J. Szabo, M. M. Allen 

11:25 Presentation of the Division of Analytical 
Chemistry Award for Excellence in 
Teaching to Theodore Williams 

11:35 Award Address: The Analysis of Ocular 
Tissues. T. R. Williams 

SECTION C 

Symposium on Capillary Chromatography: 
The Applications-I 

W. Jennings, PreSiding 

8:55 Introductory Remarks. 
9:00 Column Equivalency in Environmental 

Methods. G. L. Robertson, J. Fisk 
9:30 Applications of Capillary GC in Industrial 

Hygiene. M. Przybyciel 
10:15 EPA Methods Using Parallel Megabore 

Columns with Common Detector. 
V. Lopez-Avila, W. Beckert 

10:45 Analysis of PAHs and PAH Derivatives in 
Ambient Air Samples Using High
Resolution GC/MS. J. Arey, 8. Zielinska, 
R. Atkinson 

11:15 Measurement of Toxic Organic 
Compounds in Ambient Air Using EPA 
Method TO-14. S. D. Hoyt 

SECTION D 

General-I 

E. P. Grimsrud, Presiding 

9:00 Elimination of Unusual Negative Ions in 
Electron Capture MS by Use of Carbon 
Dioxide Buffer Gas. L. J. Sears, E. P. 
Grlmsrud 

9:20 Displacement Chromatography on 
Microbore Columns. L. H. Irgens, 
G. Farkas, G. Vigh 

9:40 Sample Composition-Based Parameter 
Selection for the Optimization of 
ReverSed-Phase lon-Pair 
Chromatographic Separations. A. Bartha, 
G. Vigh 

10:15 Determination of Argininosuccinate and 
Its Anhydrides by HPLC. H. Liu, H. G. 
Worthen 

11:05 GPC Method for the Analysis of 
Polyurethane Prepolymers. S. G. Taylor, 
C. M. Thompson, W. W. McGee 

Miami Beach and boardwalk 
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MONDAY AFTERNOON SECTION A 

Division of Analytical Chemistry Award in 
Electrochemistry Symposium-I 

J. Q. Chambers, Presiding 

2:00 Nuances, Nuisances, and Propagationa! 
Adequacy: ABCs of Stimulation of 
Electrochemical Phenomena. S. 'IN. 
Feldberg 

2:3Q Electrochemical Oxidative 
Decarboxylation of 3,4-Dihydroxy
mandelic Acid: Evidence Consistent with 
the Formation of a Quinone Methide 
Intermediate. T. H. Czapla, M. R. Claeys, 
T. D. Morgan, K. J. Kramer, T. L. Hopkins, 
M. D. Hawley 

2:55 Interaction of Protons and Dimethylaniline 
in Ambient-Temperature Chloroaluminate 
Ionic Liquids. S-G. Park, R. T. Carlin, 
P. Trulove, R. A. Osteryoung 

3:30 Mixed-Solvent Effects in Electrode 
Kinetics. Z. Galus 

4:10 Surface Structure and Electron-Transfer 
Activity of Carbon Electrodes. R. L 
McCreery, R. J. Bowling, R. Rice, 
N. Pontikas, C. Allred 

4:35 Nernst Donnan Fermi Distribution 
Potential: Interfacial Potentials at 
Nonclassical Interfaces and Redox 
Diodes. R. P. Buck 

continued on p. 913 A 



SECTION B 

Division Analytical Chemistry Award in 
Chemical ~rJstrumentation Symposium-I 

R. 8. Bilhorn, Presiding 

of Data from Transient Analytical 
A. Scheeline 

2:30 instn.:ment Development and the Role of 
Analytical Scientists. A. T. Zander 

3:10 Presentation of the Division of Analytical 
Award in Chemica! 

mSllunlen(aU<)n to M. Bonner Denton 
3:20 Award Address: Past Successes and 

Future Goals in Spectrochemical 
Analysis. 8. Denton 
Improved Atomic and Molecular 
8mlwnscnnv with Slow-Scan Charge 

Cameras. R. B. Bilhorn 
4:35 8PE(ctn)SC()DV·-A Cost-Effective Medium 

K. Leiper 

SECTION C 

Chromatography: 

J. Nikelly, Presiding 

2:30 

3:00 

3:40 

4:10 

4:40 

by Wide-Bore Capillary Column Ge. 
E, R. Krout, Jr., K. Hornung 
Use of Computerized Modeling To 
Develop New Capillary GC Column 
Stationary Phases for Optimum 
Separation of Chlorinated Dioxin/ 
Dibenzofuran Isomers. T. O. Tiernan, 
J. H. Garrett, J. G. Solch, L. A. Harden, 
R.M.A. Lautamo, R. R. Freeman 
Application of the Multidimensional 
Approach to Chromatographic Analysis 
of Environmental Samples. R. A. 
Cavalier, J. J. Kosman, R. G. Lukco, S. A. 
Schmidt, J. A. Yancey 
Analysis of Trace Organics Using 
Coupled SFE/Capillary GC with 
Conventional On-Column and Split-

Injectors. S. B. Hawihorne, O. J. 

SECTION D 

svmooslum on Ultrasensiiive and 
UIII"aS,elecll'le Detectors in 
Chromatography 

N. J. Dovichi, Presiding 

1:30 New Detection Schemes in Capillary 
Chromatography and Capillary 
Electrophoresis. E. S. Yeung 

2:00 Si1gle-Molecule Detection in Flowing 
Sample Streams as an to DNA 
Sequencing. J. H. Jett, Keller, J. C. 
Martin, N. K. Seitzinger, E. B. Shera 

2:30 High-Sensitivity Laser-Based Detection 
for Capillary Zone Electrophoresis. 
S. Y. F. Cheng, M. Yu, C. Earle, N. 

3:15 E!ectrospray !onizat!on-MS Detection of 
Protonated Organic Bases in LC Effluent. 
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Division of Analytical 
Elec1rochemistry SVCr11o!)sl,um-11 

R. L. McCreery, Presiding 
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9: 1 0 of Pretreated 
Pertinent to In 

Vivo Electrochemical Applications. N. 
Adams 
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SECTION B 11:15 Hadamard Transform Spectrometry. A. P. 

Division of Analytical Chemistry Award in 
Chemical Instrumentation Symposium-II 

Bohlke, J. White, J. D. Tate, R. M. 
Hammaker, W. G. Fateley 

SECTION C 

R. B. Bilhorn, Presiding 
Symposium on Capillary Chromatography: 
The Applications-III 

9:00 Photodiode Array Spectrometer Systems 
for lep Emission Spectrometry. 

J. Nikelly, Presiding 

G. Horlick 
9;30 Electronic Imaging Systems in Analytical 

Spectrometry. 1:;. M. Hieftje 

9:00 Particle Beam LC/MS, SFC/MS of 
Environmenta! and Pharmaceutical 
Compounds. P. E. Sanders, 

10:00 New Approach to Detection at Low Light 
Levels. J. D. Winefordner 

R. Willoughby, J. Buchner 

10:45 Spatial Interferometry for the UV to Near~ 
IR. J. V. Sweed!er, M. B. Denton 

9:30 Derivatization and Separation of 
Amphetamines by Capillary GC, H. O. 
Rood, J. A. Knitter 

SEE ALL THE WAYS 
YOU CAN 

SEE ALL THE WAVES 

From UV, through Visible, to 
the Near-Infrared, 
there's an ITT Intensified Video 
Camera that's right on your 
wavelength ... 

ITT has a broad line of intensified, self
scanned-array 1V cameras that will cover 
your most demanding special imaging 
applications, and put you right on top of 
your wavelength ... from UV to near-IR. 
Pick a camera ... 

• Intensified Charge Injection Device 
• Intensified Charge Coupled Device 
• Intensified Photodiode Array 

Pick some options ... 
Photon Counting 

• 18, 25, 40 and 75 mID Image Formats 
• High-speed Gating (5 ns) 
• Medium-speed Gating (100 ns) 
• Frame Grabbers 
• Digital Output for Image Processing 

Pick an application: 
• LLL Security I Surveillance 
• Laser Fluorescence Imagery 
• Fluorescence Microscopy 

Combustion Research 
Range Instrumentation 
Explosion Analysis 
Range-Gated TV 
High Speed Photography 
... or just about anything else you can 

think of ... and ITT has your camera. Six 
different ones. With many configurations 
and options. Call today and get the whole 
picture ... right on your wavelength! 

ITT ELECTRO-OPTICAL 
PRODUCTS DIVISION 
Tube and Sensor Laboratories 
P. O. Box 3700· Fort Wayne, IN 46801 
(219)423·4341 
Telex: 23-2429· FAX: (219) 423-4346 

A UNIT OF ITT DEFENSE 

CIRCLE 75 ON READER SERVICE CARD 

ITT 
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10:00 Capillary GC Analysis of Trichothecene 
Microbia! Biotransformation Products. 
S_ P_ Swanson 

10:40 RPLC Analysis of Monocyclic 
Peptide Hepatotoxins from Cyanobacteria 
(Blue-Green Algae). A. M. Dahlem 

11:15 Radioisotope Detection for Capillary 
Electrophoresis. S_ L. Pentoney, Jr., 
R. N. Zare, J. Quint 

SECTION 0 

Symposium on Two-Dimensional NMR 
Spectroscopy-I 

D. L. Rabenstein, Presiding 

8:30 Structural Studies of Complex 
Carbohydrates by Multinuclear Two
Dimensional NMR. R. A. Byrd 

9:05 Complete Relaxation Matrix Analysis of 
20 NOE Spectra for Refinement of DNA 
and Protein Structures in Solution. D. 
Kerwood, M. Gochin, B. A. Borg1as, T. l. 
James 

9:40 NMR Structure Refinement of the Taq I 
DNA Restriction Site. P. A. Mirau 

10:30 Protein Structure Determination by Two
and Three-Dimensional NMR. A. M. 
Gronenborn. G. M. Clore 

11:05 Use of Isotopes in Two- and Three
Dimensional NMR Studies of Enzyme! 
Inhibitor Complexes. S. W. Fesik, R. T. 
Gampe, Jr., E.R.P. Zuiderweg, E. T. 
Olejniczask, H. L. Eaton 

ruESDA Y AFTERNOON SECTION A 

Division of Analytical Chemistry Award in 
Electrochemistry Symposium-III 

R. M. Wightman, Presiding 

2:00 EJectroanalytical Investigations of 
Neuropharmacological Mechanisms: 
Dopaminergic Antagonism. J. O. Schenk 

2:25 High-Speed In Vivo Electrochemical 
Studies of Monoamine-Containing Brain 
Grafts. G. A. Gerhardt 

2:50 Electrochemical Studies of Iron-Sulfur 
Proteins: Ferredoxin and CorrinoidJlron
Sulfur Protein. B. A. Feinberg, E. T. 
Smith, S. R. Harder, W-P. Lu, S. W. 
Ragsdale 

3:30 Multielectrode, Multicolumn LC with 
Electrochemical Detection. C. l. Blank 

3:55 Electrochemically Controlled Binding of 
Ethidium to Calf Thymus DNA at a Carbon 
Paste!Ethidium Tetracyanoquinodimethane 
Electrode. J. Q. Chambers, R. D. Mounts, 
M. A. Lange, B. A. Swaile 

4:20 Silver(l)-"Cross-Linked" Cyanometal
lates as Novel Materials for Modification 
of Electrode Surfaces. P. J. Kulesza, 
Z. Galus 

SECTION B 

Division of Analytical Chemistry Award in 
Spectrochemical Analysis Symposium-I 

J. W. Olesik, Presiding 

1:55 Presentation of the Division of Analytical 
Chemistry Award in Spectrochemical 
Analysis to Gary M. Hieftje 

2:05 Award Address: Analytical Atomic 
Spectrometry-Is the End Near? G. M. 
Hieftje 

2:50 Looking for Single Molecules in Small 
Droplets. J. M. Ramsey, W. 8. Whitten 

3:15 Giga-Atom Detection Limits in DCP-AES. 
C. B. Boss, B. T, Buckley 



3:55 ionization Probe for Laser-Generated 
Plumes. E. S. Yeung, H-M. Pang 

4:20 20 Hadamard Transform Imaging 
Spectrometry. A. P. Bohlke, J. S. White, 
J. D. Tate, J. M. Jarvis, J. V. Paukstelis, 
R. M. Hammaker, W. G. Fateley 

4:45 Molecular Photofragmentation
Fluorescence Spectrometry. E. L. Wehry 

SECTION C 

Chromatography 

G. Vigh, Presiding 

2:20 Recent Progress in the Displacement 
Chromatography of Enantiomers on 
Cyc!odextrin-Silica Columns. 
G. Quintero, J. C. Jaszberenyi, A. Bartha, 
G. Farkas, G. Vigh 

2;40 Influence of Eluent Ionic Strength upon 
Solute Retention on Cyclodextrin-Silica 
Columns. G. Quintero, G. Vigh 

3:00 Recent Developments in the Preparative 
Separation of Enantiomers on Pirkle-Type 
Columns Using Displacement 
Chromatography. P. l. Camacho, 
E. Geiger, J. C. Jaszberenyi, G. Farkas, 
A. Bartha, G. Vigh 

3:35 Anion and Cation Effects on the Polarity 
and Selectivity of Liquid Organic Salt 
Stationary Phases Used in GC. K. G. 
Furton, R. Morales 

3:55 Thermal Modulation Injection Device for 
SFC. S. Mitra, N. K. Wilson 

4:15 Reverse-Phase Alumina for Lipophilicity 
Determination by HPLC. J. E. Haky, 
S. VemuJapa!li 

SECTION D 

Symposium on Two-Dimensional NMR 
Spectroscopy-II 

C. L. Wilkins, Presiding 

2:00 Applications of Various Two-Dimensional 
NMR Techniques to Problems in 
Chemistry. J. N. Shoolery 

2:35 Two-Dimensional NMR of Nucleic Acid 
Oligomers. G. C. Levy, K. D. Bishop, S. R. 
laPlante, S. S. Wang, P. N. Borer 

3:25 Two-Dimensional NMR for Organic 
Chemists: Automation in 2D Data 
Collection, Processing, and Plotting. L. F. 
Johnson 

4:00 Two-Dimensional NMR of Aqueous 
Solution with Water Elimination by 
Transverse Relaxation. C. Larive, D. L. 
Rabenstein 

SECTION E 

Emerging Technologies in Analytical 
Chemistry 
Cosponsored with the Younger Chemists 
Committee 

2:00 Introductory Remarks. S. Daunert 
2:05 Emerging Analytical Chromatographic 

Technologies Using Supercritical Fluids. 
M. Lee 

2:40 Peptide Interactions with Metals Probed 
by SERS. R. Garrell 

3:15 Analysis of Three-Way Data Arrays in 
Multifrequency Phase-Resolved 
Fluorescence Spectroscopy. L. McGown, 
D. W. Millican, M. S. Cooter, D. S. 
Burdick, X. M. Tu 

3:50 Biosensors Using Vitamin B'2 
Derivatives. L. G. Bachas 

WEDNESDAY MORNING SECTION A 

Symposium on Analytical Measurements 
Based on Piezoelectric Crystal 
Responses-I 

D. A. Buttry, Presiding 

8:55 Introductory Remarks. S. Bruckenstein 
9:00 New Description for the Viscoelastically 

Loaded Quartz Resonator. K. K. 
Kanazawa, C. E. Reed 

9:30 Transport Phenomena Accompanying 
Redox Switching in Polythionine Films 
Immersed in Strong and Weak Acid 
Solutions. S. Bruckenstein, C. P. Wilde, 
M. Shay, A. R. Hillman 

10:00 Quartz Crystal Microbalance 
Measurements of Redox-Induced 
Changes in Solvent and Ion Content in 
Disulfide Anchored Redox Monolayers on 
Gold Electrodes. H. Delong, D. A. Buttry 

10:30 Electrochemical Quartz Crystal 
Microbalance Studies of 
Polyheterocycles. J. R. Reynolds, Y-J. 
Qiu, C. K. Baker 

10:50 Application of Quartz Crystal 
Microbalance to Monitor the 
Electropolymerization and lon-Solvent 
Transport of Conductive Polymer Films. 
R. Borjas, D. A. Buttry 

Historic Cap Florida lighthouse on Key Biscayne 

11:10 Measurement of Solvent Swelling in 
Poly(vinylchloride)/Crown Ether lon
Selective Electrode Films During K+ 
Transport. H. Meyer, D. A. Buttry 

11:30 Probing Mixed Monolayer Films and 
Formation of Conductive Organic Films 
by the Electrochemical Quartz Crystal 
Microbalance Technique. M. Hepel 

SECTION B 

Division of Analytical Chemistry Award in 
Spectrochemical Analysis Symposium-I! 

J. E. Freeman, Presiding 

9:00 Capacitively Coupled Plasma Sources
From AE to GC. M. W. Blades, D. C. 
Liang, D. Huang 

9:25 lep Signa! Fluctuations Due to Individual 
Aerosol Droplets. J. W. Olesik, L. J. 
Smith 

9:50 Trace Elements in Uranium by ICPIFT 
Spectrometry. L. R. Layman, G. B. 
Bentley, 8. A. Palmer 

10:30 Reduction of Interferences in Secondary 
Ion MS by Resonance ionization. S. W. 
Downey 

10:55 Nontherma! Features and Fundamental 
Parameters in the ICP. M. Huang, D. S. 
Hanselman, G. M. Hieftje 

11:20 Furnaces and Plasmas: Investigations of 
Chemical Processes in High-Temperature 
Sources. G. D. Rayson, Y. Shen. M. R. 
Fresquez, D. Lenhoff 

SECTION C 

Symposium on Chromatography of 
Biopolymers-I 
Cosponsored with the Division of Polymer 
Chemistry 

R. M. Riggin, Presiding 

8:50 Introductory Remarks. 

9:00 Plenary Lecture: Recent Developments in 
Chromatography of Biopolymers. F. E. 
Regnier 

9:45 Correlation of Salt Effects on Protein 
Retention in High-Performance Anion
and Cation-Exchange Chromatography. 
K. M. Gooding, M. N. Schmuck, M. P. 
Nowlan 

10:30 Displacement Chromatography of 
Biopolymers on Group-Specific Affinity 
Supports. G. Subramanian, 
G. Jayaraman, S. M. Cramer 

11:00 HPAE-PAD Analysis of Carbohydrates: 
Theory and Applications. J. D. Olechno, 
S. R. Carter, M. R. Hardy, J. Statler 

11:30 Methods for the Determination of 
Oligosaccharide Groups in Therapeutic 
Proteins. P. M. KovaCh, D. K. Clodfelter, 
R. M. Riggin 

SECTION D 

Symposium on Expert Systems in 
Analytical Chemistry 

S. D. Brown, Presiding 

8:00 Opportunities for Using Expert Systems 
in Design, Monitoring, and Control of 
Advanced Life Support Missions on 
Manned Space Stations. C. M. Wong, 
R. A. Yost, M. R. Rudokas, R. S. Upadhye 

8:40 Expert Systems in Method Development 
of Graphite Furnace AAS. J. Smeyers
Verbeke, P. Vankeerberghen, D. L. 
Massart 
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9:20 Expert Systems for Evaluation of 
Chemical Sensor Data. A. M. Harper 

10:10 Expert System for Classification and 
Identification of Mass Spectra of Toxic 
Compounds. D, R. Scott 

10:50 Expert Systems for Evaluating Analytical 
Chemical Data. S. R. Heller, D. Bigwood 

11:30 Use of PC-Based Expert Systems in 
Analytical Chemistry. F. A. Settle, Jr., 
M. A. Pleva 

WEDNESDAY AFTERNOON 
SECTION A 

Symposium on Analytical Measurements 
Based on Piezoelectric Crystal 
Responses-II 

M. Hepel, Presiding 

1:30 Thin-Film Dissolution Kinetics Using a 
Quartz Crystal Microbalance. W. 
Hlnsberg, K. K. Kanazawa, C. G. Willson 

2:00 Monitoring Corrosion Processes in 
Solution with the Quartz Crystal 
Microbalance. M. R. Deakin 

2:25 Mechanism for Multilayer Oxide 
Formation at a Gold Electrode. M. Shay, 
S. Bruckenstein 

2:55 Quartz Microbalance Studies of CO 
Oxidation at Pt Electrodes. C. P. Wilde, 
S. Bruckenstein 

3:30 Quartz Crystal Microbalance Thermal 
Analysis Combined with MS. J. W. 
Garrett, A.P.M. Glassford 

4:05 Quartz Crystal Microbalance Biosensor 
for Glucose Detection Using Immobilized 
Hexokinase. S. J. Lasky, D. A. Buttry 

4:25 Application of the Quartz Crystal 
Microbalance to the Study of Plasmal 
Surface Chemistry and Physics. J. F. 
Evans 

SECTION B 

Division of Analytical Chemistry Award in 
Spectrochemical Analysis Symposium-III 

J. Mitchell, Presiding 

2:00 SpectroscopiC Imaging. R. M. Miller 
2:25 Acoustic Waveguide Sensors: A 

Theoretical and Experimental Study of 
Wave Mode Selection. G. J. Bastlaans 

2:50 On-Column Detection for Microcolumn 
Separations. C. A. Monnig, J. W. 
Jorgenson 

3:30 Long-Pulse Laser Vaporization for 
Deposition of Thin-Film High
Temperature Superconductors. R. E. 
Russo, M. Balooch, D. R. Olander 

3:55 Evaluation of Pharmaceutical Metered
Dose Inhalers. A. G. Childers 

4:15 Elucidation of Supercritical Fluid 
Solvodynamics Using Time-Resolved 
Fluorescence Spectroscopy. F. V. Bright, 
T. A. Betts 

SECTIONC 

Symposium on Chromatography of 
Biopolymers-II 
Cosponsored with the Division of Polymer 
Chemistry 

R. M. Riggin, Presiding 

2:00 Prediction of Gel Filtration Separations. 
L. Hagel 

2:30 Towards a Mechanism of SEC. 
M. Potschka 

Bayside Marketplace and downtown Miami skyline 

3:00 SEC of Rods, Spheres, and Coils. P. l. 
Dubin 

3:40 Chromatographic Partition as a Tool for 
the Physicochemical Characterization of 
Macromolecules. H. Waldmann-Meyer 

4: 1 0 SEC of Charged and Stiff 
Polysaccharides. M. Rinaudo 

SECTIOND 

General-II 

R. E. Synovec, Presiding 

2:00 Absorbance Spectrophotometry by 
Double-Beam Position-Sensitive 
Detection. R. E. Synovec 

2:20 Quantitative Resonance Raman 
Spectroscopy. T. J. Vickers, C. K. Mann, 
C. K. Chong, J. Zhu 

2:40 lon-Sieving Effects in Polyaniline 
Matrices. W. E. Rudzinski, L. Lozano 

3:10 Improving Electrochemical Response in 
Flow-Injection Analysis by Cross
Correlation. D. J. Curran, R. E. McKean 

3:30 Electrochemical Detection of 
Underivatized Amino Acids and Oxalyl 
Thiolesters in Capillary Electrophoresis. 
C. E. Engstrom, A. G. Ewing 

3:50 Unavoidable Flow Rate Errors in HPLC. 
J. P. Foley, J. E. Crow, B. A. Thomas, 
M. Zamora 

THURSDAY MORNING SECTION A 

Symposium on Analytical Measurements 
Based on Piezoelectric Crystal 
Responses-III 

S. Rose-Pehrsson, Presiding 

9:00 Gaseous HCI Detection with a Zn-Coated 
Piezoelectric Resonator. G. G. 
Neuberger 

9:20 Atmospheric Aerosol Analysis with the 
Quartz Crystal Cascade Impactor. R. L. 
Chuan 

9:55 Quartz Crystal Microbalance as a 
Detector for Nucleic Acid Hybridization. 
N. C. Fawcett, J. A. Evans 

10:15 Acoustic Membrane Multisensors for 
Chemical, Biological, and Physical 
Variables. R. M. WhHe 

11:00 Sensing Mechanisms in Acoustic Wave 
Sensors. S. J. Martin, A. J. Ricco, C. G. 
Frye, R. C. Hughes 

11:30 Selection of Sorbent Coating Materials 
for SAW Chemica! Sensors and Arrays. 
J. W.Grate 

Symposium on Solid-Stale 
Luminescence-I 

T. D. Harris, Presiding 

SECTION B 

8:40 Introductory Remarks. P. W. Bohn 
8:45 New Laser Methods for Studying SOlid-

State Defect Dynamics. K. M. Cirillo, 
J. C. Wright 

9:30 Quantitative Determination of !mpurities 
in Gallium Arsenide by Low-Temperature 
Luminescence and Electronic Raman 
Scattering. T. D. Harris, M. L. Schnoes 

10:30 Emission and Resonance Raman 
Spectroscopic Determinations of 
Excited-State Distortions. K-S. Shin, 
L. Larson, J. I. Zink 

11:15 Luminescence as a Probe of Adduct 
Formation at Semiconductor-Derived 
Interfaces. A. B. Ellis, L. K. Leung, E.R.M. 
Luebker, G. J. Meyer, C. J. Murphy, G. C. 
Lisensky 

SECTION C 

Symposium on Chromatography of 
Blopolymers-III 
Cosponsored with the Division of Polymer 
Chemistry 

P. L. Dubin, Presiding 

9:00 Effect of Polypeptide Chain Length on 
Retention Behavior in Reversed-Phase 
and Ion-ExChange HPLC. R. S. Hodges, 
T.W.L. Burke, N. E. Zhou, C. T. Mant 

9:30 Use of Protein Conformation in the 
Design of HPLC Separations. M. KunJtani 

10:00 High-Performance Polymeric Sorbents 
for Separations of Biopolymers. 
J. Coupek, O. Mikes 

10:45 Hydrophobic Interaction Chromatography 
of Biopolymers. S~L. Wu, W. S. Hancock 
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11:15 Surfactant-Mediated Hydrophobic 
Interaction Chromatography of Proteins. 
D. B. Wetlaufer, J. J. Buckley, J. Gehas 

11:40 Multim_1 HPLC: Salt-Induced 
Hydrophobic Interaction Chromatography 
on Charged Stationary Phases. J. B. 
Wheatley, D. E. SChmidt, Jr. 

SECTIOND 

General-III 

J. K. Swadesh, Presiding 

9:00 Methods Development for Sampling and 
Analysis of Trace Environmental 
Pollutants. S. Kaneko, K. Hatanaka, 
R Oshio 

9:20 Applications of an On-Line Detector of 
Optical Activity. J. K. Swadesh, T. A. 
Perfetti 

9:40 Prototropic Dissociation Kinetics of 
Photoexcited Hydroxyaromatics in 
Aqueous-Ethanol Solutions. S. G. 
Shulman, R. Townsend. R. N. Kelly, 
S. Chen 

10:10 Capillary GC/MS Ouantitation of a New 
Organophosphate Insecticide in Animal 
Feeds. N. L. Freshour, P. W. Langvardt 

10:30 Analysis of Model Titan Atmospheric 
Components Using Ion Mobility 
Spectrometry. D. R. Kojiro, M. J. Cohen, 
D. H. Humphry, N. Takeuchi, R. F. 
Wernlund, R. M. Stimac 

10:50 Detoxification and Disposal of 
Halogenated Organic Compounds. S. S. 
Shukla, T. Nguyen 

11:10 Polarographic and Voltammetric Study of 
Indium(lII) Complexes in Aqueous and 
Mixed Solvent Media. M. C. Eshwar. 
M. S. Qureshi 

THURSDAY AFTERNOON SECTION A 

Symposium on Analytical Measurements 
Based On Piezoelectric Crystal 
Responses-IV 

S. Bruckenstein, Presiding 

1:45 Pattern Recognition Analysis of 
Responses from Surface Acoustic Wave 
Devices fOr the Detection of Hazardous 
Vapors InCluding Mixtures. S. Rose
Pehrsson. J. W. Grate. D. S. Ballantine 

2:10 Coating Selection Strategies for 
Chemical Sensors. D. S. Ballantine 

2:35 Surface Acoustic Wave Piezoelectric 
Crystal Aerosol Mass Microbalance. 
W. D. Bowers. R. L. Chuan 

3:10 Industrial Hygiene Applications of Coated 
Surface Acoustic Wave and Lamb Wave 
Chemical Sensors. E. T. Zellers 

3:30 Acoustic Waveguide Sensors: The 
Importance of Surface Chemistry. G. J. 
Bastlaans 

4:00 UV Laser-Induced Etching of the First
Row Transition Metals. G. W. Tyndall, 
C. R. Moylan 

4:35 Materials Characterization Using Surface 
Acoustic Wave Devices. G. C. Frye, A. J. 
Ricco, S. J. Martin 

Symposium on Solid-State 
Luminescence-II 

P. W. Bohn, Presiding 

SECTION B 

2:00 Fluorescence Photobleaching Recovery 
Investigations of Transport in Self
Assembling Structures. B. R. Ware 

Leak-tight 
Valves 8\ Fittings 
for Analytical 
Instrulllent 
Applications 

The leak-tight technology of the SWAGELOK 
Companies is built into all the products you see here. 

They work with each other to give you design flexibility. 
You can select sizes, shapes, materials and ratings 
to handle your service conditions. 

They're all manufactured to the same standards of precision and 
quality control. You can count on consistent tolerances, 
compatible end connections, and reliable seals. 

They're available locally from Authorized Sales 
and Service representatives. You can save money 
through efficient purchasing, controlled 
inventories, and on-time delivery. 

SWAGELOK Co. 
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MEETINGS 

2:45 Fluorescence Characterization of the 
Wettability Gradient on Modified Silica 
Surfaces. V. Hlady, Y. S.lin, J. D. 
Andrade 

3:45 Time-Resolved Fluorescence as a Probe 
for Molecular Transport at liquid-Solid 
Interfaces. A. L. Wong, M. L. Hunnicutt, 
J. M. Harris 

4:30 Surface Molecular Orientations by 
Optical Waveguide Fluorescence 
Mediated Linear Dichroism. P. W. Bohn, 
D. M. Cropek 

SECTIONC 

Symposium on SFE and SFC-I 

M. E. McNally, Presiding 

2:00 Multidimensional SFC. J. Levy 
2:30 Simplex Optimization Separations in 

SFC. J. A. Crow, J. P. Foley 
3:00 Microcolumns in SFC: Packed and Open 

Tubular. M. L. Lee, K. M. Payne. K. E. 
Markides 

3:45 Evaluation of Trace Organic Impurities in 
Various Industrial Liquid Carbon Dioxides. 
R. Denyszyn, K. Maquire 

4:15 Optimization of the Analysis of Additives 
in Polymers Using Coupled SFE/SFC. 
T. W. Ryan, S. G. Yocklovich, E. J. Levy 

FRIDAY MORNING 

Symposium on Solld-Slale 
Luminescence-III 

W. M. Reichert, Presiding 

SECTION A 

8:45 Laser-Based Studies of Cellular 
Macromolecular Damage and Chemical 
Carcinogenesis. R. Jankowiak, P. Lu, 
G. J. Small 

9:30 Total Internal Reflection Fluorescence 
Video Microscopy of Cell-Surface 
Contacts. W. M. ReIchert, G. A. Truskey, 
E. Winakur 

10:30 Electronic Excitation Transport and Its 
Relation to Polymer Chain Statistics. 
C. W. Frank 

11:15 Luminescence of Degraded 
PoJy{vinylchlorlde). E. D. Owen 

SECTION B 

Symposium on SFE and SFC-II 

M. E. McNally, Presiding 

9:00 Enhancing Chromatographic AnalYSis in 
GC or SFC Using SFE as an Injection 
Technique. M. R. Andersen, J. T. 
Swanson. B. E. Richter 

9:30 SFE and Coupled SFE/GC: Recovery and 
Analysis of Trace Organics Collected on 
Sorbent Resins. S. B. Hawthorne, D. J. 
Miller, M. S. Krieger 

10:00 Column Technologies for Sensitive and 
Quantitative SFC. M. L. Kumar, A. 
Rosselli, D. B. Boyer, R. K. Houck 

10:45 On..t.ine Supercritical Sample Preparation 
Accessory for Chromatography. J. B. 
Nair. J. W. Huber, III 

11:15 Combined Supercriticai Fluid Extraction 
and Chromatography with FT -IR 
Detection. P. M. Griffiths, K. L. Norton, 
A. J. Lange 

Conferences 
• Micro '89 Conference and Exhi
bition. Sept. 13-15. London, U.K. 
Contact: Royal Microscopical Society, 
37/38 St. Clements, Oxford OX4 1AJ, 
U.K. 
• Dioxin '89: 9th International 
Symposium on Chlorinated Dioxins 
and Related Compounds. Sept. 17-
22. Toronto, Ontario, Canada. Contact: 
Congress Canada, Conference Man
agement, 73 Richmond St. W., Suite 
300, Toronto, Ontario, Canada M5H 
1 Z4 (416-860-1772) 
• Biosensors '89. Sept. 28-29. Cam
bridge, U.K. Contact: Renata Duke, 
IBC Technical Services Ltd., Bath 
House, 56, Holborn Viaduct, London 
ECIA 2EX, U.K. 
• 31st Conference on Analytical 
Chemistry in Energy Technology. 
Oct. 10-12. Gatlinburg, TN. Contact: 
W. R. Laing, Oak Ridge National Lab
oratory, P.O. Box 2008, MS 6127, Oak 
Ridge, TN 37831 (615-574-4852) 
• 7th Annual Membrane Technol
ogy/Planning Conference. Oct. 17-
19. Cambridge, MA. Contact: BCC, 
25 Van Zant St., Norwalk, CT 06855 
(203-853-4266) 
• Instrument Society of America 
International Conference and Exhi
bition on Instrumentation. Oct. 22-
27. Philadelphia, P A. Contact: ISA, 67 
Alexander Dr., P.O. Box 12277, Re
search Triangle Park, NC 27709 
• 4th Annual San Diego Confer
ence on Nucleic Acid Applications. 
San Diego, CA. Oct. 25-27. Contact: 
San Diego Conference, P.O. Box 12785, 
La Jolla, CA 92037-0675 (619-943-
1541) 

Short Courses 
and Workshops 
• Short Course on Mathematical 
and Computer Methods in X-ray 
Spectrometry. Aug. 21-25. Albany, 
NY. Contact: Henry Chessin, Dept. of 
Physics, State University of New 
York-Albany, 1400 Washington Ave., 
Albany, NY 12222 
• Short Course on Quantitative 
Thin-Layer Chromatography. Sept. 
13-14. Blacksburg, VA. Contact: Ca
mag Scientific, P.O. Box 563, Wrights
ville Beach, NC 28480 (800-334-3909) 
• Course on Flame AA. Sept. 18-22. 
Houston, TX. Contact: Rose Ann 
Cochran, NUS Analytical Updating 
Services, Park West Two, Pittsburgh, 
PA 15275 (412-788-1080) 
• Course on Experimental Design 
for Productivity and Quality in Re
search, Development, and Manufac-
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turing. Sept. 18-22 and Dec. 11-15. 
Houston, TX. Contact: Statistical De
signs, 9941 Rowlett, Suite 6, Houston, 
TX 77075 (713-947-1551) 
• Short Courses on Mass and IR 
Spectrometry and Spectral Inter
pretation. Oct. 5-7, Chicago, IL; Nov. 
1-3, Pittsburgh, PA. Contact: Barbara 
Nowicki, PACS, 409 Meade Dr., Cor
aopolis,PA 15108 (412-262-4222) 
• Short Course on Quality Assur
ance of Chemical Measurements. 
Nov. 9-10. Pittsburgh, PA. Contact: 
Barbara Nowicki, PACS, 409 Meade 
Dr., Coraopolis, PA 15108 (412-262-
4222) 

ACS Courses 
The following courses are offered in 
conjunction with the 198th ACS Na
tional Meeting in Miami Beach, Sept. 
10-15. 

• On-Line Process Analyzers: The 
Key to Maximizing Industrial Pro
cess Efficiency. Sept. 8-10. Kenneth 
Clevett 
• Experimental Design for Pro
ductivity and Quality in R&D. Sept. 
8-10. Stanley Deming and Stephen 
Morgan 
• Effective Management of Chemi
cal Analysis Laboratories. Sept. 9-
10. John H. Taylor, Jr., and Mary 
Routson 
• Analytical Laboratory Opera
tions: Analysis of Water and Waste 
Samples. Sept. 9-10. Marcus Cooke 
• Analytical Laboratory Opera
tions: Analysis of Air Toxics. Sept. 
9-10. Marcus Cooke, Robert Lewis, 
and William Winberry 
• Fundamentals of High-Perfor
mance Liquid Chromatography. 
Sept. 9-10. Harold McNair 
• Capillary Gas Chromatography. 
Sept. 9-10. Stuart Cram and Milos No
votny 
• Quality Assurance of Chemical 
Measurements. Sept. 9-10. John K. 
Taylor 
• Environmental Laboratory QA/ 
QC Data Validation. Sept. 9-10. Hen
ry Nowicki and William Purves 
• Laboratory Applications of Lo
tus 1-2-3 and Other Software: Be
yond the Basics. Sept. 9-10. Glenn 
Ouchi 
• Size-Exclusion Chromatogra
phy. Sept. 9-10. Alfred Rudin 

For information on these and other 
ACS courses, contact the Department 
of Continuing Education, American 
Chemical Society, 1155 16th St., N. W., 
Washington, DC 20036 (202-872-
4508). 



Call for Papers 
• 2nd International Symposium on 
High-Performance Capillary Elec
trophoresis. San Francisco, CA. Jan. 
29-31, 1990. The meeting will feature 
oral and poster presentations on topics 
that include zone electrophoresis, iso
electric focusing, micellar separations, 
CE/MS, gel columns, isotachophoresis, 
detector design, instrumentation, and 
analytical and micropreparative appli
cations for pharmaceuticals, peptides, 
proteins, carbohydrates, oligonucleo
tides, subcellular structures, and whole 
cells. Prospective authors should re
quest abstract forms from Shirley 
Schlessinger, HPCE '90, 400 East Ran
dolph Dr., Chicago, IL 60601 (312-527-
2011). Deadline for submission of ab
stracts is Sept. l. 
• 4th Symposium on the Analysis of 
Steroids. Pees, Hungary. April 24-26, 
1990. The symposium will focus on in
dustrial and pharmaceutical steroid 
analysis and the determination of ste
roids in biological samples. Topics in
clude clinical steroid analysis, analyti
cal methodology for studying the bio
synthesis and metabolism of steroids, 
pharmacokinetic studies of steroid 
drugs, determination of steroids in 
samples of plant and animal origin, 
analysis of pharmaceutical dosage 
forms, and structure elucidation of ste
roids. Abstracts of 200 words or less 
should be submitted by Sept. 15 to S. 
Giiriig, c/o Chemical Works of Gedeon 
Richter Ltd., P.O.B. 27. H-1475 Buda
pest, Hungary. Authors should indi
cate if their contributions are for oral 
or poster presentation. 
• 14th International Symposium on 
Column Liquid Chromatography. 
Boston, MA. May 20-25, 1990. The 
symposium will feature general and in
vited lectures, posters, and informal 
discussion sessions devoted to recent 
advances in HPLC and related tech
niques, with particular emphasis on 
bioanalytical chemistry. Sessions will 
address advances in separation meth
ods, mechanisms, detection, sample 
preparation, automation, derivatiza
tion, preparative LC, biopolymer sepa
ration, chiral recognition, capillary and 
conventional electrophoresis, SFC, and 
field-flow fractionation. Prospective 
authors should submit 150-word ab
stracts by Oct. 1 to Shirley Schles
singer, Symposium Manager, HPLC 
'90, 400 East Randolph Dr., Chicago, 
IL 60601 (312-527-2011). 

These events are newly listed in the 
JOURNAL. See back issues for other 
events of interest. 

~ 

-=- MILTON ROY COMPANY 
has sold its 

Laboratory Data Control Division 

to 

Thermo Instrument Systems, Inc. 
for 

$22,000,000 
subject to post-closing adjustments 

The undersigned acted as advisor to Milton Roy Company and 
assisted in arranging the transaction. 

INTERNATIONAL MARKETING VENTURES 

Merger & Acquisition Operations 

CARVER'S 
LAB PRESS 
SAFETY 
SHIELD 
Protects operator, yet 
provides easy access 
to press. 
• Protects al14sidesof lab ! 
press ... the 2 sides and 
rear with heavy gauge 
steel; the front with a see-thru 
impact resistant polycarbonate door. 
• Operator is completely protected. 
but work remains fully visible. Hinged 
see-thru door provides easy access. 

Send for Bulletin AC-1. 

FRED S. CARVER, INC..c"""'" 
po. Box 428. Menomonee Falls, WI 53051-0428 8" '1-(\ 

(414)255-2540. Telex: 2-6805 (Sterling ans.wer back)" • 

........................ ~ .... ~~~~~........... t1 .~ 
A SubSidiary of STERLING. INC. Milwaukee. WI • 

CIRCLE 30 ON READER SERVICE CARD 
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A Historic 
Collaboration 

July marked the 25th anniversary of the publication in ANALYTICAL 
CHEMISTRY of Abraham Savitzky and Marcel Golay's landmark paper 
describing a smoothing algorithm for the reduction of random noise from 
measured spectra (Anal. Chem. 1964,36,1627-39). The digital smoothing 
filters they described have been used extensively in data analysis be
cause they are versatile and easy to implement. 

When the paper was published, both scientists were employed by the 
Perkin-Elmer Corporation; Savitzky as an instrumentation specialist in 
the research department of the Instrument Division and Golay as a 
senior research scientist. Golay, an electrical engineer, retired in 1955 

from the U.S. Signal Corps 
Engineering Laboratories 
(Fort Monmouth, NJ) and 
began a second career as a 
consultant to P-E. This 34-
year association lasted until / 
his death (see p. 922 A). 

Savitzky met Golay when 
he was a graduate student at 
Columbia University working GOLAY 
on the development of a dou-
ble-beam spectrophotometer 
that used a Golay IR detector. After receiving his Ph.D. in physical 
chemistry in 1949, Savitzky was employed by P-E as an engineer devel
oping IR process control instrumentation. Later he was involved inP-E's 
initial GC research and in building P-E's earliest prototype GC instru
ment. In 1960 he became involved in the emerging field of computer
assisted instruments and, as a principal scientist, led programming 
teams in the development of P-E's IR software for the microcomputer. 
Savitzky retired in 1985 to form his own consulting firm for software 
development and information services (Silvermine Resources, Inc.). On 
the occasion of the 25th anniversary of this classic work, Savitzky looks 

SA VITZKY back at the genesis of the publication. 

Abraham Sallitzky 
Silvermine Resources, Inc. 
3 Mail Coach Court 
Wilton, CT 06897 

In late 1959 or early 1960, John 
Atwood, then director of research 
for the Perkin-Elmer Instrument 

Norman Adams, Marcel Go
lay, discussed the analysis and 
interpretation of IR spectra untouched 
by human hands. Our first problem was 
the of spectral characteris-
tics as peaks, valleys, and shoul-
ders. appeared that these features 
could be determined from changes in 

sign in the first and second derivatives. 
We asked Golay to look into a simple 

and fast method for calculating the de
rivatives. My notebooks show that in 
September and October 1960 he pro
vided me with sets of first- and second
derivative convoluting integers for pa
rabolas. We used those on synthetic 
spectra to prove our ability to find 
spectral features. This method worked 
well enough for spectra without noise 
but worked poorly when we added syn
thetic noise. 

A summary of this work, with a table 
of the criteria for recognition of spec
tral features, was published in ANA
LYTICAL CHEMISTRY in December 
1961 (Vol. 33, No. 13, p. 25 A). This 

article discussed averaging of adjacent 
points for noise reduction but still did 
not recognize the smoothing algorithm. 
(This paper, incidentally, also men
tioned determination by multiple in
struments, one of the key methods of 
today's chemometrics.) 

FOCUS 
By early 1962 we had efficient rou

tines for first and second derivatives, 
hut a notebook entry for March 1962 
reads: "I need a general purpose convo
lution program" and defines its charac
teristics. 
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FOCUS 

Earlier, I had committed to present
ing a paper titled "Some Numerical 
Operations on Analytical Data" at the 
15th annual summer symposium of the 
Division of Analytical Chemistry. The 
symposium was held in June 1962 at 
the University of Maryland. In January 
I wrote to Golay, who was at the Tech
nische Hogeschool in Eindhoven, The 
Netherlands: 

It would be very helpful if you 
could join me as co-author. I 
would plan to call on you primar
ily for the development and ele
gant explanation of the deriva
tive functions as well as for some 
guidance on the type of filtering 
functions to study. 

I am not as concerned about 
the oral presentation as I am 
about the material which will be 
published in Analytical Chemis
try. There are some very few ref
erences to the method in the lit
erature, but it is apparently not 
well enough known, especially by 
analytical chemists. 

At about this time, my reading and 
work with the generalized program and 
real data prompted me to look more 
closely at smoothing as well as deriva
tives. In April 1962 I wrote to Golay: 

The objective of this paper is to 
extend the application of the 
methods you suggested for deter
mination of the first and second 

derivatives into other areas. 
The class of methods which 

should be discussed is character
ized by a convolution of the ex
perimental data with a set of in
tegers, followed by normaliza
tion. The importance of these 
methods is that for the smooth
ing functions and for the deriva
tive functions, the computer pro
gram is essentially the same. 
Thus a single general purpose 
program which provides for en
try of the set of convolution inte
gers and the normalizing factor 
can handle a very broad class of 
problems. 

One of the basic differences 

Marcel Golay-A Mem.orial 
Marcel Jules Edouard Golay, inven
tor of the open-tubular (capillary) 
column, died suddenly on April 27, 
shortly before his 87th birthday. 
The entire chromatographic com
munity mourns the passing of this 
active and vital member. At the 
time of his death, Golay was prepar
ing a plenary lecture on chromatog
raphy under turbulent flow condi
tions for the May meeting of the In
ternational Symposium on Capillary 
Chromatography in Riva del Garda, 
Italy. This work described how 
chromatographic measurements 
can provide information on the 
properties of the turbulent flow that 
is otherwise inaccessible. He was 
also conducting a very difficult ex
periment on the design of improved 
open columns and was advising sci
entists at the Perkin-Elmer Corpo
ration in various high-technology 
areas. 

Marcel Golay was born on May 3, 
1902, in Neuchatel, Switzerland. He 
graduated in 1924 as an electrical 
engineer from the Eidgenossische 
Technische Hochschule (ETH), the 
Swiss Technical University in Zu
rich, and joined Bell Telephone 
Laboratories in the United States. 
He left Bell in 1928 to pursue gradu
ate studies at the University of Chi
cago, where he received a Ph.D. in 
physics in 1931. After graduation he 
joined the U.S. Signal Corps Engi
neering Laboratories in Fort Mon-

mouth, NJ. He retired in 1955 as 
chief scientist of the Components 
Division and became a consultant to 
Philco (Philadelphia, PAl in net
work and information theory and to 
the Perkin-Elmer Corporation 
(Norwalk, CT) in scientific instru
mentation. During 1961-1962 he 
was a professor at the University of 
Technology in Eindhoven (The 
Netherlands), and from 1963 until 
his death he was a senior research 
scientist at P -E. 

Although the invention of the 
open-tubular column was Golay's 
best-known achievement in the field 
of chromatography, it was only one 
of his many contributions to science. 
Indeed, the immense scientific and 
technical knowledge of the man was 
fascinating. His accomplishments 
span a variety of areas that at first 
glance appear unrelated but that all 
include the acquisition, transfer, 
and processing of information. 

In radio communications he is 
well known for the invention of the 
dispersionless Golay delay line, a 
device for detecting the presence of 
a certain pattern of information in a 
signal that is passing through a de
lay line. In information theory and 
pattern recognition he invented the 
perfect binary and ternary codes, 
the only two multierror correction 
codes ever found. He created the 
concept of complementary codes 
that are used worldwide in the Lo-
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ran C precision radio navigation sys
tem and that are still broadcast con
stantly by countless radio beacons 
throughout the world. He also de
veloped a number of image signal
processing analysis algorithms. One 
of these is a complete image-pro
cessing language used in an instru
ment that can successfully identify 
17 different normal and abnormal 
human white blood cells. 

In the field of instrumentation 
Golay made many landmark contri
butions. In IR spectroscopy the Go
lay detector is the most sensitive 
room-temperature detector avail
able and performs essentially to the
oretical limits over a wide spectral 
range. This is a pneumatic detector 
in which the IR signal heats a small 
gas volume whose expansion is de
tected by the motion of a flexible 
mirror membrane. In NMR spec
troscopy, he invented a very elegant 
system to tune the spectrometer 
and rapidly achieve the minimum 
bandwidth. This system decom
poses the nonuniform magnetic 
field in the sample space into its or
thogonal spherical harmonics; it is 
then possible to cancel each func
tion independently. Together with 
Abraham Savitzky (see p. 921 A of 
this issue), he developed a smooth
ing algorithm that permits the re
duction of random noise from mea
sured spectra. In chromatography, 
besides the invention of open-tubu-



between using the digital com
puter rather than an analog de
vice for performing the function 
is that a symmetrical set of data 
around the central point allows 
the use of functions which are a 
reasonable fit to the experimen
tal function. 

What I would like to have is a 
"cookbook" procedure (for math
ematically unsophisticated chem
ists like myself, rather than for 
mathematicians) for generating 
the set of integers for any desired 
function and for derivatives of 
any degree from zero on up. The 
useful thing, for the paper, would 
be to have a simple set of rules for 

lar columns, Golay contributed to 
the investigation of high-speed GC 
and LC, the influence of instrumen
tal contributions to column perfor
mance, and the development of 
sampling methods. 

It is remarkable that this scien
tist, an electrical engineer by train
ing' received two major awards of 
the American Chemical Society: the 
ACS Award in Chemical Instrumen
tation (1961) and the ACS Award in 
Chromatography (1981). He was 
also the recipient of the Distin
guished Award of the Instrument 
Society of America, the Tswett 
Chromatography Award of the In
ternational Symposium on Advances 

obtaining the integers and nor
malizing function, plus a simple, 
elegant proof in the appendix. 

Golay's reply to this letter became 
the basis for the appendix. The paper 
was submitted to ANALYTICAL CHEM
ISTRY in February 1964 and received a 
quick review. Of the two reviewers, one 
said essentially, "nothing new, don't 
publish" and the other said, "interest
ing, publish." My reply was that the 
previously published work had dis
cussed applications in statistical analy
sis of small numbers of observations. 
No one, apparently, had applied the 
techniques to the large numbers of 
sampled data points that we saw with 
the newly computerized instruments. 

in Chromatography, the Chroma
tography Anniversary Medal of the 
Academy of Sciences of the USSR, 
and the Dal Nogare Award in Chro
matography of the Chromatography 
Forum of the Delaware Valley, as 
well as many other awards. In 1977 
Golay received an honorary doctor
ate from the Ecole Polytechnique 
Federale of Lausanne, Switzerland. 
He was the author of more than 90 
scientific papers, and he obtained 41 
patents. Golay's legacy in high-reso
lution chromatography will be 
maintained by the newly estab
lished Marcel Golay Medal. The 
first recipients of this a ward, pre
sented at the recent International 

Fortunately the Editor, Lawrence 
Hallett, agreed. 

In thinking about why the technique 
has been so widely used, I've come to 
the following conclusions. First, it 
solves a common problem-the reduc
tion of random noise by the well-recog
nized least-squares technique. Second, 
the method was spelled out in detail in 
the paper, including tables and a sam
ple computer subroutine. Third, the 
mathematical basis for the technique, 
although explicitly and rigorously stat
ed in the article, was separated from a 
completely nonmathematical explana
tion and justification. Finally, the tech
nique itself is simple and easy to use, 
and it works. 

Symposium on Capillary Chroma
tography, were R. E. Kaiser, R. D. 
Dandeneau, and E. H. Zerenner. 

Discussions with Golay were un
usual and exciting experiences. He 
always went right to the center of 
the problem, analyzing it at the 
most profound level, drawing on the 
necessary contributions of physical 
chemistry and information theory. 
Using the required mathematics, he 
was able to clearly state a model and 
to derive the consequences of the 
abstraction in a straightforward 
manner. The conclusion was a beau
tiful description of the experiment 
that had to be performed. Making 
the device work was rarely easy, but 
it was always worthwhile. The early 
papers of Golay on the open-tubular 
column give an excellent idea of this 
process and the results. 

Few major contributions that can 
be traced to a single man have, at 
the same time, had such a profound 
influence on so many people. How 
many thousands of chemists have 
used a capillary column? (It is esti
mated that in 1987 60% of all GC 
analyses were carried out on open
tubular columns.) How many have 
been saved by a diagnosis based on 
the results of GC/MS analysis? 
What is the impact on our society of 
the environmental regulations 
based on information collected by 
capillary GC/MS analyses? These 
contributions reflect the enduring 
and immeasurable scientific and 
technical legacy of Marcel Golay. 

Georges Guiochon 
Leslie Ettre 
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NEW PRODUCTS 

PCR-Male DNA synthesizer, designed 
for work involving the polymerase chain 
reaction (peR) process, accommodates 
various scales of synthesis and elimi
nates the need for HPl.C or gel purifica
tion, Applied Biosystems 401 

LC. K -Prime 400 series automated 
process chromatographs consist of a 
microprocessor-based control unit, 
software, process chromatograph, and 
personal computer and user interfaces, 
The systems accommodate columns 
from 70 mm to 2 m in diameter, Amicon 
Division, W, R. Grace & Co, 404 

FT-IR. Model 205 FT-IR spectrome
ter incorporates a sealed, desiccated 
optical bench; a computer with high
resolution graphics displayed on an in
tegral monitor; a touch-sensitive, push
button control panel; and a sample 
mounting system that permits the use 
of plug-in, prealigned sampling acces
sories, Nicolet 405 

Electrophoresis. PlACE System 2000 
is a high-performance capillary electro
phoresis system with IBM-based com
puter controL Each capillary is housed 
in a temperature-controlled cartridge, 
and buffer and sample vials are sealed 
to eliminate the risk of evaporation, 
Beckman 406 

Viscosity. Octa Visc automatic viscosi
ty measuring system, which handles up 
to eight samples at a time, includes a 
temperature-controlled sample-han
dling unit, an optical/electric computer 
interface unit, and user-friendly soft
ware, Design Scientific 407 

Workstation. Omega-4 System 4C 
chromatography workstation is capa
ble of acquiring data from up to four 
channels, The system, which is com-

II 

patible with all major LC and GC in
struments, features full-color graphics, 
screen windows, and drop-down 
menus, Perkin-Elmer 408 

Spectrometer. Model 300 fiber-optic 
spectrophotometer is designed for re
mote near-IR and UV-vis process mon
itoring and method development, Fi
ber multiplexing capability for moni
toring multiple sample points is 
available, Guided Wave 409 

GC. Model 69-nOp microprocessor
controlled, single-column gas chro
matograph features a thermal ioniza
tion detector, a precision pressure reg
ulator designed for control of low 
capillary flow rates, and a choice of five 
injection modes, Gow-Mac 410 

Detector. SPD-M6A diode array de
tector for HPLC compensates for ar
ray noise and dark current via a tem
perature-controlled polychromator 
with two temperature selections, 
Spectrum and chromatogram files are 
stored on disk in ASCII format for im
port into other software packages, Shi
madzu 411 

Pump. Model 060 is a 60 Lis turbomo
lecular pump designed for the produc
tion of hydrocarbon-free high and ul
trahigh vacuum with low sound levels, 
The pump is suitable for use in leak 
detectors and in systems based on MS, 
Balzers 412 

Pyrolysis. Pyroprobe 1000 allows un
interrupted sequential runs on the 
same sample at different thermal con
ditions without removing the sample 
probe. Computer control of the fila
ment temperature provides for sample 
processing at a variety of heating rates 
and final temperatures up to 1400 DC. 
Chemical Data Systems 413 

Software 
Kinetics. Gas kinetics database, avail
able on floppy disk for use on personal 
computers, contains data on the rates 
of approximately 2000 chemical reac
tions. The database can be searched by 
chemical reactants or by bibliographic 
reference. National Institute of Stan
dards and Technology 415 
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LIMS.ASTRAL features sample man
agement, automated decision making, 
and report generation capabilities plus 
a security guard to prevent tampering 
with data. The system is compatible 
with most laboratory instruments. Ap
plied Research Laboratories/Fisons In
struments 416 

Manufacturers' literature 
Process analysis. Brochure describes 
the process diode array spectropho
tometer, which uses UV-vis light to de
termine components in a gas or liquid 
stream in < 1 s. Du Pont 423 

HPLC newsletter. Chromatogram, 
VoL 10, No.1, includes articles on 
determination of debrisoquine and its 
4-hydroxy metabolites in human urine 
and on separation of catecholamines 
and indoleamines. 12 pp, Beckman 

418 

Fluorescence. Brochure highlights 
the Model F -2000 fluorescence spec
trophotometer, which features scan 
speeds of 1200 nmlmin, slew rates of 
200 nmls, and an intracellular cation 
measurement option. 8 pp, Hitachi 

419 

Monoclonal antibodies. Wall chart 
and guide provide media recommenda
tions and a general discussion of anti
body purification problems, A number 
of applications are discussed. Amicon 
Division, W. R. Grace & Co. 420 

LC. Guide discusses instruments for 
liquid chromatography and sample 
preparation, including pumps, detec
tors, fraction collectors, and liquid
handling instruments. 14 pp. Gilson 
Medical Electronics 421 

Spectrophotometer. Brochure high
lights the Spectronic 3000 Array spec
trophotometer, which features a sam· 
pie positioning platform that allows for 
automated measurement of up to eight 
samples at one time. Milton Roy 424 

For more information on listed items, 
circle the appropriate numbers on one 
of our Readers' Service Cards 



iniect variables 
your chromatography .. 
Millex® filter units® 

Use Millex HPLC filters, and put an 
end to porticle contomination prob
lems. Maximize column life while 
improving the consistency of your 
chromatographic results. 

Designed for fast, reliable sam
clarification, Millex units remove 

contaminants down 
to rated size. Devices ore 
available in mm, 13 mm, and 
25 mm canfigurations, for sample 
volumes ranging from less than 
1 ml up to 100 ml, and offer these 
advantages: 

recovery. Hold
mm Millex units is 

less than 10 fl.1 after air purge. For 
13 mm units, less than 50 fl.1. For 
25 mm units, less than 0.1 mi. 

Ultraclean design. Membranes 
ore incorporated into solveni
resis:ant housings. There ore no 
glues, binders, or dyes to add 
unwelcome extroctobles to your 

chemica~ compatibility. 
Millipore's unique Durapore® mem
brane is non protein-binding, and 
compatible with most organic, 
aqueous, or isocratic solutions. 
Other membrane types ore avail-
able ta clorify a broad ronge of 
samples and solvents. 

CIRCLE 96 ON READER SERVICE CARD 

(C) 1986 Mililpore Corooration 

Try Mille)! HPlC filters 
lab-free. We'll send you a free 
prep kit ond a brochure on sam
ple management and reagent 
purification. Call (800) 225-1380. 
In Massachusetts, (617) 275-9200. 
Or write Millipore 
Corporation, 
80 Ashby Rd., 
Bedford, 
MA01730. 

ANALYTICAL CHEMISTRY, VOL. 61, NO. 15, AUGUST 1, 1989 • 



HPLC applicatiol1s. Food and Bever
age Notes contains articles on the de
termination of amino acids in animal 
blood and tissue, pet food, and animal 
feeds and on determination of carba
mates in foods. 12 pp. Waters Chroma
tography Division of Millipore 422 

Homogenizers. Brochure highlights 
Models PT 3000 and PT 6000 homoge
nizers for biomedical and industrial ap
plications. The instruments provide 
particle sizes down to 1 ,um in sample 
volumes ranging from 0.3 mL to 30 L. 
Brinkman 430 

Electrochemistry. Guide describes 
electrochemical instruments and sys
tems for LC detection, voltammetric 
analysis, corrosion measurements, and 
electrochemical research. EG&G 
Princeton Applied Research 431 

Chlorine. Bulletin discusses total re
sidual chlorine analyzers for field, lab
oratory, and on-line measurement of 
residual chlorine in water. Specifica
tions, principles of operation, and ap
plications are presented. Ionics 432 

LC. Brochure discusses PRP -X300 ion 
exclusion LC columns for organic acid 

and alcohol separations. Chromato
grams illustrating a variety of applica
tions are included. Hamilton Co. 433 

Catalogs 
Spectrometry. Catalog features air
path, vacuum, ultra-high-vacuum, and 
grazing incidence spectrometers. Also 
included are stepping motor scan 
drives, light sources, and detectors. 
32 pp. Acton Research Corp. 425 

Electrodes. Catalog features pH, met
al, ion-selective, reference, and carbon 
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PERSPECTIVE: ANALYTICAL BIOTECHNOLOGY 

Isoelectric Focusing in Immobilized pH Gradients 

Pier Giorgio Righetti,' Elisabetta Gianazza, Cecilia Gelfi, and Marcella Chiari 

Chair of Biochemistry, Faculty of Pharmacy and Department of Biomedical Sciences and Technologies, 
University of Milan, Via Celoria 2, Milan 20133, Italy 

Pranav K. Sinha 

Institute of Clinical Chemistry and Biochemistry, Universitiitsklinikum Rudolf Virchow, Spandauer Damm 130, 
D-lOOO Berlin 19, FRG 

Immobilized pH gradients (lPG), Introduced as early as 1982, 
have been plagued by several problems that have hampered 
their use over the years. We review here recent technical 
advances that have led to the solution of these problems and 
to the development of a successful and trouble-free I PG 
technique. In particular, It was discovered that the buffers 
used (acrylamldo weak acids and bases) were prone to two 
major degradation pathways, hydrolysis at the amido bond 
and autopolymerizatlon. A new generation of these buffers 
Is described, In which both degradation routes are completely 
inhibited. I n addition, the formulas and physicochemical 
properties of these acrylamldo buffers are described for the 
first time. These buffers consist of a set of eight weak 
acrylamldo acids and bases, wHh pK values evenly distributed 
In the 3.1-10.3 pH range, and two strong IIIrants: 2-acryl
amldo-2-methylpropanesulfonic acid (pK = 1) and QAE
acrylamlde (pK > 12). The advantage and limitations of the 
IPG technique are evaluated. In particular, examples of 
difficult separations at very acidic and alkaline pH values, 
where conventional Isoelectrlc focusing would fall, are de
scribed. Applications of the I PG technique to the fields of 
human and animal genetics, for the resolution of "neutral or 
electrophoretically silent" mutants, are discussed. 

INTRODUCTION 
Isoelectric focusing (IEF) is now well into its third decade, 

if we consider it beginning with the early work of Kolin in 
1954-1955 on "artificial pH gradients" (Le., pH gradients 
generated by diffusion of nonamphoteric buffers titrated to 
two limiting pH values and then subjected to a quick elec
trophoretic step). "First generation" IEF (1, 2) was on shaky 
ground and did not fmd wide-spread use. "Second generation" 
IEF, described in 1961-1962 by Svensson (3, 4), was the 
technique that was used until the early 1980s and became a 
routine method used in biochemical research. Considering 
that IEF was proposed before disc electrophoresis (5,6), the 
leading technique of the late 1960s and 1970s, and considering 
the relatively easier manipulations and higher resolving power 
of IEF, IEF could have immediately overtaken disc electro
phoresis had it been better publicized. It should be remem
bered that disc electrophoresis is seldom used today, whereas 
the use of discontinuous buffers is routine (e.g., sodium do
decyl sulfate electrophoresis in polyacrylamide gels for mass 
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Table I Problems with CA-IEF Focusing 

(A) medium of very low and unknown ionic strength 
(B) uneven buffering capacity 
(C) uneven conductivity 
(D) unknown chemical environment 
(E) nonamenable to pH gradient engineering 
(F) cathodic drift (pH gradient instability) 
(G) low sample load ability 

discrimination of polypeptides). 
By 1980, it was apparent to many IEF users that there were 

some inherent problems with the technique that had not been 
solved in the more than 20 years of use (see Table I). In 
particular, a most troublesome phenomenon was the near
isoelectric precipitation of samples of low solubility at the 
isoelectric point (pI) or of components present in large 
amounts in heterogeneous samples. The inability to reach 
stable steady-state conditions (resuIting in a slow pH gradient 
loss at the cathodic gel end) and to obtain narrow and ul
tranarrow pH gradients, aggravated matters. Perhaps, most 
troublesome was the nonreproducibility and nonlinearity of 
pH gradients produced by the amphoteric buffers, the so
called "carrier ampholytes" (CA). CA buffers are a class of 
oligoamino oligocarboxylic acids produced according to, or as 
a variant of, the classical Vesterberg (7) synthesis, in which 
substances containing an oligoamino backbone are allowed 
to react with acrylic acid. The quality of these compounds 
(sold as Ampholine by LKB, Pharmalyte by Pharmacia, 
Servalyte by Serva, Biolyte by Bio Rad, Resolyte by BDH, 
etc.) can be demonstrated by focusing carbamylation trains 
(8). Here, protein markers are boiled in urea to produce a 
series of spots of constant decrements of -1 positive charge 
because the free - NH2 groups react with cyanate to form 
substituted ureas. Only Pharmalyte attains a nearly ideal pH 
profile, as seen by the fairly regular distribution of spots along 
the pH scale. All other chemicals exhibit quite irregular pH 
courses (see Figure 1). This is disastrous not only in con
ventional IEF runs because of the nonreproducibility but also 
in two-dimensional maps, where constancy of spot position 
is essential for comparing different runs. 

Thus, in 1982 Bjellqvist et al. (9) proposed the revolutionary 
concept of immobilized pH gradients (IPG) obtaining for the 
first time indefinitely stable and highly reproducible pH 
gradients by using a set of only seven nonamphoteric weak 
acids and bases, copolymerized into the fibers of a poly
acrylamide gel. This technique ("third generation" IEF) also 
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Figure 1. IEF of creatine kinase carbamylation train standards, fol
lowed by Coomassie Blue staining: (A) LKB Ampholine pH 3.5-10; (B) 
Servalyte ISO-DALT grade pH 3-10; (C) Pharmalyte pH 3-10. "Zero" 
represents the unmodified protein; the negative numbers refer to 
progressively blocked -NH2 residues, originating new spots in the 
carbamylation train. Solid circles represent well·stained protein spots; 
open circles represent fading spots. Modified from figure in ref 8, 
T ollaksen et al. 

allowed substantial pH gradient engineering, with the con
comitant benefit, in ultranarrow pH gradients, of a much 
increased resolving power (1 order of magnitude greater than 
that obtained in conventional IEF). Even IPGs, however, over 
the years, developed some problems, so that in 1985 a "fourth 
generation" IEF was proposed (10-12) consisting of a mix
ed-bed gel, containing a primary immobilized pH gradient 
admixed with a secondary pH gradient produced by soluble 
CA buffers. 

A survey of these "four generations" of IEF is beyond the 
scope of this review. For conventional carrier ampholyte 
isoelectric focusing (CA-IEF) the reader is referred to a 
standard text book on IEF (13). A historical overview has just 
appeared (14). The main focus oftbis review will be on newly 
developing areas, in which IPGs have proven to be far superior 
than standard IEF techniques. The fields of biochemical 
(including animal and plant) genetics and of forensic medicine 
have at present benefited most from the IPG method, since 
new silent mutants have been detected and unambiguous 
phenotyping has been made possible. For the most recent 
developments, the reader is urged to consult a special issue 
of Journal of Biochemical and Biophysical Methods 
(June/ July, vol. 16, No. 2/3, 1988) and the September 1988 
issue of Electrophoresis, both entirely dedicated to IPGs. The 
basic technology of IPGs has been amply reviewed (15-20). 

Nevertheless, as an introduction to the IPG technology, we 
will give here a brief review on CA-IEF, just to emphasize the 
major differences between the two techniques. 

CONVENTIONAL ISOELECTRIC FOCUSING 
(CA-IEF) 

Briefly, IEF is an electrophoretic technique by which am
photeric compounds are fractionated according to their pI 
values along a continuous pH gradient. Contrary to zone 
electrophoresis, where the constant pH of the separation 
medium establishes a constant charge density at the surface 
of the molecule, and causes it to migrate with constant mo
bility (in the absence of sieving), the surface charge of an 
amphoteric compound in IEF keeps changing, and decreasing, 
according to its titration curve, as it moves along the pH 
gradient approaching its equilibrium position (Le. the region 
where the pH equals its pI). There, its mobility equals zero 
and the molecule comes to a stop. 

The gradient is created, and maintained, by the passage 
of current through a solution of amphoteric compounds with 
closely spaced pI values, encompassing a given pH range. The 
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Figure 2. Calculated time development of an isoelectric focusing 
process involving 10 ampholytes in a closed vessel. The isoionic points 
of the ampholytes are evenly distributed in the pH 8.0-8.9 range. The 
initial distribution of the amphoteric buffers is indicated in the upper 
left diagram. The calculation was performed assuming a constant 
voltage (100 V/cm) across the system. The anode is positioned to 
the right in the diagrams_ Each x axis represents the distance from 
the cathode on the same scale as the bottom right figure. Reprinted 
wUh permission from C. SChaefer-Nielsen (50). Copyright 1986 John 
Wright & Sons, Inc. 

electrophoretic transport causes these buffers (CA) to stack 
according to their pIs, and a pH gradient, increasing from 
anode to cathode, is established. This process is shown in the 
computer simulation of Figure 2. At the beginning of the run, 
the medium has a uniform pH, which equals the average pI 
of the CAs, and uniform CA concentration throughout (Figure 
2, upper left panel). At t = 0.5 h, the most acidic (pI 8.0) and 
the most alkaline (pI 8.9) species have collected close to the 
anode and cathode, respectively, so that portions of the pH 
gradient begin to develop. At t = 1 h, the ampholytes have 
separated further and at this point an almost linear pH gra
dient has been established, that spans the pH range defined 
by the pIs of the ampholytes (in the simulation, a system of 
10 ampholytes, in equimolar ratios, having pIs spaced at 0.1 
pH unit increments in the pH 8.0-8.9 range). At t = 1.5 h, 
the ampholytes have separated into symmetrical zones having 
overlapping Gaussian profiles, as predicted by Svensson (3, 
4). At this point the system has achieved a steady state 
maintained by the electric field and no further mass transport 
is expected, except from symmetric, to and fro micromove
ments of each species about its pI, generated by the action 
of two opposite forces, diffusion and voltage gradient, acting 
on each focused component (this pendulum movement, dif
fusion - electrophoresis, is the primary cause of the residual 
current under isoelectric steady-state conditions). 

APPPLICATIONS AND LIMITATIONS OF CA-IEF 
The technique only applies to amphoteric compounds and 

more precisely to good ampholytes with small pI-pK" i.e. with 
a steep titration curve around their pI, conditio sine qua non 
for any compound to focus in a narrow band. This is very 
seldom a problem with proteins but it may be so for short 
peptides, that need to contain at least one acidic, or basic, 
amino acid residue, besides the -NH2 and -COOH terminus 
(which would make them isoelectric between ca. pH 4 and pH 
9 and prevent them from focusing). Another limitation with 
short peptides is encountered at the level of the detection 
methods: CAs are reactive to most peptide stains. This 
problem may be circumvented by using specific stains, when 
appropriate, or by resorting to immobilized pH gradients 
(IPG), which do not give background reactivity to nihydrin 
and other common stains for primary amino groups (e.g., 
dansyl chloride, fluorescamine). 
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Table II. Properties of Carrier Ampholytes 

1. Fundamental "classical" properties 
(a) buffering ion has a mobility of zero at pH 
(b) good conductance 
(c) good buffering capacity 

2. Performance properties 
(a) good solubility 
(b) no influence on detection systems 
(c) no influence on sample 
(d) separable from sample 

3. "Phenomena" properties 
(a) "plateau" effect, drift of the pH gradient 
(b) chemical change in sample 
(c) complex formation 

In practice, notwithstanding the availability of CAs covering 
the pH 2.5-11 range, the limit of CA-IEF is in the pH 3.5-10 
interval. On statistical grounds, this poses a minor problem, 
as most protein pI values cluster between pH 4 and 6; it might 
well be a major problem, however, for specific applications. 
When a restrictive support like polyacrylamide (P AA) is used, 
a limit exists also for the size of the largest molecules which 
retain an acceptable mobility through the gel. A conservative 
evaluation sets an upper limit around 750000 daltons when 
using standard techniques. The molecular form in which the 
proteins are separated strongly depends upon the presence 
of additives, like urea and/or detergents. Moreover, supra
molecular aggregates or complexes with charged ligands can 
be focused only if their Kd is lower than 1 /LM and if the 
complex is stable at pH : pI. Aggregates with higher Kd are 
easily split by the pulling force of the current, whereas most 
chromatographic procedures are unable to modify the native 
molecular form. 

THE CARRIER AMPHOLYTE CHEMICALS 
Table II lists the general properties of the carrier ampho

Iytes, i.e. of the amphoteric buffers used to generate and 
stabilize the pH gradient in IEF. The fundamental and 
performance properties are required for a well-behaved IEF 
system, whereas the "phenomena" properties are the draw
backs or failures inherent to the technique. For instance, the 
"plateau effect" or "cathodic drift" is a slow decay of the pH 
gradient with time, whereby, upon prolonged focusing, at high 
voltages, the pH gradient with the focused proteins is lost in 
the cathodic compartment. There seems to be no remedy for 
it (except abandoning CA-IEF in favor of the IPG technique), 
because there are complex physicochemical causes underlying 
it, including a strong electrosmotic flow generated by the 
covalently affixed negative charges in the matrix (carboxyls 
and sulfate in both polyacrylamide and agarose). In addition, 
it appears that basic CAs could stick to membranes and, in 
general, hydrophobic proteins by hydrophobic interaction 
(which cannot be cured during the electrophoretic run, 
whereas ionic CA-protein complexes are easily split by the 
voltage gradient). 

In chemical terms, CAs are oligoamino, oligocarboxylic 
acids, available from different suppliers under different trade 
names (Ampholine from LKB Produkter AB, Pharmalyte 
from Pharmacia Fine Chemicals, Biolyte from Bio Rad, 
Servalyte from Serva GmbH, Resolyte from BDH). There 
are two basic synthetic approaches: (a) the Vesterberg's ap
proach, consisting in reacting different oligoamines (tetra-, 
penta-, and hexaamines) with acrylic acid (21) and (b) the 
Pharmacia synthetic process, which involves the co
polymerization of amines, amino acids, and dipeptides with 
epichlorohydrin (3). The wide-range synthetic mixture (pH 
3-10) seems to contain hundreds, possibly thousands, of 
different amphoteric chemicals having pIs evenly distributed 
along the pH scale. Since they are obtained by different 
synthetic approaches, CAs from different manufacturers are 
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Figure 3. pH ranges of the most common commercially available 
carrier ampholytes. Reprinted with permission from A. Chrambach and 
B. An der Lan. Copyright 1981 IRL Press. l1d. 

bound to have somewhat different pIs: thus, if a higher 
resolution is needed, or for two-dimensional maps of complex 
samples, we suggest use of blends of the different chemicals 
(a useful one: 50% Pharmalyte, 30% Ampholine, and 20% 
Bio Lyte (v/v/v». 

CAs, from any source, should have an average molecular 
mass around 750 daltons (size interval 600-900 daltons, the 
higher M, referring to the more acidic CA species) thus they 
should easily be separable (unless they are hydrophobically 
complexed to proteins) from macromolecules by gel filtration. 
Dialysis is not recommended, due to the tendency of CAs to 
aggregate, while salting out of proteins with ammonium sulfate 
seems to completely eliminate any contaminant CAs. A 
further complication arises from the chelating effect of acidic 
CAs, especially toward Cu2+ ions, which could inactivate 
metalloenzymes. In addition, focused CAs represent a medium 
of very low ionic strength (less than 1 mequiv /L at the steady 
state); since the isoelectric state involves a minimum of sol
vation, and thus of solubility, for the protein macroion, there 
could be a tendency, for some proteins (e.g. globulins) to 
precipitate during the IEF run in the pI proximity. This is 
a severe problem in preparative runs whereas in analytical 
procedures it can be lessened by reducing the total amount 
of sample applied. 

Figure 3 gives the pH intervals of the various brands of 
commercial CAs: narrow cuts encompass from 1 to 3 pH units, 
whereas wide ranges cover intervals from 7 (pH 3-10) to 9 (pH 
2-11) pH units. One pH unit spans, formerly available only 
from Serva, are now produced also by Pharmacia. There are 
also a few, 1/2 pH unit spans (from Serva) but in general they 
afford poor resolution due to the very few buffering species 
available in these narrow intervals. It is often best to focus 
in a wider range (1-2 pH units) and locally adjust the pH with 
the aid of "separators". 

IMMOBILIZED pH GRADIENTS. THE 
CHEMICALS 

IPGs are based on the principle that the pH gradient, which 
exists prior to the IEF run itself, is copolymerized, and thus 
insolubilized, within the fibers of a polyacrylamide matrix. 
This is achieved by using, as buffers, a set of six chemicals 
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Table III. Acidic Acrylamido Buffers 

pKd formula name M, source 

1.0 
jHS 

2~acrylamido-2-methylpropanesulfonic acid 207 a CHz=CH-CO-NH-C-CHs 

1 
CH2-S0sH 

3.1 CHz=CH-CO-NH-iH- eOGH 2-acrylamidoglycolic acid 145 b 

OH 

3.6 CH2~CH-CO-NH-CH2-COOH N-acryloylglycine 129 
4.6 CH2~CH-CO-NH-(CH2),-COOH 4-acrylamidobutyric acid 157 

apolysciences, Inc., Warrington, PA. bRighetti, P. G.; Chiari, M.; Sinha, P. K.; Santaniello, E. J. Biochem. Biophys. Methods 1988, 16, 
185-192. cPharmacia-LKB Biotechnology, Uppsala, Sweden. dThe pK values for the three Immobilines and for 2-acrylamidoglycolic acid 
are given at 25 °Cj for AMPS (pK 1.0) the temperature of the pK measurement is not reported. 

Table IV. Basic Acrylamido Buffers 

pK' formula name M, source 

6.2 /\ (2-morpholinoethyl)acrylamide 184 CH2=CH-CO-NH-lCH2)2-N, __ l a 

7.0 /\ (3-morpholinopropyl)acrylamide 198 CH2=CH-CO-NH-{CH2)3-NL..../0 a 

8.5 CH2=CH-CO-NH-lCH2)2-N-CH3 

1 
[(N,N-dimethylamino)ethyllacrylamide 142 a 

CH, 

9.3 CH2=CH-CO-NH-(CH2)3-i-CH3 [(N,N-dimethylamino}propyl]acrylamide 156 a 

CH, 

10.3 CH2=CH-CO-NH-(CH213-N-C2Hs [(N,N-diethylamino )propyl]acrylamide 184 b 
1 
C2HS 

C,H, 

>12d .1 
CH2=CH-CO-NH-(CH212-i-C2Hs [(N,N,N- triethylamino )ethyl]acrylamide 198 

C2HS 

'Pharmacia-LKB Biotechnology, Uppsala, Sweden. 'Sinha, P. K.; Righetti, P. G. J. Biochem. Biophys. Methods 1987,15,199-206. 'ffiF, 
Villeneuve La Garenne, France. d QAE-acrylamide. e All pK values (except for pK 10.3) measured at 25 °C. The value of pK 10.3 refers to 
10 'C. 

(called Immobiline, by analogy with Ampholine; originally they 
were seven, but the production of the pK 4.4 buffer has been 
discontinued, due to its close proximity with the pK 4_6 
species) having pK values distributed in the pH 3.6-9_3 range. 
Until now, not much was known about the Immobiline 
chemicals, except that they are acrylamido derivatives, with 
the general formula: CH2=CHCONHR, where R denotes a 
set of two weak carboxyls, with pK values 3.6 and 4.6, for the 
acidic compounds, and a set of four tertiary amino groups, 
with pK values 6.2, 7.0, 8.5, and 9.3, for the basic buffers. We 
recently described the characterization of these structures, 
their synthetic routes, and purification protocol (21, 22). 
Tables III and IV list all the compounds available today, their 
chemical names, formulas, and physicochemical data. It can 
be appreciated that there are a few more than the six com
mercially available from Pharmacia-LKB (16). In fact, we list 
a total of 10 such buffers. Eight of them are weak acids and 
bases, with pKs covering the pH 3.1-10.3 range, whereas the 
other two are strongly acidic (pK 1.0) and a strongly basic (pK 
> 12) titrants, which were introduced in 1984 by Gianazza et 
al. (23) for producing linear pH gradients covering the entire 
pH 3-10 range. Computer simulations had shown that, in the 
absence of these two titrants, extended pH intervals would 
exhibit strong deviations from linearity at the two extremes, 
as the most acidic and most basic of the commercial Immo
biline would act simultaneously as buffers and titrants (24). 
The synthesis of 2-acrylamidoglycolic acid (pK 3.1) was re
cently described (25) and its use in the separation of strongly 
acidic proteins proposed (because the pH gradient could be 
extended to as low as pH 2.5). Also [(N,N-diethylamino)
propyl]acrylamide (pK 10.3) was recently utilized for analysis 

of strongly alkaline proteins (26, 27). Given the fairly evenly 
spaced pK values along the pH scale, it is clear that the set 
of 10 chemicals proposed here (eight buffers, two titrants) are 
quite adequate to ensure linear pH gradients along the pH 
2.5-11 axis (the idealll.pK for linearity would be 1 pH unit 
between two adjacent buffers). The rule ll.pK = 1 is fairly 
well respected except for two "gaps" (between the pK 4.6 and 
6.2 and the pK 7.0 and 8.5 species). Even though we can 
arrange for highly satisfactory pH gradients, we are still 
searching for two suitable acrylamido buffers able to close 
these two gaps. 

PROBLEMS WITH THE IMMOBILINE 
CHEMICALS 

Given such a sophisticated and highly reproducible meth
odology (the first example of true "pH gradient engineering") 
it is important to know how to handle the Immobiline chem
icals to obtain optimum performance run after run. Unfor
tunately, in the first few years after the introduction of the 
IPG methodology, not much work was devoted to studying 
the shelf life of the Immobiline species. As problems begun 
to be reported by users, we started a long overdue study on 
the stability of Immobiline buffers (28). Given their structure, 
it was apparent that these chemicals could degrade through 
two major pathways: (1) autopolymerization (a simple check 
for it is that the solution becomes slightly opalescent) and (2) 
hydrolysis at the amide bond, thus splitting the acrylamide 
moiety from the buffering group at the other extremity of the 
molecule (producing free acrylic acid and an amino acid in 
the case of the acidic immobilines and free acrylic acid and 
a diamine in the case of the basic immobilines). In both cases 
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the results of an IPG experiment would fail. Our studies led 
us to conclude that the best way to store the Immobiline 
chemicals would be to titrate their solutions (0.2 M in water) 
to ca. pH 4 (this ensuring absence of hydrolysis, auto
polymerization and inhibiting also CO2 absorption in the case 
of the basic buffers). Although recommended, this procedure 
was seldom used because it made any attempt at checking the 
pH of the limiting solutions when preparing any desired pH 
range difficult. Thus, we proposed the most simple alternative, 
that of dispensing the stock immobiline solutions (reconsti
tuted to 25 mL) into 5-mL aliquots, which would be kept 
frozen at -20°C. 

Hydrolysis of Immobiline. However, it was later dis
covered that even in the frozen state some of the alkaline 
Immobilines (notably the pK 9.3 species) would degrade, 
notwithstanding the low temperature value (29). The ap
parent degradation of the pK 9.3 chemical was as high as 20% 
per year, indeed much too high for reproducible results, as 
expected from the Immobiline technology. It appears strange 
that hydrolysis should occur in the frozen state, yet reactions 
in frozen solutions are not uncommon; e.g., Kiovsky and 
Pincock (30) have reported the spontaneous mutarotation of 
glucose. In our case, since the Immobiline pK 9.3 is a liquid, 
it could be hypothesized that, during freezing, the aqueous 
solvent and the liquid immobiline would separate into two 
distinct phases. Traces of humidity in the pure Immobiline 
phase (which would have a rather high pH, since a 0.2 M 
solution already exhibits an apparent pH value of 11.5) would 
thus favor a spontaneous hydrolytic process. 

Autopolymerization. We were dismayed to discover the 
instebility of the Immobiline chemicals; however, soon a new, 
more devastating phenomenon was uncovered, that of auto
polymerization. This was also quite harmful and affected the 
reproducibility of lPGs. Like hydrolysis, autopolymerization 
occurs particularly in the four alkaline Immobilines, is purely 
autocatalytic, and is greatly accelerated by deprotonated 
amino groups (31). By this process, oligomers and n-mers are 
formed, which stay in solution and can even be incorporated 
into the IPG gel, because (in principle) they still contain an 
olefinic bond at one extremity (unless they anneal to form a 
ring). These autopolymerization products range in size from 
simple dimers and trimers to molecules having the same 
elution volume of a 64000-dalton protein, like hemoglobin. 
Analysis of the pK 9.3 Immobiline stored frozen revealed, after 
more than 6 months of storage, the presence of ca. 20% 
polymer (Figure 4). These products of autopolymerization, 
when added to proteins in solution, are able to bridge them 
via two unlike binding surfaces (ionic on one side, hydrophobic 
in the opposite surface); a lattice is formed and the proteins 
(especially larger ones, like ferritin, "2-macroglobulin, thyro
globulin) are precipitated out of solution. This precipitation 
power is quite strong and begins already at the level of short 
oligomers (>decamer). As a short-term remedy, we have 
described an easy method for oligomer removal, based on 
adsorption onto hydrophobic polymer phases (e.g., the XAD-2 
polymer or a C,s-bonded phase) (32-34) at alkaline pH values, 
where the n-mers of aIka1ine Immobiline species would exhibit 
a marked hydrophobic character. It turned out that this 
problem of autopolymerization, long neglected or simply ig
nored by all of us, had in fact plagued most of the users of 
the IPG technique up to the year 1988. For scientists trying 
to apply the IPG method as a first dimension in 2-D maps, 
the results were disastrous. As an example, Hochstrasser et 
al. (35) described substantial losses of all polypeptide chains, 
in 2-D maps of human sera, larger that 100000 daltons, no 
doubt due to their precipitation out of solution by oligomers 
and n-mers present in alkaline Immobilines. In addition, 
soluble homo- and hetero-Immobiline polymers, prepared ad 

pK 9.3 
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Figure 4. Control of the degree of autopolymerization of Immobiline 
chemicals. Analysis performed by HPLC in a BiD-Gel TSK column. 
Samples and column were buffered at pH 6.8 w~h 20 mM phosphate. 
Ten microlITers of 50 mM, pK 9.3, Immobiline was injected and eluted 
at 1 mL/min flow rate. The eluate was monitored at 220 nm and 
automatically integrated. Note the large amount of polymeric material 
(18%) present in the sample. D,L-Ala: elution position of alanine, 
marker of the column total volume. Reprinted with permission from 
ref 31. Copyright 1987 VCH Verlagsgesellschalt mbH. 

hoc, are able to precipitate out of solution also some smaller 
proteins having a peculiar amino acid composition (e.g., hi
stones and the "high-mobility group" chromatin proteins) (36, 
37). 

A New Generation of Immobiline. Given the above 
findings, it was clear to all IPG users that the technique 
needed a new foundation if it was to survive and gain wide
spread acceptance. Gaveby et al. (38) recently described a 
solution where the Immobiline chemicals are used in a solvent 
where neither degradation occurs. (I-propanol seemed to 
possess these special requirements). During the summer of 
1988 of new generation, called Immobiline II, was launched. 
The chemicals are supplied directly as 0.2 M aqueous solu
tions, (laced with inhibitor) for the acidic species, and in 
I-propanol for the basic compounds. Before, all immobilines 
were supplied as free powders or liquids in brown bottles to 
which it was necessary to add 25 g of water to produce a 0.2 
M solution. 

There were several reasons for adopting I-propanol as 
solvent for alkaline Immobiline. First of all, the vapor pressure 
and boiling point of I-propanol are about the same as those 
of water. In addition, I-propanol is fully miscible with water. 
However, there are some minor drawbacks in using I-propanol, 
which the users of lPGs should be aware of. At the maximum 
concentration of I-propanol (ca. 10%, in formulations utilizing 
all four alkaline Immobilines) IPG gels may not polymerize 
satisfactorily and may become gluey (it is known that alcohols 
have in general an inhibitory power on polymerization). In 
such cases, we suggest increasing the amount of catalysts until 
proper polymerization is achieved (in general, at least 20% 
more of both catalysts, TEMED and persulfate, should be 
adopted). The second effect is simply due to the decrease of 
the dielectric constant in the presence of I-propanol. At the 
maximum added level (10%) there is a nonnegligible effect 
on the pK values of Immobiline, a positive shift (+0.07 pH 
units) for the acidic and a negative shift (-0.12 pH units) for 
the alkaline species. However, because the Immobiline gels 
are routinely washed, the I-propanol will only be present 
during polymerization but not during the IPG run, so no 
detrimental effects should be observed. 
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Figure 5. Comparison of 2-D maps with the four alkaline immobilines aged in water (H20; A) or in 1-propanol (Pr-OH; B). First dimension: IPG 
pH 4-8 interval, 4% T ([grams of acrylamide + grams of bis(acrylamide)]/100 mL solution), 4% C «grams of acrylamide)/%T) gel in presence 
of 8 M urea and 0.5 M Nonidet P-40 (NP-40). Second dimension: horizontal sodium dodecyl sulfate electrophoresis (SOS-PAGE); stacking gel 
6% T, in 125 mM Tris-HCI, pH 6.8 and 0.1 % SOS; running gel 12-15% T gradient in 375 mM Tris-HCI, pH 8.8 and 0.1 % SOS. Sample: Vicia 
faba, cv. Kristal!. Ground bean seeds extracted in a lysis buffer containing 9 M urea, 2% NP-40, 2% 2-mercaptoethanol, and 0.8% Ampholine 
pH 3.5-10. Two acidic (no. 2 and 3) and three basic (no. 3-5) spots are numbered in the map. In A, the basic Immobilines have been dissolved 
in water and incubated at 60 DC for zero time (0; 0), 3 days (0 ; 3), or 5 days (0 = 5). The same applies to B, except 1I1at 1I1e basic Immobilines 
were dissolved in 1-propano1. Reprinted with permission from ref 38. Copyright 1988 Elsevier Science Publishers B.V. 

In forced aging experiments, the pK 7.0 Immobiline, kept 
in I-propanol for 5 days at 60 DC, failed to reveal any trace 
of acrylic acid (the detection limit being 0.03 mol %) whereas, 
when dissolved in water, and stored at 25 DC, after 40 days 
had hydrolyzed to an extent of 6%. If we accept 1 % acrylic 
acid as the maximum tolerable level of degradation in the 
Immobiline II generation, we can ask how long a storage time 
would be required to reach this cut-off limit. In an Arrhenius 
plot, by extrapolation, it appears that to reach this guard level 
(1 % acrylic acid), the pK 3.6 immobiline should be stored 1200 
days and the pK 4.6 Immobiline as long as 4800 days (both 
at a temperature of 8 DC). 

At the beginning, it was tbough tbat, in order to guarantee 
this much extended stsbility, the alkaline Immobilines should 
be stored in totally anhydrous I-propanol. We then realized 

that, upon prolonged use, simply by opening and closing the 
hottles, these solutions would quickly absorh substantial 
moisture from the air; thus, we decided that the solvent should 
contain 1 % water. Any doubts about the validity of this 
approach were readily dispelled. In Figure 5 (2-D maps of 
seed proteins), the multitude of spots remain remarkably 
constsnt when using propanol-dissolved alkaline Immobilines, 
even upon aging, whereas, when the same species are dissolved 
in water, as was previously done, and subjectsd to forced aging, 
all the train of alkaline spots are quickly lost at the cathodic 
end (take as reference spots no. 3 to 5). 

LIMITS OF IPGs: HOW TO BREAK BARRIERS 
When trying to formulate IPG recipes outside the pH 4-10 

range, e.g., a more acidic (pH 3-4) or more alkaline (pH 10-11) 



1608 • ANALYTICAL CHEMISTRY, VOL. 61, NO. 15, AUGUST 1, 1989 

g 3 

°1 7 10 11 12 13 
pH 

Figure 6, Buffering power (/3) of water alon2 the pH axis. For cal
culations, we have taken as pK of the base H the value of -1.74 and 
as pK of the conjugated acid OH- the value of 15.74 (the molarity of 
water being 55.56). K w is the ionic product of water. It is seen that 
water does not have any appreciable buffering power in the pH 4-10 
interval. Calculations and simulations are according to the computer 
program in ref 23 and 24. 

IPG interval, one is faced with severe problems, as two new 
"lmmobilines" become operative, a weak base with a pK = 
-1. 7 4 and a weak acid with a pK = 15.74. They are the H+ 
and OH- ions in equilibrium with undissociated water. It 
might be argued that their pK values are so remote from the 
extremes of even the most extended IPG intervals (pH 2.5-11) 
that they should not alter these pH values. They do, in fact, 
as there are constantly 55.56 mol of water present throughout 
the systen (hence the provocative concept of water as an 
lmmobiline) vs ca. 3-10 mM of each buffering lmmobiline, 
as adopted in most IPG formulations. The effects of water 
on the system can be appreciated in Figure 6: it is seen that 
already at pH 3 and pH 11 the buffering power (!3l of water 
is not negligible, whereas outside these limits it rises so sharply 
as to nullify any attempt at using IPGs in these regions. In 
addition to the problems ofthe buffering power of water, there 
is another serious drawback to using IPGs at these pH ex
tremes: the matrix acquires a net charge, negative at lower 
pH, positive at high pH (e.g., at pH 3 the lmmobiline matrix 
must contain 1 mM extra carboxyls to neutralize the 1 mM 
protons defining this pH value in bulk water; at pH 11 it will 
bear an extra 1 mM positively charged amino groups for 
balancing the 1 mM hydroxyls in solution). These excess 
bound charges will produce, during the electrophoretic run, 
a strong electrosmotic flow (proportional to the applied voltage 
gradient) which will eventually dry out the cathodic and anodic 
extremes, with consequent burning of the gel matrix. There 
is an additional problem, moreover. At very low and high pH 
values, the background conductivity becomes prominent, much 
higher than the conductivity of the IPG gel. As a result of 
this, ampholytes will focus at these pH extremes with dis
tribution profiles exhibiting both skewness and curtosis (in 
other words, they should produce strongly asymmetric and 
broad peaks), due to the fact that the voltage gradient across 
the gel will be strongly uneven (Le. quite low in the region of 
high conductivity and quite high in regions of low conduc
tivity). Thus, it might event be doubtful that focusing at these 
pH extremes could be feasible at all. On the contrary, we have 
obtained excellent separations in the pH 3-4 and pH 10-11 
ranges by resorting to viscosity gradients (which act as 
quenchers of conductivity and electrosmosis) incorporated in 
the gel matrix. These viscosity gradients (in general sucrose 
or sorbitol, up to 30%) will be oriented so as to have the denser 
part in the most conducting region of the gel (39, 40). Figure 
7 shows the effect of incorporating these viscosity gradients 
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Figure 7. Use of "conductivity and electrosmosis quenchers" at ex
treme pH values in IPGs. Vo~age gradients across an Immobiline pH 
3-4 gel. Three gels were made, a control and two additional ones 
containing a 0-1 % and a 0-2 % gradient of liquid linear polyacrylamide 
(LLPAA). All gels were prerun overnight at 800 V fcm, then, while under 
a total voltage drop of 500 V (over a 9.5 cm electrode distance), 
segmental voltage gradients were measured at 6.5 rnm increments 
from cathode to anode by moving manually the voltage probe across 
the pH gradient. In the graph, each horizontal bar represents a 6.5 
mm gel distance. The gel polar~ is marked by minus and plus signs. 
The ordinate units are V Icm. Reprinted with permission from ref 40. 
Copyright 1986 VCH Verlagsgesellschall mbH. 
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Figure 8. Isoelectric focusing of orosomucoid in an IPG pH 3.1-4.1 
gradient. The gel was a 5% T, 4% C matrix, containing 20 mM of 
pK 3.6 Immobiline as buffering ion. The gel was washed, dried, and 
reswollen in a cassette in 0-30% sorbitol gradient (dense part at the 
anode) containing 0.8% Ampholine pH 3.5-5.0. Twenty microliters 
of orosomucoid purmed from human serum (30 j1.g of total protein) was 
added in pockets precast at the cathode. Focusing was at 700 V for 
5 h at 10 aC. Staining was with Coomassie Blue R-250. Two gels 
were run: one containing a synthetiC (Synth.) pK 3.6 acrylamido buffer 
(as given in Table III; lanes 1-4 from lell), and a control (CtrL) gel 
made with commercial Immobiline (right panel; lanes 5-7 from left). 
The samples in the seven lanes are identical. Reprinted with per~ 
mission from ref 21. Copyright 1989 MacMillan. 

in the gel (in this particular case, a gradient of linear liquid 
polyacrylamide, LLP AA, had been polymerized within the gel 
fibers; however, a sorbitol density gradient will be easier to 
prepare): as the viscosity is increased toward the most con
ducting gel regions (pH 3 at acidic, pH 11 at alkaline values) 
the voltage gradient over the gel length (which drops expo
nentially following the increments of conductivity) tends to 
be smoothed. As a result of a more even voltage profile, good 
focusing is thus ensured even under the most adverse con
ditions (25-27). 
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Figure 9. IEF of pepsin. A 4% T, 4% C IPG matrix in the pH 2.5-3.5 
interval was made, containing 20 mM 2-(acrylamido)glycolic acid as 
buffering ion and the pK 9.3 Immobiline as titrant. The gel was po
lymerized in the presence of 0.5 % Ampholine pH 2.5-4 and was 0.5 
mm thick and 18 em long. Thirty microliters of pepsin from pig 
stomach mucosa was loaded in pockets precast at the cathode. The 
gel was not prefocused. Running conditions: 2 h at 300 V followed 
by 5 h at 800 V, 10 ce. Staining with Coornassie Brilliant Blue R-2S0 
in copper sulfate. The pIs were derived by linear interpolation from 
the gradient slope estimated by computer simulations. The picture is 
a closeup of the four focused pepsin bands, encompassing 6 em of 
the entire gel length. The samples in the three Janes are identical. 
Reprinted with permission from ref 25. Copyright 1988 Elsevier 
Science Publishers B. V. 

It is of interest to see some applications of focusing at pH 
extremes. Figure 8 gives an example of an IPG separation 
of orosomucoid purified from human serum and analyzed in 
a pH 3.1-4.1 range. The protein is resolved into six zones, 
isoelectric in the pH 3.2-3.7 region. The same number of 
bands can be observed in conventional IEF, but with reduced 
resolution and zone distortion (41). By use of the new pK 3.1 
Immobiline, an even more acidic, pH 2.5-3.5, IPG gradient 
could be created. At such extreme pH conditions, pepsin is 
resolved into four isozymes, two major, with pI values 2.76 
and 2.78, and two minor, with pI values 2.89 and 2.90 (Figure 
9). All four forms possessed enzyme activity as demonstrated 
by in situ zymogramming with a casein-agar overlay (25). 
There are no known examples of focusing in gels phases in 
CA·IEF at such low pH values, and with such remarkable 
resolution. In sucrose density gradients, Stenman (42) at· 
tempted to create low pH gradients by resorting to mixtures 
of free acids of different strengths. However, nothing below 
pI 3.1 could be focused and steady·state patterns could never 
be obtained. In addition, the pH profile was quite irregular. 
At the opposite pH extreme, a comparison is made of focusing 
oligo clonal immunoglobulin bands of sera from myeloma 
patients in CA-IEF vs IPG gels (Figure 10). In some sera, 
there is a clear indication in CA-IEF of one major band fo
cusing in proximity of pH 10 (Figure lOA, tracks with arrow). 
When the same samples are analyzed in an IPG spanning a 
pH range of 6-10.5, this major immunoglobulin band is seen 
to be resolved into different components (Figure lOB). In a 
narrower pH range (8-10.5), the same sample is seen to be 
resolved into three major zones with traces of lower pI com
ponents (Figure 10C). In conventional IEF, there is no way 
to properly control the pH at alkaline values and, notwith
standing the existence of a pH 9-11 CA interval, rarely such 
gradients can be extended above pH 10. if they can reach this 
pH value at all. In IPGs, immobilization of the buffers and 
proper gel shielding from atmospheric CO, allow reproducible 
separations up to pH 11 (26,27). It should be remembered 
that, even at such pH extremes, IPG matrices are remarkably 
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Figure 10. Focusing of oligoc!ona! immunoglobulin bands from sera 
of patients with myeloma: (A) CA· IEF in a pH 6-1 0 Ampholine range; 
(B) IPG in a pH 6-10.5 interval; (C) IPG in a pH 6-10.5 range. All gels 
were stained with Coomassie Blue (100 ,ug of total serum protein 
applied per track). The arrow indicates a sample with a high pI (ca. 
10) immunoglobulin band (A), split into three major components in the 
two IPG gels (B and C). The reduced stain intensity of this band in 
A is probably due to its loss in the cathodic compartment. 

steble, but the proteins may not be steble, so that separations 
should be quite rapid. In fact, due to the marked increase 
in conductivity at very low and high pH values, runs can be 
terminated in only a few hours, even in I pH unit ranges, 
which in general require an overnight run. 

EFFECT OF SALTS ON PROTEIN PATTERNS IN 
IPG GELS 

Since its inception, the IPG technique was recognized as 
being quite tolerant of the salt levels in the sample. This was 
publicized as one of the biggest advantages of the IPG tech
nique when compared with CA-IEF, which was known to be 
quite sensitive to even low salt levels in the sample. Thus 
biological samples (containing high salt and dilute proteins) 
could be run in IPGs without prior dialysis or concentration. 
This is only partially true. It is true with regard to the IPG 
matrix which, in principle, tolerates large amounts of salt; but 
it is not true with regard to the protein sample. Righetti et 
al. (43) recently demonstrated that salts formed from strong 
acids and bases (e.g., NaCI, Na,SO" Na,HPO.), present in 
a protein sample applied to an IPG gel, induce protein 
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Figure 11, Assessment of pH of satt ion boundaries in the sample zone 
as a function of time. Pockets cast in the gel middle (pH 7.5) were 
filled with 20 ILL of 100 mM NaCI. The cathodic and anodic edges were 
covered with strips of alkaline and acidic pH indicators, respectively. 
The pH in the two boundaries was assessed by visual inspection of 
color changes at the given time intervals at constant 2000 V. Reprinted 
with permission from ref 43. Copyright 1988 VCH Verlagsgesellschaft 
mbH. 

Table V The "Pentalogue" of IPGs 

avoid high salt levels in your sample (>40 mM) 
avoid salts formed by strong acids and bases (e.g., NaCl, 

Na,SO" Na2HpO,) 
in presence of high salt levels, add high levels of CA (e.g., 

10% CA to 100 mM salt) 
4 if salt is needed for sample solubility, use salts formed from 

weak acids and bases (e.g., Tris-acetate, Tris-glycinate, any 
of the Good's buffers (e.g., ACES, ADA, MOPS, etc.) 
titrated around the pK of their amino groups 

5 in presence of high salt levels, run your sample at low voltage 
for several hours (e.g., 500 V for 4 h) so as to prevent 
formation of strongly acidic and alkaline boundaries 

modification (e.g., oxidation of the iron moiety in hemoglobin) 
(Hb) even at low levels (5 mM) aod irreversible denaturation 
(precipitation) at higher levels (>50 mM). This effect is due 
to production of strongly alkaline cationic aod strongly acidic 
anionic boundaries formed by the splitting of the salt's ion 
constituents, as the protein zone is not and cannot be buffered 
by the surrounding gel until it physically migrates into the 
[PO matrix. In order to explain the phenomenon in more 
detail, Figure 11 shows what happens in the sample liquid 
droplet, containing high salt levels (in this case, 100 mM 
NaCl), as soon as the voltage is applied. Within a few minutes, 
at ao applied voltage drop of 200 V / em, the aoodic end of the 
sample layer reaches a pH as low as 1, with ao apparently more 
modest pH increment in the rear (cathodic) boundary. These 
extreme pH values generated in the two boundaries are also 
a function of the initial applied voltage (Figure 12). At 
moderate voltage gradients (e.g., 50 V / cm) no adverse pH 
boundaries are generated, whereas at progressively higher 
voltages, strong pH zones are generated, which cause the 
denaturation and precipitation of the protein macroions 
present in the sample layer. Substitution of "strong" salts in 
the sample zone with salts formed by weak acids and bases, 
e.g., Tris-acetate, Tris-glycinate, Good's buffers, essentially 
abolishes both phenomena, oxidation and irreversible dena
turation. Suppression of strong salt effects is also achieved 
by adding, to the sample zone, carrier ampholytes in amounts 
proportional to the salt present (e.g., by maintaining a salt:CA 
molar ratio of ca. 1:1). Low-voltage runs for extended initial 
periods (e.g., 4 h at 500 V) are also beneficial. Table V sum
marizes all these recommendations. With these latest fmdings, 
we feel that the IPG technique is now trouble-free and can 
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Figure 12. Assessment of pH of salt ion boundaries in the sample zone 
as a function of applied voltage. The same experiment as in Figure 
11 was repeated, except that pH estimations were made as a function 
of different voltage gradients applied (from 500 to 3000 V) after 10 
min from application of the electric field. Note that here and in Figure 
11 the alkaline pH estimate must be regarded as highly approximate, 
since the pH indicators, being negatively charged, move against the 
Na + boundary toward lower pH values. Conversely, the pH of the 
anodic boundary is a much better estimate, since the pH indicator, 
when it starts leaching out of the fitter paper strip, moves w~h the Ci 
boundary. Reprinted with permission from ref 43. Copyright Ver
lagsgesellschaft mbH. 

be safely replicated in aoy laboratory where high-resolution 
is needed. 

ANALYSIS OF NEUTRAL MUTANTS 

With conventional IEF it is very difficult to engineer pH 
gradients narrower than 1 pH unit (in fact most CA ranges 
commercially available encompass 2 to 3 pH units). As a result 
of this, the resolving power of CA-IEF rarely exceeds 0.01-D.02, 
while in IPGs a limit of t.pI = 0.001 pH unit has been achieved 
(t.pI, or resolving power, is the difference in isoelectric points 
between a protein aod the nearest resolved contaminaot, given 
in pH units) (9). With a t.pI like that, it should be possible 
to resolve even neutral mutants, i.e. those carrying a spot 
mutation involving amino acids with no ionizable side chains 
(thus called) "electrophoretically silent"), undistinguishable 
by standard electrophoretic aoalysis. A case in point is given 
in Figure 13: when analyzing a sample of fetal hemoglobin 
(Hb F, from a heterozygous for Hb Sardinia, A1'T, carrying 
a Ile-75 ~ Thr mutation in the l' chains) this mutant was 
hardly resolved from the "wild-type" HbF by conventional 
CA-IEF (upper panel) even though the IEF pattern gave a 
clear hint of sample heterogeneity. When the same separation 
was repeated in an IPG interval of 0.25 pH units (central 
panel) adequate separation was obtained between these two 
species. In reality the situation is more complex than that. 
Even normal newborns contain in their cord blood two HbF 
tetramers, called A1' and G1' (in a ratio of ca. 1:4) produced 
by two genes carrying an Ala-136 ~ Gly substitution in the 
l' chains. The latter species have not been resolved by any 
chromatographic (including HPLC) or electrophoretic tech
nique but now, in a 0.1 pH unit interval IPG run, they could 
be fractionated into single components (lower panel). The 
identity of these two baods was confIrmed by eluting the two 
zones from the IPG gel, preparing heme-free chains (acid
acetone powder) and direct analysis of the gamma chains by 
conventional IEF in 8 M urea and 2 % neutral detergent 
(Nonidet P-40). It was shown that the higher pI band con
tained only the A1' fetal chain, whereas the lower pI species 
essentially comprised only G1' chains. In addition, the ratio 
between the two bands was 1:4, as expected from genetic 
expression of these two Hb's (44). Note that the difference 
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Figure 13. Focusing of umbilical cord Iysates from an individual het
erozygous for HbF Sardinia (for simplicity, only the HbF bands are 
shown, and not the two other major components of cord blood, Le. 
Hb A and HbF ac): (upper) focusing performed in a 1 pH unit span in 
CA-IEF, note that broadening of the HbF zone occurs, but not splitting 
into well-defined zones; (central) same sample, but focused over an 
IPG range spanning 0.25 pH units, (bottom) focusing of the lower band 
in central panel, but in an IPG gel spanning 0.1 pH unit. The resolved 
Ay /Gy bands are in a 20:80 ratio, as theoretically predicted from gene 
expression. Their identity was ascertained by eluting the two zones 
and fingerprinting the 'Y chains. 
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Figure 14. Immobiline gel, pH range 6.7-7.7, showing selected Hb 
phenotypes in short tail land race sheep. Samples: (1) Sa'"; (2) ABa'-"; 
(3) AaLElaH1 ; (4) 8aLea HI (aHI weak); (5) 8aL6a H1; (6 & 7) ABaLsaHI (aHI 

weak); (8) A8aL6a hl; (9) AaA1l6aHlaL&; (10) BaA1LOaHlaL6aHI; (11) 
ABaA1LoaHIaLo (aHI weak); (12) AaL6. Reprinted with permission from 
Braend et al. Copyright 1987 Danske Dyrlaegeforening. 

in isoelectric points between the two species is barely 0.003 
of a pH unit (pI 7.450 for G'Y vs. 7.453 for A'Y), which means 
that our system can attain a resolution of LpI = 0.001 pH unit, 
as predicted (9), 

Hemoglobins (Hb) have also been used as a model to study 
genetic polymorphism in animals, like sheep (45), cattle (46), 
domestic dogs (47) and mice (48). In sheep, the extensive Hb 
polymorphism detected by the IPG technique (16 different 
Hb pbenotypes observed in 61 English Saanen goats) has 
allowed Braend and Tucker (49) to propose a genetic theory 
of five i3-globin genes (A4, A" As, E, and D) and two closely 
linked a-globin loci ('a and" a) of which the" a has a variant 
allele, called" ax' It should be noted that previous electro· 
phoretic and chromatographic analysis had disclosed only five 
different types of goat Hb's (called HbA, HbB, HbD, HbD 
Malta, and HbE). The extensive HbA phenotype polymor
phism described in ref 49 is a typical "bonus" of the IPG 
technique. An example of IPG analysis of short tail race sheep 
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is given in Figure 14: the bands are razor-sharp and the 
different haplotypes are recognized at a glance. 

CONCLUSIONS 
In spite of their extensive development (15-20), we feel that 

IPGs are only now becoming widely recognized even though 
6 years has elapsed since their official introduction (9). As 
described here, it appears that IPGs are now trouble·free. 
Given the exquisite resolution afforded, and the many ad
vantages over CA-IEF, we look forward to the rapid diffusion 
of this technique, clearly the leading electrophoretic metho
dology of this decade. With the improved reliability, pH range, 
and resolution afforded, IPGs should find widespread ap
plication for the analysis of the microheterogeneity of proteins 
produced by recombinant organisms, particularly those in
tended for human therapeutic use. 
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Strategies for Background Subtraction in Electron Probe 
Microanalysis/X-ray Compositional Mapping 

Robert L. Myklebust,' Dale E. Newbury, and Ryna B. Marinenko 

Room A121, Chemistry Building, National Institute of Standards and Technology, Gaithersburg, Maryland 20899 

The calculation of quantitative electron microprobe compo
sitional maps requires accurate correction for the background 
that arISes from the X-ray bremsstrahlung. Different strategies 
are appropriate for wavelenglh-dlsperslve X-ray spectroscopy 
(WDS) and energy-dlsperslve X-ray spectrometry (EDS). For 
WDS mapping, the dependence of the bremsstrahlung on 
average atomic number can be used to make an Indirect 
calculation of the background appropriate to each location In 
the map from the background measured on a known pure 
element standard. For EDS mapping, the background can be 
measured directly at each map location. For complex spec
Imens, a combined WDS-EDS measurement/background 
correction strategy can be applied. 

I. INTRODUCTION 

Compositional mapping with the electron microprobe is the 
technique of creating quantitative images by carrying out 
complete quantitative analysis procedures at every point of 
a scan matrix (1). In addition to performing the matrix 
correction procedures that compensate for interelement effects 
on the measured X-ray intensities (correction factors for at
omic number Z, absorption A, and fluorescence F; or «ZAF") 
(2), a careful correction must be made for the spectral back
ground, which arises principally from the X-ray bremsstrah
lung, if accurate quantitation is to be achieved for minor and 
trace constituents. The intensity of the bremsstrahlung de
pends strongly on the composition, varying at a particular 
X-ray energy approximately with the atomic number. 
Kramers (3) described the functional dependence of the 
bremsstrahlung intensity: 

I, = kZ( EO;,E,) (1) 

where Eo is the incident electron beam energy, E, is the 
bremsstrahlung energy, and Z is the atomic number of the 
target. 

For mixed targets, the bremsstrahlung varies approximately 
with the weight concentration average of the atomic numbers 
of the elemental constituents, which is denoted as Z. In 
conventional fixed-beam location (single point) analysis, 
background correction is normally accomplished by one of 
several different approaches that depend on the type of 
spectrometer employed. For wavelength-dispersive spec
trometers (WDS) these are as follows: 

(1) The spectrometer(s) can be detuned from the charac
teristic peak to measure the background on either side of the 
peak while the beam continues to excite the same region of 
unknown composition that is being analyzed. 

(2) On a system with multiple spectrometers, the back
ground can be measured on one spectrometer while the other 
spectrometers are tuned to characteristic X-ray peaks. A 
correction for efficiency is then used to adjust the measured 
background to the values appropriate to these other spec
trometers. 

(3) From an initial calculation of the composition of the 
unknown, the average atomic number can be calculated based 
on major constituents. The background can then be measured 
on a pure element with approximately this same atomic 
number, providing no characteristic peaks of this element 
occur at the wavelengths of interest. Alternately, a substan
tially different atomic number can be used for the background 
measurement with appropriate scaling based on the average 
atomic number and Kramers' equation. 

For energy-dispersive spectrometers (EDS), the entire X-ray 
spectrum is measured, and background can be removed di
rectly from the measured spectrum by either of two tech
niques: 

(1) Mathematically filtering the spectrum with a digital 
filter as proposed by Schamber (4). The digital filter is a 
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high-pass transformation that preserves the high-frequency 
components of the spectrum. The filter includes the peaks. 
while discriminating against the background, which is the 
slowly varying spectral component. 

(2) Modeling the X-ray bremsstrahlung intensity beneath 
the X-ray peaks and subtracting this from the integrated peaks 
as proposed by Fiori et al. (5). For this method, at least two 
background points at widely separated energies must be 
measured on each spectrum. The bremsstrahlung is then 
fitted with an equation containing Kramers' expression for 
the generation of bremsstrahlung, the absorption of the 
bremsstrahlung in the specimen, and the absorption in the 
window and inactive portions of the detector. Since the ab
sorption in the specimen depends on the composition, this 
method must be iterated within the matrix correction routine. 

For the analysis procedures of compositional :napping, the 
background problem is exacerbated by the sheer number of 
analytical data points involved, namely the n X n product of 
the matrix of picture elements (pixels), where the background 
may differ significantly from one pixel to another. Clearly, 
method 1 for WDS compositional mapping will greatly in
crease the time required to measure a map since three mea
surements, one on-peak and two off-peak values, are needed 
at each pixel of the map. Moreover, when little or none of 
the element is present in the specimen, performing an accurate 
background subtraction by this method often requires one to 
count the background and the peak for equivalent time periods 
to obtain good statistical precision. Since only one mea
surement per pixel may require several hours to complete the 
image tripling the time is not an effective method. 

In compositional mapping, Swyt and Fiori (6), 
Marinenko et aL (1), and Myklebust et al. (7) have described 
instrumental methods for background correction that make 
use of scanning a background matrix map in a manner 
analogous to the WDS procedure 2 described above. The 
difficulty with such methods is the time-intensive nature of 
such a process. Since most instruments have a small number 
of wavelength-dispersive spectrometers, e.g., three or fewer, 
the necessity of devoting a spectrometer to a background 
channel means losing the opportunity to measure an element 
of interest, which may increase the time spent in completing 
a compositional map. 

Although the peak-to-background ratios in EDS al'e smaller 
than in WDS, the background corrections are handled much 
more easily since the entire spectrum is always collected and 
background information is obtained for each image location 
at the same time as the peak information is acquired. How
ever, because the peak-to-background ratios in EDS are 
smaller, the background correction is larger and therefore more 
important than in WDS. 

n. THEORY 

A. WDS Case. 1. Defocusing Artifacts. For compositional 
mapping measurements using WDS, a major instrumental 
artifact arises in the measurement of characteristic X-ray 
intensities because of the effect of spectrometer defocusing. 
In the case of characteristic X-rays, the X-ray intensity at any 
point in the scan matrix on a flat specimen can vary for either 
of two reasons: The composition of the specimen may vary 
or the spectrometer may defocus because the beam has been 
scanned sufficiently far off the optic axis of the spectrometer 
as is shown in Figure 1. For example, in a scan at 200 di
ameters magnification, which corresponds to a 500 I'm wide 
deflection on the specimen, the characteristic X-ray intensity 
falls by 50% at the extremity of the scan field relative to the 
center. Several methods have been devised to correct for 
spectrometer defocusing, including stage scanning with a fixed 
electron beam (8, 9), crystal rocking (Swyt and Fiori (6»), 
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Figure 1. Diagram of a focusing wavelength-dispersive spectrometer. 
If the X-ray source does not fa!! on the focusing circle of the spec
trometer, the Bragg angle (q) will diffract a different wavelength of 
X-ray into the detector. 

Figure 2. Defocusing effects for a scan field of 0.5 mm X 0.5 mm 
on (a) a characteristic peak and (b) a nearby background channel. The 
line traces along the vector A-8 are shown for each intensity map. 
The vertical scale is in X-ray counts. 

standard mapping (Marinenko et al (10)), and standard 
modeling (Myklebust et al. (11), Marinenko et al. (1»). 

An important question to consider in making an accurate 
background correction is whether the background is similarly 
affected by wavelength spectrometer defocusing. Myklebust 
et al. (12) have observed that the background measured on 
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a homogeneous specimen by WDS does not noticeably change 
from point to point on an image. When the situation is ex
amined in detail, we conclude that it is not in fact necessary 
to scan a background map for WDS analyses. The spectral 
background, which consists mostly of the X-ray bremsstrah
lung, is a slowly varying function with wavelength, except in 
the region of an absorption edge. The strong defocusing effect 
observed for sharply peaked characteristic X-rays thus be
comes negligible for the background. This observation is 
demonstrated in Figure 2, which compares a standard map 
recorded with a scanned field of 0.5 mm by 0.5 mm (200X) 
for a characteristic peak (Figure 2a) and a background region 
obtained by detuning the peak (Figure 2b). To be sure that 
sufficient background counts were recorded in the background 
map to observe any defocusing effects, the beam current and 
the pixel dwell time were increased to accumulate a total of 
approximately 500 counts/pixel. A line trace across this 
background map, which has been strongly enhanced by image 
processing to increase visual sensitivity to small intensity 
changes, reveals that the defocusing effect is less than 2% 
across the image, compared to the peak map, where the de
focusing results in a drop of more than 50% in the intensity. 

2. WDS Background Correction Method Based on Average 
Atomic Number. Although spectrometer defocusing is not 
a significant problem when one is correcting an image for the 
background, there remains the very important problem of 
correcting for the variation in the background with the average 
atomic number of the unknown. We propose that a suitable 
background correction for compositional images can be de
veloped as follows: 

(1) The spectrometers (A, B, C, etc.) are first tuned on a 
standard to the characteristic peaks of interest for the analysis. 
For example, consider the analysis of an AI-Cu alloy with trace 
Zn, for which the spectrometers could be assigned as follows: 
A = AI, B = Cu, and C = Zn. 

(2) A background reading is taken for each wavelength 
spectrometer on another element with atomic number Z. In 
the AI-Cu-Zn example, this element could be Ti. 

(3) The characteristic peak maps are then recorded for the 
unknown, with correction for defocusing by any of the four 
possible methods: stage scanning, crystal rocking, standard 
mapping, or peak modeling. 

(4) Quantitative analysis is performed at each pixel with 
ZAP matrix corrections (corrections for X-ray generation, 
specimen self-absorption of X-rays, and secondary X-ray 
fluorescence) or a coefficients. In this first quantitative 
calculation stage, the measured background on element Z (Ti) 
is used for background subtraction. 

(5) Based upon the weight concentrations of the major 
constituents determined in this analysis, e.g., AI and Cu, the 
average atomic number (Z) is calculated at each pixel (forming 
a"Z map"). 

(6) This Z map is used to calculate a background map 
appropriate to each spectrometer, assuming the Z-dependence 
of Kramers' equation and using the calculation 

Z 
I BG = Z(BG)z, (2) 

where (BG)z. is the background measured with that spec
trometer, A, B, or C, on element Z (Ti). For the major con
stituents Al and Cu, this background correction will be in
significant, but for the minor constituent, Zn, the background 
correction will significantly decrease the intensity. 

(7) The quantitation procedure is now repeated with the 
background at each pixel taken from the background maps. 
If necessary, the background computation could be repeated 
inside the quantitative procedure'S iteration loop, but the 
initial estimate of the average atomic number from the 
quantitative analysis of the major constituents is sufficiently 

accurate to give an accurate background correction on the first 
calculation. 

B. EDS Case. Since the EDS system is not a focused 
spectrometer, there is no defocusing of the spectrometer for 
either the peaks or the background when a compositional map 
is measured. We have chosen to model the continuum at each 
pixel as an integral part of the matrix correction procedure 
employed in FRAME C (2). In this method, two background 
regions are integrated along with the integrations of each peak. 
The two coefficients A and B in eq 3 are then computed from 
the background measurements 

I BG = IA(Eo - E)2 + B(Eo - E)I(PFf(x)/E) (3) 

where i BG is the continuum intensity at energy E, Eo is the 
beam voltage, PE is the detector efficiency, and {(x) is the 
absorption factor for the X-rays of energy E. The integrated 
background beneath each peak can then be computed by using 
eq 3 at the energy of each peak. Since this background com
putation depends on the specimen composition, it must be 
included in the matrix correction iteration procedure. Al
ternatively, the spectrum could have been digitally filtered 
to remove the background prior to integrating the peak areas. 
No additional background corrections need be applied to these 
images since the background subtraction and the composition 
are determined at the same time. Digital filtering for back
ground removal does, however, suffer possible inaccuracies 
when peaks are closely spaced and partially overlapping so 
that no distinct background regions bound the peaks, a sit
uation that one often encounters when analyzing complex 
specimens. 

C. Background Strategy with Combined EDS/WDS 
Systems. Many modern electron probe microanalyzers and 
analytical scanning electron microscopes have combined EDS 
and WDS capabilities. With both spectrometries available, 
a powerful mapping strategy can be devised that combines 
the useful features of both. The complementary nature of the 
features of EDS and WDS has been discussed at length (13). 
To summarize briefly: 

(1) Spectrum Coverage. EDS effectively provides parallel 
detection of the complete X-ray spectrum over the energy 
range of interest so that, in principle, many elements can be 
mapped simultaneously. WDS provides only single-channel 
coverage. 

(2) Resolution. EDS resolution in terms of the peak full 
width at half-maximum is approximately 150 eV at Mn K a, 
while WDS resolution is less than 10 eV. EDRis subject to 
frequent peak overlap problems, while most peaks closely 
spaced in energy are well resolved by WDS. 

(3) Sensitivity. The poorer resolution of EDS leads to a 
lower peak-to-background ratio and therefore poorer sensi
tivity, typically 0.1 wt % (1000 ppm). The higher resolution 
of WDS gives an improved peak-to-background ratio and a 
detection limit approximately 10 times lower, or 0.01 wt % 
(100 ppm). A related point is the count rate capability. The 
pulse processing time of EDS is at least a factor of 20 longer 
than that for WDS, leading to significant differences in lim
iting count rates. EDS is typically limited to 20000 counts/s, 
while WDS can count in excess of 100000 counts/so Moreover, 
for EDS, the limiting count rate is integrated over the entire 
spectrum and not just the peak of interest, while for WDS, 
the entire limiting count rate can be applied to a single peak. 

The comparison of these characteristics suggests the fol
lowing characteristics for mapping with combined EDS/WDS 
systems: 

(1) If the number of constituents to be mapped does not 
exceed the number of wavelength spectrometers available, 
WDS is preferred for data collection, because of the greater 
count rate capability, particularly for minor and trace con
stituents. 



ANALYTICAL CHEMISTRY, VOL. 61, NO. 15, AUGUST 1, 1989 • 1615 

Figure 3. Compositional maps for aluminum-copper eutectic alloy: (a) aluminum; (b) copper; (c) scandium, with constant background correction 
based on measurements on carbon; (d) scandium, with variable background correction based on the average atomic number calculated from 
the principal constituents. 

the number of constituents exceeds the number of 
w2Lveler12th spectrometers, then a combined EDS/WDS 

preferred: 
constituents (greater than 10 wt %) are measured 

in those Cases where bad overlaps occur, 
in which cases must be used. 

(b) Minor constituents that are well resolved may be 
measured EDS, but the counting statistics will be poor. 
WDS is for minor constituents whenever available. 

(0) Trace and minor constituents that suffer interferences 
must be measured by WDS. 

(d) Background correction proceeds in two stages. First, 
elements that are measured by EDS are quantified with 

Da(rl"TOUn[l procedure. Any major elements mea
must also be simultaneously quantified, with 

a value WDS background correotion. WDS major 
element concentrations must also be provided as information 
to the EDS baokground correotion prooedure if background 
modeling, which is concentration dependent, is used. Second, 
the concentrations for the major constituents are used to 
calculate the map for the WDS background mapping pro
oedure, and WDS minor and traoe elements are calculated. 
With this combined EDS/WDS procedure, it is often possible 
to simuhaneously map 10 or more constituents, depending 
on the number of wavelength spectrometers available and the 
p81tioular interference situation for EDS spectrometry. When 

speotrometers are employed, each with a different 
angle relative to the specimen, attention must be 

to the possible problem of absorption effects at interfaces 
the material composition changes. The absorption path 

length within each absorbing material may depend on the 
exact orientation of the interface relative to each spectrometer. 
Corrections appropriate to the local geometry of the interface 
will be the subject of future development. 

III. RESULTS 

In the following examples, in order to enhanoe the visibility 
of structures regardless of their absolute ooncentration level, 
the gray scale has been applied by assigning the brightest level 
to the highest oonoentration or intensity value for that par
ticular image. This method of presentation was necessary 
because of the wide range in conoentrations to be depicted. 
Thus, in these presentations, the intensities in images of 
different constituents from the same field of view are not 
directly oomparable. 

A. WDS Case. 1. Test of the Method. As a test of the 
accuracy of this method) images were prepared for a eutectic 
alloy of aluminum and copper, whioh was oharaoterized by 
a fine lamellar structure. Two spectrometers were assigned 
to the Al and eu charaoteristic peaks, while the third spec
trometer recorded the signal at the wavelength for scandium, 
which is not present in the specimen. Baokground readings 
were taken for all three spectrometers on oarbon. The initial 
quantitation was performed with the carbon baokground 
readings for the measured Al and Cu intensities. The quan
titative oompositional maps for Al and Cu are shown in parts 
a and b of Figure 3. (In all the images in this paper, higher 
concentrations are indicated by gray levels on the white end 
of the scale.) Despite the laok of scandium in the specimen, 
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Figure 4. Compositional maps for a failed electrical junction between an aluminum wire and a steel screw: (a) aluminum; (b) iron; (c) zinc with 
constant background correction based on measurements on carbon, the constrast having been artificially enhanced to make low concentration 
levels visible; (d) zinc with variable background correction based on the average atomic number calculated from the principal constituents, the 
contrast having been artificially enhanced. 

the calculated scandium map, Figure 3c, shows an apparent 
segregation of scandium in the copper-rich phase. A Z map 
was then calculated from the concentrations for Al and Cu. 
From this Z map, background maps were calculated for all 
three spectrometers. The calculated background map for the 
scandium spectrometer was then subtracted from the scan
dium signal map, and the quantitation was repeated, with the 
result shown in Figure 3d. The apparent compositional 
structure that is visible in the scandium map corrected with 
a constant background, Figure 3c, is completely eliminated 
in the scandium map corrected with an individual pixel 
background calculated from the average atomic number, 
Figure 3d. The maximum concentration represented in Figure 
3d is 0.08%, which represents the limit of detection for 
scandium under the conditions used for this compositional 
map (20 keV, 17 nA, 2-s integration time, 128 X 128 scan 
matrix, 2000 diameters magnification). 

2. Example of an Application. As an example of an ap
plication of the method to a practical problem, consider the 
compositional mapping of an aluminum wire~iron screw 
electrical junction that has undergone failure while in service 
(14). Figure 4a,b shows the distribution of iron and aluminum 
at the reaction zone associated with the failure. A map for 
zinc with a constant background correction is shown in Figure 
4c, with a high degree of contrast expansion applied. In 
addition to the zinc-rich region in the upper right of this image, 
there is apparently more zinc in the iron-rich region of the 
specimen than in the aluminum-rich region. The apparent 

zinc concentration in the iron-rich region is 0.45 wt % and 
in the aluminum-rich region is 0.35 wt 0/0. However. after 
correction with the variable background based 
atomic number (Figure 4d), the true situation is to 
reversed, with zinc at a level of 0.30 wt % in the allL'1linum-rich 
constituent and a level of 0.05 wt % zinc in the iron-rich 
region, which is at the detection limit. 

For calculation of compositional maps, the correction of 
background by the average atomic number me~hod gives 
significantly improved performanoe and efficiency over the 
methods previously utilized. Further is needed to 
describe more aoourately practical detection Additional 
improvements in accuracy can be expected 
a more accurate backgrmmd equation, that et al. 
to model the atomic number dependence of the background 
more closely: 

In (I) = MIn [Z(U - 1)] + B (4) 

where I.,.. is the generated continuum intensity, U is the ov
ervoltage (EO/En), Eo is the beam voltage, En is the excitation 
potential, M = 0.00599Eo + 1.05, and B = 0.322Eo + 5.80. 

B. EDS Case. 1. Test of the Method. The imoortarlce 
of the atomic number dependence cf the for EDS 
analyses can be seen in Figure 5. The images are of the same 
AI-Cu material as shown in Figure 3 except that the 
were made with EDS instead of WDS analyses. Figure 5a 
the aluminum map, and Figure 5b is the copper A 
separate window was set up to measure scandium as was 



Figure 5. EDS compositional maps for an aluminum-copper eutectic 
alioy: (a) aluminum; (b) copper; (c) uncorrected scandium map; (d) 
scandium with variable background correction built into the EDS 
quantitative analysis procedure; (e) chlorine. 

Figure 6. EDS compositional maps for a complex ceramic: (a) 
magnesium; (b) vanadium; (c) aluminum; (d) iron. (Sample courtesy 
of J. Blendell and C. Handwerker, Institute for Materials Science and 
Engineering). 

in the WDS analyses. Figure 5c shows the uncorrected 
scandium image that exactly matches the coppe, image. Since 
there is a large difference in atomic number between the two 
phases in this material, it is easy to see that the background 
increases directly with average atomic number. In the case 
of EDS maps, this average atomic number correction to the 
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background is taken into account when the background is 
modeled for each pixel. Figure 5d shows the scandium map 
after the background has been modeled in the EDS quanti· 
tative analysis program. If a digital filter is used instead of 
modeling the continuum, the results are just as satisfactory 
except that the background map cannot be displayed after 
the spectra have been filtered. The method does not miss 
elements that are present in small quantities such as the 
chlorine that was found as a contaminant in the Al-Cu 
specimen. Figure 5e is the quantitative chlorine map, showing 
chlorine to be present (up to a maximum of 4.5 wt %) in some 
of the aluminum areas of the specimen. 

2. Example of an Application. Figure 6 presents an ex
ample of an application of the background-corrected EDS 
mapping technique to the analysis of a complex microstruc
ture. The sample is a ceramic containing magnesium) vana
dium, cobalt, and oxygen as major constituents. EDS com
position mapping of this structure was simultaneously per
formed for the major constituents, with oxygen calculated by 
assumed stoichiometry) and for two minor constituents, iron 
and aluminum) which were detected during quantitative 
analysis. Figure 6 shows the compositional maps for two of 
the major constituents, magnesium and vanadium, and for 
aluminum and iron. The maximum concentrations for the 
minor constituents detected in these maps were 7% for iron 
and 19% for aluminum. 

CONCLUSIONS 

The images presented demonstrate that poor background 
subtraction methods can definitely lead to analysis errors not 
only in compositional maps but also in individual point 
analyses in the electron microprobe. It is especially important 
for EDS quantitative analysis mapping programs to determine 
the background correctly since the bremsstrahlung background 
in an EDS spectrum is much more significant than the 
background measured with WDS. Large errors can occur in 
WDS analyses of minor or trace constituents in a specimen 
if the background is not handled properly. For example, if 
a constant background from an element of higher atomic 
number than the specimen is used, the resulting background 
will be too high and the concentration of a minor element in 
the specimen will be too low, or may even be apparently 
negative. 

The Z map background correction method for WDS de
scribed in this paper offers the advantage of speed, greater 
statistical precision) and accuracy in background su btraction 
and eliminates the need to devote a valuable spectrometer to 
the measurement of background during mapping, thus freeing 
a spectrometer for the much more valuable task of measuring 
an elemental constituent of interest. 

For complex, multielement systems, a combined EDSjWDS 
strategy can be developed to permit simultaneous mapping 
of 10 or more constituents. 
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The Influence of attaching pendant groups with additional 
coordinating sites to dlbenzo-14-crown-4 upon the response 
of solvent-polymeric membranes to alkali-metal and alka
IIne-earih callons and protons has been determined. Marked 
variation In cation selectivity is noted when -OH, 
-OCH.CH.OCH., and -OCH.CO.H groups are attached to the 
central carbon of the three-carbon bridge in the lonophore. 

Electrically neutral macrocyclic polyethers (crown ethers) 
function as ionophores for alkali-metal and alkaline-earth 
cations. The metal ions are bound by the ethereal oxygens 
and the resulting complexes are usually highly stable and often 
significantly selective. These properties have been utilized 
in the development of cation-selective synthetic membranes 
(1-8). When incorporated into the matrix of solvent
polymeric membranes, lipophilic crown ethers act as iono
phores and exhibit rather selective transport properties for 
alkali-metal and alkaline-earth metal cations (1-4,6). One 
of the common methods used to determine the selectivity of 
the membrane toward a specific cation and, in turn, one of 
the potential uses of these membranes is emf measurement 
with an "ion-selective electrode" assembly (5, 7,8). The se
lectivity of the membrane, which is estimated by Kilot, has 
been shown to be highly dependent on the selectivity of the 
incorporated ligands, as expressed by the complex stability 
constants of the ionophores with the cations. 

Previously it was shown that the crown ether dibenzo-14-
crown-4 (DB14C4, 1) is a selective complexing agent for Li+ 
(6) and is therefore a candidate for use in solvent extraction 
and membrane transport of Li+. To probe the effect of at
taching pendant functions which have additional coordination 
sites upon the cation selectivity of DB14C4 compounds, a 
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series of DB14C4 derivatives has been synthesized. This study 
is focused upon DB14C4 rather than 14-crown-4, which is also 
a selective ionophore for Li+ (9, 10). The DB14C4 system 
provides a rigid and well-defined macrocyclic conformation 
which is an ideal "base" for the square-pyramidal coordination 
that favors Li+ complexation (6, 11, 12). Hence with the 
DB14C4 system, conformational changes of the macrocyclic 
skeleton are minimized, which should enhance and sharpen 
the effects of pendant functional groups. 

The cation selectivities of DB14C4 compounds toward al
kali-metal and alkaline-earth cations and protons have been 
determined by the Llemf method, using an ion-selective cell 
assembly (4, 6, 8). We now report the results of cation se
lectivity measurements which have been performed on 
DB14C4 (1) and DB14C4 derivatives 2, 3, and 4. 

>< R 
H 

©to :)QJ l OH 

° 
OCH2CHtlCH3 

V ~ oc H2C02H 

EXPERIMENTAL SECTION 

Synthesis, Synthetic routes for 1-4 are summarized in Figure 
1, wh~reas complete details for the preparation of 1, 2, and 4 are 
presented elsewhere (11, 13, 14). 

sym-Dibenzo-14-crown-4-oxyethyl methyl ether (3) was syn
thesized by the following procedure. After removal of the pro
tecting mineral oil from sodium hydride (0.45 g, 19 mmol) by 
washing with pentane under nitrogen, dry tetrahydrofuran (200 
mL) and 2 (2.0 g, 6.0 mmol) were added. The reaction mixture 
was stirred for 30 min at room temperature and 2-methoxyethyl 
bromide (1.8 g, 13 mmol) in 30 mL of THF was added dropwise 
during 1 h, after which the mixture was stirred 2 h at room 
temperature, refluxed for 2 h, and filtered. The filtrate was 
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Figure 1. Synthetic routes to dibenzo-14-crown·4 and ~s derivatives. 

Table I. Sensitivies of Crown~Based Polymeric Membrane 
Electrodes Containing Ionophores 1-4 for Ammonium Ion 
Standards 

ionophore 

1 
2 
3 
4 

range of linearity for 
aqueous NH,CI solutions, M 

10-1-10-' 
10-'-10-4 
10-'-10-4 
10-'-10-' 

aFor plots of emf in mV vs log [NH:l, M. 

41.7 ± 0.9 
43.2 ± 1.1 
42.8 ± 1.2 
45.6 ± 1.4 

evaporated in vacuo and the residue was dissolved in methylene 
chloride. The solution was washed with 1 N sodium hydroxide 
and water, dried over magnesiwn suJiate, and evaporated in vacuo. 
The residual oil was subjected to high vacuum at 100 °C to remove 
unreacted 2·methoxyethyl bromide, refluxed in pentane overnight, 
and placed in a refrigerator overnight. Crown ether 3 (2.20 g, 92 % 
yield) was obtained as a white solid with mp 55-57°C. IR (de· 
posited film on sodium chloride plate): 1240, 1220, and 1110 cm-l 

(aryl and/or alkyl C-O). 'H NMR (CDCl,): ii 2.23 (q, 2 H), 3.37 
(s, 3 H), 3.50-3.72 (m, 2 H), 3.72-4.00 (m, 9 H), 4.47 (m, 1 H), 
6.91 (m, 8 H). Anal. Calcd for C21H",o,: C, 67.38; H, 6.95. Found: 
C, 67.61; H, 6.82. 

Membrane Preparation and emf Measurement. The 
solvent-polymeric membranes were prepared with 2 wt % of the 
crown ether, 33 wt % of poly(vinyl chloride) (PVC), and 65 wt 
% of the membrane solvent dioctyl sebacate (DOS). In a second 
set of experiments, the polymeric membranes were prepared in 
similar fashion but with the addition of 30 mol % of KTpClPB 
relative to the weight of crown ether. The membrane preparation 
and the emf measurement technique have been described in detail 
elsewhere (3,4,6). Cells of the type Hg;HgCl, KCl(satd)lelectrolyte 
bridgelsample solutionllmembranellinternal filling solution, 
AgCl;Ag with double junction reference electrodes and Philips 
IS-560 electrode bodies for mounting the membranes were used. 
The internal filling solution was aqueous 0.010 M NH,CI. The 
separate solution technique (3, 4) and 0.10 M sample solutions 
were used to determine the selectivity factors, which are given 
by 

p (emfN - emfM)ZnF z,.. 
log KNM ot = 2.303RT -log amz>r + log aN (1) 

where ZN is the charge of reference ion, ZM is the charge of 
interfering ion, emfN is the emf of the cell assembly when the 
sample is a solution of the chloride of the interfering cation, and 
emfM is the emf of the cell assembly when the sample is a solution 
of the chloride of the reference cation (NH, +). The emf mea
surements were performed at 25°C by using 0.10 M aqueous 
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Figure 2. Selectivity factors log K M1.M2pot for solvent polymeric mem
branes containing ionophores 1, 2, 3, and 4: reference, NH/ (M1); 
membrane composition, 2 wt % ionophore, 33 wt % PVC, 65 wt % 
DOS. 
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Figure 3. Selectivity factors log K M1,M2POt for solvent polymeric mem
branes containing ionophores 1, 2, 3, and 4; [reference, NH/ (M1); 
membrane composition, 2 wt % ionophore, 33 wt % PVC, 65 wt % 
DOS + incorporated lipophilic anionic sites (KTpCIPB). 

solutions of the respective chlorides (4) and had a standard de
viation of <0.1 mV for single determinations. Sensitivies of the 
crown-based electrodes containing ionophores 1-4 for lithium ion 
standards are given in Table 1. 

RESULTS 

The potentiometrically determined selectivity factors in
duced in solvent-polymeric membranes by the four DBl4C4 
compounds are presented in Figures 2 and 3. The selectivity 
factors, given as log KM1,M2""t values, represent the membrane 
preference for cation M2 relative to cation MI, the reference 
cation. In this study, the reference cation was NH, + and the 
membrane solvent was dioctyl sebacate (DOS). In a second 
set of experiments, a similar system was used in which lipo-
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philic anionic sites [potassium tetrakis(p-chlorophenyl) borate, 
KTpClPB] were incorporated into the synthetic membrane 
(Figure 3). 

The results presented in Figures 2 and 3 can be summarized 
briefly as follows: [1] For the metal cations, the membrane 
containing 1 is selective for Li+, the membrane containing 2 
prefers K+ or Na+ (depending on the conditions), the mem
brane containing 3 prefers Rb+ or K+, and the membrane 
containing 4 prefers Cs+ or K+. [2] The membrane containing 
1 prefers Li+ over all the other alkali-metal and alkaline-earth 
cations regardless of the membrane composition or the 
measurement conditions, whereas the selectivities of mem
branes containing 2, 3, or 4 are sensitive to both factors. [3] 
For membranes containing any of the four DB14C4 com
pounds, there is strong preference for monovalent cations over 
the divalent cations although to a lesser extent for membranes 
containing 2. [4] Proton uptake is significant for membranes 
containing compounds 2 or 4 (which possesses an ionizable 
group) and is much lower for membranes containing com
pounds 1 or 3. [5] Incorporation of lipophilic anionic sites 
(KTpClPB) in membranes containing 1 improves the selec
tivity toward Li+. However for membranes containing 2-4, 
this type of membrane modification does not exhibit any clear 
effect on selectivity other than changing the apparent pre
ferred cation. 

DISCUSSION 
To be used as an ionophore, a compound should meet the 

following requirements: [1] The carrier molecule is composed 
of polar and nonpolar groups. [2] The carrier molecule is able 
to assume a stable conformation that provides a polar cavity, 
suitable for the uptake of a cation, and a nonpolar lipophilic 
exterior. [3] The polar groups in the cavity can be any polar 
atom that is capable of coordinating directly to the metal 
cation. Oxygen atoms are preferred for the alkali-metal and 
alkaline-earth cations and may be ether, hydroxyl, carbonyl, 
or carboxylate units. [4] The number of binding sites in the 
cavity is 4-12 with a lower coordination number for the smaller 
cations (e.g. Li+) and a higher coordination number for the 
larger cations (e.g. Cs+). [5] The molecular structure of the 
molecule and hence the geometry of the cavity binding sites 
are of central importance. High selectivities are achieved by 
locking the coordinating sites into a rigid arrangement around 
the cavity. The cation that best fits into the offered cavity 
is preferred. [6] Although relatively rigid (point 5 above), the 
ligand should be flexible enough to allow for a sufficiently 
rapid ion exchange. [7] To allow adequate stability and 
mobility in the membrane, the overall dimensions of the 
carrier molecule should be rather small but still compatible 
with high lipid solubility. 

Compounds 1-4 appear to meet all these general require
ments but differ considerably among themselves in the num
ber of potential binding sites (point 4), in the arrangement 
and geometry of the "apparent cavity" (point 5), and in the 
overall polar charactsr of the molecule (point 7). It is therefore 
not surprising that although all four derivatives are potentially 
good ionophores, they exhibit different selectivities toward 
the alkali-metal and alkaline-earth cations. Moreover, al
though the basic unit is DBI4C4, the additional functional 
groups change completely the binding characteristic of the 
ligands. The crystal structure of the lithium complexes of 1 
(12) and 4 (11) and the monohydrate complex of 2 (15) indicate 
that the DB14C4 units assume nearly identical conformations 
upon complexation with H20 or Li+. This suggests that the 
structure of the DB14C4 unit is identical in the complexes 
of all four compounds and is independent of environmental 
conditions and is also probably independent of the metal 
cation to be bound. This evidence for similar rigid and stable 
macrocyclic conformations in the DB14C4 unit indicates that 

the macrocyclic ethereal oxygens form an identical geometrical 
arrangement in all four compounds and it is only the side arm 
functional groups that change the overall three-dimensional 
arrangement of the binding site (15). 

The results of the membrane selectivity factor measure
ments for compounds 1-4 for the alkali-metal and alkaline
earth cations clearly demonstrate that compound 1 is a good 
and selective complexing agent for Li+, whereas the derivatives 
2-4 are poor complexing agents for Li+ relative to the other 
alkali-metal cations. Considering the crystal structures of the 
lithium complexes of 1 and 4 (11, 12) and the monohydrate 
complex of 2 (15) and on the basis of the examination of 
molecular models of all four compounds, we interpret the 
expermental selectivity results for compounds 1-4 as follows: 
[1] In stable complexes of Li+ with small macrocyclic polyether 
compounds, Li+ prefers pentacoordination, and especially the 
square-pyramidal geometry. [2] The DB14C4 macrocycle 
provides an ideal "base" for the square-pyramidal coordination, 
in which a direct interaction of the lithium cation and the four 
ethereal oxygens occurs. [3] The fifth (apical) coordination 
site in the DBI4C4/Li+ complex is occupied by the counterion 
or a solvent molecule. [4] In derivative 2, the -DH group gives 
rise to proton binding probably because a monohydrate com
plex is formed which should strongly bind a proton. Also the 
encapsulated water molecule would hinder coordination of 
metal cations which explains the poor selectivity. [5] In de
rivatives 3 and 4, the additional side arm is too short to bring 
the functional group into a proper apical position for the 
preferred Li+ coordination. Moreover, these side arms are 
flexible enough to allow an "open" conformation in which the 
functional groups (the side arm etheral oxygens and the 
carboxylate group) could participate in six- to eight-coordi
nation binding of larger cations (Na+, K+, Rb+ or Cs+). In 
these higher coordination complexes, the remaining binding 
sites are probably filled by counterions and/or solvent mol
ecules. [6] The similar selectivities observed for crown ether 
alcohol 2 and crown ether carboxylic acid 4 indicate that the 
latter is functioning in its nonionized forms. [7] The reduced 
selectivities of compounds 2-4 toward any particular cation 
in certain conditions and the dependence of this selectivity 
on the membrane composition could be associated with the 
more "open" coordination assumed by these derivatives and 
the greater anion and solvent molecule participation in the 
coordination sphere. The macrocycle contribution (four 
binding sites) to the stability of the complex is reduced as the 
coordination number increases and when a monohydrate 
complex is formed. [8] The divalent cations are generally 
strongly rejected by all four compounds because of the special 
structural property of the DB14C4 frame whose "V"-shaped 
conformation allows direct or close contact with the coun
terion(s) only at one side of the complex (12). Divalent cations 
are disfavored, therefore, because of the lack of room for the 
charge balancing counterion(s) (especially if the counterions 
are monovalent (12)). 

CONCLUSIONS 
For the design of more selective ionophores for Li+ to be 

incorporated in solvent-polymeric membranes, the following 
points are noted: [1] The DB14C4 frame (compound 1) ap
pears to be a good starting structure. [2] To improve the 
selectivity of 1 toward Li+, an internal fifth ligand should be 
added. [3] The side arms consisting of -DH, -DCH2CH20CH3, 

or -DCH2COOH are too short and the latter two are probably 
too flexible, which allows coordination of larger cations. [4] 
To eliminate competitive reactions with protons and formation 
of stable hydrate complexes, the ionophore should not contain 
functional groups which can participate in hydrogen bonding 
and in acid-base reactions (e.g. -DH and -COOH). [5] From 
,. 3ints 3 and 4, it appears that a longer and more rigid side 
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arm, carrying an etheral functionality, would be best for the 
lithium fifth coordination role. 
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Electrochemical Study of the Mechanism of Cadmium 
Extraction with Dithizone 
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A current-scanning polarographic study of extraction pro
cesses Involving dlthlzone and its metal chelates using the 
ascending water electrode (AWE) has been conducted. Of 
the metals examined, Cd(II) gives a wave that arises from 
the transfer of an unusual, charged, mixed ligand complex 
species, Cd( OAc )Dz. -. Other metal Ions that form extractable 
dlthlzonates could be Indirectly determined by their effect on 
the dlthlzonate wave. 

INTRODUCTION 
This represents a continuation of our electrochemical 

studies of the transfer processes associated with metal ion 
extractions utilizing the ascending water electrode (AWE) 
(1-7), which has proven to be a useful approach to the elu
cidation of the details of the chemistry of solvent extraction. 

In this report, the behavior of diphenylthiocarbazone (di
thizone), a weak monobasic acid with an aqueous pK. of 4.7 
(8), a widely used extractant whose sulfur atom bonding site 
results in a fair degree of selectivity, is examined, and its 
mechanism of extraction of cadmium is elucidated in this 
paper. 

EXPERIMENTAL SECTION 
The apparatus and procedures for current scan polarography 

at the A WE have been described earlier (2-8). The electrolytic 
cell used earlier was slightly modified in order to improve the 
stability of the organic reference electrode. The elimination of 
tetramethylammonium chloride, TMA +,Cl-, from both aqueous 
and organic reference solutions (which contain 1 M LiCl and 0.01 
M tetraheptylammonium tetraphenylborate, THA +,TPB-, re
spectively) of the electrode resulted in stable readings for at least 
a month, whereas the earlier organic reference had to be replaced 
at least weekly. With the new arrangement, the potential of the 
organic reference electrode is largely determined by the charge 

0003-2700/89/0361-1621$01.5010 

of the double layer, inasmuch as there is not a common ion 
transferring across the aqueous/organic interface. As no charge 
flows through the electrode, i.e., no charging or discharging occurs, 
the potential is reproducible. The net effect is a shift in the "'o'E 
of 106 ± 7 m V in the positive direction, compared to the electrode 
containing TMA +Cl. 

The electrolyte used in the 1,2-dichloroethane (DCE) phase 
was 0.01 M THA +,TPB-, prepared by mixing THA +,Br- dissolved 
in DeE and aqueous Na+,TPB- in stoichiometric proportions. 
Dithizone (Eastman Kodak Co.) was purified by recrystallization. 
1,2-Dichloroethane (DCE) (Aldrich Chemical Co.) was used as 
received. All other reagents were analytical reagent grade. 

RESULTS AND DISCUSSION 

When current scan polarography is carried out on a HDz
DCE solution containing 0.01 M THA +,TPB- as supporting 
electrolyte in contact with 0.2 M sodium acetate aqueous 
solution, a well-defined cathodic wave is obtained (Figure 1). 
The features of this wave are as follows: 

1. The limiting current of the cathodic wave is proportional 
to the initial concentration of HDz in DCE. 

2. The limiting current is proportional to the square root 
of the height of the head of the aqueous reservoir. 

3. The half wave potential shifts 49.5 m V ± 2.0 more 
positive per unit increase in pH in the range 6.4 to 10.7. 

4. The logarithmic analysis shows the slope of 59.3 m V ± 
3.0. 

These characteristics suggest that the diffusion-controlled 
cathodic wave represents the transfer of the dithizonate anion 
from aqueous to organic phase. This is quite analogous to the 
behavior of other acidic extractants (1-4). 

When Cd ion is present in the aqueous solution, another 
cathodic wave having a more positive half-wave potential, 
which is completely distinct from the deprotonated wave, 
appears (Figure 2). The minimum pH of the appearance of 
the new wave is 5.4, which is lower than that for the depro~ 

© 1989 American Chemical Society 
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Figure 1. Polarography of dithizone: aqueous phase, 0.2 M sodium 
acetate of pH 8.0 ± 0.1; DCE solution, 0.01 M THA·TPB, HDz (mM) 
(1) 0 and (2) 0.4. 

Figure 2. Polarography of dithizone in the presence of cadmium: 
aqueous phase, 0.2 M sodium acetate, cadmium sulfate (mM) (1) 0 
and (2) 0.8; DCE solution, 0.01 M THA·TPB, 0.4 mM HDz. 

Figure 3. Effect of cadmium concentration: aqueous phase, 0.2 M 
sodium acetate of pH 7.S ± 0.1, cadmium sulfate (mM) (1) 0.08, (2) 
0.1, (3) 0.2, (4) 0.4, and (S) 1; DCE solution, 0.01 M THA·TPB, 0.8 mM 
HDz. 

tonated wave. No wave is observed in the absence of acetate 
in aqueous phase. The new wave must result from the elec
trochemical transfer of a hitherto unobserved chelate anion 
of Cd, in which both dithizone and acetate must be involved. 

Effect of HDz. The two separate catbodic waves can be 
observed when HDz is in excess (Figure 3). At constant 
[Cd'+], increasing [HDz]o has nO effect on the chelate anion 
wave, but the dithizonate wave grows, since the former de
pends on Cd and the latter is related to the fre HDz. The 
relation between the limiting current of the chelating wave 
and the height of the aqueous reservoir demonstrates that this 
wave also is diffusion-controlled when HDz is in large excess. 

Effect of Cd. When Cd is in mild excess ([HDz]o = 0.6 
mM, [Cd] > 0.4 mM), the half-wave potential of the chelating 
wave becomes more negative while the limiting current re
mains constant, as might be expected by its control by the 
concentration of HDz. The limiting current is independent 
of the column height of the aqueous reservoir, characteristic 
of a kinetically controlled wave. Unless both HDz and acetate 
are in excess, the kinetically controlled wave will be observed. 
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Figure 4. Effect of acetate on the limning current of the complex wave: 
aqueous phase. 0.5 M magnesium sulfate, 0.2 mM cadmium sulfate; 
DCE solution: 0.01 M THA·TPB, 1.S mM HDz. 
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Figure 5. Effect of acetate on the half-wave potential of the complex 
wave: aqueous phase, 0.5 M magnesium sulfate. 0.2 mM cadmium 
sulfate; DCE solution, 0.01 M THA·TPB, 1.S mM HDz. 

Effect of Acetate. When [Cd'+] is 0.2 mM and [RDz] is 
1.5 mM, no chelate anion wave appears until the [OAc"] is 
at least 2 mM. The limiting current of the wave rises with 
increasing concentration of acetate, reaching a plateau at 
[OAc"] = 0.2 M (Figure 4). The half-wave potential shifts 
50 m V more positive per decade increase of [OAc"] (Figure 
5), indicating that one acetate is present in the transferring 
anion. 

Logarithmic analysis of the diffusion-controlled chelate 
wave (when both [RDz]o and [OAc"] in aqueous solution are 
in large excess over [Cd2+]) gives a slope of 61 mV ± 5.7, 
signifying that the transferring species causing the chelate 
anion wave is monovalent. Taken together with the evidence 
that one OAc" is present, as deduced above, Cd(Dz),OAc" must 
be the transferring anionic species. The limiting current 
reaches half the plateau value, a point at which half the 
cadmium is in the anionic acetate complex from, at pOAc = 
1.9, which suggests a stepwise formation constant of this 
species from the neutral CdDz, of 101.9. 

The result of the following experiment supports the as
sumption of a chelate anion having a 1:2 Cd:Dz ratio: A series 
of polarograms is run, increasing the concentration of cadmium 
from 0.02 to 0.2 mM, while keeping the amount of RDz 
constant and in excess, e.g., 0.8 mM. The limiting current 



Table T" 

[Cd],mM ia,p·A ic.J,LA 

0.04 64.6 
0.08 57.12 5.44 
0.1 54.4 6.8 
0.2 38.08 12.24 

(J ia and ic stand for the currents of the deprotonated wave and 
chelate wave, respectively. 

Scheme T 

(0) HDz Cd(Dz),OAc-

It 

II 
(a) HDz 

~I 
H+ + Dz.-

2Dz- + Cd2+_ Cd(Dz), + OAc- - Cd(Dz),OAc -

of the dithizonate wave decreases, and the chelate anion wave 
appears and increases with increasing [Cd] (Table I). 

The effect of the cadmium on the size of the dithizonate 
wave can be derived with the help of the following equations: 

i l = K(C - nM2) (1) 

(2) 

where C, M i, and ii are the initial concentration of HDz, the 
concentration of Cd, and the limiting current of the dithizo
nate wave, respectively, and n is the number of dithizonates 
in the chelate. Taking the ratio id i2, the value of n can be 
readily obtained 

i l C-nMI 

i; = C - nM2 

(3) 

From the data in Table I, n is found to be 2, proving that the 
transferring complex ion is Cd(Dz),OAc-, a five-coordinated 
cadmium complex (9). 

The process can be depicted as shown in Scheme L The 
half-wave potential for the diffusion controlled wave can be 
calculated from the following equation: 
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When formate is substituted for acetate, it behaves simi
larly, but because it is a weaker ligand than acetate, the 
cathodic wave begins to appear at higher formate concen
trations and higher pH, with a more negative half-wave po
tential than when acetate is present. 

Although no other metal ion that forms extractable chelates 
with dithizone gives rise to a characteristic wave, either anodic 
or cathodic, the presence of the metal ion in the aqueous phase 
can be detected by its effect on reducing the limiting current 
of the dithizonate wave. For example, when lead(Il) is present 
instead of Cd(II), no additional wave appears, but the size of 
the dithizonate wave decreases. This signifies that only Cd 
forms the unusual anionic mixed ligand under our experi
mental conditions. Instead, the simple neutral extractable 
complex is formed, consuming dithizone and transferring 
without electrochemical trace into the DCE phase. Further, 
the effect on the dithizonate wave could form the basis for 
an indirect determination of those metals that form dithizo
nate complexes. 
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General and simplified digital simulation schemes are used to 
generate current-time and component potential-time curves 
and carrier concentration profiles. For reversible interfaces, 
the analyllcaltranslent Is a good representation. However, 
experimental I -I curves require introduction of potential-de
pendent Interfacial ion-transfer kinetics to reproduce short
time parts of the transients. Attempts to fit whole transients 
globally, with Independentiy determined parameters (e.g., 
concentrations and the dc diffusion coefficient), are partially 
successful. Very good fits can be made by adjusting mem
brane concentrations and Interfacial kinetic parameters, which 
are experimentally uncertain. A striking new result is that 
best fits require Ion transfer coefficients far from 0.5 (asym
metric barriers). This effect Is not unexpected since the ap
plied voltage appears asymmetrically across back-to-back 
diffusion layers, with most potential drop in the membrane 
phase. 

INTRODUCTION 
In a series of paper (1-7), the mechanism of ion transport 

through neutral carrier ion-selective membranes has been 
studied by several authors. Neutral carriers (ionophores) are 
uncharged, hydrophobic complexing agents that selectively 
extract ions into inert, passive, fixed-site or mobile-site 
membranes. Preferred compositions of "normal" membranes 
are 33 wt % PVC [poly(vinyl chloride)], 66 wt % plasticizer, 
and 1 wt % neutral carrier. The plasticizer is typically a low 
dielectric constant, oil soluble ester such as DOS (dioctyl 
sebacate) or DNA (dinonyl adipate). The extraction reaction 
can be an ion-dipole outer sphere or adduct formation inner 
sphere reaction. Normal PVC membranes contain fixed 
negative sites at low concentrations, (0.05-{).5 mM), typically 
0.1 mM in our system. The normal valinomycin loading in 
potassium-selective membranes is =10 mM, and the concen
tration of Kval+ (the potassium/valinomycin complex) equals 
that of the negative sites, while the free K+ concentration is 
negligibly small. 

Perturbations of equilibrium or steady-state systems, with 
or without carriers, are required to measure interfacial and 
bulk ion transport rates. Establishment of mechanism re
quires consistency from different electrochemical and radio
chemical techniques. Many prior studies of potentiometric 
responses of carrier-based ion selective electrodes demonstrate 
permselectivity but only infer possible transport mechanisms. 
In this paper, new results on carrier-induced ion transport, 
using transient current-time responses, are analyzed. The 
technique is supplementary to impedance measurements, 
current-voltage measurements, potentiometric measurements, 
and chemical analyses already reported (1-7). The complete 
current-time (I-t) analysis reported here requires digital 
simulation solutions of the nonlinear transport equations. A 
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recent experimental study was incomplete because only the 
short and long time responses could be analyzed by using 
appropriate approximations (6) and concentration profiles 
were inferred from an approximate theory using a simplified 
model. 

CLOSED-CIRCUIT SHUTTLE CARRIER 
MECHANISM AND NORMAL BEHAVIOR 

The Ideal Reversible Interface Model. The K+-vali
nomycin permselective membrane provides a standard system 
for describing normal current-voltage (4) and current-time 
(6) responses of the "dosed circuit shuttle" carrier mechanism 
(8). The principal concepts are found in our work and that 
of Simon (9-11) and Armstrong (12-14). An ideal, homoge
neous, fixed-uninegative site or mobile-site membrane (1, 2, 
5) is assumed to contain site-equivalent or excess carrier with 
a complex formation constant of about 106 L/mol so that 
nearly all counterions are Kval+. The membrane is plasticized 
and counterions are substantially ionized, i.e., Kval+ is only 
partially ion-paired with sites So, so that current is carried 
only by Kval+. Donnan exclusion is obeyed (3), and virtually 
no anions from the electrolyte are present in the membrane. 
It follows that the membranes are ideally permselective for 
cations, and surface ion exchange reactions are ideally rapid 
and reversible. Potentiometric responses are Nernstian or, 
in the presence of interferences, expressed by the Nicolsky
Eisenman equation. 

Under an applied electrical perturbation, current is carried 
by Kval+ moving from site-to-site without dissociation (13). 
Carrier is released at the interface where K+ exits themem
brane, but remains trapped in the membrane and is subject 
to back diffusion across the membrane according to Fick's 
laws. The model system, shown in Figure 1, is basically a 
simple concentration polarization of carrier such that the 
carrier, under de current, has a high concentration at the 
exiting interface and a much lower concentration at the 
K+-entering interface. For fixed-site membranes, the ac re
sistance is determined by the charge-carrier complex con
centration (equal to fixed-site concentration) and charge
carrier mobility. At large de voltages, there is a constant, 
limiting current. The apparent differential resistance (d V / dl) 
becomes infinite, but the integral resistance for ion motion 
remains finite. 

Electrochemical Expectations from the Model. The 
anticipated behavior of the closed-circuit shuttle mechanism 
can be deduced and compared with data from impedance 
measurements (1, 2), Donnan failure potentiometry (3), 
steady-state current-voltage measurements (4), current-time 
transients at constant applied voltage (6), and voltage-time 
transients at constant forced current (15). Current-voltage 
curves are expected to be ohmic at low applied voltages, with 
resistances independent of excess carrier, to deviate negatively 
from ohmic responses at moderate applied voltages, and to 
show a transition region followed by a limiting current at high 
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Figure 1. Model membrane with disposition of carrier, ion carrier 
complex and free ion. (A) Sites are S-; solution anion, CI, is excluded 
from the membrane. Bulk and interfacial currents are individually 
identified. (8) Components of the potential profile, V 1, V 2' V 3, and 
the potentials of the bathing phases, ¢, and ¢ ,. (C) Idealized com
position of the membrane for fully polarized carrier, on the limiting 
current plateau, assuming fixed sites at concentration S-. C v 0 is total 
concentration of valinomycin. 

applied voltages. The limiting currents should be independent 
of bathing electrolyte concentrations (assuming Donnan ex
clusion), since ion-carrier complex concentration cannot exceed 
the site concentration. Limiting currents should be dependent 
on excess carrier concentration since concentration polarization 
of carrier determines the limiting current value. These points 
have been verified experimentally within limits (1-7). 

Shapes of current-time transients depend upon the applied 
voltages. They can be constant at low applied voltages (in 
the ohmic range) or initially constant followed by a rapid decay 
to the steady-state limiting currents at higher applied voltages 
(but below Donnan exclusion breakdown). 

The distribution of applied voltage across the membrane 
requires further comment. When a constant voltage is applied 
and current decays to the steady-state value, the voltage ap
pears in three distinct segments: two interfacial segments and 
an internal or bulk phase segment. At steady state, with high 
applied voltages, most of the potential drop is at the interface 
where cations enter, because the carrier concentration is low 
there. The bulk potential is simply IR~, where the resistance 
is a constant calculated from the uniform site concentration 
and the mobility of K val+, provided sites are immobile. This 
potential becomes constant for high applied voltages on the 
ideal, constant limiting current plateau. The rest of the ap
plied voltage appears at the interface where cations exit the 
membrane and the carrier concentration is twice the average 
bulk value, according to this reversible-interface, fixed-site, 
diffusion-controlled model. 

Omissions from Available Transport Theory. Three 
major omissions from this ideal theory are slow interfacial ion 
exchange kinetics (or presence of a resistive surface layer), 
breakdown of Donnan exclusion so that anions enter the 
membrane at high applied voltages or at high bathing con-
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centrations, membrane instability, including loss of plasticizer, 
carrier, or mobile sites, or uptake of water. The issue of slow 
interfacial kinetics is treated here, within the context of the 
Butler-Volmer equation. However, interpretations based 
upon the possible existence of a highly resistive film on the 
surface may be required in the future in order to account for 
certain anomalies to be described later. Alternative forms of 
the charge transfer equations might also be required. Most 
recently, Armstrong and Todd have commented on insta
bilities (16). Instability is difficult to treat tbeoretically, and 
it is hoped that this problem does not compromise the ex
periments too severely. However, fresh membranes were used 
throughout this study and only one membrane was used for 
each measurement in order to avoid the consequences of in
stability. Effects of Donnan failure on limiting currents and 
a simplified theory have been discussed (I 7). Breakdown of 
Donnan exclusion was avoided in this work by keeping applied 
voltages below values at which it might occur. Information 
obtained at higher voltages would probably be too difficult 
to interpret to make such measurements worth while. 

Interfacial ion transfer described by Butler-Volmer kinetics 
has been stressed consistently by Cammann (18, 19). However, 
slow interfacial kinetics have always been difficult to prove 
when the interface is bathed in a high resistance medium or 
when the underlying phase is highly resistive. Nevertheless, 
evidence of measurably slow interfacial ion transfer rates in 
polymers and ionic conductors continues to accumulate (20) 
and may reflect either true surface kinetics or a resistive 
surface layer. "Measurably slow" means heterogeneous rate 
constants with values of <><10-3 to 10-5 cm/s. Larger values 
contribute innneasurably small surface resistances, and smaller 
values would be inconsistent with rapid, nearly reversible 
responses of membrane potentials to step changes in the 
activities of bathing solutions. 

Application of Butler-Volmer kinetics to ion exchange, 
using four-position, quasi-thermodynamic methods, was 
mentioned in 1975 (21) and elaborated and corrected in two 
later publications (22,23). Digital simulations of membrane 
transport with surface kinetics were introduced (24) as a means 
of rmding cases and conditions suitable for determining surface 
rates. Impedance methods appeared to offer the most promise 
(25). Koryta (26-28) used a simplified version with two 
back-to-back diffuse layers but without a compact layer. The 
two models were subsequently compared (29) to show how 
the apparent transfer coefficient would depend on applied 
voltage across the interface for constant bulk concentrations. 
Interest in surface kinetic effects has increased through the 
work of Armstrong (30-32). Kinetic data were already ob
tained for the reaction of K+ with surface carrier on (or in) 
lipid bilayers (33, 34). 

SURFACE KINETICS AND SIMULATION 
SCHEMES 

In agreement with the older work (29) and recent usage (19, 
30), Table I summarizes the constant bulk concentration 
surface-kinetic equations in two forms 

K+ = .R+; rate constant k,' (1) 

and 

K+ + val = K val+; rate constant k" (2) 

where bar values are membrane quantities. The assumed 
complex formation constant is written 

(3 = (Kva]+)/(.R+)(val) = ~106 L/(mo] s) (3) 

The complexation constant is large enough to obviate con
sideration of free K+ in the membrane, but not large enough 
to render the dissociation kinetics so small as to eliminate 
current flow by dissociation of complex at the exiting side of 
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Table I. Fixed Concentration Kinetic Equations for Two 
Interfacial Models 

Modell 

K+=K+ 
±I/F = k',I(K+) exp[(1- a)f(V - Vo?] - (W) exp[-af(V - Vo?JI 
At 1= 0, V(eq) = Vo' + (Iff) In (K+)/(K+) 

Vo' = (I/f) In kK+ = (I/F) (/l-°K+ - /l-°R+) 
Yo' fol~ows from equality of the electrochemical potentials: 
,uK+ = ,uF;:+ 

In terms of (V - Vol - (Ve, - Vol = ~,I = Iolexp[(1 - a)f~] -
exp[-af~ll 
10 = Fk: (K+)O(K+)l-o 

Model II 

K+ + val:;::::::= Kval+ 
±I/F = k,I(Kval+) exp[(1- a)f(V - Vol] - [(K+)(val)/co] 

exp[-af(V - Vo)JI 
At I = 0, V(eq) = Vo + (I/f) In [(K+)(val)/(Kval+)Co] 

Vo = (Iff) In kK+{3 = (I/F)(/l-°K+ - /l-°R+) + (l/F)/l-°R+ /l-°VJ
p:oKva1+ 

Vo follows from equality of the electrochemical potentials: .tLK+ = 
,u,Kval+ -.u;;;;:r 
I = Iolexp(I - a)f~l - exp[-af~JI 
10 = Fks(Kval+)O[(K+)(val)/CoF~ 

ks/kg = iJ"Col-"/(Val); f = F/RT; Co is a normalizl!!g 
concentration, typically 1 M; (3 = (Kval+)/(K+)(val); kK+ = 
K+/K+ 

the membrane. The standard partition coefficient for reaction 
1, hi, is related to standard-state free energies according to 

RT In hi = JJ.o - iio (4) 

Rand T are the gas constant and temperature, respectively. 
The system is shown in Figure 1. Positive currents flow in 
the direction of positive x. Currents in Figure 1 would be 
negative because positive applied voltage is on the right-hand 
side of the membrane. The applied voltage VApp' is composed 
of three segments 

VApp,(right-Ieft) = (</> - iii)"ght+ (iii, - iii,) + (iii - </»'eft 
= V2 + V3 + V, 

(5) 

Because this is a two-interface problem, and current is con
tinuous 

I, = Fhsi[(K+)(val)/(Co)] exp[-af(V, - Vo)]-
(Kval+) exp[(l - a)f(V, - Vo)Jl (6) 

12 = -Fhsi[(K+)(val)/(Co)] exp[-af(V2 - Vo)]-
(Kval+) exp[(l - a)f(V2 - Vo)JI (7) 

In eq 6 and 7, Co is a scaling concentration to make the units 
work out, and Vo is the standard transfer potential difference, 
as defined by Koryta (26,28). Also,! = F/ RTwhere F is the 
Faraday constant. 

(8) 

and 

I = I, = 12 = 13 (9) 

Rm is the ordinary high-frequency resistance, R. 

Rm = R. = (dRT / APZ) L.(Z?DiCit' (10) 

where d and A are membrane thickness and area and Zi, D i , 

and Ci are charges, diffusion coefficients, and concentrations, 
respectively. 

Simulation Scheme. Digital simulation of Fick's second 
law, the continuity equation for carrier, was done by an explicit 
method. The variable sequential simplex algorithm (35) 
provided a simple and reliable way to solve eq 6-10 for I, VI> 
V2, and V3. Beginning with a known set of concentration 
profiles for all species, a set of guesses for the values of V, 
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Figure 2. Responses calculated from general simulation theory: (A) 
current transients for three applied voltages in units of RT IF; (B) 
voltage transients for 90 RT IF volts, applied; (C) valinomycin con
centration profiles at different times following polarization with 90 RT I F 
votts. Outer to inner curves correspond to 10, 400, 1000, 2000, and 
4000 dt units. The steady-state profile is also shown. 

and V2 is used to calculate a corresponding set of Y values, 
defined as 

Y = (I -In)2 (11) 

where I is the average of the In values (h 12, 13), The simplex 
algorithm is then used to generate the unique set of Vn values 
corresponding to a minimum value of Y (zero), which occurs 
only when I, = 12 = 13 = l. A net set of concentration profiles 
are generated by using a digital simulation technique, de
scribed previously (36). Although convergence is good, cal
culations are accurate, and simulations are stable within 
known limits, the method is slow because of the simplex steps. 
Results using this algorithm are illustrated in Figures 2 and 

3 for hypothetical membranes containing 1 unit of Kval+, 1 
unit of fixed negative sites, and 10 units of valinomycin. It 
should be noted that the algorithm is general, and it is not 
necessary to assume immobile sites. However, as will be shown 
below, this assumption allows very good fits of experimental 

results. In Figure 2 the diffusion coefficients of val and K val+ 
are 0.01 (dx)2/dt units, where dx is the thickness of a volume 
element (40 were used) and dt is the time interval between 
iterations. a was fixed at 0.5, k. was fixed at 0.2 dx/dt units, 
and Vo was assigned a value of zero (hi = 1). 

In Figure 2A, the applied voltage was assigned values of 60, 
80, and 90 RT/Funits (1.536, 2.048, and 2.304 V, respectively) 
proceeding from the lower to the upper curve. The current 
is given in units of FCo dx / dt. Each current transient consists 
of superimposed plots of II> 12, and 13 using the simplex al
gorithm (23). High convergence is indicated. Figure 2B shows 
the potential distributions of VI> V2, and V3 as functions of 
time for 90 RT / F volts applied. Figure 2c shows concentration 
profIles at different times during polarization. In parts A and 
B of Figure 3, the dimensionless diffusion coefficient has been 
increased to 0.4 and a has been assigned values 0.05, 0.1, 0.2, 
0.5, 0.8, 0.9, and 0.95, increasing in the direction of the arrows. 
Figure 3A shows the current transients, and Figure 3B shows 
the corresponding voltage transients. Note that V, is constant, 
and equal to its equilibrium value, when a is less than or equal 
to 0.5. In Figure 3C the dimensionless diffusion coefficient 
is 0.10, a is 0.5, and h, has been assigned values 0.01, 0.02, 0.04, 
and 0.10 dx/dt units, proceeding from the lower to upper 
curves. 

A Simplified algorithm can be devised by noting that the 
nonpolarized interface does not always control current. For 
example, when the applied voltages are large and positive, the 
exiting interface is virtually reversible. Thus V, in Figure 1 
takes on its reversible value as illustrated in Figures 2 and 
3. These results will be discussed later. The applied voltage 
appears mainly across V2 and V3• The left interface serves 
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RESULTS
Simulations of Reversible and Irreversible Interface

Membranes. The major features of analytical transport
theory for ideal, reversible interfaces have been reported (3,
6,8). At high applied voltages on the carrier-transport-limited
plateau, the current-time trace begins at the ohmic value and
declines, rather abruptly after a "transition" time, to the free
carrier transport-limited value.

The shapes of these curves, simulated with the general
algorithm, are shown in Figure 2. Increased voltages decrease
the transition times. The membrane resistance of this example
is 4000 (RT/FJ/(FCodx/dt) units and the initial current is
given by the applied voltage divided by the membrane re
sistance. The voltage distribution is shown in Figure 2B for
interfacial (VI and V2) and bulk (Va) components, corre
sponding to 90 RT/ F volts applied. The exiting interfacial
potential difference VI is virtually at equilibrium. Figure 2C
shows the carrier concentration profiles at different times
during polarization. These are remarkably similar to the
published schematic promes (6). V2 rises abruptly when the
carrier concentration at the right side reaches zero. Although
a constant voltage is applied to the cell, the response actually
resembles constant current situations because VAppl/Rm is
virtually constant until the "transition" time.

Irreversible, kinetically limited interfaces are simulated in
Figure 3. a has been varied in parts A and B of Figure 3,
holding k. constant at 0.2 dx / dt units. Note that VI ap
proaches its equilibrium value as a approaches zero. D is 0.4
(dx)2/dt units in these simulations so that the dimensionless
resistance would be 100 (RT/FJ/(FCodx/dt) units. The initial
current should then be 0.4, with VAppl = 40 RT/ F units. The
dimensionless resistance in parts C and D of Figure 3 is 400
units, so the initial current should be 0.10 if it were not limited
by interfacial kinetics. This limit is approached as k, increases,
holding a constant at 0.5. VI decreases toward its equilibrium
value as k, increases.

These observations justify use of the simplified algorithm,
illustrated by calculations shown in Figure 4. Responses are

which results from setting II and 12 equal, assuming a high
voltage limit, and rearranging. The bulk potential drop, Va
= VAppl - '11 - '12, moves in opposition to '12 because '11 is never
more than about 10% of '12' Total current, I, through the
interface at d and through the bulk of the membrane is given
approximately by

1= Cp d'121dt + 12 = (VAppl - '12)/Rm (18)

where Cp is an estimate of the pseudocapacitance at d. It
allows current flow parallel to ion transport defIned in eq 12
and must be included in the simulation to ensure stability.
Calculations are independent of the value of Cp, provided it
is less than about 10 "F/ cm2. Virtually all of the current is
then defIned by 12, and the estimate becomes better at longer
times.

The simplifIed algorithm is as follows. io is calculated from
the last concentration profile and 12 is calculated from this
value of io and the last value of'12' Equation 18 is then solved
numerically to proceed a dt unit to a new value of I and '12'
The latter is used in Feldberg's algorithm (37) to calculate
a new concentration profile, and the algorithm cycles back
to the io calculation.

EXPERIMENTAL SECTION
Experimental details have been fully described in ref 6.

Membrane compositions are 1% valinomycin, 33% poly(vinyl
chloride), and 66% plasticizer: DNA (dinonyl adipate) or DOS
(dioctyl sebacate). Because of possible changes in membrane
properties following polarization, only one experiment was per
formed on each membrane. All calculations were performed on
an IBM 3090 mainframe computer used in time-sharing mode.
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Because the cell is symmetric, Vequil = VI,equil = V2,equil' The
potential difference at the left interface is given approximately
by

'11 ~ [(1- al/a]'12 + (RT/FJ In [val~/(vall)l (17)

with

io =Fk.(Kval+)·[(K+)(val)/Cop-a (13)

'12 =-(V2 - Vequil) (14)

Simultaneously

II = iolexp(-af'1l) - exp[(1- a)f'1dl (15)

o0);-----:2OOQdo,.----:4"0,,!,00 -40'0l:---.......,,2OOQ;!;:;;,----:;,4ooo;vt

Time Time

as a "reference" electrode with a nearly fIxed potential, while
the right side polarizes as valinomycin is consumed. The bulk
membrane resistance acts like a large constant solution re
sistance in series with the interface, since it has been assumed

that the sites are fIxed. Thus, the Kval+ concentration prome
is also flat and time-invariant. The entire membrane acts like
a thin layer cell in which carrier is being "oxidized" on the
left and "reduced" on the right with loss and gain of potassium
ion rather than electrons.

One can view the current at the entering (reducing) interface
as described by eq 7. Adding - V2,oquil - Vointo the exponential,
and factoring out the same term, expressed as concentrations,
eq 7 is rewritten as

12 =-iolexp(-af'12) - exp[(1 - a)f'12J1 (12)

Figure 3. Responses calculated from general simulation theory. (A)
Current transients using a = 0.05, 0.1, 0.2, 0.5, 0.8, 0.9, and 0.95
from upper to lower curves. Other parameters are in the text. (B)
Voltage transients corresponding to Figure 38. Arrows show clrections
of increasing a. (C) Current transients assuming k. = O.Q1, 0.02, 0.04,
and 0.10 from lower to upper curves. (D) Voltage transients corre
sponding to Figure 3C. Arrows show directions of increasing k •.
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Figure 4. Responses calculated from the simplified theory. (A) Current 
transients using V Appl = 15 V, Dval = 10-8 cm2/s, Kval+ = 0.1 mM, 
evo = 10 mM. bathing K+ = 1 mM (both sides). d = 100 }Lm. and 
a = 0.5. k s was varied from 10-12 to 10-3 cm/s in 103 cm/s incre
ments, from lower to upper curves. (8) Concentration profiles for k s 

= 2 X 10-' cmfs and a = 0.3 at 10. 40. 100. 200. 400. and 1000 
s. (C) Current transients calculated with values of a = 0.01.0.02. 0.03. 
0.04.0.05.0.01. and 0.3 (bottom to top curves) with k, = 2 X 10-' 
cmfs. (D) Corresponding over voltage (~,) transients. 

in dimensional form. and model parameters are assigned that 
are close to those required for experimental data fits. Current 
transients are shown in Figure 4A. for a range of k, values. 
Figure 4B shows profiles of carrier at different times during 
polarization. Figure 4C shows current transients for various 
apparent values of a. Figure 4D is the computed potential 
difference. % for the current-controlling interface when V Appl 

is positive and current is negative. e.g .• flowing from right to 
left. 

A particularly interesting result of the simulations in parts 
A and C of Figure 4 is the comparison and agreement of the 
simulated current and the approximate short-time solution 
of the transport problem (6). The aproximate solution is the 
curve with precipitous drop at t = T. 

Simulation Fitting of Experimental Current-Time 
Curves. Responses of a series of seven membranes were 
analyzed to obtain overall simulation fits. Parameters are 
given in Table II for DOS membranes and Table III for DNA 
membranes. The membrane resistance was calculated from 
the applied voltage and the initial current. The diffusion 
coefficient for valinomycin was calculated from the measured 
concentration and the limiting current at long times. The site 

(Kval+) concentration was calculated from the diffusion 
coefficient and the initial current. "Best fit" values were 
assumed for k, and a. The exchange current and charge 
transfer resistsnces were calculated from the other parameters 
in the tables. 

Table II. DOS Membrane Parameters (Figure 5) 

membrane A B C 

KCI.mM 1.00 1.00 10.0 
Val.mM 9.72 9.62 9.43 
VAPph V 13.82 16.50 10.87 
d,.uID 129.0 120.0 128.0 
Rm,MQcm2 2.41 2.59 2.12 
DVal x 108 cm2/s 1.75 1.77 1.75 
Kval+. MM 81.3 69.4 91.6 
ks X 10' cmjs 5.0 5.0 2.0 
a 0.05 0.05 0.05 
iQ,p.A/cm2 7.37 7.24 25.67 
Ret' kQ cm2 3.48 3.54 0.997 
A = 0.785 em' 

Table III. DNA Membrane Parameters (Figure 6) 

membrane A 

KCI.mM 1.00 
Val.mM 9.93 
VApph V 14.3 
d,j.Lm 120.0 
Rm. Mil em' 2.90 
Dval X 108 cm2/s 1.46 
Kval+, MM 75.1 
k. x 10' emjs 5.0 
a 0.05 
io• MAjcm' 7.49 
Ret' kQ cm2 3.42 
A = 0.785 em' 
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Figure 5. Simulated current-time curves and experimental points for 
DOS membranes. Simulations used the simplified theory. Parameters 
are shown in Table II. D is a second attempt to fit the data in C, 
except k, = 5 X 10-3 cmfs and a = 0.08. 

Figures 5 and 6 show how well the theoretical curves fit the 
experimental data points. Parts A and B of Figure 5 are 
essentially repeats of the same experiment using DOS mem
branes. Figure 5C shows what happens when the KCI con-
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Table IV. Comparison of Resistances Measured before and after Polarization 

membrane 

applied polarization voltage, V 
time resistance measd after polarization, h 
resistance before polarization, M11 
resistance after polarization, MU 
ratio of resistance after and before polarization 
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Figure 6. Simulated current-time curves and experimental points for 
DNA membranes. Simulations used the simplijied theory. Parameters 
are shown in Table III. E is a replot of D wnh expanded scale. 

centration is increased from 1 to 10 mM. Figure 5D shows 
a second attempt to fit the data shown in Figure 5C with k, 
= 5.0 X 10-3 and ex = 0.08. Acceptable fits can obviously be 
obtained within this range of values. Since ex is only an ap
parent value, its concentration dependence may not be too 
surprising. 

Figure 6A-C shows essentially repeats of the same exper
iment using DNA membranes. Figure 6D shows what happens 
when the valinomycin concentration in the membrane is de
creased by a factor of 3.8. The charge transfer resistance 
increases by a factor of 3.3, implying an ex value of 0.05, 
consistent with the theory. Notice, however, that a replot of 
Figure 6D with an expanded scale, Figure 6E, shows a less
than-perfect fit of the data. 

Table IV shows a comparison of resistances measured before 
and after polarization of each of the membranes except DOS 
C. 

DISCUSSION 
The model appears to be quite good, but not perfect. The 

Butler-Volmer equation is inadequate to fully describe the 
charge transfer process under all conditions of concentration 
(DOS results, Figure 5). Notice that an order-of magnitude 
increase in KCI concentration resulted in only about a factor 
of 3.5 decrease in the charge transfer resistance, implying an 
ex value of 0.45. Unfortunately, this value provides a vastly 
inferior fit of the data. 

The model agrees more nearly with the DNA data, but these 
results are not internally consistent. Notice in Table III that 

DOSB DNA A DNAB DNAC DNAD 

16.50 14.30 17.14 14.78 4.24 
264 0.5 12 9 12 
3.23 3.73 4.3 2.89 3.85 
1.03 2.98 2.12 1.72 2.61 
0.32 0.80 0.49 0.60 0.68 

the diffusion coefficients, calculated directly from the limiting 
currents, are not the same for all four membranes. Differences 
are obvious even when looking at the raw data. Major 
problems may arise because the measurement of current
voltage curves requires many hours and the membranes may 
be severely perturbed. 

Resistances are still quite high, however (Table IV), and 
the membranes calibrate Nernstianly even long after polar
ization. It is therefore reasonable to believe that the results 
reflect an accurate approximation of the true nature of the 
processes occurring in the membranes. It is interesting that 
a statistical analysis of the data shown in Table IV, and a 
wealth of experimental observations not reported here, reveals 
a stronger dependence of the ratio of resistances upon time
after-polarization than upon the applied polarization voltage. 
Furthermore, resistances generally rise with time-of-soaking 
(in 0.1 M KCI) by as much as a factor of 4 (over a period of 
about 5 days) prior to polarization. Polarization initiates a 
steady decline in resistance. 

The calculated exchange current densities and charge 
transfer resistances, Ret, are similar to those reported before. 
Armstrong and Todd (32) report >30 itA/em' for bis(2-
ethylhexyl) sebacate membranes containing 1 wt % valino
mycin and potassium tetraphenylborate, bathed in 10 mM 
KCl. Xie and Cammann (18) report about 18 itA/em' for 
dibutyl phthalate with 1 wt % valinomycin. 

The surprising new result of this work is the uniform re
quirement that apparent ex be small, ""o.05. From prior 
analysis (30), apparent ex can be calculated to be from 0.02 
to 0.07, depending on the bathing concentration, over a range 
of potential differences (including the pzc) when the con
centration of K+ is fixed by convection. The conventional 
theory does not allow for current-dependent concentration 
polarization. The space charge region in the membrane is 
dilute, with correspondingly low capacitance, by virtue of the 
low dielectric constant and low concentration of sites. Then, 
nearly all applied overvoltage appears inside the membrane 
at the side where K+ enters, and no applied voltage assists 
the ion jump over the barrier set by the energy to remove K+ 
from water and insert it into the carrier. The single incon
sistent data are the exchange current densities that should 
be almost linearly dependent on K+. However, this discrep
ancy may arise from failure of the algorithm to converge at 
short times when responses are too fast. Of course, it is also 
possible that the theoretical model requires further refine
ments, such as inclusion of a resistive film on the surface or 
an alternative form for the charge transfer equations. 

Our data suggest that the K+ interfacial process is almost 
exactly equivalent to electron transport (by usual thermionic 
emission) from a metal to an n-type semiconductor in a 
Schottky diode. In both cases most applied voltage appears 
on the dilute side of the interface, where the potential modifies 
the space charge profile by bending the bands in the semi
conductor or the exactly equivalent bend of the ion's chemical 
potential in the membrane. 
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Preparation and Electrochemical Characterization of Conical 
and Hemispherical Ultramicroelectrodes 

Reginald M. Penner, Michael J. Heben, and Nathan S. Lewis' 

Division of Chemistry and Chemical Engineering, California Institute of Technology, Pasadena, California 91125 

We describe a new uItramlcroelectrode fabrication technique 
that has allowed the preparation of conical pt-Ir ultraml
croelec\rodes wHh radIi of 0.5-10 J,tm. These electrodes have 
been characterized by scanning electron microscopy, cyclic 
voltammetry, and chronoamperometry. The smallest radIi 
electrodes (r < 2 J,tm) exhlbHed diffusional behavIor at times 
longer than 70 J,ts In accord with a hemispherical geometry. 
whIle larger radIi electrodes exhibited diffusional behavior 
consistent with a conical geometry. A first-order mathe
matical approach to diffusion at conIcal surfaces has been 
developed to explain these results. 

INTRODUCTION 

The construction of Pt, Au, and graphite ultramicrodisk 
electrodes with element radii as small as 0.1 !km has become 
routine in many electrochemical laboratories (1). The in
herently small time constants of ultramicroelectrodes (UMEs) 
allow fast, transient electrochemical experiments to be per
formed (2-10), and the low total current allows voltammetry 
to be performed in highly resistive media (2, 11-15). Addi
tionally, mass transport to a UME is extremely rapid, and this 
permits the determination of fast heterogeneous rate constants 
using steady-state voltammetry (16-22). However, the in
terpretation of steady-state electrochemical results for the disk 
geometry is complicated by the fact that the steady-state 
current density near the edge of a microdisk can be much 
greater than at the center (23-33). Consequently, the math-

* Author to whom correspondence should be addressed. 
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ematical analysis of cyclic voltammetry and chronoam pero
metry at microdisks is difficult and frequently involves ap
proximations (e.g. ref 27-33). 

UMEs possessing a hemispherical geometry would circum
vent this problem, since the steady-state current density at 
a hemispherical surface is uniform. Consequently, simplified 
mathematical treatments are available for this electrode ge
ometry (34). Unfortunately, conventional UME construction 
techniques are not well suited to preparing hemispherical 
ultramicroelectrodes (1). Thus, experimental results for this 
UME geometry, despite its obvious theoretical advantages, 
are notably absent from the literature. 

We report here a new procedure for preparing both glass
and polymer-insulated Pt-Ir alloy UMEs. These UMEs have 
cone (or hemisphere) radii in the range 0.5-10 !km. We also 
present data for the electrochemical characterization of these 
electrodes by cyclic voltammetry and chronoamperometry. 
The chronoamperometry data for the conical UMEs has been 
analyzed in terms of an expression that combines linear 
diffusion and radial diffusion terms. These measurements 
have yielded the first experimental information on the dif
fusional properties of cone-shaped microelectrodes. 

EXPERIMENTAL SECTION 

I. Chemicals. Reagent grade K,Fe(CN)6, KCl, KOH, and 
Na2S0, (all from J. T. Baker) and NaCN (Mallinckrodt) were 
used as received. Aqueous solutions were prepared with 18 M!l 
cm deionized water obtained from a Barnstead Nanopure system. 
Poly(a-methylstyrene) (Aldrich Chemical Co., MW = 60000) was 
used as received. Pt(70%)-Ir(30%) wire (diameter = 0.020 in.) 
was obtained from Engelhard Industries. 

II, Apparatus. A. Electrochemistry. Chronoamperometry 
and cyclic voltammetry were performed by using a Princeton 
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Applied Research (PAR) Model 173 potentiostat in conjunction 
with a PAR Model 175 voltage programmer. Cyclic voltammo
grams at scan rates below 500 m V / s were recorded on a Houston 
Instruments Model 2000 X-Y recorder. Data from faster volt
ammetric sweeps, or from current-time transients, were recorded 
on a Nicolet Model 2090 III digital storage oscilloscope. Direct 
currents (de) were measured with a Keithley ?v!ode1427 current 
amplifier, and alternating currents (ac) were measured with a 
Keithley Model 177 voltmeter. Etching characteristics were re
corded by using a Linear Co. strip chart recorder. 

Electrochemical cells were of a conventional one-compartment 
design. All microelectrode experiments were performed by using 
a conventional three-electrode configuration and a saturated 
calomel reference electrode (SCE). 

B. Scanning Electron Microscopy. Scanning electron mi
croscopy (SEM) and energy dispersive X-ray (EDX) elemental 
analysis were performed with a CamScan SEM equipped with 
a Tracor-Northern X-ray analyzer and data station. A typical 
accelerating voltage for these measurements was 20 kV. Prior 
to SEM examination, all electrodes were coated with ca. 200 A 
of gold by using a plasma coater. The spatial profile analysis of 
Pt using EDX methods was not impeded by the presence of this 
Au coating. 

IU. Tip Etching. The electrochemical etching hath consisted 
of an unstirred solution of 2 M NaOH and 6 M KCN. The cyanide 
facilitated the complexation and dissolution of metal from the 
immersed wire, and the NaOH inhibitad the formation of HCN. 
All etching was performed in a fume hood. 

The apparatus used for tip etching and coating has been de
scribed previously (35). An ac voltage of 25 V root mean square 
was applied between an immersed Pt-Ir wire and a graphite 
counter electrode, and the depth of immersion was adjusted until 
the average current was 1.25 A root mean square. Etching was 
terminated when the desired conical geometry and aspect ratio 
were obtained (see Results, section I). 

IV. Tip Coating. A. Glass Coating Procedures. A coating 
apparatus was used to apply controllable, uniform coatings of 
nonporous glass insulation to the etched Pt-Ir tips (35). Soda-lime 
glass (Corning Glass No. 0080) was cleaned with i-C,H70H and 
deionized water and was then used for coating the Pt(70% )-Ir
(30%) wire. Procedures used for degassing the glass bead and 
for of the Pt-Ir wire have been described previously 
(35). translation speeds in the range 0.3-0.5 mm/min and 
glass temperatures of 1350 ± 20°C were used to form the UMEs 
studied in this work. 

B. Polymer Coating Procedures. After a survey of a number 
of other polymers, poly(a-methylstyrene) (PaMS) was selected 
as the preferred polymer coating materiaL The other materials 
investigated yielded either erratic coating qualities (e.g. poly(vinyl 
chloride)) or a brittle coating that shattered during hardening 
(e.g., polystyrene). PaMS has similar mechanical properties to 
those of polystyrene, but it has a lower melting temperature (36), 
which apparently makes it more suitable for the tip coating 

The PaMS (Aldrich) consisted of small polymer beads 
= ca. 20 mg), each of which was approximately the correct 
coating a single Pt-Ir tip. 

The procedure used for polymer coating was qualitatively 
similar to that for glass coating. Because of the lower temperatures 
involved in the polymer coating process, and the lack of the need 
to remove bubbles from the PaMS melt, a simpler procedure 
utilizing a soldering iron (Ungar, 22W) with an "omega" shaped 
wire (diameter = 4 mm) was often employed. The polymer bead 
was by this wire and was heatad by the soldering iron. 
Tip was accomplished by translating the wire (by hand) 
through polymer melt. A typical tip translation speed was 
approximately 0.5 mm/s, although qualitatively similar UME tip 
behavior was observed for tip speeds between 0.25 and 1.0 mm/s. 
In contrast to the glass coating process, the rate of tip translation 
dUl"ing the polymer coating step did not appear to be an important 
variable in determining the final coating morphology. 

The quantity of exposed metal at the coated tip was found to 
vary reproducibly with the polymer melt temperature. The 
polymer temperature was monitored by immersion of an iron
constantan thermocouple wire directly into the melt. During 

the polymer melt was adjusted to a temperature of 
°C. Within this temperature range, the cone/hemisphere 
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Figure 1. Scanning electron micrograph (SEM) of the tip of a Pt-Ir 
wire after electrochemical etching. 

radius decreased from 10 to 0.5 }Jill as the temperature was in
creased. 

V. Electrochemical Pretreatment and Surface Conduc
tivity. Following glass or polymer coating, reversible steady-state 
voltammograms in the Fe(CN)64

- test solution were not always 
observed initially. Instead, for approximately 10% of the UMEs 
with either type of insulation, the cyclic voltammetry appeared 
to be quasi-reversible, with plots of log [UI i)/iJ vs E - EI/2 
yielding reciprocal slopes of S0-90 m V (21). However, when such 
electrodes were potentiostated at -0.6 V vs SCE for several 
minutes, the apparent reversibility of the Fe(CN),'-/3- wave usually 
improved. Slopes of log [(i j - i) / iJ vs E - Ell' were then close 
to 60 m V, as expected for reversible electron-transfer processes 
(21). This observation suggests that a surface oxide layer was 
initially present at the exposed Pt-Ir surface and was possibly 
introduced during the preceding electrochemical etch. Electro
chemical reduction of this oxide then enabled routine voltammetry 
to be performed with these UMEs. 

An additional complication was sometimes observed with 
glass-coated UMEs. In some cases, the cyclic voltammetry of 
Fe(CN),'-/3- was superimposed on a steeply sloping background 
current. This observation suggested the presence of a parallel 
resistance in the electrochemical equivalent circuit. This current 
was found to result from a surface conductivity effect Insulating 
the exposed metal shaft of such electrodes with epoxy was found 
to remove the sloping background component from these volt
ammograms and resulted in normal, reversible electrochemical 
behavior. 

RESULTS 

I. Properties of Etched Pt-Ir Tips. The coating of Pt-Ir 
metal tips by glass and polymer layers was found to be a 
function of the sharpness, surface roughness, and cone angle 
of the etched tips. Extremely sharp metal tips (tip radius <1 
!Lm ) facilitated the polymer and glass coating processes, and 
these tips resulted in the conical UME geometries of interest 
in this study. Details of the tip etching procedures have been 
described previously (35), and these procedures readily yielded 
tip radii in the range 0.5-1.0 !Lm. 

An SEM image of a typical etched (but uncoated) Pt-Ir tip 
is shown in Figure 1. The geometry of this tip was close to 
conical, with an aspect ratio (height/base diameter) D" = 1.3 
and a radius of curvature at the tip apex of approximately 
1.0 !Lm. Typical aspect ratios were found to be 1.2-1.3. The 
surface of the hemispherical tip in Figure 1 was observed to 
be smooth to the limiting resolution of the SEM. This in
dicates that the metal underwent an effective electropolishing 
process during etching (37). For this reason, further polishing 
of the metal surface, even after insulating with glass or polymer 
coatings, was not necessary. Also, the longitudinal grooves 
revealed by the SEM images of the tip shaft were not de-



1632 • ANAL YTlCAL CHEMISTRY, VOL. 61, NO. 15, AUGUST 1, 1989 

Figure 2. A. SEM image of the glass-coated UME used to obtain the 
cyclic voltammetry data shown in Figure 3A. B. SEM image of the 
polymer-coated UME used to obtain the cyclic voltammetry data shown 
in Figure 38. 

trimental to the final UME performance characteristics, be
cause this area was insulated from contact with the electrolyte 
by the glass/polymer coating process, 

Over a variety of runs, we observed that etched tips varied 
widely in geometry and morphology as a result of changes in 
etching voltage, etching time, or the age of the etching solution, 
Fortunately, the current vs time relationships of etching tips 
provided a bath-independent means by which the etching 
process could be monitored (35). Such curves reliably de
scribed the evolution of the tip structure for most experiments, 
and the etching procedure was found to be quite satisfactory 
for producing the desired tip features. Additionally, varying 
the termination time of the etching process yielded "sharp" 
tips possessing aspect ratios from 0.5 to 10. Although we have 
found that an aspect ratio of 1.2-1.4 is optimal for polymer 
and glass coated UMEs, the etching procedure is thus capable 
of producing other types of tips for use in other applications. 

n. Characterization of Insulated UME Tips. A. 
Scanning Electron Microscopy. Figure 2 displays SEM im
ages of representative etched and coated Pr-Ir microelec
trodes. For the glass-coated UME shown in Figure 2A, the 
interface between the glass insulator and the exposed metal 
surface is clearly visible. Notably, although this interface is 
not geometrically uniform, no cracks or other defects in the 
glass / metal seal are evident. In SEM images of polymer 
coated UMEs, such as that shown in Figure 2B, a well-defined 
interface was not apparent between the polymer insulator and 

the exposed metal surface. The difficulty in resolving this 
interface implies that there was an intimate seal between these 
two components of the UME. Defects, cracks, and other 
mechanical deformations were similarly absent in SEM images 
of other glass-coated and polymer-coated UMEs. Thus, it 
appears that both the glass and polymer coatings adhere 
extremely well to the etched Pt-Ir surface. This feature is 
critical for making well-defined microelectrodes by any tip 
insulation process. 

The exact location of the insulator-metal boundary for 
polymer-coated tips was determined by using both SEM im
aging and EDX spectroscopy. The increased brightness near 
the apex of the polymer-coated tip in the SEM image of Figure 
2B is consistent with the expected increase in electron 
backscattering efficiency at exposed Pt-Ir regions. This 
conclusion was corroborated by obtaining EDX spectra as a 
function of position along the tip axis. Selected spots (0,05 
I'm X 0.05 I'm) at a series of distances from the tip apex were 
analyzed for the presence of Pt. Pt absorption lines were 
clearly evident at the areas near the tip apex, However, the 
intensity of these absorptions decreased as the electron beam 
traversed the interface between the bright and dark regions 
of the SEM image (Figure 2B). At distances greater than 0.5 
I'm beyond this interface, Pt absorption lines were no longer 
discernible, supporting the conclusion that the dark regions 
in the SEM image corresponded to coated areas of the metal 
wire. 

The exposed metal surface of the polymer-coated UME 
(Figure 2B) closely approximated a conical geometry, with an 
aspect ratio (ex = 1.2) similar to that of the etched, uncoated 
Pt-Ir tips (Figure 1). In addition, no significant texture of 
the metal surface is apparent in the SEM image of Figure 2B, 
indicating that the surface was smooth on a scale of 0,1 )lm. 
Greater roughness is visible at the exposed metal tip of the 
glass-coated UME (Figure 2A). This indicates that the 
characteristic conical tip geometry produced by the etching 
procedure described above is not retained after of 
the metal to the high temperatures inherent to 
coating procedure. 

B. Cyclic Voltammetry. Cyclic voltammograms for the 
glass-coated and polymer-coated UMEs shown in Figure 2, 
obtained in aqueous 4.34 mM Fe(CN)6'-' 1.0 M KCI solutions, 
are shown in Figure 3A and Figure 3B, respectively, At the 
two slowest scan rates (2 and 10 mV Is) in this figure, the shape 
of the voltammograms is sigmoidal, and no cathodic wave was 
observed, The combination of these two features indicates 
that radial diffusion was established and that steady-state 
mass transport conditions were present for both types of tips 
(38). At faster scan rates (50, 200, and 1000 m V Is), significant 
forward and reverse peak currents were observed, indicating 
the presence of diffusional mass transport limitations on these 
time scales (38). 

These data can be used to estimate the critical (or smallest) 
dimension of the exposed metal at the UME tip. As a 
qualitative first approximation, the apparent hemispherical 
radii, r,pp' of these UMEs (Figure 2) can be estimated from 
the limiting current, ib by using the equation describing 
hemispherical diffusion: i] = 2'mFDCrapp (34). The limiting 
currents obtained from the 2 m V / s scans in Figure 3 are iLglass 
= 7.1 nA and = 16.4 nA, These values yield apparent 
hemispherical of rapp = 3.4 /LID and rapp = 7.85 /Lm for 
the glass- and polymer-coated UMEs, respectively. 

An independent estimate of the small dimension of the 
exposed metal surface is available from the change in the 
shape of the cyclic voltammogram as a function of scan rate. 
The appearance of peaks (both cathodic and anodic) in the 
voltammogram signals the onset of linear diffusion. This 
condition occurs when the diffusion layer thickness becomes 
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Figure 3. A. Cyclic voltammograms for the glass-coated UME of 
Figure 2A immersed in 4.34 mM Fe(CN)e'-, 1 M KCI(aq) at potential 
scan rates of (a) 2, (b) 10, (c) 50, (d) 200, and (e) 1000 mV/s. B. 
Cyclic voitammograms for the polymer-coated UME of Figure 2B in the 
same solution. Scan rates are the same as in Figure 3A. 

Table I. Comparison of UME Radii Determined from SEM 
Data and Cyclic Voltammetric Data for Typical G]ass~ and 
Polymer-Coated UMEs 

electrode 

glass 
polymer 

2.8 
8.2 

3.40 
7.85 

TCV,c .urn 

2 
6 

a Radius at the base of the exposed metal surface as estimated 
from SEMs shown in Figure 2. b Radius calculated from the volt~ 
ammetric limiting current at v = 2 mV /s by using the expression 
for steady·state hemispherical diffusion, it = 27rFDCrapp (34). 
cRadius estimated from the ratio ip/iJ at v = 1 V /s according to a 
microdisk voltammetric model (32). 

less than the smallest dimension of the electrode (38). Thus, 
an analysis of the voltammetry in the transition region be
tween linear and spherical diffusion yields an estimate of the 
UME radius that is independent of that calculated by using 
the value of the limiting current. A quantitative treatment 
of linear scan voltammetry at microdisk electrodes by Aoki 
et al. (32) has shown that a unique relationship exists between 
the dimensionless parameter p = (nFr2v/RTD)I/2 (where r is 
electrode radius and v is voltage scan rate) and the ratio 
between the voltammetric peak current and the steady-state 
limiting current, ip/ i l. The values of this ratio for the 1 V / s 
scans shown in parts A and B of Figure 3 are 1.1 and 1.2, 
respectively. These values yield apparent microdisk radii of 
2 I'm for the glass-coated UME (Figure 3A) and 6 I'm for the 
polymer-coated UME (Figure 3B) (32). These calculated 
values are in reasonable agreement with the apparent radii 
calculated from the limiting current formula for hemispherical 
diffusion to these UMEs. 

Analysis of SEM images and EDX spectra allowed the cone 
base radius, rco of the polymer-coated and glass-coated UMEs 
of Figure 3 to be established as 8.2 and 2.8 I'm, respectively. 
These values are compared in Table I with those obtained 
from cyclic voltammetry. Since the apparent voltammetric 
radius values, rapp' were calculated by using the hemispherical 
limiting current equation (vide supra), the agreement shown 

ANALYTICAL CHEMISTRY, VOL. 61, NO. 15, AUGUST 1, 1989 • 1633 

250r---~----r---~----r---~~" 
A. 

200 

""2 150 
g 
t 
(5 

~ 
-;; 
j 

100 

50 

20 40 60 80 100 120 

50~--------r--------x.--------, 
B. 

25 

a 
a 30 

Time-1/2, sec- 1/2 

Figure 4. Current vs time-1I2 plots for potential steps at three poly
mer-coated, PI-Ir UMEs. Potential steps were applied from 0.0 to 0.5 
V vs SCE in 4.21 mM Fe(CN),'-, 0.5 M Na2SO.(aq). Key: (0) r""" = 
6.5 I'm (r""" is the apparent hemispherical radius of the UME); (.1>.) r _ 
= 4.8 I'm; (0) r app = 1.7 I'm. Panel A shows plot of data for time 
interval from 70 p,s to 3 s; B, data for time interval from 1 ms to 3 s. 

in Table I between the SEM data and the apparent electro
chemical radius data suggests that this equation is an ac
ceptable approximation to the steady-state electrochemical 
behavior of these cone-shaped UMEs. Of course, a more 
quantitative treatment (necessary for time-dependent pro
cesses, vide infra) would account for differences in the areas 
of cones, disks, and hemisphere with identical radii. However, 
the close agreement evident in Table I between qualitative 
electrochemical radii and actual geometric radii did prove to 
be a satisfactory guide for the selection of polymer-coated 
UMEs of various metal areas. 

C. Chronoamperometry. A quantitative evaluation of the 
electrochemical behavior of these ultramicroelectrodes is 
possible using chronoamperometry (39, 40). Figure 4A shows 
typical i vs t-I / 2 data in aqueous 0.5 M Na2S0.-4.21 mM 
Fe(CN)6'- solutions for polymer-coated UMEs possessing 
apparent hemispherical radii of rapp = 1.7,4.8, and 6.5 I'm (as 
estimated from the observed i1 values for these electrodes). 
In these experiments, the potential was stepped from 0.0 to 
0.5 V vs SCE. Note that the linearity of these plots is excellent 
(correlation coefficient >0.99) for times between 70 I'S and 
0.01 s. 

Because the concentration of ferrocyanide in this solution 
and its diffusion coefficient (7.94 X 10-<; cm2/s (39)) are known, 
the slopes of these plots can be used in the Cottrell equation 
to calculate an apparent electrode area. These areas are listed 
in Table II. 

The i vs e'/2 data at long times (t > 1 ms) are shown in 
greater detail in Figure 4B. Positive deviations of the ex
perimental data from the Cottrell line are particularly evident 
for the rapp = 4.8 ,um and rapp = 6.5 I'm radii UMEs. These 
positive deviations are expected in the time interval where 
a transition from linear diffusion to hemispherical diffusion 
occurs (39). This change in the mode of diffusion will occur 
when the diffusion layer increases in thickness and assumes 
dimensions greater than those of the conical metal surface (38). 
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Table II. Summary of Geometric Data for Polymer~Coated 
UMEs Obtained from Chronoamperometry Experiments 
and SEM Investigations 

Aeou," cm2 r,,um Aeott! Ahem! a' 

3.46 X 10-< 6.51' 2.000".d 1.29 1.19 
1.91 X 10-< 4.84' 2.002".d 1.30 1.20 
1.81 X 10-7 1.70' 2.000".' 1.00 

, Areas calculated from the slopes of the i vs e ' /
2 plots (Figure 

4A) by using the Cottrell equation (eq 2). 'Base radius of the right 
circular cone with aspect ratio, ex = 1.2, which possesses the Cott
rell area listed in column 1 (calculated from the equation A = 
1rTc(rc2 + h2}1/2). cRadius of the hemisphere which possesses the 
Cottrell area listed in column 1. d Value of the a coefficient ob
tained by fitting the experimental log i vs log t data (Figure 5). 
The radius listed in column 2 was obtained from the short time 
(Cottrell region) current by using eq 2 with A = 1rTc(h2 + r(2)1/2 and 
" = h/2r, = 1.2. A value . for 0 was then obtained by fitting the 
steady-state time regime to eq 3 with r = r c. e Value of the a coef
ficient used to fit the experimental log i vs log t data (Figure 5). 
'Ratio between the experimentally determined Cottrell areas for 
each UME listed in column 1 and the surface area of a hemisphere 
possessing the radius listed in column 2. g Aspect ratio (0: = cone 
height/cone diameter) of a right circular cone calculated as de
scribed in Results, section lIC. 

Thus, a quantitative analysis of the i vs t data spanning this 
transition region should yield information regarding the size 
and the geometry of the exposed metal at the UME tip. 

A first-order mathematical description of the chronoam
perometric transients for a general electrode geometry can be 
obtained by writing the total diffusion-limited current as a 
sum of the planar flux and radial flux diffusion components 
(26,34): 

(1) 

The form of the planar component of this expression is given 
by the well-known Cottrell equation (34): 

iplan., = nF ADI/2C / (7r1/ 2t l / 2) (2) 

This portion of the total current can be calculated for any 
electrode geometry and will provide an excellent approxi
mation to the total diffusion-limited current at sufficiently 
short electrolysis times. For the particular UME geometries 
of interest in this work, the hemispherical area is given simply 
by Ahemi = 2'1rT2hemb while the conical area, Acone, equals 7rrc(h

2 

+ r,2)1/2, where h and r, are equal to the height and base radius 
of a right circular cone. 

The geometric information of interest is contained in the 
radial diffusion term of eq 1. For spherical, hemispherical, 
and disk UME geometries, a general expression for the radial 
component in eq 1 has been found to be (26) 

i"dial = arnFDC (3) 

where r is the electrode radius and a is a function of the 
electrode geometry (26). For spheres a = 4 .. , for hemispheres 
a = 2 .. , and for disks, the apparent a is time dependent but 
approaches a = 4 as t - 00. To date, the applicability of this 
treatment and the appropriate value of 0 are unknown for 
conical electrodes, because the conical UME geometry has not 
been available for investigation. 

Thus, if eq 1 provides a correct description of the diffu
sion-limited current response of a conical UME, the only 
adjustable parameter in the fitting of the chronoamperometric 
data in Figure 4 is the value of a. To apply eq 1 to this UME 
geometry, the Cottrell area of the UME was obtained from 
the slopes of the i vs C

'
/2 data at times <0.01 s (t-l/2 > 10 S-I/2) 

by using eq 2. The measured Cottrell area was then used in 
conjunction with the observed cone aspect ratio of 1.2 (Figure 
2B) to calculate a value for r" the base radius of the cone. 
Fitting the long time regions of the chronoamperogram to eq 

" Po 
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Figure 5. Comparison of experimental log i vs log t data for the plots 
in Figure 4 with the theoretical behavior expected for both the conical 
electrode geometry (solid line) and the hemispherical electrode geom
etry (broken line). The calculations were done by using eq 1-3, as 
described in the text. Key: (0) f .pp = 6.5 I'm UME: (.t.) f .pp = 4.8 
I'm; (0) f.pp = 1.7 I'm. 

1-3 with r = r, then yielded a best value for o. 
Figure 5 displays experimental and theoretical log i vs log 

t plots for the three UMEs used in the chronoamperometry 
of Figure 4. Only the UMEs with the two largest r.pp values 
yielded chronoamperometry that deviated from hemispherical 
diffusion predictions; thus, only these electrodes yielded values 
for r, and a (Table II) with use of the conical diffusion 
treatment described above. For these two conical UMEs, the 
agreement between the two values for a is excellent. Fur
thermore, measurement of numerous other conical UMEs in 
this radius range yielded a values of 1.9 .. -2.2... Thus, the 
apparent a value for these types of conical electrodes, obtained 
from the steady-state portion of the chronoamperogram, was 
close to that expected for a hemispherical electrode geometry, 
ah,mi = 2 .. (34,41). Of course, the value of 0 also depends on 
the geometry and extent of the insulating region of the 
electrode assembly; thus, the values for conical electrodes 
obtained in this work are probably fortuitously close to the 
o = 2 .. value for a hemisphere on an infinite insulating planar 
support. 

Another method for determining the value of a is to utilize 
the relationship between the steady-state limiting current in 
the cyclic voltammetry (Figure 3) and the conical base radius, 
roo as determined by SEM. For steady-state diffusion, eq 3 
should describe the relationship between r, and the total 
observed current at the UME. For the polymer-coated conical 
UME of Figure 2B, using the value for r, determined by SEM 
analysis (8.2 I'm) and the observed il value at 2 m V / s (i1 = 
16.4 nA), eq 3 yields a value for a of 1.9 ... This value is in 
excellent agreement with those determined by analysis of the 
chronoamperometry data using eq 1. This implies that the 
semiquantitative approach of eq 1 is a quite satisfactory de
scription of the diffusional behavior of these conical UMEs 
over a range of radii and time regimes. 

Also shown in Figure 5 are log i vslog t calculations for these 
UMEs based on a hemispherical electrode geometry. These 
data are presented merely to illustrate the deviation from pure 
hemispherical diffusion displayed by these conical UMEs. To 
obtain these fits, a value for r.pp was obtained from the 
steady-state limiting current by using eq 3 with a = 2 .. , as 
expected for a hemisphere. The entire theoretical chro
noamperogram was then calculated by using this value for r 
with a = 2 .. and A = 2 .. r .pp 2 in eq 1-3, as would hold if the 
UME were indeed a hemisphere. Note that for the r.pp = 4.8 
I'm and r.pp = 6.5 I'm UMEs, the currents calculated by using 
this method underestimate the actual values in the short time 
(Cottrell) regime. For example, the r.pp = 6.5 /Lm UME has 
a response in the Cottrell region that is displaced by 0.1 = 
log 1.25 from the hemispherical calculation. The discrepancy 



indicates that the actual electroactive surface area of the UME 
is 25 % greater than that expected on the basis of the erroneous 
assumption that the UME is indeed a hemisphere. 

The correction in area necessary to achieve agreement 
between the hemispherical UME model and actual Cottrell 
area is further evidence for a conical UME geometry. An 
aspect ratio of 1.20 is required for a right circular cone of base 
radius r, = 6.5 !Lm to yield a 29% increase in exposed area 
relative to a hemisphere with r.pp = 6.5 ;tm. Similarly, the 
aspect ratio required for a 29% increase in area of the r app = 
4.8;tm UME is a = 1.19. These values, summarized in Table 
II, agree well with the geometric a values of 1.2-1.3 obtained 
by direct SEM measurements on these electrodes. 

The electrochemical behavior of the r.pp = 1.7 ;tm radius 
UME (0 in Figure 5) is distinctly different from that of the 
larger radii UMEs discussed above. Note that the experi
mental data is overlaid by calculated log i vs log t data for 
the hemispherical model over the entire time regime inves
tigated. Thus, the electrochemical behavior of this electrode 
during chronoamperometry is essentially indistinguishable 
from that of a hemispherical UME over the full range of 
experimental times (34, 39, 40). Significantly, UMEs that 
exhibited hemispherical diffusion behavior always possessed 
rapp < 2,urn. 

For both the r.pp = 4.8!Lm and the r.pp = 6.5!Lm UMEs of 
Figure 5, the current calculated from eq 1 is in good (but not 
perfect) agreement with the data over the entire experimental 
time interval. The slight overestimate of the actual current 
in the transition region indicates that the apparent value for 
a is too large in this time interval. This observation is evidence 
for an apparent a coefficient that is weakly time dependent 
over this time regime. A similar situation has been observed 
for chronoamperometry at microdisk electrode surfaces (26, 
39, 40). Observation of a time-dependent apparent a is 
equivalent to stating that the first-order treatment given by 
eq 1 is not a rigorously correct solution to the diffusion 
equations in this time regime. However, a rigorous solution 
to the diffusion equation for a cone is expected to be quite 
complicated, and the semiquantitative approach embodied 
byeq 1-3 is apparently quite satisfactory for describing the 
behavior of our UMEs over the time regimes of usual ex
perimental interest. 

DISCUSSION 

The combination of SEM images, cyclic voltammetry, and 
chronoamperometry data indicates that the tip etching/ 
coating process is capable of producing well-defined conical 
and apparent hemispherical ultramicroelectrode tip geome
tries. The larger radii UMEs (r.pp > 2 ;tm) exhibited elec
trochemical behavior in accord with diffusion to a cone, and 
the aspect ratio and base cone radius of these electrodes given 
by the SEM analysis were consistent with the electrochemical 
behavior of these tips. In contrast, for smaller radii UMEs 
(r.pp < 2 !Lm), chronoamperometric data for t > 70 ;tS was 
consistent with hemispherical diffusion. Although hemi
spherical mercury microelectrodes have been reported pre
viously (42-46), the fabrication procedure reported here is the 
first to our knowledge to yield solid metal electrodes in this 
theoretically advantageous geometry (1). 

Assuming that the UMEs share a common etched tip 
geometry, a unified picture, Figure 6, can be obtained for the 
effects of the tip coating process. When the radius of the 
exposed metal approaches the ultimate etched tip radius (r 
~ 1 ;tm), the apparent electrochemical geometry of tbe exposed 
metal should approximate that of a hemisphere for most 
experimentally accessible times. Greater UME diameters 
should display greater amounts of surface area on the conical 
tip surface. As shown in Table II, this behavior is in accord 
with the data for the UMEs examined in this work. The r.pp 
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Figure 6. Representation of the etched tip geometry showing the 
approximate location of the insulator-metal interface (broken lines) for 
the r app = 1.7,4.8, and 6.5 J,tm polymer-coated UMEs examined in 
the chronoamperometry section. 

= 1.7 ;tm electrode exhibited a chronoamperometric response 
in accord with that expected for a hemispherical electrode over 
the entire experimental time range, while significant deviations 
from hemispherical behavior were observed for the r.pp = 4.8 
!Lm and r.pp = 6.5 ;tm UMEs. 

Our two-step fabrication procedure is conceptually simple 
and is similar to procedures used previously to prepare 
glass-insulated Pt-Ir electrodes for in vivo potentiometry in 
neurophysiology applications (47, 48). However, both the 
etching and coating steps of the procedure have undergone 
significant refmement, in order that geometrically well-defined 
and microscopically smooth metal surfaces remain exposed 
after insulator coating. Previous workers have found it nec
essary to subject the coated and etched metal wire to an 
intentional "exposure step", in which the insulating material 
is apparently removed from the coated assembly to expose 
bare metal (47, 48). We have found that this step is unnec
essary, because exposed metal areas with the desired geom
etries, and intimate insulator-metal seals, are present in coated 
wires prepared by our etching/coating process. 

UMEs with radii both larger and smaller than those de
scribed above could be obtained by manipulating the coating 
conditions as described in the Experimental Section above. 
The smallest UME radius obtained by using the fabrication 
methods described here was r.pp = 0.05 ;tm (estimated from 
the voltammetric limiting current). We have found that it 
is routinely possible to prepare UMEs with somewhat larger 
radii (r .pp = 0.2-0.5 ;tm) by using either the glass or polymer 
coating procedures. These values are comparable to the 
smallest electrode radii accessible when conventional microdisk 
construction techniques are used (1). 

This new UME design possesses a number of other sig
nificant features: (1) No mechanical pretreatment (i.e., 
polishing) of the UME is required (because the etched metal 
surface is microscopically smooth); (2) the metal-insulator 
seals of these electrodes are reproducible and abrupt; and (3) 
the procedure does not require the handling of micrometer 
size wire that is commonly used in conventional microdisk 
fabrication processes. Polymer-coated versions of these UMEs 
can be prepared with a minimum of equipment in any elec
trochemicallaboratory. 

A possible disadvantage of this design is the fact that the 
metal surface of the UMEs described here cannot be renewed 
by polishing. This problem is inherent to the protruding 
hemispherical geometry, but is partially offset by the ease with 
which new UMEs can be prepared with our procedure. 

An obvious application of our UME tips is in scanning 
tunneling microscopy (STM). This application requires sharp, 
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geometrically well-defined tips fabricated from chemically 
inert conductors. Our insulated Pt-Ir tips would seem to be 
especially well suited to in situ STM applications, where 
faradaic currents from the body of the metal wire normally 
preclude effective feedback control of the tunneling current 
(49-51). Additionally, the resolution of scanning electro
chemical microscopy is critically dependent on the tip radius. 
Our tips are the smallest reported to date and should be 
capable of producing far higher resolution than that currently 
obtained with 5-10 I'm radius wires (52-54). These tips couId 
also be used in high-speed electroanalytical methods, where 
the advantageous geometry and low total exposed surface area 
can be exploited, and in neurophysiological studies that require 
easily prepared, chemically inert, implantable microelectrodes. 
Application of this tip fabrication procedure to these problems 
is currently being explored and will be described in future 
publications. 

Registry No. IrPt, 11110-72-8; NaOH, 1310-73-2; KCN, 
151-50-8; Fe(CN)s'-, 13408-63-4; poly(a-methylstyrene), 25014-
31·7. 
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Quantitative Relationship between Electron Transfer Rate and 
Surface Microstructure of Laser-Modified Graphite Electrodes 

Ronald J. Rice and Richard L. McCreery* 
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Previous investigations demonstrate that increases In electron 
transfer rate constant, k 0, on highly ordered pyrolytic graphite 
(HOPG) basal plane correlate with the appearance of edge 
plane defects and that such defects may be created with 
laser or electrochemical pretreatment. I n the current work 
both capacitance (C 0 obi) and k 0"" for Fe( eN). 3-/4- on HOPG 
were measured as functions of power density of the activating 
laser. Over a power density range from 0 to 130 MW cm-', 
k °Ob. Increased by more than 5 orders of magnitude while 
C O

Obs Increased by a factor of 8. Both k 0 cbs and CO cbs may 
be expressed as linear combinations of the basal and edge 
plane k 0 and Co values, weighted by the fractional coverage 
of edge plane on the electrode surface (f.). Determinations 
01 f. Irom both k °Obs and Co 00. are quantitatively consistent 
and in both cases increase with power density above a 
threshold 01 45 MW cm-'. Although effects of surface 
roughness may also be involved, the results indicate that the 
electron transler activity 01 laser-modified HOPG is predom
Inantly dependent on edge plane density. 

INTRODUCTION 
The wide variation of heterogeneous electron transfer rate 

constants (hO) on carbon electrodes has attracted a variety 
of investigations into the influence of surface chemistry on 
charge transfer kinetics. The many factors which may affect 
hO on carbon have been discussed many times in the primary 
literature (1-16) and in a recent monograph (17). The overall 
motivation of these research efforts is an understanding of 
what aspects of the carbon surface determine hO for simple 
systems such as Fe(CN)s"-/4- and more complex cases like O2 
reduction and many organic redox systems. 

Our laboratory's approach to the problem has involved laser 
activation (12, 13, 16) of both glassy carbon (GC) and highly 
ordered pyrolytic graphite (HOPG) combined with Raman 
spectroscopy as a probe of carbon microstructure (18, 19). 
HOPG is a structurally well-characterized material whose basal 
plane is atomically clean when freshly cleaved. HOPG can 
serve as a simple model of more complicated materials such 
as GC, to permit insights into the structural changes which 
promote electron transfer. For the case of laser activation of 
basal plane HOPG, we showed that hO for Fe(CN)63-/4- changes 
suddenly with increasing laser power density, with a rate 
increase of approximately 5 orders of magnitude occurring 
after 50 MW /cm-2 laser treatment (18). This activation 
correlates with the formation of graphite edge plane on the 
original HOPG basal plane. The correlation of edge plane 
density and high hO was also observed for electrochemical 
activation of HOPG and for laser activation of edge plane 
HOPG and GC-20. 

The 1360-cm-1 Raman band of carbon materials is a good 
marker for edge plane, with greater 1360-cm-1 intensity in
dicating smaller graphitic microcrystallites (18, 20, 21). The 
correlation is based on spectra of carbons with different basal 
plane lattice parameter, L" determined from X-ray diffraction 

* Author to whom correspondence should be addressed. 

(20). While the 1360-cm-I /1582-cm-1 Raman intensity ratio 
is directly proportional to the reciprocal of L, in carbon 
powders, it is not obvious how this quantitative proportionality 
applies to laser-activated HOPG. There is no reason to expect 
an even or narrow distribution of L, over the activated basal 
plane surface or into the bulk HOPG. Although the 1360/1582 
ratio will increase with edge plane density (and decreasing 
microcrystalline size), the relationship should be considered 
semiquantitative, and it would be risky to attempt to calculate 
edge plane density from the Raman data with useful accuracy. 
The objective of the work reported here was a quantitative 
correlation of edge plane density with electron transfer rate 
for laser-activated HOPG. If the qualitative conclusion that 
electron transfer occurs at edge plane defects is correct, then 
the observed rate constant should quantitatively track the edge 
plane density. 

The approach we used to quantitatively evaluate edge plane 
density was originally suggested by Yeager et al. (22-24) and 
is based on capacitance measurements. Edge plane carbon 
has much higher capacitance per unit area, Co, than basal 
plane, so capacitance can serve as a measure of edge plane 
density in the absence of other effects. By correlating capa
citance changes with hO changes caused by laser activation, 
we will establish a more quantitative relationship between 
observed hO and surface edge plane density. 

EXPERIMENTAL SECTION 
All solutions were prepared daily by using distilled water which 

was then purified with a Nanopure water purification system. 
Potassium ferrocyanide was used as received from Mallinckrodt 
Inc. for the preparation of 1 mM potassium ferrocyanide in 1 M 
KCl, which was then degassed for approximately 20 min with 
purified argon. The HOPG was a gift from Arthur Moore at Union 
Carbide, Parma, OH. Basal plane HOPG was mounted as de
scribed previously (I8), with the electrode being defmed by a Viton 
O-ring with 1 mm inside diameter. Although HOPG was cleaved 
in the conventional way with adhesive tape, it was noted that 
special care was required to avoid forming defects on the freshly 
cleaved surface. As will be discussed below, a small number of 
defects can yield a large error in the observed basal plane rate 
constant. Carefully cleaved and handled basal plane HOPG 
exhibited a tillp for Fe(CN)a'-/4- in 1 M KCl of at least 700 m V 
at 0.2 V /s, and smaller tillp values indicated a defective surface. 
If localized mechanical damage occurred on the surface during 
cell assembly, it was possible to observe two voltammetric couples 
with different till~ for Fe(CN),3-/4-, indicating a damaged region 
larger than (Dt)l/ . As a routine practice, any fresh basal HOPG 
surfaces exhibiting two voltsmmetric peaks or a single couple with 
tillp < 700 m V for Fe(CN),3-/4- were rejected and cleaved again. 

Edge plane HOPG surfaces are difficult to prepare due to 
irregularities in how the edges are cut. It is likely that rough edges 
can be folded over during polishing or cleaning, leading to partial 
basal plane exposure. For measurements on edge plane HOPG, 
the sample was embedded in Torr-seal (Varian) with the edge 
exposed and then sanded with 600-grit silicon carbide sandpaper 
and polished successively with 1.0-, 0.3-, and 0.05-l'm alumina 
before rinsing with Nanopure water. 

Cyclic voltammetry experiments were performed with a Tecmar 
Labmaster analog interface board in a PC compatible computer 
which controlled an Advanced Idea Mechanics (Columbus, OH) 
Model 8709 potentiostat. A BAS Model RE-1 Ag/ AgCl reference 
electrode (3 M NaCl) was used for all electrochemical experiments. 

0003-2700/89/0361-1637$01.50/0 © 1989 American Chemical SOCiety 
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Figure 1. Cyclic vo~ammograms (0.2 V s-') of 1 mM Fe(CN),'-/4- in 
1 M KCI on HOPG basal plane: (a) freshly cleaved; (b) after three 50 
MW cm-' laser pulses in air; (c) freshly cleaved surface after three 90 
MW cm-' laser pulses in air. Reduction at ca. -0.4 V is apparently 
due to dioxygen. 

All cyclic voltammetry experiments used a scan rate of 0.2 V /s 
unless otherwise indicated. A platinum wire was used as an 
auxiliary electrode for all electrochemical experiments. A diffusion 
coefficient for Fe(CN),3- of 6.3 X 10-" cm'/s was used for analysis 
of all electrochemical data. 

Differential capacitance measurements were made by applying 
a 100-Hz, 20-m V peak to peak triangle wave centered on 0.0 vs 
Ag/ AgCI from an Exac Model 128 function generator to the 
electrochemical cell and recording the current response on a 
Tektronix Model 7854 digital oscilloscope. This method has been 
described and characterized by Gileadi et a!. (25, 26). The area 
of the electrode used for capacitance calculations was determined 
by chronoamperometry and had a typical value of 0.06 cm'. 
Semiintegral analysis of voltammograms was performed by using 
the G 1 algorithm of Oldham as described elsewhere (27), and kO 
values were determined conventionally from Mp by the method 
of Nicholson (28). Due to the need for extrapolation of Nicholson's 
working curves for Mp> 200 m V, kO values below 10-' cm S-1 

are less accurate than those in the range of 10-1 to 10-3 em S-1. 

Laser pretreatment was performed in ambient air with three 
9-ns laser pulses from the beam center of a Nd:YAG laser op
erating at 1064 nm. Due to variations in beam quality and 
pulse-to-pulse variability, cited power densities are ±20%. The 
measured power density was found to be sensitive to laser 
aligmnent and aging, and power densities reported in a preliminary 
communication (J 9) were found to be erroneously low. The cell 
was assembled immediately after electrode activation. In situ 
activation in the electrochemical cell was not employed due to 
power density variations induced by Fresnel diffraction of laser 
light from the O-ring. This effect is of interest in itself but was 
avoided here by activating in ambient air without the O-ring 
present. 

Electrochemical activation was conducted with a procedure 
similar to that of Engstrom (5, 6) with a controlled potential 
anodization at various potentials followed by a cathodic step to 
-0.1 V vs Ag/ AgCI for 30 s. Raman spectra were obtained with 
a 515-nm laser and Spex 1403 spectrometer as described previously 
("gross" spectra, ref 18). 

RESULTS AND DISCUSSION 

The qualitative effects of laser irradiation on HOPG elec
tron transfer kinetics, capacitance, and Raman spectra were 
examined initially, over a wider range of power densities than 
reported previously (18). Figure 1 shows voltammograms for 
Fe(CN),3-/'- on the initial HOPG basal plane and after 50 and 
90 MW cm-' laser irradiations. There is a large decrease in 
Mp after the 50 MW cm-' pulses and a further, but smaller, 
decrease at higher power density. Figure 2 shows the current 
waveforms resulting from a 20-m V peak-to-peak 100-Hz tri
angle wave potential to a blank electrolyte solution. Before 
laser irradiation, the waveform is a square wave, indicating 
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Figure 2. Raw current density waveforms for HOPG basal plane in 1 
M KCI, in response to a ca. 100 Hz, 20 mV p-p triangle wave applied 
potential. dc potential was 0.00 V vs Agi AgCI, electrolyte was 1 M 
KCI. The three E 'pO waveforms differed slightly in frequency and 
amplitude, but in all cases had the same value of dE Idt. Curve a is 
fresh HOPG, curve b is after three 50 MW cm-2 laser pulses, and curve 
c is a fresh surface after three 90 MW cm-2 pulses in air. 
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Figure 3_ Raman spectra of HOPG basal plane before and after laser 
treatment. Raman laser was 515 nm, ca. 75 mW at sample. Laser 
pretreatment was the same as in Figures 1 and 2, with spectra a-c 
corresponding to 0, 50, and 90 MW cm-2 pretreatment. The small 
peak at 1565 cm-1 is due to atmospheric dioxygen and is irrelevant 
to the carbon results. 

a nearly ideal capacitance of 1.9 /LF cm-'. After 50 MW cm-' 
laser treatment the current increases slightly, with a minor 
increase in slope of the square wave response. At higher laser 

. power densities (curve C), the current continues to increase, 
as does the slope_ Raman spectra following treatment at the 
power densities in Figures 1 and 2 are shown in Figure 3. As 
noted previously (18, 19), the 50 MW cm-' pretreatment 
produces a 1360-cm-1 band indicating fracturing of the HOPG 
lattice. At high power densities, the fIrst-order Raman bands 
broaden and coalesce, indicating severe disorder of the carbon 
lattice (20,21,29,30). Quantitative changes in kO upon laser 
activation are indicated in Figure 4. The initial kO before 
activation was very low on basal plane HOPG, with values 
below 1 X 10-7 em S-I_ SignifIcant variation in this initial rate 
constant was observed, probably due to adventitious defects, 
but it was always less than 6 X 10-7 em S-1. Laser irradiation 
at power densities below 45 MW cm-' had no effect on the 
observed Mp. Above 45 MW cm-', the laser treatment caused 
an abrupt increase in kO from <10-7 to >10-3 cm S-1. With 
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Figure 4. Observed electron transfer rate constant, k °Obs for Fe
(CN)S3-/4-, calculated from voltammograms similar to those in Figure 
1, as a function of laser activation power density. Each voltammogram 
was preceded by cleavage of the HOPG basal plane and three laser 
pulses in air. Inset shows same data with a logarithmic ordinate. 
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Figure 5. Observed capaCitance, Co obs' for HOPG as a function of 
laser power density. Surfaces prepared were as in Figure 4; electrolyte 
was 1 M KC!. 

increasing power density, kO continued to increase, reaching 
a plateau of about 0.02 em S-1 at high power density. The 
significant variability in kO apparent in Figure 4 probably 
results from variation in surface cleanliness occurring when 
activation is carried out in air and has been noted previously 
on glassy carbon (16). While this variation is quite large, it 
is small considering the 5+ order of magnitude range in kO 0'" 
(see inset of Figure 4). Semiintegration over the entire power 
range showed sigmoidal curves, indicating no observable ad
sorption or other unexpected effects (27). 

The capacitance of HOPG basal plane was measured as a 
function of laser power density with the results shown in 
Figure 5. Untreated basal plane has an anomalously low 
capacitance of 2-3 I'F cm-2, which has been attributed to its 
partial semiconductor character (14,23,24). This capacitance 
is independent of the triangle wave frequency over a range 
from 10 to 1000 Hz, implying a negligible Faradaic component. 
Above 45 MW cm-2, Co increases with power density up to 
a plateau of ca. 151'F cm-2• Note that Co increased by a factor 
of about S over a power density range where kO increased by 
a factor of 105• 

Edge plane HOPG exhibited a Co of 60 I'F cm-2 and kO for 
Fe(CN)s"-/4- of 0.06 em S-1 after conventional polishing and 
rinsing in Nanopure water. Laser activation at high power 
(100 MW cm-2) increased Co slightly to 70 I'F cm-2 and kO 
to 0.10 em S-I. It is likely that the laser removed polishing 
debris and mechanical effects of polishing to yield slightly 
higher values of Co and kO. While literature values for Co on 
edge plane HOPG vary significantly, the value of 70 I'F cm-2 
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is within the commonly cited range (23, 31). Despite the 
variation in reported values, it is clear that edge plane HOPG 
has a Co ca. 30 times that of basal plane. Furthermore, the 
edge plane kO is at least 10' times as large as properly prepared 
basal plane, 

The effects of electrochemical pretreatment (ECP) of basal 
plane HOPG on kO and Co were also examined, although in 
less detail. The apparent capacitance of the ECP surface was 
much higher than laser pretreated surfaces, with values of 
S0-150 I'F cm-2 being observed for ECP potentials of 2.1-2.5 
V (2 min anodization followed by 30 s at -0.10 V). kO values 
for these same surfaces ranged from 0.01 to 0.22 em S-I. The 
slopes of the nominally flat "square waves" shown in Figure 
2 were much larger for ECP surfaces, consistent with a large 
Faradaic component of the observed capacitance. ECP has 
no effect on kO or Co at pretreatment potentials of 1.S V or 
below. 

It is clear from the results reported here and in the literature 
that the basal and edge planes of HOPG differ greatly in their 
electrochemical properties, It is well-known that HOPG is 
an anisotropic material, with the "a" (in plane) and "c" 
(perpendicular to plane) axes differing greatly in electrical and 
thermal conductivity, thermal expansion coefficient, optical 
properties, and tensile strength (32,33). Thus it is not sur
prising that the kO and Co values reflect this anisotropy. 

The qualitative changes in the HOPG surface upon laser 
treatment are not unexpected, based on previous work. The 
large decrease in t.Ep for Fe(CN)63-/4- accompanies the ap
pearance of the 1360-cm-1 Raman band and is attributable 
to creation of graphitic edge plane, The severe broadening 
of Raman bands at high power density is consistent with 
severe disorder of the graphitic lattice. The spectrum of Figure 
3C is similar to that of amorphous carbon and certain carbon 
blacks, which have small L. and L, lattice parameters and 
relatively large interplanar spacing (20, 21, 29, 30), On the 
basis of the voltammetry of Figure 1, such surfaces have good 
electron transfer activity but have been severely altered 
structurally from HOPG. The increased slopes of the capa
citance waveforms upon activation may be due to surface 
Faradaic reactions or nonideal capacitance. The increase upon 
50 MW cm-2 treatment is slight and is much smaller than that 
for glassy carbon, electrochemically pretreated HOPG, or 
severely disordered surfaces. Such behavior has been at
tributed to surface redox reactions (4, 34), capacitance with 
a variety of RC time constants (25, 26), or incorporation of 
nonelectroactive cations into surface films (35). For the initial 
and 50 MW cm-2 surfaces, the slope is a minor contribution 
to the observed capacitance but does serve as an indication 
of nonideal capacitive behavior. 

On a more quantitative basis, the large difference in kO for 
basal vs edge plane is consistent with previous reports from 
our lab and others but is much larger than that reported in 
the 1970s. Morcos and Yeager (15) report a basal to edge plane 
ratio of kO for Fe(CN)63-/4- of about 3, whereas our lab (18, 
19) and others (3) observe a ratio of more than 105• This 
discrepancy is attributable to the extreme care required to 
avoid defects on the freshly cleaved basal plane surface. Even 
a small density of surface defects yields a large rate increase 
on basal plane, resulting in an erroneously small ratio of edge 
to basal plane kO values. In addition, it is difficult to prepare 
clean edge plane surfaces, resulting in low k" values and an 
apparent decrease in the edge/basal kO ratio. It is possible 
that the basal plane kO reported here «10-7 em S-I) is actually 
smaller, and the low observed activity is due entirely to defects. 

The capacitance we observe for untreated basal plane (~2.0 
I'F cm-2) is also smaller than reported values (ca. 31'F cm-2) 

(24). Since the ratio of edge to basal plane Co is much smaller 
than the hO ratio, the observed capacitance will be less sen-
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sitive to adventitious defects. As will be shown below, an edge 
plane defect density of 1.6% would increase the observed basal 
Co from 2 to 3 I'F cm-', so it is possible the discrepancy is 
caused by variations in the density of unavoidable edge plane 
defects. Alternatively, the difference may result from the use 
of a different electrolyte. In either case, the discrepancy is 
not important to the conclusions drawn here. 

The effects of laser pretreatment on basal plane Co orn. and 
kO orn. can be divided into three regions, depending on power 
density. Below 45 MW cm-', no effect on kO is observed, and 
Co varies slightly. Between 45 and 90 MW cm-' both kO and 
Co increase, by factors of ca. 105 and 8, respectively. The 
Raman spectrum of HOPG following laser activation in this 
power range exhibits a 1360-cm-1 band indicating the for
mation of edge plane. Thus kO and Co increases correlate with 
the spectroscopic marker for edge plane. At power densities 
from 90 to 130 MW cm-', kO and Co have reached plateaus, 
showing no apparent trend with increasing power density. The 
Raman spectrum in this high power density region corresponds 
to very disordered carbon lacking a well-defined 1360/1582 
intensity ratio. 

It was concluded from the spectroscopic results that the 
mechanism of HOPG basal plane activation by laser irradi
ation involved the formation of edge plane on the basal plane 
surface (18). While the mechanism of edge plane formation 
is currently unclear, increased edge plane always produces 
increased kO. As a first approximation, it is useful to hy
pothesize that kO is solely a function of edge plane density 
on HOPG, and that the observed rate constant, kO orn., is a 
weighted sum of the basal and edge plane kO values, as in
dicated by 

(1) 

where kO e = kO for pure edge plane, kOb = kO for pure basal 
plane, and fe is the fraction of electrode area which is edge 
plane. Equation 1 does not address the issue of why edge 
plane has a higher rate constant but merely states that the 
observed rate constant depends on fe. Equation 1 should hold 
for the case where (DO'i' is large relative to both the edge 
plane defects and the distance between them. It is similar 
to the expressions derived by Amatore, Saveant, and Tessier 
(36) for partially blocked electrodes with surface coverage not 
too close to 1. Making the same hypothesis about observed 
capacitance yields 

Co obs = Co Je + COb(1 - fe) (2) 

where Co e is the capacitance per unit area of pure edge plane 
and COb is the capacitance per unit area of pure basal plane. 
Co e may include a component due to surface Faradaic pro
cesses or nonideal capacitance, but the contribution of this 
component is assumed to be equal for any edge plane, re
gardless of its origin. Provided Co e' Co b, kO e' and kO bare 
known, eq 1 and 2 may be used to calculate fe for a given 
surface from kO obs and Co obs' This approach provides two 
independent measurements of fe based on both electron 
transfer kinetics and capacitance. 

kOb is less than 10-7 em S-l, probably in the region of 10-9 
em S-l. Since kO e is much larger than kOb, the contribution 
of kOb to kO obs in eq 1 is negligible on laser-treated surfaces 
and the accuracy of kOb is unimportant for determining fe from 
eq 1. The average of several kO values for laser-activated edge 
plane HOPG yielded a value of 0.10 em S-l for kO e' This result 
is lower than laser-treated GC by a factor of 2 but is higher 
than for activated basal plane. Using 10-7 em S-l for kOb and 
0.10 for kO eJe was calculated from eq 1 and the data of Figure 
4, as a function of power density. The plot of fe vs power 
density determined from kO obs is shown in Figure 6. Since 
kO b contributes negligibly to kO orn., fe is proportional to kO cbs' 
Thus the observed kO is determined solely by the edge plane 
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Figure 6. Plots of f e vs power density calculated from k 0 obs' Co obs, 

and eq 1 and 2: closed circles, f. calculated from data of Figure 4 
and eq 1, with kO e = 0.10 em 8-1 and kO b = 1 X 10_-7; open circles. 
f e calculated from data of Figure 5 with COb = 1.9 .uF cm-2 and CO e 
= 70 I'F cm-'. 

contribution for kO obs greater than about 10"'; em S-l. 

Equation 2 may be used to calculate fe from Co obs as a 
function of power density, using values of 1.9 I'F cm-' for COb 
and 70 I'F cm-' for Co e' The results are plotted in Figure 6 
on the same scale as fe values determined from kO orn.. fe values 
determined from either kO or Co show simiar trends with 
power density and agree within experimental variation. There 
are plateaus below 45 MW cm-' and above 90 MW cm-', and 
there is an increase with power density in between. 

The agreement among fe values determined from inde
pendent measurements of capacitance and kO is significant 
in light of the wide range of kO OOs values covered and the 
relatively small variation in Co obs' For example, generation 
of 1 % edge plane on initially perfect basal plane would in
crease kO obs by a factor of at least 10<, while Co obs would 
increase by only 37%. The quantitative correlation of Co orn. 
and kO orn. implied by the similar fe values supports the validity 
of eq 1 and 2. In mechanistic terms, the results of Figure 6 
imply that both capacitance and charge transfer rate are 
controlled by the fractional density of edge plane on the 
electrode surface. Thus the laser treatment of HOPG basal 
plane serves to increase edge plane density, as shown quali
tatively in previous work, and the current results demonstrate 
a quantitative relationship. 

A proportionality between kO orn. and fe, as in eq 1, permits 
the conclusion that electron transfer is localized on edge plane 
for HOPG, with the possible exception ofvery low kOorn. «10-7 

em S-l). While the association of electron transfer sites with 
edge plane is itself significant, it does not reveal the chemical 
nature of the site. There are likely to be oxygen-containing 
functional groups on edge plane, but several strong arguments 
are available against their involvement in electron transfer 
to Fe(CN)l-/4- or ascorbic acid, and similar common test 
systems (16,37). Surface oxides may be involved in more 
complicated redox processes such as 0, reduction, hydrazine 
oxidation, and binding of large or small biological molecules, 
but large kO values for small, presumably outer sphere electron 
transfers appear possible without oxygen functional groups. 

The observation of a single voltammetric couple over a wide 
range of kO values is significant with regard to the nature of 
the surface. The voltammograms used to calculate kO values 
for Figure 4 had the classical shape expected for a planar 
electrode, implying that any surface heterogeneity occurs on 
a dimension that is small relative to (Dt),/' (36). Thus the 
distance between exposed edge plane regions on the laser
treated surfaces must be less than a few micrometers, and the 
diffusion fields to these regions must overlap heavily on the 
voltammetric time scale. Provided (Dt)'/' is large compared 



to the distance between edge plane sites, the voltammogram 
will be governed by the Nicholson-Shain treatment and eq 
1 will apply. Raman results presented elsewhere (18) indicate 
an approximate average microcrystallite size on laser· treated 
HOPG of several hundred angstroms (20), indicating a sP"9ing 
between edge plane sites of much less than 1 /Lm. Thus the 
activated surface is behaving like an array of small active sites 
closely packed in an inert plane, with an observed kO governed 
by eq 1. While the inert plane is very unreactive toward 
electron transfer, it does have capacitance, leading to the 
minimum observed CO for basal plane of ~2 /LF em'. 

It can be argued that rate and capacitance increases upon 
laser activation may be due to increases in microscopic surface 
area, since HOPG basal plane is initially very flat. Surface 
roughness is insufficient to explain the current results because 
both kO 

Db; and CO Db; should be proportional to roughness factor 
if roughness were the only variable involved. If roughness were 
responsible for the 10' increase in k O 

Db; with laser activation, 
there would be a 10' increase in capacitance, contrary to the 
observed results. Because some roughening is likely to ac
company edge plane formation, there may be a contribution 
of microscopic area increases to kO obs enhancement. The 
extent of this contribution is difficult to assess without in
dependent measurement of microscopic surface area. 

Application of these results to more commonly used carbon 
materials such as glassy carbon is complicated by uncertainties 
in the measurement of k O and Co. HOPG basal plane is clean 
and has a well-defined capacitance with very low contribution 
from surface Faradaic reactions. However, glassy carbon (GC) 
exhibits a large variation of Co and kO with pretreatment (1), 
in part because of surface cleanliness and the presence of 
surface oxides. As noted earlier, such oxides can undergo 
Faradaic reactions which contribute to observed "capacitance", 
leading to an erroneously high capacitance. The best GC 
surface for comparison to the present results is vacuum heat 
treated (VHT) GC-20, which has a capacitance of 10 /LF em' 
and appears to be free of surface redox groups (4). Equation 
2 results in an fe of 15% for a capacitance of 10 /LF em' and 
predicted kO of about 0.04 em S-1 for Fe(CN)63-/'-. The ob
served rate constant on VHT GC-20 is about 0.15 em S-1 (4). 
It may be an oversimplification to apply the HOPG results 
to the microstructurally distinct GC-20 surface, but it appears 
that edge plane density affects CO Db; and kO 

Db; in similar ways 
on both HOPG an GC-20 surfaces. 

Several recent reports from our laboratory (12, 16, 37) and 
from others (3, 4, 38) have noted an inverse correlation of 
capacitance and kO for GC-20 and pyrolytic graphite, in ap
parent contradiction to current results. For example, polished 
GC-20 may have a capacitance in the 60-100 /LF em' range, 
but this value decreases to 10)LF cm' upon VHT (4). However, 
the kO may increase significantly upon VHT, in contradiction 
to eq 1 and 2. This apparent discrepancy is very likely at
tributable to the involvement of surface oxides on polished 
GC surfaces. Such oxides may make a large (even dominant) 
contribution to Co obs, but have minor or negative effects on 
k O for simple systems (16). Thus removal of oxides by VHT 
or laser treatment may greatly reduce CO Db; while having minor 
or positive effects on kO Db,' Similar arguments can be made 
about surface impurities, since they may have a larger effect 
on kO 

Db; than CO Db;. Equations 1 and 2 will be valid when edge 
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plane density is the major variable determining CO Db; and kO 
Db;, 

and the main point of this paper is the effect of laser treatment 
and carbon microstructure on fe. If other variables such as 
surface cleanliness or oxides are important, such as on most 
glassy carbon surfaces, eq 1 and 2 would not be expected to 
apply. In partiCUlar, it is possible to increase k O obs while 
reducing Co obs on GC-20 by removing impurities and surface 
oxides. In the case of HOPG, the initial surface is oxide free, 
and the base-line Co obs is free of Faradaic contributions. 
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Two simple, on-line radioactivity detectors for capillary elec
trophoresis are described. The first capillary electrophore
sis/radioisotope detector system utilizes a commercially 
available semiconductor device, which Is positioned external 
to the separation channel and which responds directly to 
Impinging 'Y or high-energy fJ radiation. The second capillary 
electrophoresis/radioisotope detector utilizes a commercially 
available plastic scintillator material that completely surrounds 
(360°) the separation channel, thereby Improving the effi
ciency 01 detection. The system performance is evaluated 
lor both detection schemes by using synthetic mixtures 01 
32P-labeled sample molecules. The efficiency 01 the semi
conductor detector (planar geometry) is determined to be 
approximately 26 %, whereas that 01 the plastiC scintillator is 
lound to be approximately 65 %. The detection limits are 
determined to be in the low-nanocurie range lor separations 
performed under standard conditions (an injected sample 
quaniHy 011 nel corresponds to 110 X 10-18 mol 01 32p). The 
lower limit 01 detection is extended to the subnanocurle level 
by use 01 flow (voltage) programming to increase the resi
dence time 01 labeled sample components in the detection 
volume. 

The highly efficient separations afforded by capillary 
electrophoresis (CE) are a direct result of employing extremely 
narrow separation channels. Effective dissipation of heat 
generated by the passage of electrical current through the 
separation medium occurs only when the capillary inner 
surface area to internal volume ratio is sufficiently large 
(typically 10' to 105 m-I). For this reason capillary tubes with 
internal diameters ranging from 200 !Lm to as small as 10 !Lm 
(1) have been selected for CE separations. 

Early in the development of capillary electrophoresis, it was 
noted that the successful detection of separated sample com
ponents present within the narrow confines of these capillary 
tubes posed a major challenge (2). In response to this chal
lenge, much research has been directed toward the develop
ment of sensitive and selective detectors for capillary elec
trophoresis. The reported CE detector technology has been 
largely borrowed from the field of high-performance liquid 
chromatography (HPLC), especially from microcolumn HPLC. 
Successful extension of the various HPLC detection schemes 
to capillary electrophoresis has generally involved miniatur
izing existing technology while at the same time striving for 
improved sensitivity. 

One detection scheme that is used widely in HPLC but has 
received little attention in capillary electrophoresis applica
tions is radioisotope detection (3-6). The availability of an 
on-line radioisotope detector for CE would be especially ap
pealing for several reasons. First, state-of-the-art radiation 
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detection technology can offer extremely high sensitivity. 
Second, radioisotope detection affords unrivaled selectivity 
because only those sample components that have been ra
diolabeled yield a response at the detector. Third, the ra
diolabeled molecule possesses the same chemical properties 
as the unlabeled molecule, thereby permitting tracer studies 
to be conducted. Fourth, radioisotope detection can be di
rectly calibrated to provide a measurement of absolute con
centration of the labeled species. Finally, a capillary elec
trophoresis system in which radioactivity detection is coupled 
with more conventional detectors would add extra versatility 
to this new separation technique. 

Radioisotope detection of 32p, I'C, and WTc has previously 
been reported by Kaniansky et al. for isotachophoresis (7,20). 
In their work, isotachophoretic separations were performed 
by using 300 !Lm internal diameter fluorinated ethylene
propylene copolymer capillary tubing and either a Geiger
Mueller tube or a plastic scintillator/photomultiplier tube 
combination to detect emitted (3 particles. One of their re
ported detection schemes involved passing the radiolabeled 
sample components directly through a plastic scintillator. 
Detector efficiency for 14C-labeled molecules was reported to 
be 13-15%, and a minimum detection limit of 0.44 nCi was 
reported for a 212 nL cell volume. 

Altria et al. reported the CE separation and detection of 
radiopharmaceuticais containing 99mTc, a 'Y emitter with a 6-h 
half-life (8; see also ref 9). Their design involved passing a 
capillary tube (",2 em long) through a solid block of scintillator 
material and detecting the light emitted as technetium-labeled 
sample zones traversed the detection volume. Unfortunately, 
detection limits and detector efficiency have not been reported. 

We report here the design and characterization of two 
simple on-line radioisotope detectors for capillary electro
phoresis. The first detector utilizes a commercially available 
semiconductor device that responds directly to emitted (3 
particles that pass through the walls of the fused silica sep
aration channel. A similar semiconductor detector for 'Y-em
itting radiopharmaceuticals separated by high-performance 
liquid chromatography has previously been reported by 
Needham and Delaney (10). Alternatively, a second detector 
utilizes a commercially available plastic scintillator material 
that completely surrounds (360°) the detection region of the 
separation channel. Light emitted by the plastic scintillator 
is collected and focused onto the photocathode of a single, 
cooled photomultiplier tube. The detectors described in the 
present work are applicable to both high-energy (3 emitters 
and 'Y emitters. We report here on their application to the 
detection of 32P-labeled molecules separated by capillary 
electrophoresis. 

EXPERIMENTAL SECTION 

On-Line Radioactivity Detectors. The first on-line radio
activity detector (see Figure 1) consisted of a Model S103.1/P4 
spectroscopic grade cadmium telluride semiconductor detector 
and a Model CTC-4B radiation counting system (Radiation 
Monitoring Devices, Inc., Watertown, MA). The cadmium tel-
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Figure 1. Experimental setup of the capillary electrophoresis/semi
conductor radioisotope detector system. The inset shows the posi
tioning of the CdTe probe wnh respect to the capillary tubing. The 
2-mm Pb aperture is not shown in this illustration. 

luride detector probe consisted of a 2-mm cube of CdTe, which 
was set in a thermoplastic and positioned behind a thin film of 
aluminized Mylar at a distance of approximately 1.5 mm from 
the face of an aluminum housing (see Figure 1). A 2 mm wide 
Pb aperture (0.008 in. thick) was used to shield the CdTe detector 
element from radiation originating from regions of the capillary 
adjacent to the detection volume. The aluminum housing in
corporated a BNC-type connector that facilitated both physical 
and electrical connection to a miniature charge-sensitive pream
plifier. The CdTe probe and preamplifier assembly were mounted 
on an x-y translation stage, and the face of the aluminum housing 
was brought into direct contract with the polyimide-clad fused 
capillary /Pb aperture assembly. The CdTe detector was operated 
at the manufacturer's suggested bias voltage of 60 V, and the 
detector signal (the creation of electron-hole pairs produced as 
(3 particles were decelerated within the semiconductor material) 
was amplified by the charge-sensitive preamplifier and sent 
through a 6-ft. cable to the counting a display electronics of the 
CTC-4B counting unit. Although the CTC-4B is capable of 
room-temperature energy discrimination, all experiments reported 
here were performed with a relatively large energy window. The 
upper energy discriminator setting was 1 MeV (the maximum 
setting for the CTC-4B), and the low energy setting was 0.01 MeV. 

The CdTe radioactivity detector was computer-interfaced to 
a laboratory personal computer by using the open collector output 
of the CTC-4B counting unit. The open collector output was tied 
high by way of a 1-Kfl pull-up resistor so that the unit provided 
a negative going transistor-transistor logic (TTL) pulse for each 
count measured. This TTL signal was sent to a photon counter 
(Model 1109, EG&G Princeton Applied Research), and counting 
intervals (typically 1 s) for run-time data acquisition were pre
selected by way of front panel thumbwheel switches on the photon 
counter. The binary coded decimal (BCD) output of the photon 
counter was read at the end of a preset counting interval (strobe 
sent by the 1109 counter) by a laboratory computer (IBM PC-XT) 
using a 32-bit digital I/O board (Model DT2817, Data Translation, 
Inc., Marlboro, MA). Data acquisition and storage were accom
plished with software that was written in-house (BASIC). Mi
gration times and peak widths reported here were determined 
manually from scale-expanded portions of the recorded elec
tropherograms. 

The second on-line radioactivity detector consisted of a plastic 
scintillator material (BC-400, Bieron Corp., Newbury, OH), which 
was machined from 1 in. diameter rod stock into a 5/8 in. diameter 
(front face) solid parabola (see Figure 2). A special rotating holder 
was constructed for the plastic scintillator, and the curved outer 
surfaces were coated by vaCCum deposition with a thin film of 
aluminum in order to reflect the emitted light toward the front 
face of the scintillator. A 2-mm detection length was defined 

ANALYTICAL CHEMISTRY, VOL. 61, NO. 15, AUGUST 1, 1989 • 1643 

Figure 2. Exploded diagram of the plastic scintillator radioisotope 
detector. The fused silica capillary is exposed to a 2-mm section of 
the plastic scintillator that is located in between the press-fit aluminum 
mounting rods. 

within the parabola by 0.250 in. outer diameter aluminum 
mounting rods, which were press-fit (coaxial to the separation 
capillary) in the sides of the scintillator as illustrated in Figure 
2. 

The light emitted by the scintillator as radiolabeled sample 
passed through the detection region was collected and focused 
onto the photocathode of the cooled photomultiplier tube (Cen
tronic No. 4283) by a condenser lens combination (Physitec, No. 
06-3010, focal length 16 mm). Photon counting was accomplished 
with a Model 1121A discriminator control unit and a Model 1109 
photon counter (EG&G Princeton Applied Research, Princeton, 
NJ). The background count rate observed under typical operating 
conditions for this system was approximately 12 counts/so This 
detector system was observed to yield a large response (at the 
onset and completion of each separation), which was associated 
with the application or termination of high voltage. Although 
the cause of this response is not yet fully understood, the signal 
was observed to damp out within the first 1-2 min of a run and 
therefore posed no interference to the separations reported here. 

Apparatus, The experimental setup of the capillary elec
trophoresis system was similar to that described previously (J 1, 
12) and is illustrated in Figure 1. For the semiconductor detector, 
a 2-mm section of a 100.um internal diameter, 100 cm long, fused 
silica capillary tube (TSP 100/365 Polymicro Technologies, Inc.) 
was exposed to the CdTe semiconductor by placing the Pb foil 
aperture directly in between the face of the detector housing and 
the fused silica capillary at a distance of 75 em from the inlet end 
of the capillary tube. For the plastic scintillator detector, a 2-mm 
section of a 100 I'm internal diameter, 140 em long, fused silica 
capillary was exposed to the scintillator by passing the capillary 
through a 400-I'm hole that was drilled through the aluminum 
mounting rods and the central2-mm portion of the parabola at 
a distance of 75 em from the capillary inlet. This resulted in a 
detection volume of approximately 15 nL for both detectors. 

Each end ofthe capillary tubing was dipped into a 4-mL glass 
vial containing approximately 3 mL of electrolyte-buffer solution. 
Connection to high voltage was provided by a strip of Pt foil 
submersed in each of the buffer reservoirs. The injection end of 
the capillary was connected to ground while the detection end 
was held at a high negative potential, typically -20 kV. Plexiglass 
shielding (0.25 in. thick) was placed around the ground buffer 
reservoir because the top of this vial was quickly contaminated 
by sample solution carried on the outside of the capillary tube 
during the sample injection procedure. This contamination, if 
unshielded, leads to unnecessary operator exposure to radiation. 

The current through the system was monitored as a potential 
drop across a 1-Kfl resistor in the ground side of the circuit. The 
capillary system and detector were enclosed in a Plexiglass box 
to prevent operator exposure to high voltage. Electroosmotic flow 
rates reported here were measured in a manner similar to that 
described by Huang et al. (13). The capillary tube was filled with 
running buffer diluted by 10%, the buffer reservoirs were filled 
with running buffer, and the current was monitored as one tubing 
volume was displaced by supporting buffer under the influence 
of the applied potential. Sample introduction was accomplished 
in all experiments reported here by using hydrostatic pressure. 

The high-voltage power supply (Model MG30N100, Glassmann 
High Voltage, Whitehouse Station, NJ) was continuously pro
grammable from 0 to -30 kV by meaos of an external 0-10-V direct 
current (dc) signal voltage. The flow programming experiments 
reported here were accomplished by manually reducing the 
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program voltage to the high-voltage supply. 
Reagents. Aqueous ethanol solutions of the triethylammonium 

salts of adenosine 5'-[a-32P]triphosphate (ATP), thymidine 5'
[a-32P]triphosphate (TTP), and cytidine 5'-[a-32P]triphosphate 
(CTP) were purchased from Amersham (Arlington Heights, IL). 
Radioactive sample concentrations reported for detector efficiency 
determination were adjusted from the manufacturer's specifica
tions after subjecting several diluted aliquots of the stock solution 
to liquid scintillation counting. The concentration was further 
corrected for radiochemical purity according to the manufacturer's 
specifications because liquid scintillation counting measures the 
total sample activity and does not account for the presence of 
radiolabeled impurities. Stock solutions were stored at -15°C 
in order to minimize sample loss due to hydrolysis. Injected 
sample solutions were prepared in 0.25-mL plastic vials by diluting 
stock solutions with buffer and were also stored at -15°C. 

Water used to prepare solutions was freshly deionized and 
distilled with a water purifier (Model LD-2A coupled with a 
Mega-Pure Automatic Distiller, Corning Glassworks). The sup
porting electrolyte for all experiments reported here was a borate 
buffer (pH 8.1, 0.20 M) prepared from reagent-grade sodium 
borate decahydrate and boric acid (J. T. Baker). 

RESULTS AND DISCUSSION 
Successful detection of 32P-labeled molecules separated by 

capillary electrophoresis using the above detection schemes 
in which a sensor is positioned external to the separation 
channel is made possible by several factors. These include 
(1) the large energy associated with (3 decay of 32p (1.7 MeV), 
(2) the high sensitivity and small size of commercially available 
semiconductor detectors, (3) the availability of efficient solid 
scintillator materials and sensitive photomultiplier tubes, (4) 
the short lengths of fused silica (capillary wall thickness) and 
aqueous electrolyte through which the radiation must pass 
before striking the detector, and (5) the relatively short 
half-life of 32p (14.3 days). 

The process of (3 decay for 32p may be written as (14) 

(1) 

where ~ represents the negatively charged (3 particle and Ii 
is the antineutrino_ 32p is an example of a "pure (3 emitter" 
that populates only the ground state of the product nucleus. 
Each (3 decay transition is characterized by a fixed decay 
energy that is shared between the (3 particle and the anti
neutrino. As a result, the (3 particle is emitted with an energy 
that varies from decay to decay and ranges from zero to the 
"(3 end-point energy", which is numerically equal to the 
transition decay energy. A (3 energy spectrum for 32p shows 
a maximum particle energy of 1. 7 MeV and an average particle 
energy of approximately 0.57 MeV. The penetrating ability 
of (3 particles through various media may be obtained from 
literature range-energy plots in which the product of particle 
range and medium density ("mass thickness") is plotted 
against particle energy. Such plots are especially useful be
cause they may be used to predict the penetration length at 
a given particle energy in media other than that used to obtain 
the original plot (14). From such plots, one would predict that 
the average (3 particle energy (",0.57 Me V) produced by decay 
of 32p would correspond to a range of approximately 2000 !lm 

in water and approximately 950 !lm in fused silica. Thus, 32p 
decay would be detectable by a sensitive device positioned 
external to the fused silica capillary tubing (of the dimensions 
normally selected for capillary electrophoresis separations)_ 

Because the CdTe detector was not visible through the 
aluminized Mylar film, it was necessary to check for proper 
alignment of the capillary tube with respect to the CdTe cube. 
This was accomplished by filling the detection volume with 
radioactive material and monitoring the signal level as the 
detector was translated with respect to the capillary. The 
observed signal was not very sensitive to positioning when the 
capillary was offset over a range of ±1.5 mm for the center 

Table I. Injection Data for CdTe Radioisotope Detector CE 
System 

injection no. DPM 

1 101885 
2 110449 
3 101884 
4 111375 
5 103512 
6 113018 
7 109432 
8 104581 
9 106740 

10 107357 
av 107023 
std dey 3996 
% RSD 3.7 
injection vol 84 nL 

Table II. Injection Data for Plastic Scintillator 
Radioisotope Detector CE System 

injection no. DPM 

1 89732 
2 95220 
3 90353 
4 94939 
5 90564 
6 90039 
7 94648 
8 96628 
9 95212 

10 93150 
av 93049 
std dey 2621 
% RSD 2.8 
injection vol 72 nL 

of the aluminum housing but dropped off rapidly at greater 
distances. All experiments reported here were performed with 
the capillary positioned at the center of the aluminum housing, 
as indicated in Figure 1. 

Detector Efficiency. In order to calculate the efficiency 
of the on-line radioactivity detectors for "P, it was necessary 
to determine the volume of sample that was injected onto the 
capillary tube by the gravity flow technique. The volume of 
sample introduced by hydrostatic pressure was determined 
as follows: A plug of 32P-labeled ATP was introduced onto 
the capillary by raising the sample vial 6.5 em above the 
high-voltage reservoir for 30 s. The end of the capillary was 
then returned to the anode reservoir, and electrophoresis was 
performed for 5 min at high voltage. This 5-min high-voltage 
period served to transfer the sample plug toward the detector 
and away from the injection end of the capillary as if an actual 
separation were being performed. At the end of the 5-min 
period the voltage was switched off and the electrolyte within 
the capillary tube was driven, via syringe, into a liquid scin
tillation vial located beneath the capillary outlet. This rinsing 
process was continued until approximately eight capillary 
volumes of electrolyte were collected_ The collected sample 
plugs were mixed with scintillation cocktail and subjected to 
liquid scintillation counting. The injection volumes were 
determined by relating the activity of the sample plugs to that 
of the injected sample solution. The injection volumes and 
repeatability of the manually performed hydrostatic injections 
for the two detector efficiency determinations are shown in 
Tables I and II. 

The results from replicate capillary electrophoresis runs in 
which a standard solution of adenosine 5'-[a-32P]triphosphate 
was injected into the capillary are shown in Tables III and 
IV. The tables list the migration time, peak width, peak area, 
and detector efficiency. Representative electropherograms 



Table III. CdTe Radioisotope Detector Efficiency Data 

peak 
elution area, residence 

run no. time, min counts time, min efficiency 

1 18.33 1519 0.049 27.6% 
2 17.96 1372 0.048 25.4% 
3 18.30 1461 0.049 26.5% 
4 18.07 15ll 0.048 28.0% 
5 17.98 1407 0.048 26.1% 
6 17.48 1601 0.047 30.3% 
7 17.76 ll97 0.047 22.7% 
8 17.32 ll95 0.046 23.1% 
9 17.91 1392 0.048 25.8% 

10 17.37 1266 0.046 24.5% 
II 17.77 1359 0.047 25.7% 

av 17.84 1389 26.0% 
std dey 0.34 132 2.2% 
% RSD 1.9 9.5 8.4% 

Table IV. Plastic Scintillator Radioisotope Detector 
Efficiency Data 

peak 
elution area, residence 

run no. time, min counts time, min efficiency 

1 20.65 3375 0.055 72.7% 
2 20.62 3088 0.055 66.5% 
3 20.55 3119 0.055 67.2% 
4 20.54 3091 0.055 66.5% 
5 20.69 2953 0.055 63.6% 
6 20.84 2881 0.056 60.9% 
7 21.22 2883 0.057 59.9% 
8 21.00 2952 0.056 62.4% 
9 20.84 3213 0.056 67.9% 

10 20.88 3122 0.056 66.0% 
av 20.78 3068 65.4% 
std dev 0.22 156 3.8% 
% RSD 1.06 5.07 5.8% 

corresponding to the two detector efficiency determinations 
and the conditions under which the separations were per
formed are shown in Figures 3 and 4. The efficiencies re
ported in the tables were calculated by using the following 
equation: 

NOC = {DPMpeaki {residence timej {efficiencyi 
= {DPMp .. .l {detector length/zone velocityj 

{efficiencyj 
(2) 

where NOC represents the number of observed counts inte
grated over a peak, DPMpoak represents the number of ra
dioactive transformations occurring each minute in the in
jected sample plug, the residence time is the amount of time 
(in minutes) a radioactive molecule within a given sample zone 
spends in the detection volume, and the efficiency is the 
fractional number of events sensed by the detector. The 
efficiencies for the on-line detectors described here are a 
function of detector collection geometry, i.e., positioning of 
the CdTe probe or plastic scintillator with respect to the 
capillary, as well as particle flux attenuation by the capillary 
wall (a fraction of the emitted f! particles are of sufficiently 
low energy to be stopped by the capillary wall material). Note 
that the residence time within the detector must be deter
mined for each component in a mixture because separated 
sample zones travel with different velocities according to their 
individual electrophoretic mobilities. This is in sharp contrast 
with radio HPLC detection in which the residence time for 
each sample component is the same and is given by the ratio 
of the detector cell volume to the mobile phase flow rate. The 
residence time for a particular sample component separated 
by capillary electrophoresis is easily obtained from its mi-
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Figure 3. Capillary electropherogram of adenosine 5'-[a-32p]tri
phosphate obtained by injecting approximately 51 nCi (7 X 10-8 M 
solution) onto the capillary and applying a constant potential of -20 
kV. The separation was continuously monitored with the CdTe 
semiconductor radioisotope detector. Data was subjected to a 5-point 
sliding smooth. Electrolyte was 0.2 M borate buffer, pH ;;;;:;; 8.1. 
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Figure 4. Capillary electropherogram of adenosine 5'-Ia-32p]tri
phosphate obtained by injecting approximately 38 nCi (6 X 10-8 M 
solution) onto the capillary and applying a constant potential of -25 
kV. The separation was monitored with the plastiC scintillator ra
dioisotope detector. Data was subjected to a 5-point sliding smooth. 
The electrolyte was the same as in Figure 3. 

gration time and from the length of capillary to which the 
detector is exposed. 

Results obtained for the replicate runs shown in Tables III 
and IV indicate that the efficiency of 32p detection for the 
on-line CdTe radioactivity detector is approximately 26%, 
while the efficiency of the plastic scintillator radioactivity 
detector is approximately 65 %, reflecting the improved ge
ometry of the latter device. The background noise level of 
the CdTe detector system is a function of the low energy 
discriminator setting. The value of 0.01 Me V selected for all 
experiments reported here gave a background count rate of 
approximately 10 counts/min while leaving a wide energy 
window open for detection. Comparison of signal-to-noise 
ratios in the two electropherograms indicates that the two 
detectors exhibit quite similar sensitivities despite the fact 
that the efficiency of the plastic scintillator detector is a factor 
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Table V. Capillary Electrophoresis Separations Performed 
under Standard (Runs 1-6) and Flow Programmed (Runs 
7-12) Conditions" 

run peak 
no. width, min 

1 0.38 
2 0.34 
3 0.43 
4 0.38 
5 0.48 
6 0.35 

av 0.39 

7 0.87 
8 0.79 
9 0.71 
10 0.81 
11 1.12 
12 0.80 

av 0.85 

peak 
area, counts 

985 
1098 
1236 
1016 
1078 
968 

1064 

2404 
2705 
2081 
2448 
2695 
2673 

2501 

voltage program 

20 kV constant 

20 kV initial, 
10 kV during 
detection period 

a Peak area ratio, 2.4; current ratio, 2.4; voltage ratio, 2.0. 

of 2.5 times greater than that of the semiconductor detector. 
This is caused by the extremely low background noise level 
of the CdTe device compared to that of the cooled photo
multiplier tube used in this work. 

Flow Programming. Equation 2 suggests that the number 
of counts measured (the detector sensitivity) over a sample 
peak may be increased by lengthening the residence time of 
the sample in the detection volume. This is equivalent to 
increasing the counting time on a liquid scintillation counter 
and this concept has been recognized in both radio HPLC 
applications (see, for example, ref 15) and radioisotope de
tection in isotechophoresis (7, 20). In capillary electrophoresis, 
the velocity of a sample zone may be reduced and its residence 
time increased by simply reducing the applied potential as 
the zone passes through the detection volume. The most 
efficient implementation of this flow programming concept 
would involve reducing the zone velocities only while the 
sample was present within the detection volume and operating 
at a relatively high potential at all other times. To our 
knowledge, this type of flow programming has not previously 
been explored in capillary electrophoresis. Although it is 
demonstrated only for radioisotope detection here, this 
methodology should be applicable to other modes of sample 
detection in CEo 

The flow programming concept is demonstrated in Table 
V, which lists the peak width and peak area for five capillary 
electrophoresis separations performed with and without flow 
programming. Separations 1-5 were performed at a constant 
potential of -20 kV using the CeTe radioisotope detector, while 
in runs 6-10 the potential was reduced to -10 kV as soon as 
signal was detected above the detector background level. 
Because the zone velocity is directly proportional to the ap
plied field strength, the average temporal peak width and area 
(number of counts observed) for the five flow programmed 
runs were approximately doubled. This improvement in 
sensitivity is, however, accompanied by an increase in analysis 
time as well as a small loss in resolution due to zone broad
ening. The magnitude ofthe resolution losses incurred during 
flow programming will be strongly dependent upon the 
amount of sample injected and the additional run time as
sociated with the flow programming process. For injected 
sample plug lengths that are several times larger than the 
length associated with diffusional broadening (typical oper
ating conditions), the resolution loss will not be significant. 
In the limit of injected sample plugs with no initial width (IJ 
function), the additional peak variance increases linearly with 
programming time (ignoring analyte-wall interactions) and 
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Figure 5. Capillary electropherogram of thymidine 5'-[a-32Pltri
phosphate, cytidine 5'-[a-32Pltriphosphate, and adenosine 5'-[a-
32Pltriphosphate obtained by injecting approximately 19 nCi (2 X 10'" 
M solution) of each component onto the capillary and applying a 
constant potential of -20 kV. 

790r-----------------------------------, 
CTP 

9011cts 

ATP 

590 8362cts 

) 
· TTP 
E 390 6336cts 

i 
" 

190 

l\~ 
.IO-f==========~c.:...::.'.....~~~~ 

o 10 15 20 

Electrolyte Volume Displaced (ILL) 

Figure 6. Flow programmed capillary electropherogram of thymidine 
5'-[a-32Pltriphosphate, cytidine 5'-[a-32Pltriphosphate, and adenosine 
5'-[a-32Pltriphosphate obtained by injecting approximately 19 nCi (2 
X 10-8 M solution) of each component onto the capillary. The sepa
ration was flow programmed by applying a constant potential of -20 
kV until radiolabeled sample approached the detection volume and then 
reducing the potential to -2 kV as the sample zones traversed the 
detection region. Note that the detector signal has been plotted as 
a function of electrolyte volume displaced, resulting in a time-com· 
pressed abscissa over the flow programmed region of the elec
tropherogram. The operating current was 38 }J.A at -20 kV and 3.8 
}J.A at -2 kV. The data was subjected to a 5-point sliding smooth. 

the resolution loss will become significant. 
A striking example of increased sensitivity gained through 

the application of flow programming is illustrated in Figures 
5 and 6. In Figure 5, a synthetic mixture of thymidine 5'
[a-32Pltriphosphate (3'P-TTP), cytidine 5'-[a-32Pltriphosphate 
(32P_CTP), and adenosine 5'-[a-32Pltriphosphate (32P_ATP) 
was injected with each component present at a concentration 
of approximately 2 X 10-8 M (",19 nCi injected) by using 
hydrostatic pressure and separated under the influence of a 
constant -20-kV applied potential. In Figure 6 the sample 
solution and injection volume were the same as in Figure 5, 
but the residence time of each component was increased by 



reducing the applied potential from -20 to -2 kV as radioactive 
sample was passing through the detection volume. At the 
same time, the counting interval was increased proportionately 
(from 1 to 10 s) and the detector signal was plotted as a 
function of electrolyte volume displaced through the capillary 
tube. Note that this results in a time-compressed abscissa 
over the flow programmed period of the electropherogram (the 
entire separation required about 70 min in this case). It is 
important to point out that the lower limit of detection for 
radioisotope detection refers to the lowest sample activity 
contained within a peak that may be detected and accurately 
quantified. From the data presented in Table V and Figures 
3-6 it is apparent that the lower limit of detection for this 
system is greatly dependent upon the conditions under which 
the analysis is performed and that detector sensitivity may 
be extended by an order of magnitude or more by using flow 
programming. 

The sensitivity gain afforded by this flow programming 
methodology will ultimately be limited by practical consid
erations of analysis time and resolution losses caused by 
diffusional broadening of the sample zones. Simplicity and 
consideration of analysis time, however, still make flow 
counting detection for capillary electrophoresis an attractive 
alternative to the quantitatively superior batch counting ap
proach in which fractions are collected and subjected to 
conventional counting techniques (I5). The batch counting 
approach, provided that sufficiently small fractions may be 
collected, does offer the advantage of decoupling separation 
considerations from measurement time. Considering only the 
limitation imposed by diffusional spreading of sample zones 
during the flow programmed portion of a run, it is possible 
to predict the extent to which detector sensitivity may be 
improved by flow programming. For an injection volume of 
84 nL, as used in this work, and a maximum allowable increase 
in zone variance defined to be 10%, approximately 84 min 
of flow programming would be permitted (this calculation 
assumes a rectangular injection profile and a solute diffusion 
coefficient of 10-6 cm2! s and neglects both diffusional 
broadening prior to flow programming and velocity-dependent 
analyte-wall interactions). This 10% increase in variance 
would be accompanied by a 250-fold increase in the number 
of counts observed over a peak. Because the sensitivity of 
radioisotope detection is governed by counting statistics, a 
16-fold increase in the signal-to-noise ratio (NOC!(NOC)' j 2) 
would result. Thus, a lower limit of detection of about 10-11 

M would seem to be a conservative extrapolation. Obviously, 
the limitations imposed by diffusional broadening would 
become more severe if the initial injection volume were re
duced. 

In an automated implementation of the flow programming 
methodology, that is, with the high-voltage power supply under 
computer control, there is a further limitation imposed upon 
achievable sensitivity gains. There must be enough sample 
present to generate a signal that is sufficiently large to exceed 
the detector background level under standard (non-flow
programmed) conditions in order to initiate the flow pro
gramming procedure. In certain instances, however, prior 
knowledge of migration times for the compounds of interest 
would permit this limitation to be overcome. 

CONCLUSION 
Two simple on-line radioisotope detectors for capillary 

electrophoresis have been described and characterized for the 
analysis of 32P-Iabeled analytes. The minimum limit of de
tection for these systems was shown to be strongly dependent 
upon the conditions under which the analysis is performed. 
For standard CE separations that are performed at a relatively 
high (constant) voltage, the minimum limit of detection was 
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found to be in the low-nanocurie (injected sample quantity) 
range, corresponding to an analyte concentration of about 10-1> 
M. The lower limit of detection for this type of detection 
system was extended to the sub-nanocurie level (",10-10 M) 
by application of flow programming methodology, which 
served to increase the residence time of labeled sample com
ponents within the detection volume. Thus radioisotope 
detection, when applicable, has a sensitivity which is superior 
to that of most other detection schemes and which is com
parable to that of electrochemical detection (I6, 17) and la
ser-induced fluorescence detection (II, 18, 19). 

One improvement to the current systems would involve 
automation of the flow programming methodology, and such 
efforts are currently under way in this laboratory. A second 
improvement over the current semiconductor system would 
involve optimizing the detector geometry by capturing a larger 
solid angle with the CdTe detector. The performance of the 
plastic scintillator radioisotope detection scheme would be 
greatly improved by reducing the background noise level 
through the use of a quieter photomultiplier tube or two 
photomultiplier tubes operated in the coincidence mode. In 
certain instances it would be desirable to reduce the effective 
detection volume of these systems in order to increase reso
lution. This could be accomplished by installing a narrower 
aperture in the semiconductor detector or machining a smaller 
detection region in the plastic scintillator detector. In either 
case, detector sensitivity will be reduced because the detection 
volume and effective residence time will be decreased. Hence, 
there is once again a practical trade-off between detector 
sensitivity and resolution. 
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Near-Infrared Surface-Enhanced Raman Spectroscopy Using a 
Diode Laser 

Stanley M. Angel' and Michael L. Myrick 

Environmental Sciences Division, Lawrence Livermore National Laboratory, Livermore, California 94550 

Near-Infrared (near-IR) surface-enhanced Raman spectra 
(SERS) were measured for a highly luminescent compound, 
trls(2,2' -blpyrldyl)ruthenlum( II) ([Ru(bpy>.f+), with a 785-nm 
diode laser using Cu and Ag metal electrodes. No lumines
cent Interference was encountered and spectra were mea
sured with high sensitivity. SER spectra were measured for 
6 mM solutions of this compound using only 4.3 mW of power 
from the diode laser. In addition, SER spectra were mea
sured for pyridine on Ag and Cu electrodes. Relative SER 
enhancements for pyridine were compared for both metals 
using 785-nm-wavelength and 632-nm-wavelenglh excitation. 

INTRODUCTION 
Surface-enhanced Raman spectroscopy (SERS) has been 

a focus for much study since it was first reported by 
Fleischmann and co-workers in 1974 (1). Thus far, a con
siderable amount of this study has aimed at understanding 
the physical origin of the phenomenon (1-4), but recently there 
have been many investigations of potential analytical uses for 
SERS (5-9). Although it has not yet come into general use, 
SERS is an attractive analytical technique. This is partly 
because for certain types of molecules it can be very sensitive. 
Furthermore, because SERS is a vibrational spectroscopy, a 
SER spectrum contains considerable molecular information. 
At Lawtence Livermore National Laboratory, we are inves
tigating the possibility of making analytical SER measure
ments over fiber optics for remote monitoring of groundwater 
contaminants. For this purpose, small powerful laser sources 
are needed. 

With the introduction of Fourier transform (FT) Raman 
instruments (10, 11), near-infrared (near-IR) Raman spec
troscopy has become an excellent technique for eliminating 
sample fluorescence and photochemistry in Raman mea
surements. Recently, the range of near-IR Raman techniques 
was extended to include near-IR SERS (12-14). Most SER 
studies to date have been performed by use of visible exci
tation sources such as Ar-ion lasers, and sample luminescence 
complicates the measurement in this, as in any, Raman 
technique. While luminescence from adsorbed species is 
generally quenched by the metal, luminescence may originate 
from analyte in solution or from other species in complex 
samples (e.g. natural waters). Though methods exist for re
moving small Raman signals from a large fluorescence back
ground (15-21), these do not eliminate fluorescence, but rather 
take advantage of the different time scales or the different 
polarization properties of Raman scattering and luminescence. 
Near-IR SERS reduces the magnitude of the fluorescence 
problem (12-14) because near-IR excitation eliminates most 
sources of luminescence (10). 

Potential applications of near-IR SERS are numerous. A 
principal interest in this laboratory has been remote moni
toring of ground water contaminants over optical fibers. 
Near-IR SERS offers many advantages for this application. 
In addition to eliminating fluorescence problems from the 
optical fiber and sampling region, near-IR excitation should 
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significantly reduce the intensity of fiber-optic Raman bands 
due to the n-4 dependency of the Raman intensity, while the 
SERS intensity does not decrease monotonically with exci
tation wavelength. Also, the absorption losses of many optical 
fibers are very low for near-IR radiation. 

Near-IR SERS is also applicable to monitoring highly lu
minescent molecules. As an example, resonance Raman 
studies have been performed on tris(1,10-phenanthroline)ru
thenium(II), [Ru(phenhP+, bound to DNA to determine the 
stereoselectivity of binding (22). The use of near-IR SERS 
for the same purpose, while introducing possible surface ef
fects, would avoid problems associated with luminescence of 
the complex or the biological molecules to which the complex 
binds, as well as possible changes in binding due to electronic 
excitation of the molecules. Any spurious results due to 
photoreaction products could also be eliminated. 

Near-IR SERS also has physical significance, in that this 
wavelength range is significantly different from the visible 
wavelength range used in most SER studies. The calculation 
of near-IR SER enhancement factors might be useful for 
verification of models currently used to explain the SERS 
phenomenon (1-4). 

For SERS to become a widely accepted analytical technique, 
a number of obstacles must be surmounted, not the least of 
which is a convenient laser source. Most SER studies have 
been performed with visible-excitation sources such as Ar-ion 
lasers. Ion lasers have the disadvantage of being expensive 
to purchase and maintain, large and usually water cooled, and 
not applicable for general laboratory analytical measurements. 
Semiconductor lasers do not suffer from these problems. 
These solid-state devices are inexpensive, small, easy to use, 
and long-lived and require little maintenance. The problem 
with semiconductor lasers is that powerful single-mode lasers 
are only available at near-IR wavelengths, though this is likely 
to change in the near future. Semiconductor lasers have 
already been demonstrated to be remarkably versatile and 
useful in a number of spectroscopic applications, as indicated 
by Ishibashi and co-workers (23,24). To date, however, no 
report has been made of the use of laser diodes for SERS. 

The ability to perform SERS with a small, inexpensive, and 
highly portable excitation source could increase the number 
of laboratories capable of effectively using this technique by 
providing a relatively easy entry to SERS research. Also, the 
development of semiconductor-laser excitation would expand 
the number of potential applications of SERS for nonlabo
ratory uses such as in situ environmental monitoring. Thus, 
the purpose of the present work is to demonstrate that near-IR 
SERS can be performed with laser-diode excitation sources 
and to describe the characteristics of this technique. The 
observation of SERS for pyridine and [Ru(bpyhP+ on Ag and 
eu electrodes using 785-nm excitation from a laser diode is 
reported. These two analytes were chosen because their SER 
spectra are well documented in the literature (25, 26). 

EXPERIMENTAL SECTION 

SER spectra were measured on the surface of the working 
electrode of a standard three-electrode electrochemical cell. 
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Electrodes were prepared from I-mm-diameter Ag or Cu wire that 
was sealed in a glass capillary tube with Norland brand optical 
epoxy (type NOA-61) and polished flat to expose only the front 
I-mm-diameter face of the wire to solution. Electrodes were 
polished witb 3M-brand Imperial lapping fihn, using a I-I'm grade 
for final polishing. Electrodes were repolished and rinsed after 
each analysis. 

Measurements are reported in aqueous solution. Electrode 
potentials were controlled with a PAR Model 362 scanning po
tentiostat and are listed relative to the saturated calomel electrode 
(SCE). The supporting electrolyte was 0.1 M KCl in all cases. 
Solutions were prepared in distilled water. Pyridine was obtained 
from J. T. Baker Chemical Co. and was used without further 
purification. [Ru(bpy),]Cl, was obtained from Alfa Chemical Co. 
and contained 6.31 % water. 

Roughening of the electrode surface was performed by repeated 
in situ oxidation-reduction cycles (ORCs). ORCs either were 
performed manually, oxidizing for approximately 20-30 s at +400 
m V followed by reduction at -400 m V for [Ru(bpy),]2+ and -700 
m V for pyridine, or were performed automatically, allowing the 
potentiostat to cycle between these potentials for approximately 
10 min at a scan rate of 50 m V / s. ORCs were performed in situ 
since the ultimate goal of this work is to develop portable remote 
in situ environmental monitoring technology. Part of this research 
involves determining whether in situ SERS is possible for iden
tifying contaminants. 

The spectrometer used for these studies consisted of an f /4 
scanning double monochromator (SPEX Model 1681B) with 1200 
grooves / mm holographic gratings and an f /1 collection lens. The 
detection system was a GaAs photomultiplier (RCA Model 31034) 
operated at -1800 V with a photon counting system (EG&G Model 
1121A amplifier discriminator with Model 1112 counting system). 
All SER spectra were recorded with a 2-s integration time and 
a nominal spectral resolution for a 1000 cm-I Raman band of 16 
cm-1 using the 632-nm laser line and 10 cm-1 using the 785-nm 
laser line. Scans typically required about 10 min. 

The 514.5-nm line of an Ar-ion laser was used for measuring 
fluorescence spectra, while SER spectra were measured by using 
the 632-nm line of a helium-neon (HeNe) laser (PMS Model 
LSTP-0050) or the 785-nm line from a GaAlAs diode laser (D.O. 
Industries, Model GALA-078-16-8). A very strong broad-band 
emission from the diode laser was removed by using an 830-nm 
band-pass interference filter that was tilted at a large angle to 
allow maximum transmission of the 785-nm laser line. This filter 
significantly attenuated the output power of the diode laser and 
was only used because a 785-nm band-pass filter was not available. 

Instability of the laser diode was noted. It was found that the 
exact wavelength of lasing depended upon length of operating 
time (a thermal effect) and applied power. When the diode was 
allowed to thermally equilibrate at full power for several minutes 
prior to use, the output of the diode appeared to be stable. 

Measurements with a United Detector Technologies power
meter indicated that the 632-nm line of the HeNe laser produced 
approximately 8.5 m W of power. The laser diode, when unfiltered, 
produced 10 mW of power; however, use of the 830-nm inter
ference filter reduced the maximum usable intensity to 4.3 m W 
at 785 nm. 

SERS was performed with electrodes immersed in the analyte 
solution. With 632-nm and 785-nm excitation, little sample ab
sorbance of the excitation light by the [Ru(bpy),]2+ solution was 
noted, even though there was about a IO-mm thickness of aqueous 
solution between the SERS electrode and the cell window that 
faced the laser-focusing lens and also between the electrode and 
the cell window that faced the spectrometer-collection lens. 
However, when 514.5-nm excitation was used, this sample strongly 
attenuated the incident radiation and resulted in intense [Ru
(bpy),1'+ luminescence from unadsorbed molecules in the analyte 
solution. When focused to a tight spot, the intense 514.5-nm 
radiation appeared to be totally attenuated within 4 to 5 mm of 
entering the analyte solution so that the electrode had to be placed 
very close to the walls of the sample cell. 

A 90° scattering geometry was used to collect the SER spectra. 
The electrode normal was at about a 60° angle with respect to 
the incident laser beam. ORCs were performed while the SERS 
electrodes were illuminated with the laser at the power used to 
make subsequent measurements. 
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Figure 1. SERS of 0.1 M pyridine in 0.1 M KCI(aq) at -0.7 V vs SCE. 
Curve A shows SERS for 785-nm excitation with a diode laser on a 
Cu electrode. Curves Band C are for Ag electrodes. The spectrum 
for 785-nm excitation is shown by S, and for 632-nm excitation by C. 

RESULTS AND DISCUSSION 
SERS of Pyridine. The SER spectra of pyridine are well 

documented in the literature, and this molecule has been used 
as a model in many SERS studies. Recent reports from this 
laboratory (13, 14) and Chase and Parkinson (12) have in
dicated that pyridine displays a large SER effect when excited 
in the near-IR region by a Nd-YAG laser. For this reason, 
pyridine is used as a model in the present study. 

Figure 1 shows SER spectra for 0.1 M pyridine in 0.1 M 
KC1(aq) solution. Curve A gives data for pyridine adsorbed 
on an ORC-roughened Cu electrode when excited by 785-nm 
radiation from a GaA1As diode laser filtered to prevent in
terference from the broad-band emission of the laser. This 
spectrum is similar to that obtained on a roughened Ag 
electrode using 785-nm excitation (curve B), except for the 
relative intensities of a few bands. Differences between 
pyridine bands on Cu and Ag electrodes using visible-wave
length excitation have been described in the literature (25) 
and will not be elaborated on here. Curve C shows the 
spectrum of pyridine adsorbed on a roughened Ag electrode 
using 632-nm excitation. This spectrum is very similar to the 
785-nm excited spectra, the exceptions being the higher-energy 
part of the SER spectrum. There is significant attenuation 
of the intensity of the pyridine bands above about 1500 cm-I 

when 785-nm excitation is used, and this is due to the reduced 
sensitivity of the photomultiplier-tube detection system in the 
near-IR region. 

Relative SER enhancements were measured for pyridine 
on the Cu and Ag electrodes by comparing the intensity of 
the SER band measured at 1008-cm-1 using each excitation 
wavelength to the intensity of the corresponding band using 
each excitation wavelength of the regular Raman spectra of 
neat pyridine. The intensity of the band measured at 1008-
cm-I for the neat pyridine spectrum was used to normalized 
differences in the system response and laser power at the two 
wavelengths. For Ag, the SER enhancement for pyridine at 
785 nm is about the same magnitude as the enhancement at 
632 nm within a factor of about 2. However, for Cu, the 
enhancement at 785 nm is a factor of about 6 larger than at 
632 nm. Both of these values are in agreement with published 
enhancements at 632 nm and 780 nm (27). 

It seems apparent that a properly filtered and stabilized 
semiconductor laser can yield useful near-IR-SER spectra for 
compounds like pyridine. In succeeding experiments, we have 
attempted to make use of the properties of near-IR excitation 
to record the SER spectrum of a more interesting and strongly 
luminescent metal complex, [Ru(bpy),l'+, in a lower concen
tration range. 

SERS of [Ru(bpy),P+. [Ru(bpy),J'+ and similar com-
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Figure 2. Luminescence of 6 mM [Ru(bpyls]2+ in 0.1 M KCI(aq). 
Excitation is from the S14.5-nm line of an Ar-ion laser. Data are for 
solutions at room temperature. 
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Figure 3. SER spectrum of 6 mM [Ru(bpyls]2+ in 0.1 M KCI(aq) on 
an Ag electrode at -0.4 V vs SCE. Curve A gives data for 78S-nm 
excitation from a diode laser. while B gives data for 632-nm excitation. 

plexes, such as [Ru(phen),j2+, may have important biological 
applications; recent work indicates they may be intercalated 
into DNA and sensitize the photocatalytic cleavage of the 
DNA strands (28). Vibrational studies of this phenomenon 
would be difficult to perform with resonance-enhanced Raman 
spectroscopy because kinetic phenomena would be occurring 
as the molecules absorbed light. Normal Raman spectroscopy 
would be insufficiently sensitive to the small quantities of 
complex involved, and thus near-IR SERS would appear to 
have potential applicability to this system. 

Shown in Figure 2 is the luminescence of 6 mM [Ru(bpy),j2+ 
in 0.1 M KCI(aq) at room temperature. This emission was 
obtained with 514.5-nm excitation from an Ar-ion laser. The 
unusual band shape of the luminescence shown here is due 
to instrument response variations of our spectrometer over 
the large energy range covered. As shown, the luminescence 
covers a large energy range extending from approximately 540 
to 900 nm. This very bright luminescence, when measured 
under the same conditions as the SER spectra, is much more 
intense than the Raman signal over most of this range when 
excitation is in the visible region. As will be shown below, even 
low· energy visible excitation results in significant lumines· 
cence, which interferes with the SER signal. Luminescence 
following high·energy excitation is frequently a significant 
problem even for "nonluminescent" molecules (29), the re
sidualluminescent impurities contributing to this difficulty. 

Figure 3 shows the SER spectra of 6 mM [Ru(bpyls]'+ in 
0.1 M KCl(aq) solution on an Ag electrode roughened by 
several ORCs. Curve A of Figure 3 gives the SER spectrum 
of [Ru(bpylsj2+ on an Ag electrode when the molecule is ex· 
cited at 785 nm. What is remarkable about this spectrum is 

Table I. Positions and Relative Intensities of SER Bands 
for [Ru(bpy),]'+ on eu and Ag Electrodes at -0.4 V vs SeE 
Using 785·nm Excitation from a Laser Diode (All Values in 
cm-1)a 

eu electrode Ag electrode Ag electrode' 

288 vw 287 w 284 w 
334 w 
369 sh 

358 s 379 s 378 s 
422 w 425 vw 425 vw 
550 w 552 vw 550 w 
652 m 646 m 644 m 

666 w 665 m 
772 s 769 s 765 s 
809 vw 809m 802 vw 

1023 sh 1025 m 
1018 ws 1044 ws 1039 ws 
1063 w 1069 m 1063 m 
1108 w 1110 w 1107 w 
1178 s 1174 w 1170 s 
1281 w 1273 m 1271 s 
1311 s 1323 vs 1315 vs 
1485 w 1490 w 1486 vs 

a Relative intensities for high-energy bands are much reduced 
due to low near-IR PMT response. The spectral resolution is 
nominally 10 em-I. Key: s, strong; ro, medium; w, weak; v, very; 
sh, shoulder. bTaken from ref 26, excitation wavelength is 647.1 
nm; some very weak bands are not listed. 

that it was obtained in the analyte solution with no evidence 
of luminescence from or attenuation of the laser beam by 
analyte in solution, even though there was 1 cm of solution 
on the excitation and collection sides of the electrode. SER 
spectra could not be obtained by using 514.5·nm excitation 
under these same conditions because of intense [Ru(bpy),]2+ 
luminescence and attenuation of the laser line. These spectra 
(summarized in Table I) agree with data previously published 
for this complex (26) within the experimental error. By 
comparison, the spectrum shown in curve B, obtained by 
excitation at 632 nm with a more intense HeNe laser, is 
complicated by background luminescence despite the fact that 
the peak absorbance of the complex is at 455 nm in room· 
temperature aqueous solution and decreases rapidly at lower 
energy. This 632·nm-excited luminescence is visible to the 
eye when an appropriate filter is used and interferes with the 
measurement of the SER spectra. 

An additional point to be made concerning the spectra of 
Figure 3 concerns the relative enhancements obtained at the 
two wavelengths for [Ru(bpy),l'+. Using the same electrode 
and solution, we found that the absolute magnitude (in counts 
per second) of 785-nm-excited SERS is slightly larger than 
that of the 632-nm·excited spectrum. Relative enhancements 
are difficult to obtain quantitatively due to differences in 
detector response, optical alignment, and excitation intensity. 
However, the relative enhancement obtained for the near· 
IR·excited spectrum is qualitatively larger than for the visi
ble·excited spectrum. Optics were aligned for maximum signal 
in both cases. However, detector response falls rapidly in the 
near· IR region, and the excitation power available from the 
near·IR diode was only 51 % that of the 632·nm line. 

In Figure 4 is shown the SERS of 6 mM [Ru(bpy),]2+ on 
a Cu electrode. Enhancements for this compound on the Cu 
electrodes appeared smaller than on Ag electrodes, though 
of the same general magnitude, which is consistent with re
ported wavelength-dependent SER enhancements of pyridine 
on Cu and Ag electrodes (27). 

Curve A of Figure 4 gives the SER spectrum on Cu for 
excitation at 785 nm with the semiconductor laser. Again, 
a reasonably clear spectrum is obtained with this source. In 
contrast, the data of curve B, showing SERS using 632·nm 
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Figure 4. SER spectrum 01 6 mM [Ru(bpyl,]2+ in 0.1 M KCI(aq) on 
a Cu electrode at -0.4 V vs SCE. Curve A gives data lor 78S-nm 
excitation from a diode laser, while B gives data for 632-nm excitation. 

excitation, reveal a large amount of background luminescence 
from the bulk analyte solution. These data also indicate that 
enhancements for [Ru(bpylsl'+ on the Cu electrode are greater 
for 785-nm excitation than for 632-nm excitation. 

Characteristics of Laser Diode Excitation. It is espe
cially important for Raman applications that the laser be 
"single-mode"; i.e., it possess a narrow, well-defined frequency. 
For other applications such as photoacoustic spectroscopy, 
spectrophotometry, or fluorescence, this requirement is relaxed 
because molecular absorption bands are usually broad com
pared to the laser line width, even for multimode diode lasers. 
However, Raman bands are usually narrow, and the Raman 
band positions are measured relative to the laser line. Ac
curate calculation of vibrational frequencies therefore relies 
upon precise knowledge of the laser frequency. A principal 
difficulty with the use of the laser diode for Raman studies 
is its tendency to "mode hop", or change frequencies by dis
crete amounts, depending upon operational temperature and 
applied power. However, this difficulty may be easily over
come by taking appropriate precautions before use of the 
diode. 

Shown in Figure 5 is a SER spectrum of 2 mM [Ru(bpyls]2+ 
complicated by mode hopping. On the left-hand side of the 
figure, two distinct wavelengths of laser activity are shown, 
measured with the diode laser at two different power levels. 
The intensities of the narrow laser lines are scaled arbitrarily 
for easier comparison; however, the higher-energy line was 
obtained by reducing power to the laser. 

Also shown in Figure 5 is a SER spectrum of 2 mM [Ru
(bpylsl'+ on an Ag electrode. Evident in this spectrum is the 
result of "mode hopping" of the diode laser; the two largest 
SER bands appear as doublets with pronounced side bands. 
In effect, this gives rise to a superposition of SER spectra with 
an energy offset of about 25 cm-" which corresponds to the 
energy separation of the two modes of the diode laser. This 
spectrum was obtained by operating the diode laser at a power 
level intermediate between those required to obtain the laser 
lines shown on the left of Figure 5. 

To overcome this potential problem, we found it necessary 
to allow the device to come to thermal equilibrium before 
beginning an experiment. This required approximately 15-20 
min. In addition, best results were obtained with the laser 
operating at the full recommended power of the device. 

Although some spectra were obtained that had the general 
appearance of Figure 5, it was more commonly observed that 
the positions of the peaks in the SER spectra appeared to shift 
slightly in a random fashion. This appeared not to be due 
to misalignment of the monochromator but rather to variation 
of the lasing mode. Thus, for this particular diode laser, it 
was determined that the position of the laser line should be 
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Figure 5. Mode hopping of diode laser. To the left are measurements 
of the laser line for two different applied power levels (the laser line 
positions are offset by about 250 cm-1 for clarity). To the right is a 
SER spectrum of [Ru(bpyl,]2+ on an Ag electrode using an interme
diate power 01 the diode laser. Illustrated are effects 01 mode hopping: 
splitting of SER bands due to multiple simultaneous discrete modes of 
the solid-state excitation SOurce. 

determined for each new experiment. The position of the laser 
line, after equilibration at full power, did not appear to vary 
significantly over extended periods of time. For this reason, 
and because of the long life of the laser device (on the order 
of 10 000 h or greater at full power), it is reasonable for some 
applications to leave the diode laser at full power continuously. 

The diode laser used for this work was of moderately low 
power compared to other diode lasers that are commercially 
available. It seems likely that much greater sensitivity will 
be possible as more powerful single-mode diode lasers become 
available. The use of a more powerful diode laser coupled with 
the proper detection system might provide a relatively low-cost 
alternative to an FT Raman system for measuring SER (or 
normal Raman) spectra of highly fluorescent compounds. 
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Studies of Sputtering Atomizers for Atomic Absorption 
Spectroscopy 

David S, Gough,' Peter Hannaford, and R. Martin Lowe 

CSIRO Division of Materials Science and Technology, Locked Bag 33, Clayton, Victoria 3168, Australia 

Factors Influencing absorption sensitivity and reproducibility 
have been Investigated for several sputtering atomizers, In
cluding the Analyte Corporation Atomsource and a similar 
system reported previously. The enhancement In sensltlvRy 
(factor of 3) of the Atomsource over that of the earlier system 
for given sputtering conditions Is shown to resuR mainly from 
the longer absorption path In the Atomsource. The repro
ducibility Is found to be comparable lor the various atomizers 
studied, e.g. about 0.5-1 % relative standard deviation for the 
case 01 chromium In low-alloy steel. The presence of water 
vapor In the argon sputtering gas at levels greater than about 
10 ppm Is lound to have a deleterious effect on the sputtering 
efficiency and reproducibility. 

INTRODUCTION 
The use of cathodic sputtering as a means of atomizing 

samples for atomic absorption spectroscopy was proposed by 
Russell and Walsh (1) in 1959, soon after the introduction of 
the atomic absorption technique. With the sputtering method 
the sample to be analyzed is made the cathode of a low
pressure rare-gas discharge and subjected to bombardment 
by energetic rare-gas ions formed in the discharge. Under the 
action of the ion bombardment, atoms are ejected from the 
cathode surface, thereby creating an atomic vapor of the 
cathode material. The first reported sputtering atomizer, that 
of Gatehouse and Walsh (2), required the samples to be in 
the form of a hollow cathode and to be mounted inside the 
sputtering chamber. An improved sputtering atomizer de
scribed by Gough et al. (3) allowed solid samples with a flat 
face to be mounted onto the outside of a glass chamber against 
an insulating disk (called the discharge arrester) and a-ring. 
The disk had a central hole to confine the discharge to a 
constant area and a narrow recessed step adjacent to the 
sample to prevent sputtered material from establishing 
electrical contact between the sample and inner walls of the 
chamber. The system utilized a flowing stream of argon to 
help remove gaseous impurities from within the chamber, but 
was not satisfactory for the analysis of readily oxidized metals 
such as aluminum or zinc. An important advance in the 
development of sputtering atomizers was to introduce the 
flowing argon gas as closely as possible to the sample surface. 
In the system described by Gough (4), which is shown in 
Figure 1, the gas is admitted into the chamber through a 
narrow (0.1 mm) annular gap located just below the cathode 
surface (Figure Ib). The pressure developed behind the 
narrow gap forces the gas to enter the sputtering chamber at 
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high speed. This arrangement has two distinct advantages: 
(i) the fast gas flow entrains sputtered atoms, greatly reducing 
lateral and back diffusion, and sweeps them into the light path, 
resulting in an increased absorption sensitivity of typically 
an order of magnitude. (ii) The rapid flow of gas at the 
cathode surface sweeps away gaseous impurities and thus 
allows metals such as aluminum to be analyzed without dif
ficulty. 

A newly developed commercial sputtering atomizer, called 
the Atomsource (Analyte Corp., Grants Pass, OR), also in
corporates the principle of high-speed flow of argon at the 
cathode surface. In this device six jets of argon are directed 
at the cathode surface to produce a balanced flow of gas that 
sweeps the sputtered atoms orthogonally away from the 
surface and into the center of the chamber (see Figure 2). An 
advantage of the Atomsource is the use of aT-shaped ab
sorption chamber in which the gas flow, with entrained sample 
atoms, is directed along the light path to increase the ab
sorption sensitivity. The robust design of the Atomsource 
arrester allows it to be operated at higher powers (factor of 
about 4) than those of the earlier atomizers, thus increasing 
the rate of sputtering from the surface of a sample. Appli
cations of the Atomsource have been discussed in a number 
of recent publications. Ohls (5) has reported a preliminary 
study of the use of the Atomsource in the analysis of metals 
and of solutions deposited on metallic cathodes. Kim and 
Piepmeier (6) have recently reported detailed studies of sample 
loss rates and discharge conditions in the Atomsource and also 
in a simple, single-jet atomizer. These authors also carried 
out scanning electron microscopy studies of the surface profiles 
produced under various discharge and flow conditions. 
Chakrabarti et al. (7) have recently reported studies of the 
transient atomization of solutions deposited on metallic 
cathodes, and Winchester and Marcus (8) have used the 
Atomsource to atomize nonconducting powders. 

In this paper we report investigations into the physical 
principles underlying differences in absorption sensitivity and 
reproducibility of various sputtering atomizers that utilize a 
high-speed flow of gas at the cathode surface. 

EXPERIMENTAL SECTION 
Sputtering Atomizers. A number of glass sputtering cham

bers were constructed with the three basic configurations shown 
in Figure 3. The sample mounting arrangement and gas inlet 
system for these cells is the same as in Figure 1 b. It consists of 
a hollow ceramic disk that is sealed by an a-ring between the 
sample and the main body of the chamber. The argon sputtering 
gas enters the chamber through the O.I-mm gap in the arrester 
and, because of the pressure differential across this gap, is forced 
inte the cell at high speed (~104 cmis at the orifice). The rapid 
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Figure 1. (a) Glass sputtering atomizer as used in ref 4. (b) Details 
of arrester used with this atomizer and also with atomizers described 
in Figure 3. 

C,,,m,,A,,"" ~ 

s"" ::M~b) 
Accelerator ~ 

1/1\1 

Figure 2. (a) Exploded drawing of the Atomsource six-jet pneumatic 
accelerator/arrester system. (b) Exploded drawing of modified ac
celerator/arrester system. (c) Internal shape of the Atomsource 
sputtering chamber. Arrows indicate gas flow. 

flow of gas close to the cathode surface sweeps sputtered atoms 
away from the sample and into the light path at speeds that, for 
a given pressure, depend on the diameter of the tube forming the 
sputtering chamber. For most of the work described here tubes 
of 13 mm i.d. were used with argon flow rates of 0.3-0.4 L/min 
(at atmospheric pressure), which results in a gas speed through 
the tube of about 800 cm/s at a pressure of 4 Torr. Absorption 
measurements were made (a) along the axis of the tubes to de
termine absorption sensitivities and (b) across the tubes at various 
distances downstream from the cathode to determine the atom 
distributions within the various types of atomizer. The absorption 
measurements were made using the strong Cr resonance line at 
357.9 nm because this wavelength is readily transmitted through 
the glass walls of the cells. 

Other Equipment. The atomic absorption measurements were 
carried out with the sputtering atomizers replacing the flame in 
a Varian-Techtron AA6 spectrometer. The discharge current, 
argon gas pressure, and timing sequences for the sputtering 
atomizers were regulated by using the control box and associated 
microprocessor supplied with the Atomsource. The pumping lines 
from the cells to the Atomsource control box were identical for 
all of the sputtering cells used in this work. Cell pressures quoted 
in this text, except for those in Table II, are the pressures indicated 
on the Atomsource control box, but because the pressure sensor 
is situated inside the control box downstream from the cell, the 
actual pressure in the cell will be slightly different. An accurate, 
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Figure 3. Glass sputtering atomizers used in this work: (a) straight-tube 
atomizer, (b) 900 curved~tube atomizer, (c) T-shaped atomizer. Num
bers indicate approximately the positions at which absorbance mea
surements were made (see Figure 4). 

absolute pressure gauge, MKS Baratron type 122A, placed at the 
pumping port of the sputtering chamber indicated that the 
pressure reading at the control box was high by typically 10%. 
The control box can be set for a high-current "preburn" sputtering 
period to clean the sample surface prior to switching to the desired 
operating current for the "burn" period. A 200 L/min rotary 
vacuum pump was used with the control box. Water vapor 
measurements were made with a Dupont Model 303 moisture 
analyzer. 

Procedure for Reproducibility Measurements. Repro
ducibility tests were carried out using Cr determinations on a 
British Chemical Standards low-alloy steel (BSS 402) as a typical 
test case. Absorption measurements were made at 357.9 nm, with 
a hollow-cathode current of 3.5 rnA and a monochromator 
band-pass of 0.3 nm. For these measurements the control box 
was set for a pressure of 4 Torr, a preburn of 20 s at a current 
of 40 rnA, and a burn of 60 s at a current of 25 rnA. A 60-s burn 
time was chosen because experience with the various atomizers 
showed that even after a high-current preburn the absorption can 
take around 30 s to reach a steady value. Each set of repro
ducibility measurements consisted of a series of 10 consecutive 
readings. Between each reading the sample was removed from 
the atomizer and rubbed with 400-grit emery paper until all traces 
of the previous burn had been removed. Relative standard de
viations were calculated from the 10 individual measurements. 

RESULTS AND DISCUSSION 
Atom Distributions. An important feature in the design 

of sputtering atomizers of the type used in this work is the 
ability of the fast-flowing argon stream to entrain the sput
tered atoms and sweep them away from the cathode and into 
the region of observation. Atom distributions for both straight 
and 90° curved cells (Figure 3a,b) have been determined by 
measuring absorptions across the cells at various distances 
downstream from the cathode. The results are shown in 
Figure 4, where the encircled numbers correspond to the 
positions shown in Figure 3. The close similarity of the shapes 
and absorbance values for curve A (straight tube, 12 mm i.d.) 
and curve B (90° curved tube, 13 mm i.d.) indicates that for 
these diameters and gas conditions (0.4 L/min, 5 Torr) the 
gas flow very efficiently sweeps the sputtered atoms around 
the 90° bend of the curved tube. The slightly lower absor
bance values for curve A relative to curve B are attributed 
to the slightly smaller diameter of the straight tube. The 
results for the 90° curved tubes of varying diameters (curves 
B-E) indicate that for the flow conditions used here the op
timum diameter is around 13 mm i.d. In wider tubes (curve 
D) the overall gas speed through the cell is reduced and atoms 
are less efficiently swept around the bend. In narrower tubes 
(curves C and E), although the gas speed is higher, the 
proximity of the walls of the tube results in a larger number 
of atoms being deposited on the walls. The enhancement in 



1654 • ANALYTICAL CHEMISTRY, VOL. 61, NO. 15, AUGUST 1, 1989 

O.20l 
cp 

o ~ 

\ 
\ 

0.15 

W g 
£ 
~ 0.10 

« 

0.05 

-" 
6 8 10 12 

Distance from Cathode (em) 

Figure 4. Comparison of atom distributions for straight-tube atomizer 
with 90° curved-tube atomizers of various sizes: (A) straight tube, 12 
mm i.d.; (8) 90° curved tube, 13 mm Ld.; (C) 90° curved tube, 10 mm 
Ld.; (D) 90° curved tube, 18 mm Ld.; (E) 90° curved tube 6 mm Ld. 
The sample was 3.0 % Cr in low-alloy steel. Sputtering condijions: 40 
rnA, ~600 V, 5 Torr of argon, flow rate 0.4 Llmin. 

Table I. Comparison of Absorbances Measured across and 
along Glass Atomizersa 

measured absorbance 

along 
atomizer type across tube (position 1) tube 

90° curved tube (Figure 3b) 
6 mm i.d. 0.07 0.26 
13 mm i.d. 0.16 0.65 
18 mm i.d. 0.21 0.49 

T-piece tubeb (Figure 3c) 
13 mm i.d. 0.26 0.86 

a Conditions: 3 % Cr in low-alloy steel; burn current 40 rnA; 
discharge voltage -500 V; gas flow rate 0.3 Ljmin. bDischarge 
voltage -600 V for this atomizer. 

absorption sensitivity gained by directing the gas flow along 
the light path can be determined by comparing absorptions 
measured along the axis of the glass cells with absorptions 
measured across the cells at position 1. For both the T-piece 
and 90° curved tube (Figure 3c and Figure 3b), the absorbance 
measured along the tube is about 4 times greater than that 
measured across the cell (see Table I). The results shown 
in Table I confirm that the atoms are most efficiently swept 
around the bend for diameters of around 13 mm. 

In order to compare the absorption sensitivity of the glass 
cells with that of other cells such as the Atomsource, it is 
necessary to define some standard conditions for measuring 
the absorptions. All of the sputtering chambers tested in this 
work were used in conjunction with the Atomsource gas 
control box and power supply. In this system the pressure 
is monitored in the control box some distance downstream 
from the sputtering chamber and is not necessarily the same 
as the pressure at the sample surface. The pressure at the 
surface will be influenced to some degree by the localized high 
pressures that develop at the gas inlet orifice and are de
pendent on the orifice dimensions. For example, we fmd that 
when a glass cell with the arrester system shown in Figure 1b 
is operated at the same indicated pressure and discharge 
current as that of the Atomsource, the discharge voltages in 
the two cases are considerably different. In order to compare 
absorption sensitivities of different sputtering atomizers, we 
have in each case adjusted the pressure until the discharge 
voltages are the same for a given discharge current. We also 

Table II. Comparison of Measured Absorbances in Various 
Sputtering Atomizersa 

atomizer type 

Atomsource (normal six-jet arrester) 
Atomsource (modified continuous slit 

arrester) 
T'piece glass cell 
previous glass cell (ref 4) 

absor- pressure,b 
bance Torr 

0.111 
0.103 

0.133 
0.036 

4.3 
5.1 

5.9 
4.6 

a Conditions: 0.55% Cr in low-alloy steel; burn current 25 rnA; 
discharge voltage 430 V; gas flow rate 0.3 LJmin. b Measured at 
outlet of cell. 

maintained a constant gas flow rate for all of the cells used 
by adjusting a valve mounted on the pumping line to the 
vacuum pump. Using this constant power, constant gas flow 
rate criterion, we find that the absorbances measured with 
the Atomsource and the T-piece glass sputtering cell (Figure 
3c) are essentially the same (see Table II). 

The above results indicate that the enhanced absorption 
sensitivity of the Atomsource over that of the earlier glass 
atomizer (4), when the instruments are operated under similar 
discharge and gas flow rate conditions, results mainly from 
the increased absorption path length due to efficient sweeping 
of sputtered atoms along the light beam. The similarity of 
absorption readings for the Atomsource and T-piece glass cell 
indicates that the gas inlet and arrester system for the glass 
sputtering atomizers used in this work (Figure 1b) and pre
viously (4) is, under similar sputtering conditions, equally as 
efficient as the six-jet accelerator/arrester system of the 
Atomsource in producing a high concentration of sputtered 
atoms in the absorption chamber. This point has been further 
demonstrated by incorporating in the Atomsource sputtering 
chamber a modified accelerator/arrester system (shown in 
Figure 2b) that admits argon through a continuous slit, as in 
the ceramic discharge arrester shown in Figure lb. For the 
same voltage, current, and gas flow rate, absorbances measured 
with this modified arrester were similar to those recorded for 
the Atomsource six-jet system in the same sputtering chamber 
(see Table II). 

It is possible to operate the Atomsource at powers of 3-4 
times higher than for the glass systems used here, and this 
can lead to a further 3-4-fold increase in atom density in the 
chamber. However, at the higher discharge powers increased 
background emission from the discharge can affect the signal 
to noise ratio. 

An advantage of arrester systems that admit argon through 
a continuous slit is that the sputtering produces a single, 
uniform crater at the surface of the sample and thus should 
be suitable for depth profile studies. 

Background Nonatomic Absorption. In the sputtering 
atomizer described previously (4), a small amount of back
ground absorption was detected from particles formed by 
agglomeration of sputtered atoms in the discharge. This 
background absorption is not detectable (i.e., <0.1 %) in the 
Atomsource under the operating conditions used here or in 
the glass cells used in this work. However, when the gas flow 
rate is reduced by about one-half (for pressures around 4-5 
Torr), background absorption (e.g. 0.4% for the extreme case 
of pure silver samples) can be detected in both the Atomsource 
and glass atomizers. The slower gas speed in the large glass 
atomizer described earlier (4) is apparently less efficient at 
sweeping atoms away from the high-atom-density region ad
jacent to the cathode surface where agglomeration is most 
likely to occur. 

Effect of Water Vapor. It is known from previous work 
(4) that water vapor in sputtering systems can have a delet
erious effect on sputtering efficiency and should be kept to 



Table III. Effect of Water Vapor on Sputtering in the 
AtomsourceG 

run 1 run 2 run 3 
dryargonb moist argonC dryargonb 

mean absorbance 0.103 0.096 0.102 
% RSDd 0.8 1.4 0.5 
discharge, V 523 548 526 

a Conditions: 0.42% Cr in low-alloy steel; burn current 25 rnA; 
gas flow rate 0.3 L/min. '3 ppm water. '17 ppm water. dBased 
on 10 measurements with the sample removed, ground, and re

between each measurement. 

a minimum, particularly when reactive elements such as 
aluminum are being sputtered. Quantitative measurements 
of the effect of water vapor in the argon supply on the mea
sured absorbance have been carried out using the Du Pont 
moisture analyzer to monitor the input argon supply to the 
Atomsource sputtering chamber. Two cylinders of high-purity 
argon were used, one containing 3 ppm water and the other 
17 ppm. Absorbance measurements were made (at 25 rnA, 
O.S L/min) for the case of Cr in a low-alloy steel sample. A 
series of 10 absorption re"dings was taken using the dry argon 
(S ppm water), 10 readings with "moist" argon (17 ppm water), 
and a further 10 readings with dry argon. The results pres
ented in Table III show that, even at levels of around 20 ppm, 
water vapor has a significant effect on the sputtering: The 
absorption has decreased for the higher water content argon, 
and the precision of the measurements is noticeably worse. 
The voltages shown in this table also reflect the changed 
sputtering conditions. Thus to obtain the best results with 
sputtering atomizers, it is important to use argon that is free 
from water, i.e., at levels less than about 10 ppm. 

Water may also be absorbed on the surface of materials used 
in the construction of the sputtering chamber and gas lines. 
Once such materials have been exposed to the atmosphere, 
any absorbed moisture will outgas under vacuum at rates 
dependent on the nature of the material. The body of the 
Atomsource sputtering chamber is made from Delrin, which 
is a potential source of contamination by water (9), and tests 
have been made to check for water retention in this system. 
The Atomsource head was flushed for 24 h with dry argon, 
by which time the gas passing through the system was dry. 
It was left sealed for a further 24 h under an atmosphere of 
dry argon, and then with dry argon flowing through the head 
(at a flow rate of O.S L/min) the water content in the gas 
leaving the Atomsource head was measured. The water 
content of the gas was initially greater than 1000 ppm and 
fell to 40 ppm after 6 h. In the same test carried out on an 
all-glass atomizer of similar dimensions the water content was 
again over 1000 ppm initially, but fell to 40 ppm after only 
10 min of flushing. Absorption measurements showed that 
this outgassed water can affect the stability of sputtering. It 
was found that after standing for 24 h in dry argon the 
Atomsource chamber required 4 h of flushing combined with 
occasional sputtering "burns" before stable, reproducible ab
sorption readings were obtained. 

The above results show the importance of excluding water 
vapor from the sputtering discharge and that particular care 
must be taken with the purity of the inlet argon supply to the 
atomizer. Although water vapor is expected to be the major 
contaminant in sputtering atomizers, it is of course important 
that the sputtering gas be free from other contaminants such 
as oxygen and carbon dioxide. 

Reproducibility Studies. Studies of the long-term re
producibility of analyses have been made for the Atomsource 
and the glass sputtering chambers. Details of the method are 
given in the Experimental Section. Briefly, the procedure 
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consisted of taking 10 consecutive readings on fresh surfaces 
of the same sample, flushing with argon for a period, taking 
a further set of readings, flushing again, and so on. The 
analysis used for these measurements was Cr in low-alloy steel. 
Before commencing, the system was flushed for 4 h and then 
sealed overnight at a positive pressure of argon. Next day the 
system was first flushed with dry argon for SO min, after which 
time the reproducibility of measurements in the Atomsource 
was around 2% relative standard deviation (RSD). However, 
this value will be influenced by residual water vapor (see 
previous section) and should not be considered typical. 
Following a further 4 h of flushing, the reproducibility had 
improved to around 1 % RSD, which is essentially the same 
as found for the earlier sputtering atomizer (4) for chromium 
in low-alloy steel. The reproducibility remained approximately 
constant at this level over a number of additional flushing 
periods lasting a total of S days. However, although the RSD 
for each set of readings remained constant over this period, 
the measured absorbance showed a small steady increase 
during each set of readings and also to some extent between 
sets, e.g. after 4 h of flushing, mean absorbance 0.097, RSD 
1.1 %; after 6 h of flushing, mean absorbance 0.100, RSD 0.9%; 
after 22 h of flushing, mean absorbance O.lOS, RSD 0.8 %, and 
so on. Similar measurements using the glass atomizer also 
showed a small increase of measured absorbance with time. 

Investigations showed that the small increase of absorbance 
with time was related to the deposition of sputtered material 
around the arrester and accelerator. IT the arrester/accelerator 
are brushed in situ between each reading with a small bottle 
brush, the drift in absorption does not occur, and it would 
appear that the effect may be caused by a reduction in the 
sputtered area (and hence an increase in the current density 
at the sample surface) or by small changes in the local pressure 
and flow conditions caused by changes in the geometry of the 
gas inlets. However, although the drift in the results can be 
eliminated by brushing, the act of brushing introduces gaseous 
impurities to the chamber, and the reproducibility is reduced 
to around 1.5-2% RSD. In order to remove these impurities 
and recover the original reproducibility, it is necessary to flush 
the system for a few minutes after each brushing. Thus to 
obtain high precision from the Atomsource or glass sputtering 
chambers, we find it is necessary to lightly brush the accel
erator / arrester and then to flush with dry argon for a few 
minutes before taking a reading. By adoption of this proce
dure a constant absorbance could be maintained over several 
hours with a reproducibility of typically 0.8% RSD. 
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Conventional aminopeptidase methods require cell concen
trations of approximately 10· to 10'0 cells/mL and an incu
bation period in the labeled substrates of 20 h. In order to 
obtain the large number of cells required to perform this as
say, a 36-48-h growth period must precede the assay. An 
improved procedure is described that combines time-resolved 
fluorometry and a nondestructive whole cell immobilization 
procedure. This method has reduced cell concentrations 
80 OOO-foid from that required for the standard assay, has 
reduced the room-temperature incubation period from 20 h 
to 3 min, and has shortened the total turnaround time for the 
assay from 2.5 days to approximately 3-7 h. 

At present a major goal of "improved" microbial identifi
cation techniques is to reduce the time required for identi
fication. The turnaround time can be broken into two specific 
elements. The first is the growth period required to isolate 
and obtain enough sample to analyze, and the second is the 
time required to process the sample, including measurement 
and data reduction steps. The objectives of this research have 
thus been 2-fold: first, to reduce the total number of cells 
required to perform the assay and then to reduce the required 
incubation time of the microbial cells in the labeled substrates. 
Decreasing the number of cells and the incubation time period 
will decrease the total turnaround time for pathogen iden
tification, and aminopeptidase profiling thus will become a 
much more practical method for bacterial and fungal iden
tification. 

Identification methods that utilize inherent enzyme reac
tions in the organism can provide a "measurement advantage" 
due to the chemical amplification that is present with such 
systems. It is apparent then that bacterial identification 
schemes based on such measurements may have the most 
success in reducing the "total" analysis time. One such 
technique is aminopeptidase profiling, which has been em
ployed since the early 1970's to elucidate the metabolic 
characteristics of bacterial pathogens (1). The method is based 
upon microbial metabolism of nonfluorescent L-amino acid 
/3-naphthylamide substrates to produce the highly fluorescent 
tag, /3-naphthylamine (/3NA). Histograms that plot the nor
malized hydrolysis of these substrates provide a distinct am
inopeptidase profile pattern that reveals various metabolic 
characteristics of that microbial species. This metabolic 
"fingerprint" can be utilized as a means for identification and 
differentiation of pathogen species (2). 

Conventional aminopeptidase techniques utilize a filter 
fluorometer and as a result require cell concentrations of 108 

to 1010 cellsjmL and a 20-h incubation period to produce a 
significant /3NA fluorescent signal. These high cell concen
trations and lengthy incubation periods are due to the poor 
detection limit of the instrumentation and the large back
ground emission associated with the assay. The lower limit 
of detection with the filter fluorometer is approximately 10-7 
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M /3NA, and the assay has a blank equivalent to 3 X 10-6 M 
/3NA (3) (Table I). The linear dynamic range of the assay is 
1.5 orders of magnitude, and thus differentiation of closely 
related species is impossible even with the significant con
centration of the bacterial cells employed. In order to improve 
the assay to current standards, many modifications had to be 
implemented with respect to the instrumentation and the 
chemical procedures. The instrumental modification consisted 
of replacing the filter fluorometer with a time-resolved laser 
fluorometer. Typically, increases in source intensity without 
a simultaneous decrease in the blank have little effect on 
detection limits. Because of this, a detailed examination into 
reducing the magnitude of the interference from each com
ponent of the blank was investigated. The results of this study 
have been published by Coburn et al. (2, 3). 

By application oflaser-based instrumentation to the assay, 
the detection limit for /3NA has been reduced to nanomolar 
concentrations and the linear dynamic range of the assay is 
increased to 3 orders of magnitude. This improvement in 
measured signal to noise ratio has allowed for a decrease in 
the incubation period from 20 to 4 h when the same concen
tration of sample is used. Even with this five-fold reduction 
in the incubation period, there is a significant contribution 
to the blank from the autohydrolysis of the labeled substrates 
(2,3). In addition, as a result of each substrate decomposing 
at a different rate and each microbial sample having a different 
inherent luminescence, a series of blank measurements are 
also required to calculate the amount of enzymatic hydrolysis. 
The ability to reduce cell concentrations for the assay hinges 
upon the extent of enzymatic hydrolysis observed for a par
ticular cell concentration and the actual identification pro
cedure. The standard aminopeptidase procedure consists of 
incubating a series of test tubes containing a suspension of 
cells and one of the amino acid substrates. The total number 
of cells required to produced an aminopeptidase profile is 
dependent on the concentration of cells and the number of 
substrates included in the profile. For example, in order to 
produce a 20-nutrient profile with one repetition, 40 5-mL 
tubes, each containing 5 X 107 cells, or a total of 2 X 109 

bacterial cells would be required. 
In an attempt to reduce the total number of cells required 

and eliminate many of the cumbersome procedural steps in 
the method, the possibility of immobilizing the sample was 
explored. There have been many applications in the literature 
in which whole cells have been immobilized to allow for re
peated use. Immobilization is completed by either chemical 
or physical processes, which include confinement by hydro
phobic gels and adsorption to polymers (4, 5). Gel confmement 
techniques have diffusional limitations and thus are not 
suitable for a rapid aminopeptidase profiling technique. 
Physical adsorption to ion-exchange resins was attempted, and 
absorption of Pseudomonas phaseolicola cells was successfully 
completed. The anion-exchange resin, however, also absorbed 
the amino acid substrates and the fluorophore tag /3NA. As 
a result, these investigations were terminated. Alternatively, 
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Figure 1. Miniature immobilization apparatus. 

the use of micropore filters to remove bacteria from incubation 
solutions has appeared frequently in the literature as a simple 
and clean method ofterminating enzymatic reactions and/ or 
collecting fermentation products (6,7). The primary practical 
problem in pursuing this possibility was finding a membrane 
system convenient to use and one that adds little fluorescence 
to the blank through solvent-extractable contaminants. The 
system that evolved is a cell collection device housing a re
placeable 25-mm membrane. 

The method developed is nondestructive to the sample and 
has the ability to differentiate between viable and nonviable 
cultures. Sample preparation is extremely simple when 
compared to other techniques, as there is no complicated 
procedure for cell lysis, biomarker extraction, or derivatization. 
The current methodology also has the capability of easily being 
automated compared to the original profiling procedure. 
Along with these characteristics, the modified procedures have 
reduced cell concentrations for the standard assay over 
800000-fold and 800-fold from previously reported work (2), 
has reduced the room-temperature incubation period from 
20 h to 3 min, and has shortened the total turnaround time 
for the assay from 2.5 days to approximately 3-7 h. 

EXPERIMENTAL SECTION 
Instrumentation. A detailed description of the time-resolved 

laser fluorometer has been published previously by Coburn et al. 
(2). The excitation source is a PAR Model 2100 nitrogen laser. 
The sample is excited from the bottom in order to reduce scattered 
radiation, and the fluorescent signal is collected at 90° and focused 
into a JY single monochromater. The detector is an RCA 931A 
photomultiplier tube, and temporal resolution is obtained with 
a PAR Model 162/165 boxcar integrator. The integrated signal 
is subsequently analog to digital (A/D) converted and stored in 
an IBM XT. 

Immobilization Apparatus. A "large" immobilization ap
paratus was constructed from a cell collection device obtained 
from Ace Scientific (East Brunswick, NJ) and a Teflon insert 
obtained from a Millipore syringe nIter holder. The sintered glass 
membrane filter support originally in the cell collection device 
was removed and replaced with the Teflon insert. This modi
fication increased the flow rate of the nItration step and decreased 
the carryover between substrate incubations. Immobilization is 
achieved with a replaceable Durapore (HVLP) membrane filter 
with a pore diameter of 0.45 I'm. This system required an in
cubation solution of approximately 1 mL and a wash solution, 
which was used to rinse the sample and dilute the incubation 
solution to measurement volume, of 4 mL. 

A miniature immobilization apparatus was prepared by ce
menting a small disposable high-performance liquid chroma
tography (HPLC) nylon syringe filter (Micron Separations, Inc.) 
onto a cut Pasteur pipet (Figure 1). The cement used was Duco 
cement manufactured by Du Pont. The syringe luter had a 3-mm 
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Table I. Blank Contributions in Equivalent Concentrations 
of{JNA 

immobilized 
convention- time-resolved and 

blank contribn ala assay only time-resolved 

buffer 1.1 x 10-7 M 2.4 X 10-10 M 2.4 X 10-10 M 
autohydrolysisb 2.5 x 10-8 5 X 10-9 5 X 10-9 
cell emission 3.0 X 10" 3 X 10-8 

membrane 5 X 10-10 

apparatus 

total 3 X 10" 3.5 X 10-8 5 X 10-9 

a Data taken from ref 3. b Conventional and time-resolved sub
strate concentration is 1 X 10-5 M. Immobilized substrate con
centration is 1 X 10-4 M. 

diameter and 0.45-,um pore size, and contained a membrane made 
of nylon. Each of these was used for one bacterial sample and 
then discarded. The incubation solution has been reduced to 100 
I'L while the wash and dilution volume has been reduced to 700 
I'L. 

Physical Immobilization. Quaternary ammonium exchange 
resin was incubated in 1 M NaOH for 24 h and then rinsed to 
pH 7 with distilled water. Physical adsorption of Pseudomonas 
phaseolicola cells was completed by incubating, at room tem
perature, 1 g of the prepared resin and a 30% transmission (540 
nm) suspension of the bacterial cells. Approximately 109 cells 
were adsorbed at the end of 90 min. This value corresponds well 
with published literature (4). 

Chemicals. Water was purified by distillation and stored in 
glass. The buffer consisted of 0.005 M Tham standard grade 
obtained from Fisher and 0.005 M NaCI analytical reagent grade 
obtained from Mallinckrodt. The buffer was acidified to pH 8 
with concentrated HCI and stored in glass. The anion-exchange 
resin, Amberlite IRA-400, was obtained from Mallinckrodt. The 
amino acid fl-naphthylamide substrates were obtained from Sigma 
and stored as solids below 0 °C. The fl-naphthylamides used were 
L-alanyl (ALA), L-arginyl (ARG), L-cystinyl-di- (CYS), L-glycyl 
(GLY), L-histidyl (HIS), L-hydroxyprolyl (HPRO), L-Ieucyl (LEU), 
and L-Iysyl (LYS). Stock solutions were prepared with Burdick 
and Jackson methanol at a concentration of 0.001 M. These 
solutions were stored at 4 °C and were stable for months. Working 
solutions were prepared just prior to use at a 1:10 dilution. 

Biological Samples. Unless otherwise stated, cells were re
moved from 15 h old nutrient agar cultures and diluted in buffer. 
Microliters of this cell suspension were subsequently applied to 
the membrane innnediately before analysis. All cells were trapped, 
but the fraction of viable cells in the original sample was not 
determined. 

RESULTS AND DISCUSSION 
The assay blank consists of Raman and Rayleigh scatter, 

emission from the buffer, a contamination of free flNA pro
duced form the autohydrolysis of the substrates, and an in
trinsic luminescence due to the biological matrix. Table I 
outlines the improvements afforded by the new measurement 
protocol. A change in buffer from Tris to Tham (same 
molecule, different name and purity) resulted in the 
fluorescence impurities being reduced 2 orders of magnitude. 
Preparing substrate stock solutions in methanol instead of 
water reduced the autohydrolysis by an order of magnitude 
(3). The introduction of temporal resolution reduced the 
interferences from scatter and the biological matrix, and this, 
combined with the above-mentioned fluorescent impurity 
reductions, allowed for a net decrease in the conventional 
aminopeptidase assay blank of 2 orders of magnitude. 

The methodology utilizing these procedural modifications 
was used to differentiate between races of P. megasperma 
sojae (3). Further improvement in the linear dynamic range 
of the measurement is theoretically available by reducing the 
cell concentration. This was attempted for cultures of 
Pseudomonas phaseolicola and Xanthomonas phaseoli at 
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Figure 2. Average profile of Pseudomonas phaseolicola obtained with 
repeated use of 5 X 10· cells and a 3-min incubation. Forty separate 
incubations were produced over an 8-h period. 

50000 cellsjmL by using sophisticated pattern recognition 
techniques (8). The difficulty was due to the rate of auto
hydrolysis nearly equaling the rate of enzymatic hydrolysis. 
Thus the full dynamic range was not attainable at the an
ticipated signal to noise ratio. In order to have the lowest 
blank possible as well as an insignificant rate of autohydrolysis, 
a whole cell immobilization scheme was investigated. 

Immobilization Procedure. Many of the time-consuming 
and cumbersome procedural steps of the conventional assay 
have been eliminated with the incorporation of cell immo
bilization, resulting in a very simple and straightforward 
method. The procedure now consists of the following steps: 
A small aliquot of a cell suspension is added to the membrane, 
and the buffer solution is subsequently removed by suction. 
The fluorophore-Iabeled substrate solution is applied to the 
membrane, and the incubation is allowed to proceed. After 
incubation the solution is removed and analyzed for the 
fluorescent tag while the sample of cells is still retained on 
top of the membrane. The trapped cells are washed with 
buffer, and then the next substrate solution is applied and 
incubation is started again. By conversion of the standard 
homogeneous aminopeptidase assay into a heterogeneous type 
the magnitude of the blank decreases, as it is no longer dom
inated by the biological matrix, which varies with cell con
centration and microbial species. In fact, the background 
associated with the measurement is reduced an additional 
order of magnitude (Table 1). This is a net reduction of 3 
orders of magnitude from that of the original filter fluorometer 
method. It is worth noting that the biological matrix sup
presses the signal expected for a given level of !'INA; thus the 
measurement is aided twice by removing the cell matrix. 
Indeed, the signal to noise ratio is increased enough to allow 
the incubation period to be reduced from 4 h to 3 min. The 
autohydrolysis of the substrates is controlled by an equilibrium 
process that can be related to the initial substrate concen
tration and the final dilution volume. The magnitude of the 
autohydrolysis term was not affected by the increase in sub
strate concentration. This was unexpected but obviously 
advantageous. 

This immobilization procedure was used to obtain replicate 
aminopeptidase profiles of the plant pathogen Pseudomonas 
phaseolicola (Figure 2). This histogram is the average of five 
complete eight-substrate aminopeptidase profiles. Each 
separate profile was produced by sequentially adding 1 X 10-4 
M substrate solutions to the same 5 X 106 cells trapped on 
the membrane and incubating for 3 min. The same cells 
therefore underwent 40 separate, 3-min incubations, which 
spanned an 8-h period. This reuse of sample permits a further 
reduction in the number of cells required for the assay by a 
factor equivalent to the number of substrates used to create 
the profile by the conventional method. The order of substrate 
incubations has not been observed to affect the profile ob
tained, but this should not be assumed for all microbial 
species, as a number of aminopeptidase enzymes have the 
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Figure 3. Aminopeptidase profile of Pseudomonas phaseolicola ob
tained with a filter flUorometer. A concentration of 108 cells/mL and 
a 20-h incubation period were utilized. 

capability of hydrolyzing different amino acids. The stimu
lation of certain aminopeptidase enzymes early on in the 
profile could in theory alter substrates appearing later in the 
profile. The identity of the substrates and the order in which 
they were used in this investigation were chosen at random. 

The precision of the technique is illustrated with error bars 
in Figure 2, and since pattern recognition algorithms are used 
to match profiles, a pooled standard deviation for the sub
strates is calculated. The pooled standard deviation for the 
replicate profiles shown in Figure 2 is 2.4 %. The reproduc
ibility of the technique was examined further by comparing 
profiles produced on the same day from the same cells and 
profiles produced on different days with different cells. The 
mean character difference (9), which is similar to a Euclidean 
distance, was 1 % for the same-day profiles. The mean 
character difference for profiles produced on different days 
is approximately 3 %. 

Reproducibility of filter fluorometer profiles is slightly less, 
as the standard deviation per substrate is approximately 4 %. 
An aminopeptidase profile for Pseudomonas phaseolicola, 
obtained with a filter fluorometer, is presented in Figure 3 
for comparison. This profile is produced with cell concen
trations of 108 cellsjmL and a 20-h incubation period. This 
profile compares well with that shown in Figure 2 when kinetic 
variations due to cell concentration and incubation time are 
taken into account. The aminopeptidase technique is self
leveling, and thus substrates showing weak activity initially, 
such as leucine and lysine, tend to overtake other substrates 
when the incubation period is increased. This effect can be 
observed when the magnitude of hydrolysis for these two 
substrates is compared after 3 min and 20 h. There is greater 
lysine and leucine activity after 20 h, but the ratio between 
the two substrates remains the same for both incubation 
periods. It should also be noted that two of the major limi
tations to obtaining reproducible profiles with the standard 
technique are the variations in cell concentrations between 
each substrate incubation and percentage of viable cells 
present during the incubation. By utilization of the same 
sample of cells for each substrate incubation, much of the 
variation observed in the substrate hydrolysis within a profile 
and with replicate profiles can be eliminated. 

Nondestructive analysis of a sample can also be of great 
benefit when one is investigating long-term sample behavior. 
It is well-known that the composition of the growth media used 
to culture the bacterial populations affects both the identity 
and quantity of different cellular components. The adaptive 
behavior of Pseudomonas phaseolicola cells retained on the 
immobilization membrane was investigated (Figure 4). Each 
profile was produced with the same 5 X 106 cells and a 3-min 
incubation. The introduction of a different culture medium 
{Pseudomonas Agar-F (PAG)) from that utilized in Figure 2 
produces an aminopeptidase profile that lacks hydroxyproline 
activity (see Figure 4A). The incubation of these same cells 
1 h later reveals that the cells have adapted to the substrates 
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Figure 4. Aminopeptidase profiles of Pseudomonas phaseolicola 
showing adaptive behavior to the substrates used in the analysis: (A) 
initial and (8) 1 h later. 

that were introduced in the first profile run. The hydroxy
proline activity has increased, as seen in Figure 4B. The 
question of which profile is correct (Figure 4A or 4B) is of 
critical importance since pattern recognition algorithms are 
utilized for identification. At present, all identification 
techniques that rely on "fingerprints" of microbial organisms 
must obey strict guidelines with respect to culture media 
composition. The correct profile will correspond directly to 
the identity of the "standard" growth media. This observation 
is under further investigation as it may produce a method of 
eliminating the restrictions on growth media just discussed. 
A number of different growth media are being investigated 
to examine the aminopeptidase activity that results after an 
initial incubation with all the substrates. The ramifications 
of this investigation could be of major importance to microbial 
identification methods. 

Immobilization Apparatus Miniaturization. The drive 
to increase sensitivity and produce an assay capable of au
tomation requires not only a further reduction in cell numbers 
but a reduction in reagent and measurement volumes. The 
immobilization system used in the investigations that pro
duced Figures 2 and 4 utilized a 25-mm replaceable membrane. 
This system required an incubation solution of approximately 
1 mL and a wash solution, which was used to rinse the sample 
and dilute the incubation solution to measurement volume, 
of 4 mL. In order to reduce the solution volumes, a miniature 
immobilization system was created. This immobilization 
system employs a 3-mm membrane with a 0.45-llm pore size 
(Figure 1). The incubation solution can now be reduced to 
100 ilL while the wash and dilution volume has been reduced 
to 700 ilL. This system was used to differentiate clearly both 
qualitatively and quantitatively between samples of Pseu
domonas phaseolicola and Pseudomonas aureofaciens, two 
related species (Figure 5). Each profile was produced with 
5 X 105 cells and a 3-min incubation period. It should be noted 
that the profile obtained from the Pseudomonas phaseolicola 
sample deviates with respect to the weaker hydrolyzed sub
strates from the profiles shown in Figure 2. This deviation 
is due to the decrease in cell concentration from that used in 
Figure 2. This situation can be corrected by increasing the 
number of viable cells immobilized or by increasing the in
cubation time period. The need for the presence of these 
substrates showing weaker activity must be appraised with 
respect to the ability of pattern recognition algorithms to 
identify the organism and the turnaround time for the iden-
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Figure 5. Aminopeptidase profiles obtained from 5 X 105 ceHs and 
a 3-min incubation: (A) Pseudomonas phaseoHcola and (8) Pseudo
monas aureofaciens . 

Table II. Comparison of Methods for an Eight-Nutrient 
Profile 

conven- time-re- immobilized 
tional solved and 

parameter assay only" time-resolved 

cell growth 36-48 h 2-6 h 2-6 h 
no. cells req 4 X 10' 50 X 106 500 X 103 

tot incubn time 20 h 4h 24 min 
no. of measmts 16 16 8 
total time 2.5 days 6-10 h 3-7 h 

(I Data taken from ref 2. 

tificaiton. If identification can be completed without the 
presence of the weaker activity substrates, then further re
ductions in cell concentrations can be achieved. These con
siderations are being investigated further. 

Present and Predicted Performance. The conventional 
technique and the technique described in this paper are 
compared in Table II. The growth period that precedes the 
assay has been reduced from 36-48 to 2-6 as a direct result 
ofthe total number of cells required to perform the assay being 
reduced from 4 X 10' to 5 X 105. The autohydrolysis values 
represent the contribution to the blank that occurs during the 
full incubation period cited. The incubation time of each 
substrate has been reduced from 20 h to 3 min due to the large 
increase in signal to noise ratio facilitated by utilizing an 
immobilized cell technique. For an eight-nutrient profile, the 
total incubation time is 24 min since each substrate is se
quentially instead of the conventional simultaneous incubation 
of each substrate. It is obvious, though, that all eight sub
strates are not needed to differentiate between these two 
species; thus, the analysis time could be reduced accordingly. 
One other important outcome of the immobilization procedure 
is that the number of sample measurements required to 
perform the assay has been reduced by a factor of 2. This 
is a consequence of the assay having a constant blank reading 
for each substrate that does not change with bacteria type or 
concentration. The end result of these instrumental and 
methodological improvements can be seen by the decrease in 
total turnaround time for identification from 2.5 days to ap
proximately 3-7 h. 

Research is under way to increase the sensitivity of the 
technique and lower the cell numbers still further. The av-
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enues being explored consist of decreasing reagent and dilution 
volumes and improving the instrumental sensitivity and se
lectivity by incorporating improved optics and a nanosecond 
transient recorder. Analysis is also under way that will unveil 
the experimental trades present between the cell concentra
tion, the substrate concentration, and the incubation time 
period. Optimization of the procedure will undoubtedly allow 
for a decrease in cell concentrations with a minimal increase 
in incubation time. The end goal of these improvements is 
total elimination of the cell growth period. 

Registry No. Ala·iJ-naphthylamide, 720-82-1; Arg-fJ· 
naphthylamide, 7182-70-9; di-Cys-iJ-naphthylamide, 1259-69-4; 
Gly-iJ-naphthylamide, 716-94-9; His-iJ-naphthylamide, 7424-15-9; 
Hpro-iJ-naphthylamide, 3326·64-5; Leu-fJ-naphthylamide, 732-85-4; 
Lys-fJ-naphthylamide, 4420-88·6; aminopeptidase, 9031-94-l. 
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Water as a Unique Medium for Thermal Lens Measurements 

Mladen Franko! and Chieu D. Tran* 

Department of Chemistry, Marquette University, Milwaukee, Wisconsin 53233 

The temperature effect on thermal lens measurements In 
water has been Investigated. The magnItude and sign of the 
thermal lens signal intensity were found to be strongly de
pendent on the temperature of the aqueous solution. De
pending on whether the measurements are performed at 
temperatures lower or higher than -0.01 °C, the photoinduced 
thermal lens can have either a positive (convergIng) or neg
ative (diverging) focal length. At precisely -0.01 ± 0.04 °C, 
no thermal lens Signal could be observed. This Is because the 
dnldTvalues of water are positive at T< -0.01 °C, negative 
at T> -0.01 °C, and equal to zero (i.e., maximum refractive 
index) at T = -0.01 °C. This unIque characteristic was ex
ploited to enhance the sensItivIty of thermal lens measure
ments in water. For instance, the thermal lens signal of an 
aqueous solution was enhanced up to 2.4 times when the 
temperature of the solution was increased from +20.0 to 
+90.0 °C. For thermally unstable compounds, the sensitivity 
enhancement was achieved by synergistic use of the bimodal 
characteristic of the thermal lens technique and the temper
ature effect on the thermooptical properties of water. Typi
cally, two sample cells, one at-7.9 °c and the other at +12.0 
°c, were placed on both sides and symmetrically about the 
beam waist. The sensitivity Of this two-cell system was 1.80 
or (1 + T) times that of the sIngle cell (T Is the transmittance 
of the first cell). 

Thermal lens techniques have been demonstrated to be a 
sensitive method for low-absorbance measurements (1-12). 
Absorptivities as low as 10-7 have been measured by using 
these techniques. The technique is based on the nonuniform 
temperature rise that is produced in an illuminated sample 

* To whom correspondence should be addressed. 
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by nonradiative relaxation of the energy absorbed from a 
TEMoo laser beam (1-12). For weak absorbing species, the 
thermal lens signal, which is measured as the relative change 
in the laser beam center intensity in the far field, t:.I h,1 I be, 

is related to the excitation laser power P and sample absor
bance A by 

t:.Ibe 1.21P(dn/dT)A 

h, "Ak 
(1) 

where "A is the wavelength, and dn/dT and k are the tem
perature coefficient of the refractive index and thermal con
ductivity of the solvent, respectively (1, 2). It is thus clear 
that in addition to the sample absorbance and excitation laser 
power, the thermal lens signal intensity is directly proportional 
to dn/dT and inversely proportional to the k value of the 
solvent. Generally, nonpolar solvents provide good media for 
thermal lens measurements owing to their high dn I d T and 
low k values (1,2,10,12). Conversely, water, which is the most 
powerful and widely used solvent in spectrochemical analysis, 
specifically for metal ions and biological compounds, is con
sidered to be the worst medium for thermooptical techniques 
because it has very low dn/dT and high k values (1, 2, 10, 12). 
This is very unfortunate because it severely limits the scope 
of these techniques. As a consequence, considerable efforts 
have been made in the last few years to ameliorate the thermal 
physical properties of water. Most notable methods include 
the use of micelles or reversed micelles to enhance the sen
sitivity of thermal lens measurements in water (10, 12). 
Unfortunately, in spite of the success, these methods involve 
the addition of surfactants into the aqueous solution, which 
sometimes may produce some unwanted effects (13-15). It 
is thus particularly important that a new method which can 
improve the thermal physical properties of water without the 
use of any additive be developed. 

The extensive hydrogen· bonding network and multiple 
structural characteristics enable water to be unique among 
solvents. For instance, its density increases as temperature 
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is lowered and reaches a maximum value at about 4 °C (16, 
17). Based on the relationship between density and refractive 
index, it is expected that water possesses negative dn/dT 
values at room temperature and positive values at subzero 
temperatures. There will be a certain temperature at which 
dn/dT = 0 (or the refractive index is maximum). As a con
sequence, it is fully expected that the sensitivity of thermal 
lens measurements depends on the temperature of the aqueous 
solution. A change in the solution temperature not only can 
enhance the signal intensity but also can eliminate it com
pletely. Therefore, it is of extreme importance that a rela
tionship between the temperature of aqueous solution and the 
thermal lens signal intensity be carefully studied. Knowledge 
gained from this study not only guides the selection of an 
appropriate measurement temperature at which maximum 
sensitivity can be achieved but also provides fundamentals 
for the development of a sensitivity enhancement method 
utilizing the bimodal characteristic of the thermal lens tech
nique. 

Such considerations prompted this study, which aims to 
investigate the effect of temperature on the thermal lens signal 
intensity of aqueous solution. It will be demonstrated for the 
first time in the communication that either a positive (con
verging) or a negative (diverging) photoinduced thermal lens 
can be formed in water by simply varying the temperature 
of the aqueous solution. Based on the relationship between 
the thermal lens signal intensity and temperature, a novel 
method will be developed that aims to enhance the sensitivity 
of the technique. 

EXPERIMENTAL SECTION 
The effect of temperature on the thermal lens signals was 

investigated by using the dual-wavelength pump/probe config
uration thermal lens spectrometer that was developed recently 
in our laboratory (11). Unless otherwise stated, the sample was 
excited by either a 514.5- or 457.9-nm excitation beam (20 mW; 
I-Hz modulation), and the photoinduced thermal lens was 
measured by a He-Ne probe laser (632.8 nm). Sample solution 
was placed in a standard l-cm2 quartz cell whose temperature 
was controlled by means of a water jacket cell holder. A N eslab 
thermostated bath (Model RTE-19 with temperature stability 
of ±0.01 °C) was used to circulate the ethylene glycol-water 
mixture through the cell holder to control the cell temperature. 
A thermistor (Fenwall Electronics UUA-33J1) was connected to 
the cell holder to monitor the cell temperature. The resistences 
of the thermistor were related to the temperatures of the sample 
solution at the laser beams by a calibration curve that was con
structed by inserting a precision stendard thermometer equipped 
with 0.01 °C divisions into the sample cell and recording its 
temperatures and the corresponding resistances of the thermistor 
over a temperature range of -8 to 80 °e. 

A single-laser, single-beam thermal lens apparatus was used 
to study the dependency of the thermal lens signal on the position 
of the cell relative to the beam waist and to develop a two-cell 
system to enhance the sensitivity. As shown in Figure 1, the laser 
used in this apparatus was a 35-m W He-Ne laser (Spectra-Physics 
Model 127) whose output was focused by a 10 em focal length 
lens (for the single-cell experiment) or a 30 em focal length lens 
(for the two-cell experiment) and modulated by an electronic 
Uniblitz shutter (Vincent Associates Model 214). A water jacket 
cell holder placed on a translation stage provided the variation 
in the distance between the sample cell and the laser beam waist. 
The laser intensity was detected by a pin photodiode (PD) placed 
behind a pinhole (Ph) and 3 m from the sample. The output of 
the photodiode was amplified and fed into a digital memory 
oscilloscope (Heath Model 4850). The output of the scope was 
connected to an AT&T personal computer (Model PC 6300) to 
accumulate and average the signals. Typically, the thermal lens 
was recorded as the time-dependent change in the far field beam 
center intensity after the onset of laser illumination. 

J"Jt) = 1",(0)[ 1 + (1 /t,/t) + y,( 1 /t,/t rr (2) 
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He-Ne laser 

T, T, 

M 

Figure 1. Schematic diagram of the single~laser, single-beam thermal 
lens spectrometer: l. lens; Sh, electronic shutter; S1' sample cell 1 
at -7.9 °C; 8" sample cell 2 at +12.0 °C; M, mirror; Ph, pinhole; PO, 
pin photodiode; PC, personal computer. 

where t e, the time constant, depends on the spot size, w, of the 
beam in the sample, the density, p, specific heat capacity, Cpo and 
thermal conductivity, k, of the solvent and is given by 

t, = (w'pCp)/4k (3) 

The strength of the thermal lens, e, was calculated from [inter
ceptr' of the plots of 1",(t)/I",(O) - 1",(t) vs lit. 

Alignment for the two-cell system was performed by initially 
placing cell 1, which contained sample (5.0 X 10-7 M nickel 
phthalocyanine), before the beam waist and cell 2, which contained 
water, after the beam waist. The two cells were kept at room 
temperature, and the position of cellI relative to the beam waist 
was adjusted so as to provide maximum thermal lens signal. 
Subsequently, the sample (cellI) and blank (cell 2) were inter
changed, and the position of cell 2 relative to the beam waist was 
adjusted to provide maximum thermal lens signal. The system 
was now aligned, and measurements were then performed by filling 
both cells with the 5.0 X 10-7 M nickel phthalocyanine aqueous 
solution and cooling cellI to -7.9 °C and cell 2 to +12 °C. In 
order to eliminate condensation problems associated with low
temperature measurements, a majority of the thermal lens ap
paratus including the cell holders was placed inside a drybox 
containing nitrogen gas. 

RESULTS AND DISCUSSION 

Thermal lens signals of 1.0 X 10-6 M ferroin aqueous so
lution at different temperatures, which were measured with 
a pump/probe thermal lens apparatus, are shown in Figure 
2. The signals, as explained earlier, were recorded as the 
probe laser beam center intensity. The signal for the sample 
at +20.00 °C is shown in Figure 2a. In this case, the intensity 
of the probe beam decreased gradually when the 514.5-nm 
excitation beam was allowed to excite the sample. This was 
because the refractive index gradient that was produced by 
the heat generated from the sample absorption of the pump 
beam acted as a thermal lens to modify the beam center 
intensity of the probe beam. The thermal lens formed in this 
case was a diverging lens because it defocused the probe beam 
and, hence, decreased the beam center intensity. It is of 
particular interest to observe the dependency of the sign and 
the strength of the thermal lens on the temperature of the 
aqueous solution. As shown in Figure 2a-f, five different 
thermal lens signals were obtained from the same sample 
solution, which was excited with the same laser intensity and 
modulated at the same frequency. The only difference be
tween these signals is the solution temperature. Lowering the 
temperature from 20.00 to 7.58 °C resulted in a 2.19-fold 
decrease in the thermal lens signal intensity (2b). At +3.26 
°C, the signal intensity is only about' / '0 of that at 20.00 °C 
(2c). It is fascinating to see the complete lack of thermal lens 
effect at +0.02 °C: At this temperature, the heat generated 
by the sample absorption of the pump beam had no observable 
effect on the intensity of the probe beam (Figure 2d). It is 
important to add that the water was still in the liquid phase 
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Figure 2. Thermal lens signal of aqueous solution at different tem
peratures: (a) +20.00, (b) +7.58, (c) +3.26, (d) +0.02, (e) -2.80, and 
(f) -5.87 °C. 

at this temperature. In fact, in this study using the I-cm2 

quartz cell, the aqueous solution remained in the supercooled 
liquid state at temperatures as low as -8°C. This is hardly 
surprising, considering the small volume of the sample cell 
(16,17). The state of the sample can be accurately evaluated 
by using thermal lens signal because under the present ex
perimental conditions, which include the use of a 60 mm focal 
length lens to focus the excitation beam and a 10 mm path 
length cell, no thermal lens effect is expected to be observed 
for a solid 10 mm thick inside a cell. Photothermal signal 
which is presumably generated from such effect as thermal 
lens and photothermal deformation may be observed for a thin 
slide of solid without the cell (18, 19). In addition, based on 
the thermooptical properties of ice (dn/dT = -3.8 x 10-5 K-l 
and k = 22 m W cm-1 K-l) (20), it is expected that instead of 
a positive signal as in the case of supercooled water, a negative 
signal of about -23 m V (for 5I4.5-nm excitation) would have 
been obtained for a 5-mm slice of ice (without the cell). 

The magnitudes of the thermal lens signals in supercooled 
water at -2.80 and -5.87 °C are the same, within experimental 
error, as those at +3.26 and +7.58 °C, respectively (Figure 2e,f 
and Figure 2c,b). The sign of the thermal lens signals in 
supercooled water is, however, opposite to those in the normal 
liquid water. The beam center intensity of the probe beam 
was increased by the induced thermal lens in supercooled 
water. Apparently, the heat produced as a consequence of 
the sample absorption formed a converging lens. The positive 
focal length thermal lens focused the probe beam and led to 
an increase in the beam center intensity. Because the thermal 
conductivity of water is always a positive number, the results 
obtained seem to suggest that the divergent thermal lens 
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Figure 3. Plot of thermal lens signal of aqueous solution eXCited at 
457.9 (a) and 514.5 nm (b) against temperature. Points are experi
mental values, and the solid line is the best fit. 

formed at T> 0 °C is due to the negative dn/ dT values while 
the positive dn/dT values at T < 0 °C led to the convergent 
thermal lens. The transition temperature at which dn/ dT 
= 0 is about 0.02 °C. It is thus clear that the thermal lens 
signal intensity is strongly affected by the temperature of the 
aqueous solution. This dependency is expected to provide 
excellent means for the determination of thermal physical 
properties of water as well as for the enhancement in the 
sensitivity of the thermal lens technique. In this study three 
principal applications based on this dependency were inves
tigated. They include (a) the precise and accurate determi
nation of the temperature at which the refractive index of 
water is maximum, (b) the derivation of a general equation 
to enable the calculation of the relative thermal lens signal 
intensity at any given temperature, and (c) the development 
of a novel method to enhance the sensitivity of the thermal 
lens technique. 

Precise knowledge of the temperature at which the re
fractive index of water is maximum is of scientific as well as 
technological importance because it would help not only to 
derive a more appropriate theoretical model to explain the 
multiple structures of water but also to improve the per
formance of dye lasers. The thermal lens technique is par
ticularly suited for the determination of this temperature 
because the signal intensity is directly proportional to the 
dn/dT value of the solvent (eq 1). Thermal lens measure
ments were, therefore, performed on the same 1.0 x lO-6 M 
ferroin aqueous solution from -8 to +22 °C at 0.5 °C incre
ments in order to determine accurately the temperature at 
which dn/dT = 0 or the refractive index is maximum. The 
thermal lens signal intensities, which were obtained with the 
457.9-nm excitation wavelength, are plotted in Figure 3a as 
data points against the temperatures of the aqueous solution. 
It is reasonable to express the thermal lens signal intensity 
in a polynominal formula of the third order because the signal 
is known to be dependent on the dn/dT and k values of the 
solvent (eq 1) and these two thermooptical values have been 
experimentally found to follow polynomial formulas (21,22). 



(4) 

where S is the change in the probe beam intensity in millivolts 
and t is the solution temperature in degrees Celsius. A 
least-squares method was used to perform iterations to obtain 
the best fit. The ao, al> a2 and a3 coefficients for the best fit, 
which is illustrated as a solid line in Figure 3, were found to 
be -D.1854, -27.1800, 0.6106, and -1.1330 X 10-2, respectively. 
From these coefficients, the temperature at which the thermal 
lens signal intensity equals zero (and thus dnjdT = 0) is 
calculated to be -0.01 ± 0.04 °C. The accuracy of the tech
nique was further investigated by measuring and calculating 
the temperature at which the thermal lens signal produced 
by the 514.5-nm excitation wavelength equals zero. The results 
are shown as data points in Figure 3b. From curve fitting, 
the temperature was found to be -D.01 ± 0.04 °C, which is 
the same as the value obtained for the 457.9-nm excitation 
wavelength. This is hardly surprising, considering the fact 
that the thermal lens signals produced by either 457.9- or 
514.5-nm excitation were monitored by the same He-Ne probe 
laser. Therefore the zero thermal lens signal in both cases 
corresponds to the temperature at which the dn j d T at the 
probe laser wavelength, i.e., 632.S nm, equals zero. In fact, 
this observation lends credence to the accuracy of the tech
nique. 

It is interesting to note that the refractive index goes 
through the maximum value at -D.01 °C whereas the density 
is maximum at 4 °C (16, 17). As described earlier in the 
Experimental Section, the reported temperature is the value 
measured inside the sample cell and at the laser beams so that 
this difference is not due to any experimental inaccuracy or 
error but rather due to the unique properties of water. It can 
be explained on the basis of the Lorentz-Lorentz equation 
(23) 

n2 - 1 
n2 + 2 = pPLL (5) 

where n is the refractive index, p is the density, and PLL is 
the specific refraction. For most liquids, PLL is generally 
assumed to be constant and independent of pressure and 
temperature. However, this assumption is not valid for water 
and D20, as it was theoretically (23) and experimentally (24) 
proven that PLL does vary slightly with both of these variables. 
Differentiating eq 5 under this condition, at constant pressure, 
gives 

(6) 

It is thus clear that for water and D20, the refractive index 
and density do not go through maxima at the same temper
ature. Furthermore, because PLL and p are positive and 
aPLLj aT is negative (25), anj aT is expected to go through zero 
at the temperature where apjaT is positive, i.e., at the tem
perature lower than 4°C. This prediction is in very good 
agreement with the observation of the present work that the 
refractive index of water undergoes a maximum at -D.01 °C 
whereas its maximum density is at 4°C. A variety of ex
planations has been proposed to explain the variation of PLL 
with temperature and pressure. They include the change with 
temperature of either the concentration of "icelike" structures 
or the average polarizability of water molecules (23, 25). 

The temperature value determined in this study is not only 
more accurate but also mOre precise than other values reported 
previously (23-32). This is due to the ultrasensitivity and 
unique characteristics of the thermal lens technique. In fact, 
the results obtained from the large number of previous studies 
are scattered and sometimes controversial (23-32). For in
stance, with the sodium D line (5S9 nm) used as the mea-
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surement wavelength, the temperature has been reported to 
be as low as -3.3 °C and as high as +0.19 °C (23-30). For the 
632.S-nm wavelength, values of + 1.4 and +2.0 °C have been 
reported (31, 32). The discrepancy may be due to the fact 
that these studies are based on the measurements of refractive 
index at different temperatures and the determination of the 
temperature at which the refractive index is maximum (26-31). 
In addition to the relatively low sensitivity of the techniques 
used, i.e., refractometers, there are large uncertainties asso
ciated with the determined temperature. The latter deduction 
is based on the fact that the change in the refractive index 
with temperature decreases as it approaches the maximum 
value. This can be seen by the relatively smaller thermal lens 
signals at the temperatures close to -D.01 °C. As a conse
quence, a refractometer that is capable of detecting a 1 x 10-< 
difference in the refractive index would produce uncertainties 
as high as ±0.5 °C in the determined temperature (27). 
Furthermore, the refractive indices determined in these studies 
are relative to those of air, i.e., relative refractive indices. 
Therefore, any fluctuation in the air temperature or density 
will produce uncertainty in the n values and thus the deter
mined temperature. In fact, it has been estimated that a 0.77 
°C fluctuation in air temperature will produce a 1 X 10-< 
change in the refractive index, which corresponds to a ±0.5 
°C error in the determined temperature. Conversely, in the 
thermal lens method the air temperature had no effect on the 
determined value. This is because the technique is based on 
the measurement of the strength of the photoinduced thermal 
lens in the sample. Nonuniform heating by nonradiative 
relaxation of the sample subsequent to its absorption of the 
excitation beam produced the thermal lens. The position of 
the lens was the place where the excitation beam was focused. 
In this case, it was the center of the sample cell. Therefore, 
the thermal lens measurement is immune to any changes in 
the environment outside the sample cell. As a consequence, 
the temperature determined by this method corresponds to 
the value at which the absolute refractive index of water is 
maximum. 

The temperature determined by the thermal lens technique 
is more precise than other values because, different from other 
techniques used in previous studies, the signal obtained by 
the thermal lens technique is directly proportional to the 
dnjdTvalue of water. Lack of thermal lens signal is a clear 
indication of the case where dnjdT = 0 or when the refractive 
index of water is maximum. Because it is easier to determine 
the zero signal than the maximum signal from a group of 
signals having very close intensities, the temperature deter
mined by the thermal lens method is inherently more precise 
than those obtained by other methods. In fact, based on the 
±1.6 m V standard deviations of the blank signal, the uncer
tainty associated with the temperature at which dnjdT = 0 
is estimated to be ±0.04 °C. This error is about 12 times 
smaller than those for the other methods. 

It is evident from Figure 3 that the sensitivity of the thermal 
lens technique depends on the temperature of the aqueous 
solution. Higher signal intensity is to be expected for solution 
at higher temperature. This possibility was investigated by 
measuring the thermal lens signal intensity of the same sample 
solution from -S to SO °C. The results obtained are plotted 
as data points against the solution temperature (Figure 4). 
For comparison, these signal intensity values were plotted as 
the relative intensity to that at +20.0 °C, RI, which is defined 
as 

(7) 

where St and S20 are the thermal lens signals of the same 
sample solution at t °C and +20.0 °C, respectively. As il
lustrated in Figure 4, the sensitivity of the technique can be 
appreciably improved by simply increasing the temperature 
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Figure 4. Plots of relative thermal lens signal of aqueous solution 
against temperature. Points are experimental values, and the solid line 
is the best fit. 

of the aqueous solution. For instance, a 1.93-fold increase in 
the sensitivity was achieved by increasing the solution tem
perature from +20.0 to 59.3 °C. At 80.3 °C, the thermal lens 
signal intensity was found to be 2.24 times that at 20.0 °C. 
To facilitate the calculation of a relative signal intensity at 
any given temperature, the results are assumed to be of a 
polynomial formula of the fifth order: 

RI = ao + alt + a2t2 + a3t3 + a,t' + a5t5 (8) 

where RI is the relative signal intensity and t is the solution 
temperature in degrees Celsius. A least-squares method was 
then used to perform iterations to obtain the best fit. The 
ao, all a2, a3, a4, and a5 coefficients for the best fit, which is 
illustrated as a solid line in Figure 4, were found to be 1.29 
X 10-3,0.0727, -1.563 X 10-3,2.604 X 10-5, -2.395 X 10-7, and 
8.891 X 10-10, respectively. From these coefficients, the 
thermal lens signal of an aqueous solution at +90.0 °C is 
calculated to be 2.4 times higher than that at +20.0 °C. 
Therefore, the sensitivity of thermal lens measurements for 
thermally stable compounds can be substantially enhanced 
by performing the measurement at elevated temperatures. 

The sensitivity enhancement can also be achieved by the 
synergistic use of the bimodal characteristic of the thermal 
lens technique and the temperature effect of water. This is 
because thermal lens is measured as the relative change in 
the beam center intensity, Mb,1 lbo, or in the spot size in the 
far field, /:"w2 I w2, and the change in M boll bo or /:"w2 I w2 is known 
to be strongly affected by the position of the sample relative 
to the waist of the laser beam. It has been shown that (33) 

M b, Ib,(t=O) - Ib,(t=oo) w2(t=oo) - w2(t=0) /:"w2 

h, h,(t=oo) w2(t=0) w2 

= 2.303P(dn/dT)A [ 2ZI Z, ] 
Ak Z l 2 + Z; 

(9) 

where A is absorbance of the sample, P is excitation laser 
power, A is the excitation wavelength, k and dn/dT are 
thermal conductivity and temperature coefficient of refractive 
index of solvent, Zl is distance from sample to the beam waist, 
and Z, is the confocal distance, which is defined as Z, = 7rW02 I A 
where Wo is the spot size at the beam waist. The equation 
predicts that the plot of Mb,1 h, will be an antisymmetric 
curve with MbofIbo = 0 at Zl = 0 and maximum and minimum 
values at Zl = +Z, and -Zoo respectively. The physical im
plication of the equation is as follows: Placement of a di
verging (thermal) lens after the waist of the beam increases 
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Figure 5. Plots of thermal lens signal of aqueous solution at -7.9 and 
+12.0 °C against the distance between the sample cell and the beam 
waist: •. sample at -7.9 °C; 0, sample at +12.0 °C. 

the far field spot size while placement of the lens before the 
waist decreases the spot size. Conversely, a converging lens 
placed after the waist of the beam decreases the spot size, and 
an increased spot size will be produced when the lens is before 
the beam waist. The validity of eq 9 was investigated by 
measuring thermal lens signal as a function of the sample 
position for sample at -7.9 and at +12.0 °C. These two 
particular temperatures were selected because, as shown in 
Figure 3, the strengths of the photoinduced thermal lenses 
at these two temperatures are exactly equal but have opposite 
sign; Le., the sample at -7.9 °C produces a converging lens 
whereas a diverging lens is formed at + 12.0 °C. The results 
obtained are shown in Figure 5. It is pleasing to see very good 
agreement between experimental results and theory. At 12.0 
°C, aqueous solution produced a diverging thermal lens upon 
absorption of a laser beam because it has a negative dn I d T 
value. As predicted by the theory, the strength and sign of 
the thermal lens strongly depended on the position of the 
sample relative to the beam waist. As shown in the figure, 
no observable thermal lens was seen when the sample was 
placed at the beam waist. Placing the sample after the beam 
waist produced divergence in the laser beam, which led to the 
decrease in the beam center intensity. As a consequence, 
positive thermal lens signals were observed. Conversely, 
placing the sample before the beam waist produced a focusing 
effect on the laser beam, which as a consequence led to neg
ative thermal lens signals. Cooling the sample down from 
+12.0 to -7.9 °C produced a reversed effect. This is as ex
pected because, having a positive dnldT value, the -7.9 °C 
aqueous solution formed a converging thermal lens upon ab
sorption of the laser beam. The effect of this converging lens 
is exactly opposite to that of the diverging lens; Le., it focused 
the beam when placed after the beam waist (negative thermal 
lens signals) and defocused the beam when it was before the 
beam waist (positive thermal lens signals). It is pleasing to 
see the equality in the absolute thermal lens signal intensities 
produced by the sample at +12.0 and at -7.9 °C when they 
are placed at the same position. Applications of this inter
esting antisymmetric behavior of the thermal lens and unique 
properties of water include the possibility of enhancing the 
sensitivity of the thermal lens technique. It is anticipated that 
the sensitivity of the technique can be substantially enhanced 
when the measurement is made on two identical cells whose 
temperatures are set at -7.9 and +12.0 °C and that are placed 
symmetrically on either side of the beam waist. The sensitivity 
enhancement stems from the additive characteristic of the 
thermal lens technique. That is, the total signal is the sum 
of two signals: the positive signal of the -7.9 °C cell (or the 
negative signal of the + 12.0 °C cell), which is placed before 



the beam waist, and the similar positive signal of the + 12.0 
°C cell (or the negative signal of the -7.9 °C cell), which is 
placed after the beam waist. The total thermal lens signal 
of the system can be written as (33) 

M b, [ ZI Z2] 
1;; = -2 floo + f2°O (10) 

where ZI and Z2 are the distance from the beam waist to cell 
1 (at -7.9 °C) and cell 2 (at 12°C) whose steady-state focal 
lengths fl oo and f2°O are given by 

7rk1W1
2 

fl
OO 

= 2.303P(dn/dThAI 
(11) 

7rk2W22 

{zoo = 2.303P(dn/dT}zA2 
(12) 

where P is the laser power, A is absorbance, k is the thermal 
conductivity, dnjdT is the temperature coefficient of the 
refractive index of the solvent, and w is the beam spot size 
in the sample cell, which can be calculated from 

w2 = wo2(1 + (Z / Z,)2) (13) 

and 

(14) 

Assuming that the beam spot size in cell 1 and cell 2 are equal, 
eq 10 can be written as 

- = 4.606 + --.::......::......:.--Mb' [ZIEIAI Z2E2A2] 
I b, Z,(1 + (ZJ/ZY) Z,(1 + (Zz/Z,)2) 

(15) 

where 

(16) 

and 

(17) 

In this case, Al = A2 because the sample in cell 1 and cell 2 
had the same chemical composition and concentration. The 
temperature of cell 1 is at -7.9 °C whereas cell 2 is at + 12.0 
°C, which according to the aforementioned results gives 

(dn/dTh (dn/dT)2 

There are some losses in the laser power at cell 2 as compared 
to that at cellI because of the reflection from windows of cell 
1. Therefore, E2 = -EI T where T is the transmittance of cell 
1. In order to achieve maximum thermal lens signals and 
hence enhancement, cell 1 and 2 are placed at the confocal 
distance symmetrically on either side of the beam waist. 
Therefore, Z2 = -ZI = Z,; SUbstituting this condition into eq 
11 gives 

(Mbollb,) = -2.303A(EI + EIT) (18) 

The relative enhancement (RE) of the present two-cell system 
in relation to that of the one-cell system is therefore 

RE = 1 + T (19) 

Experimental results are shown in Figure 6. Three dif
ferent experiments were performed in order to clearly dem
onstrate the method. In the first experiment, the sample cell 
(cellI) whose temperature was set constant at -7.9 °C was 
placed before the beam waist and a second cell (cell 2) that 
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Figure 6. Thermal lens responses measured on a Single-beam ap
paratus of aqueous solutions at different temperatures and distances 
relative to the beam waist: (a) sample at -7.9 °C placed before the 
beam waist (cell 1); (b) sample at +12.0 °C placed after the beam 
waist (cell 2); (c) cell 1 and cell 2 together. 

contained water was placed after the beam waist and sym
metrically to cell 1. The relative distance of cell 1 to the beam 
waist was adjusted to give maximum thermal lens signal. As 
expected from the theory, due to the positive dnjdT value, 
this aqueous solution formed a converging lens, and because 
it was placed before the beam waist, the photoinduced thermal 
lens signal is positive (Figure 6a). The thermal lens signal 
intensity for this case was calculated to be 0.084 ± 0.001. In 
the second set of experiments, cellI, which was placed before 
the beam waist, contained water and cell 2 contained sample 
at + 12°C. The relative position of cell 2 to the beam waist 
was adjusted to give maximum signal. As shown in Figure 
6b, the diverging lens placed after the beam waist produced 
a positive thermal lens signal. The thermal lens signal in
tensity for this case was calculated to be 0.078 ± 0.001, which 
is only about 93 % of the signal intensity found for the first 
case. The 7 % discrepancy can be attributed to the loss in the 
laser power by reflection at the windows of cellI, as it was 
found that the transmittance of the quartz cell used in this 
study was 94 %. Figure 6c shows the thermal lens signal taken 
with a system in which both cellI and cell 2 contained sample 
solution. The thermal lens signal intensity of this system was 
found to be 0.151 ± 0.002, which is not exactly the sum of 6a 
and 6b but only 1.80 ± 0.02 times that of 6a. This is as 
expected because, according to the theory described above, 
the reflection at two windows of cellI and the absorption of 
the sample solution in this cell made the excitation power at 
cell 2 less than that at cell 1. In fact, in this work the 
transmittance of cellI, which contained 5.0 X 10-7 M nickel 
phthalocyanine aqueous solution, was only 0.88. Therefore, 
the relative enhancement calculated on the basis of eq 19 is 
1.88, which is relatively higher than the experimental value 
of 1.80. The discrepancy is probably due to the invalidity in 
assuming that the beam spot sizes in cellI and cell 2 are the 
same. The thermal lens produced by cell 1 led to a divergence 
in the laser beam. Therefore, the beam spot size in cell 2 
became relatively larger as compared to the case where cell 
1 is absent. As a consequence, cell 2 produced a relatively 
smaller thermal lens signal because the signal is known to be 
inversely proportional to the spot size in the sample. It may 
be possible to eliminate the mismatch in the beam spot sizes 
of cellI and cell 2 and to produce the maximum thermal lens 
signal for the two-cell system by moving cell 2 closer to cell 
1. However, such alignment is impractical because it would 
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require different alignments for different samples and/or 
concentrations. 

It is important to point out that one of the unique char
acteristics of the thermal lens technique is the fact that its 
signals do not increase linearly with the cell length. This is 
because in this technique, the signal depends on the power 
density in the excitation laser beam. As a consequence, the 
signal intensity would not be doubled with the use of a cell 
with twice the path length (34, 35) because in a long path 
length cell, the spot size of the laser beam will be enlarged 
as it propagates through the cell (34, 35). The consequence 
of this spot size enlargement is the decrease in the laser power 
density and in the thermal lens signal because these two terms 
are known to be inversely proportional to the beam spot size. 
In addition, the time constant t, also becomes longer. A longer 
measurement time is necessary, which as a consequence 
worsens the detection limit because the fluctuation in the laser 
intensity increases with time (34). Conversely, the beam spot 
size within each cell and the time constant remain the same 
with the use of the two-cell method developed in this work. 
In fact, the two-cell method may be the only way to provide 
a thermal lens signal that is the sum of the two individual 
signals produced by each cell while keeping the background 
noise the same. 

CONCLUSION 
Water has been demonstrated to be a unique medium for 

thermal lens measurements. Depending on whether the 
measurements are performed at temperatures lower or higher 
than -0.01 oC, the photoinduced thermal lens in water can 
have either a positive (converging) or negative (diverging) focal 
length. At precisely -0.01 ± 0.04 oC, no thermal lens signal 
could be observed. This is because the dn/dTvalues of water 
are positive at temperatures less than -0.01 oC, negative at 
temperatures higher than -0.01 oC, and equal to zero (Le., 
maximum refractive index) at -0.01 °C. One possible ap
plication of this unique property is the development of a highly 
efficient dye laser that operates at -0.01 oC, the temperature 
at which losses due to the photoinduced heating effect is zero. 

The unique characteristic of water was exploited in this 
work to enhance the sensitivity of thermal lens measurements 
in water. For instance, the thermal lens signal intensity of 
an aqueous solution can be enhanced up to 2.4 times by simply 
increasing the solution temperature from +20 to +90 °C. For 
thermally unstable compounds, the sensitivity enhancement 
can be achieved by synergistic use of the bimodal characteristic 
of the thermal lens technique and the temperature effect on 
the thermooptical properties of water. Typically, two sample 
cells, one at -7.9 °C and the other at +12.0 oC, were placed 
on both sides and symmetrically about the laser beam waist. 
The sensitivity of this two-cell system was found to be 1.80 
or (1 + 1) times that of the single cell (T is the transmittance 

of the first cell). While it is true that the enhancement ob
tained by these methods is relatively lower than the values 
obtained by performing the measurements in nonpolar solvent 
(l0, 12), they are of particular importance for certain classes 
of compounds such as biological molecules, which are not 
soluble in nonpolar solvents and cannot be extracted into these 
media. Experiments are now in progress to explore this 
possibility and to apply the developed enhancement methods 
to the area of general trace chemical analysis. 
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A method for the determination of PuC II I) and nitric acid 
concentrations using the muHlvarlate calibration technique of 
partial least-squares (PLS) regression coupled with visible 
absorption spectra (500-880 nm) Is presented. Quantitatlon 
of plutonium using its visible spectrum Is straightforward; 
however, the effects of nitric acid on the PuC II I) absorption 
spectra are subtle and nitric acid quantltatlon from the ab
sorbance spectrum Is more difficult. I n this study PLS re
gression Is successfully applied to quantitate both plutonium 
and nitric acid using the Information contained In the ab
sorption spectra of appropriate solutions. The calibration set, 
covering a range of PuC II I) from 1.99 to 29.9 gIL was 
modeled with a standard error of 0.20 gIL. Similarly, nitric 
acid ranging from 0.44 to 3.08 M was successfully modeled 
with a standard error of 0.18 M. Evaluation of the calibration 
models, using test samples that span the range of the cali
bration concentrations, gave predictions on the order of the 
standard error of the calibration models. 

INTRODUCTION 
Plutonium can be precipitated from acidic solutions by 

forming an insoluble oxalate salt of Pu(III). It bas been shown 
that the concentrations of both nitric acid and oxalic acid 
affect the solubility of the Pu(III) oxalate product (1, 2). The 
solubility of the plutonium(III) oxalate is minimized under 
the conditions of 0.5-1.0 M nitric acid and 0.05-0.1 M excess 
oxalic acid. These concentrations result in a solubility of 
Pu(III) between 2 and 20 mg/L. If the nitric acid is more 
concentrated, the solubility of Pu(III) increases, i.e. in 2.0 M 
nitric acid the Pu(III) concentration increases 10-fold. There 
are also indications that increasing the oxalic acid concen
tration above 0.2 M will lead to increased solubility of the 
plutonium. To assist in the study of the precipitation reaction 
of plutonium(III) oxalate, it would be beneficial to have a rapid 
analytical method for examining the initial solution to de
termine the concentrations of plutonium and nitric acid. 

In this study, a method for predicting both Pu(III) and 
nitric acid from visible absorption spectra of solutions con
taining the species of interest using partial least-squares (PLS) 
regression was evaluated. Several techniques for estimating 
Pu(III) based on visible absorption spectroscopy have been 
developed, and quantitation is fairly straightforward (3-6). 
The difficulty remains in the determination of the nitric acid 
concentration from the visible absorption spectra. In this 
paper we demonstrate the use of PLS for extracting the small 
signal of the nitric acid effect in the presence of a much larger 
signal due to the Pu(III) absorption. This information pro
vides a measure of nitric acid concentration that can be used 
in studying the precipitation reaction. 

The fundamental theory and applications of PLS have been 
investigated by several researchers (7-11). This technique, 

which uses the full spectrum of data, correlates latent variables 
in the spectral responses to the analyte concentration vector. 
The latent variables, which are orthogonal vectors, account 
for the variance present in the spectral response data block 
or matrix. The PLS 2-block modeling used is based on the 
algorithm in which the scores are orthogonal. This method 
is similar to principal component regression in that the spectral 
responses are factor analyzed by orthogonal vectors, but it 
proceeds one step further and uses information from the 
analyte concentration vector in the construction of PLS latent 
variables. The correlation built by PLS between the spectral 
latent variables and the concentration variable discriminates 
between multiple analytes if their effects on the spectra are 
not fully collinear. By use of PLS in this study, two separate 
models were built, one each for Pu(III) and nitric acid. 
Predictions of analyte concentrations in several unknown 
sample solutions were performed by using the models de
veloped during calibration. 

EXPERIMENTAL SECTION 
All chemicals used were reagent grade, except for the plutonium 

nitrate stock solutions. Plutonium nitrate stock solutions were 
obtained by dissolving PuO, in HNO,/HF followed by the removal 
of fluoride through ion exchange. The concentrations of these 
stock solutions were determined by standard radiochemical 
methods based on ')'-ray spectroscopy with a relative standard 
deviation of 0.5% (12). A calibration set, Figure 1, and a test 
sample set were prepared by performing volumetric dilutions of 
the stock solutions. During these dilutions, various amounts of 
nitric acid were added such that the calibration and test sets span 
the acid range encountered in the precipitation studies. 

Spectra between 500 and 880 nm were obtained on each sample 
by using a 0.2 em path length flow cell. The spectrometer used 
for these experiments was an LT Industries Quantum 1200. This 
instrument allows for the remote placement of sample cell and 
detector in an isolated glovebox with a fiber optic bundle 
transporting the light. Resolution of this instrument is on the 
order of 1 nm with the scan for the visible region requiring 200 
ms. For each sample, 10 scans were acquired and averaged. 

Data analysis was performed by using a PLS 2-block routine 
developed at the University of Washington (13). This code was 
implementad on a VAX 11-780 where all the calibration models 
were constructed. 

Nitric Acid Determination. The nitric acid concentration 
of each sample was determined by a standard addition method 
(14) designed to avoid the formation of hydronium ion from 
hydrolysis of plutonium in the sample. One hundred microliters 
of sample was mixed with 10.0 mL of 1.0 M potassium thiocyanate 
used to complex plutonium. Then 100-ILL standard additions of 
0.092 M nitric acid were made, and the resulting pH was measured 
with a Ross combination semimicro-pH electrode (Orion) and a 
portable pH meter (SA250, Orion). The inclusion of an estimate 
of the hydronium ion activity coefficient was necessary for the 
acid range used in this study. Using the standard equation for 
the Debye-Huckel activity coefficient, a value of approximately 
0.75 was estimated as the activity coefficient for hydronium ion. 
However, when this value was used to determine hydronium ion 
activity of 10 prepared acid samples whose total acidity had 

0003-2700/89/0361-1667$01.50/0 © 1989 American Chemical Socie1y 
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Table I. Variance Described by PLS Models for Plutonium(I1I) and Nitric Acid 

spectral response Pu(I1I) nitric acid 

latent variable each, % total, % each, % total, % each, % total, % 

94.53 94.53 
3.61 98.14 

1 94.35 94.35 
2 1.81 96.17 
3 3.51 99.68 
4 0.14 99.82 
5 0.05 99.87 
6 0.02 99.90 
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Figure 1. Plot of nitric acid concentration versus Pu(III) concentration 
in the calibration set. 

previously been measured by sodium bydroxide titration, the 
known value was constantly underestimated. (Four of these 
samples contained a hydrolyzable metal, thorium nitrate.) We 
resorted to estimating the activity coefficient experimentally since 
the ionic strength and hydronium ion concentrations were not 
oonsistent with the Debye-Hiickel theory. This procedure involves 
determining the activity coefficient by the following expression: 

lO-pH 

I'H,O+ = [H30 +] (1) 

where the pH is the measured quantity of hydronium ion activity 
during the standard addition experiment and [H30+] is the known 
concentration of added nitric acid after dilution. This procedure 
assumes complete dissociation of nitric acid. The mean value of 
this estimated activity coefficient, 'YHaO+' for the 10 standards was 
0.93 ± 0.01. By use of this estimated activity coefficient in the 
following equation, the initial acid concentration, [HaO+Jh in each 
calibration and test set sample can be estimated. 

V,[H30+]'I'H,O+ + V.[H30+]STDI'H,O+ = (V, + V.)101'H (2) 

V, and V. are the volumes of the initial sample and added standard 
respectively, and [H30+]sTD is the concentration of the standard. 
The estimation of nitric acid using the above method has a relative 
error of 2.4 % . 

RESULTS AND DISCUSSION 
Visible spectra of the plutonium species are presented in 

Figures 2 and 3. Figure 2 shows the sensitivity of several 
Pu(III) absorption bands in solutions containing 2.0 to 29.9 
giL Pu(III). The nitric acid concentration in these four 
samples is approximately 1.3 M. In high-precision analytical 
measurementa, the bands at 565 and 601 nm are commonly 
used to quantitate Pu(III). The effect of nitric acid on plu
tonium(III) nitrate complex absorption is presented in Figure 
3. At a constant level of 6.0 giL Pu(III), nitric acid was varied 
from 0.6 to 2.3 M. This effect is most readily observed at 565 
nm, where the absorption peak tends to narrow or become 
more symmetrical with increasing nitric acid concentration, 
and between 750 and 825 nm, where a change in one or more 
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Figure 2. Absorbance spectra of Pu(III) from 2.0 to 29.9 giL. 
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Figure 3. Effect of nitric acid on Pu(III) absorbance spectra. Nitric 
acid varies from 0.6 to 2.3 M with a constant 6.0 giL Pu(III) con
centration. 

underlying absorbance bands causes shifts in the spectra. 
Two separate models, one each for Pu(III) and nitric acid, 

were built using PLS regression. For each regression model, 
the spectral responses from the 25-sample calibration set 
formed the X block (independent variables) and the con
centrations of Pu(III) or nitric acid formed the Y block (de
pendent variable). All variables were mean centered and 
scaled by their standard deviation as part of the model. For 
both models, the optimum number of latent variables to in
clude in the calibration was determined by cross validation 
(alternating one sample removed method), and the models 
include all 25 samples. Table I shows the variance described 
by the PLS model for both Pu(III) and nitric acid and the 
correlations of spectral responses to the Y-block information. 
The first latent variable of the X block corresponds to 94.35% 
of the variance in the spectral responses, which is primarily 
due to the large signal of changing Pu(III) concentration as 
seen in Figure 1. This first latent variable in Table I describes 
99.80% of the information in the Y block containing Pu(III). 
Therefore, Pu(III) has a large signal-to-noise ratio, which is 
to be expected, and its modeling should be straightforward. 
Nitric acid, however, has only 5.78 % of ita variance described 
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Figure 5. Actual nitric acid concentration versus predicted nitric acid 
concentration from a six latent variable PLS model. 

by the first latent variable. In subsequent latent variables, 
more of the nitric acid information is being correlated with 
spectral responses orthogonal to latent variable 1. Since very 
little spectral variance is being used to model nitric acid, one 
would expect a small signal-to-noise ratio and a model with 
a higher degree of error than the Pu(III) model. 

The accuracy of a multivariate model can be visually ex
amined by plotting the actual calibration concentrations versus 
the predicted values for each sample. For Pu(III), the 25 
sample concentrations are plotted versus their estimated 
concentrations using a two latent variable model in Figure 4. 
As expected. Pu(III) is easily modeled with an r' statistic of 
1.00 and a standard error of 0.20 giL. Figure 5 provides a 
similar plot of actual versus predicted concentrations for nitric 
acid using a six latent variable model. In this case. the model 
describes the overall nitric acid effect on the spectra but with 
a greater degree of error than the Pu (III) model. The r' 
statistic for the nitric acid model was 0.93 with a standard 
error of 0.18 M. 

The best test for the validity of a calibration model is to 
examine the prediction capability of the model on samples 
not included in the calibration sample set. To validate the 
constructed models, a test set containing six samples with 
known Pu(III) and nitric acid concentrations were analyzed 
in the same manner as the calibration set samples. Table II 
compares the resulting predictions with known values. The 
calibration model is proven to be valid if the predicted value 
of an unknown is within the standard error range of the model, 
which is a calculation of the standard deviation of the model 
residuals. For example approximately 95 % of future samples 
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Table II. Prediction Results for Test Set Samples 

Pu(III). giL nitric acid, M 

differ- differ-
sample true estimated ence true estimated ence 

1 1.99 2.00 0.01 1.98 1.96 0.02 
2 5.97 5.99 0.02 1.15 1.47 0.32 
3 29.9 30.3 0.4 1.07 0.92 0.15 
4 19.9 19.7 0.2 2.13 2.47 0.34 
5 4.67 4.62 0.05 2.08 1.97 0.11 
6 15.6 15.2 0.4 0.94 1.16 0.22 

0.25" 0.23" 

a Standard error of prediction. 

should fall within twice the standard error if the unknowns 
come from the same population as the standards. For Pu(III), 
with a standard error of 0.20 giL, all of the predictions were 
within two standard errors with four of the six predictions 
within one standard error. For nitric acid all predicted values 
are within the two standard error limit (0.18 M HN03) es
timated by the model, and half of these samples are within 
one standard error. The actual standard error of prediction 
was 0.25 giL and 0.23 M for Pu(III) and nitric acid, respec
tively, which is larger than the error for the calibration sets 
for both analytes. Although the number of samples was lim
ited in both calibration and test sets, there was no statistical 
difference between the standard errors based on a F-test 
comparison. The results of this test set provide confidence 
that both the Pu(III) and nitric acid models are valid over 
the range of concentrations normally encountered in the 
precipitation studies. 

We have demonstrated the use of the plutonium(III) nitrate 
absorbance spectra coupled with PLS regression for the de
termination of Pu(III) and nitric acid concentrations over the 
analyte ranges of 1.99 to 29.9 g of plutonium and 0.44 and 3.08 
M nitric acid. The precision of these predictions is suitable 
for studying the effects of oxalic acid and nitric acid con
centrations during the precipitation of plutonium oxalate. 
Although greater precision could be obtained from other 
analysis methods, the information gained from these spectral 
measurements is well suited for rapid analytical measurement. 
The coupling of multivariate regression techniques with ab
sorbance spectroscopy provides quantitation of both Pu(III) 
and nitric acid from a single spectral measurement, thereby 
simplifying the instrumentation used in studying the pre
cipitation reaction. 

Registry No. Pu, 7440-07-5; nitric acid, 7697-37-2. 
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A graphite furnace continuum source atomic absorption 
spectrometer using a photodlode array detector Is described 
that provides high-resolution wavelength versus absorbance 
spectra over a 2.5-nm range for a single atomization step. 
The muHlwavelength detection power allows the slmuHaneous 
determination of several elements, reduces problems caused 
by spectral Interferences, and automatically corrects for 
nonzero background absorbance. Each spectrum Is acquired 
In 0.33 s, and several successive specra can be obtained 
during a single run. Three-dimensional wavelength-absor
bance-furnace temperature spectra can be obtained by using 
ramped heating steps to provide a rough separation of ele
ments In a mixture. Limits of detection calculated for 19 
elements range from 0.1 pg for magnesium to 700 pg for 
arsenic. The sampling precision was found to be better than 
10 % relative standard deviation In all cases, with the pre
cision for a single atomization being greatly Increased when 
muHlple absorption lines for a single element are observed In 
the spectrum. The error found for the measurement of the 
Iron concentration In an NBS standard bronze was 8.5 %, wHh 
the calculated concentration agreeing wHh the certified con
centration within 95 % confidence limits. 

INTRODUCTION 
Continuum source atomic absorption spectrometry 

(CSAAS) has enjoyed a period of steady growth over the last 
25 years. In 1966, Fassel and co-workers presented a lengthy 
evaluation of continuum sources in AAS (1). That work em
ployed a 150-W xenon arc lamp as the light source, an oxy
acetylene burner as the atomizer, and a 0.5 m focal length 
monochromator with a photomultiplier tube for detection. 
They found that this arrangement produced limits of detection 
(LOD) within 1 order of magnitude of those observed with 
line sources, except for those elements whose most sensitive 
absorption lines fall below 250 nm, where the source intensity 
and detector sensitivity were greatly reduced. Since that time, 
well over 50 papers on the subject have been published, in
cluding several excellent review articles (2-5). A particularly 
interesting historical perspective is given in one of these re
views showing that CSAAS dates back as far as 1875 (3). 

The recent combination of CSAAS with graphite furnace 
atomization has produced detection limits for many elements 
that are better than or comparable to those obtained by in
ductively coupled plasma (ICP) emission spectrometry (6). 
Furthermore, graphite furnace CSAAS has "far better absolute 
detection limits, smaller sample size requirements, more ac
curate analysis of liquids containing suspended particles bigger 
than a few micrometers, and the possibility of performing 
direct solids measurements" (5). The optimization of elec
trothermal atomization parameters including measurement 
mode, atomizer type, and atomization temperature has been 
thoroughly investigated (6, 7). The technique has been applied 
to the simultaneous determination of seven metals, all at the 
microgram-per-liter level, in blood serum (8). 

The advantages of graphite furnace CSAAS are many: 
simple optical configurations, simultaneous multielement 
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detection, background correction, and low detection limits 
(above 250 nm). The biggest disadvantage today is the same 
one observed in 1966: poor source intensity below 250 nm. 
Some other disadvantages include the need for a high-reso
lution monochromator, usually an echelle monochromator, to 
fully resolve the absorption line; the need for multiple de
tectors, usually photomultiplier tubes, for simultaneous 
multielement analysis; and the need for wavelength modu
lation to overcome the instability of the continuum source and 
broad-band background absorption. The latter two require
ments impose the restraint of complex computer programs 
to achieve high-speed data acquisition and processing. These 
problems seem to have prevented the commercial production 
of a CSAAS instrument at the present time. 

This work presents a graphite furnace CSAAS system with 
photodiode array detection. The diode array allows wave
length versus absorbance spectra to be obtained directly with 
the use of a high-resolution monochromator. Broad-band 
background absorption and spectral interferences can be 
observed and corrected for directly in the acquired spectrum 
without the need for wavelength modulation. This eliminates 
the need for complex computer programs, other than those 
readily supplied by the diode array manufacturer. This system 
further simplifies the optical arrangement typically used in 
CSAAS by eliminating the need for rotating quartz modulation 
plates or other background correction schemes such as double 
beam paths, deuterium lamp background correction, and 
Zeeman splitting background correction. 

EXPERIMENTAL SECTION 
Instrumentation. Figure 1 is a schematic diagram of the 

optical arrangement used in this work. The light source is a 300-W 
Cermax xenon arc lamp (ILC Technology, Sunnyvale, CAl. The 
spectral and noise characteristics of this lamp (formerly the Eimac 
lamp from Varian) are well-known, and it has been recommended 
for use in CSAAS experiments (9, 10). The collimated radiation 
from the lamp was focused through the center of the graphite 
furnace atomizer (Shimadzu Model GFA-4A, Koyoto, Japan) by 
using a 12.7 em focal length quartz lens. The graphite tube was 
30 mm long with a 4.2-mm inner diameter and 6.l5·mm outer 
diameter. A second quartz lens recollimated the light at the exit 
end of the furnace. The collimated beam was then folded 90° 
hy a 45°-45°-90° quartz prism due to space restrictions and 
focused onto the entrance slit of a J-Y HIO O.l-m monochromator 
acting as a predisperser (Instruments SA, Inc., Metuchen, NJ). 
The l6-nm bandpass of radiant flux at the exit slit of the HI0 
was focused by a fourth lens onto the entrance slit of an HRlOOO 
1.0-m monochromator (ISA). The HRlOOO was found to give the 
lowest minimum detectable signal in a previously reported com
parison of 11 monochromators evaluated for CSAAS (11). The 
radiant flux at the exit plane of the HRlOOO was detected by an 
optical spectrometric multichannel analyzer (OSMA, Model 
IRY-1024, Princeton Instruments, Princeton, NJ). The spectral 
and noise characteristics of the 1024-element self-scanned in
tensified photodiode array are reported elsewhere (12). The 
spectral bandpass of the HRlOOO was determined by the resolution 
of the diode array, which is given in the manufacturer's literature 
as three to four elements on the array corresponding to 0.075-{).100 
mm in length. This effective "slit width" corresponds to about 
a 0.05-nm spectral bandpass in first order given that the measured 
reciprocal linear dispersion for the monochromator was 0.5 
nmjmm. This resolution is not sufficient to fully resolve most 
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Figure 1. Schematic diagram of the optical arrangement used for 
CSAAS measurements. 

atomic absorption lines since the values for the full width at 
half-maximum (fwhm) for such lines are typically 0.01 nm or less. 
A spectral bandpass in this range was obtained by making 
measurements with the HRl000 in fourth or fIfth order. In fifth 
order the observed spectral bandpass was 0.01 nm and the length 
of the diode array (25.4 mm) corresponded to 2.54 nm. The 
entrance slit of the monochromator was set at 0.1 mm to match 
the width of the four-diode resolution on the array. The J-Y HI0 
served as a fIltering device to eliminate source radiation that would 
have appeared due to lower orders reaching the diode array. 

Sample Preparation_ Stock solutions (1000 mg/L in 2% 
HNOa) were obtained from Inorganic Ventures, Inc. (Brock, NJ) 
for the 19 elements tested. A mixture of these elements (each 
element 10 mg/L) was prepared, and dilutions were made as 
necessary to obtain analytical calibration curves. Two complex 
real samples were analyzed. A seawater sample collected at 
Dennis, MA, was atomized without pretreatment. An NBS 
standard bronze sample (SRM No. 52) dissolved in 10% nitric 
acid (3.02 g in 250 mL) was also directly injected into the furnace. 

Proced ure_ Table I lists the heating conditions recommended 
by Shimadzu and used in this study for the 19 elements inves
tigated. The heating parameters for barium were not listed by 
Shimadzu so they were taken from a literature reference (13). The 
drying step for each sample consisted of a temperature ramp 
lasting for 30 s to a final temperature of 110°C. Following the 
drying step, the time required to reach the appropriate charring 
temperature was less than 1 s with stepwise heating. The charring 
temperature was maintained for the duration given in Table I, 
followed by stepwise atomization at the given temperature and 
duration. Each atomization step was immediately followed by 
a cleaning step of 5 s at 2800 °C. A cooling period of 30 s was 
allowed between atomizations. When simultaneous multielement 
analysis was desired, a compromise charring temperature was 
chosen as the lowest charring temperature recommended for the 
elements in question. Similarly, a compromise atomization tem
perature was chosen as the highest atomization temperature 
recommended. 

Atomic absorbance spectra were acquired as follows. The 
wavelength of maximum absorption of the element in question 
was positioned on the HlO monochromator. The fifth order of 
the wavelength was then selected on the HRl000. Since the upper 
limit on the HRI000 was 1500 nm, the fourth order was chosen 
for elements whose absorption maxima occurred above 300 nm. 
A spectrum of the incidence radiation (10) at this wavelength was 
then acquired with the OSMA and stored. Ten 33-ms exposures 
were averaged for each spectrum. The total acquisition time for 
each spectrum was therefore 330 ms. The signal-to-noise ratio 
(S IN) for this method of data acquisition was found to be much 
higher than that for a single 330-ms exposure. A dark spectrum 
at the analytical wavelength was taken in a similar method with 
the source radiation blocked at the entrance slit of the predis
persing monochromator. Next, a lO-.uL aliquot of the sample was 
injected into the furnace, and the atomization program was sterted. 
During the atomization step, 1(}-15 spectra were stored depending 
on the atomization duration. The absorbance spectrum was 
calculated for each spectrum by using the software supplied with 
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Table 1. Atomization Parameters Used for CSAAS 
Measurementsa 

charring step atomization step 

element temp,OC time,b s temp,OC time,b s 

Ag 400 20 1300 3 
Al 800 20 2600 3 
As 300 20 2100 4 
Ba' 900 20 2800 7 
Ca 700 20 2300 4 
Cd 300 20 1100 3 
Co 500 20 2300 5 
Cr 500 20 2500 4 
Cu 500 20 2300 4 
Fe 500 20 2300 4 
Li 500 20 2400 5 
Mg 500 20 1900 4 
Mn 500 20 2200 4 
Na 500 20 1800 3 
Ni 500 20 2400 4 
Pb 300 20 1300 3 
Sb 300 20 1800 4 
Sr 500 20 2200 4 
Zn 300 20 1300 3 

a Parameters taken from Shimadzu manufacturer's literature 
unless otherwise noted. bTime reported is the total time that the 
graphite furnace remained at the given temperature following a 
stepwise heating period that lasted less than 1 s. cParameters for 
barium taken from ref 13. 

the OSMA and the 10 and dark spectra recorded earlier. The 
spectrum during the atomization showing the highest absorbance 
for the element in question was then used to prepare analytical 
calibration curves of peak height versus concentration. The 
detection limit was calculated as that amount of analyte giving 
rise to an absorbance signal equal to 3 times the stsndard deviation 
observed in the blank spectrum. 

RESULTS AND DISCUSSION 
Absorption Spectra_ Absorbance spectra for several el

ements have been previously reported for a graphite furnace 
CSAAS experiment using a diode array for a detector (14,15). 
These works focused on simultaneous molecular and atomic 
absorption measurements; the resolution of the atomic lines 
was poor. Nevertheless, lead, copper, manganese, zinc, cad
mium, vanadium, and nickel were determined in various crude 
oils and pigments (14), and matrix chloride interferences were 
characterized in the determination of copper and manganese 
(15). 

High-resolution atomic absorption spectra were acquired 
in this work as stated above and are presented as plots of 
absorbance versus wavelength. The length ofthe diode array 
limits each spectrum to a 2.5-nm region. Even with this 
limitation, a judiciously chosen region of the spectrum may 
encompass lines from several different elements. Figure 2 is 
an absorption spectrum obtained during the atomization of 
10 .uL of the 19-element stock mixture (each element 10 
mg/L). The strongest absorption line for antimony and a very 
strong line for lead are present_ Four other elements have 
much stronger lines elsewhere, but even in this limited spectra 
window, each can be detected at sub-milligram-per-liter levels. 
Figure 3 is also an absorption spectrum obtained for the same 
mixture, but over a different wavelength region_ The richness 
of the nickel spectrum demonstrates the greater informing 
power of this technique compared to that of single-wavelength 
conventional AAS. Figure 4 is an absorption spectrum of the 
same mixture showing the major chromium absorption line. 
Since the wavelength is above 300 nm, the spectrum was 
acquired by using the HR1000 monochromator in the fourth 
order. The fWhm of the absorption lines in this spectrum are 
quite similar to those in the other two spectra, showing that 
the resolution is not significantly degraded upon changing 
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Figure 2. CSAAS spectrum of the 19-component mixture in the region 
of the major absorption line of antimony. Each element is present a~ 
10 mg/L. 
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Figure 3. CSAAS spectrum of the 19-component mixture in the region 
of the major absorption line of nickel. Each element is present at 10 
mg/L. 

from fifth to fourth order. The widening of the chromium 
line is due to collisional broadening rather than losses in 
spectral resolution. 

Background Correction and Spectral Interferences. 
Background correction had long been a significant problem 
in graphite furnace CSAAS. The errors created by nonzero 
background absorbance are especially great in samples con
taining a large amount of solid particulates (16), or in com
plicated sample matrices such as urine (17). Wavelength 
modulation, a rapid, repetitive scanning procedure, seems to 
be the preferred method for automatic background correction 
in CSAAS (18). Unfortunately, this form of correction requires 
high-speed data acquisition and processing. A microcompu
ter-controlled system works nicely for this approach (19), and 
errors originating from nonsimultaneous measurement of 
analyte and reference signals have been evaluated theoretically 
(20). 

In this work, the multiwavelength capabilities of the diode 
array are implemented to achieve background-corrected 
spectra without the need for wavelength modulation. Each 
absorption spectrum in Figures 2-4 is automatically back
ground-corrected. The base line in each case is not positioned 
at 0.00 absorbance unit, but rather in the range of 0.06-{).08 
absorbance unit. This apparent absorbance may arise from 
several sources. Small particles may be present in the furnace 
during atomization, causing a small fraction of the incident 
radiation to be scattered. Some molecular species may also 
be present, actually absorbing part of the radiation in a broad 
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Figure 4. CSAAS spectrum of the 19-component mixture in the region 
of the major absorption line of chromium. Each element is present 
at 10 mg/L. 
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Figure 5. CSAAS spectrum of the NBS SRM No. 52 standard bronze 
dissolved in 10% nitric acid. The major absorption line of iron is shown 
at 248.3 nm. 

band. Also, slow downward drifts in the lamp intensity may 
occur between the measurement of 10 and the absorption 
spectrum. Whatever the origin of this broad-band background 
may be, it is easily corrected for in the final spectrum. When 
the peak height is measured, the base line is automatically 
subtracted by use of the supplied software. Background ab
sorption due to narrow-band sources such as molecular fine 
structure may still present problems due to the half-widths 
of the absorbing lines relative to the resolution inherent in 
the spectrometer. 

A more pronounced example of the need for background 
correction can be seen in Figure 5. The absorption spectrum 
obWned for 10 ILL of the NBS bronze solution has a base-line 
absorbance of 0.3 absorbance unit. Also, the large absorption 
line for copper (the major constituent in bronze) has wings 
that appear to extend underneath some of the iron lines. In 
both situations, the background is easily corrected. Figure 
6 shows a case where a broad-band absorption covers the range 
of the spectrum. The spectrum was acquired during the 
atomization of 10 ILL of seawater. The sloping base line in 
Figure 6 changed drastically during the atomization period. 
The iron peaks are easily detected upon the changing back
ground. 

Spectral interferences, though rare, have been directly 
observed in CSAAS (21). These interferences have also been 
corrected with the use of wavelength modulation (22). Such 
corrections are easily made with the diode array system 
without wavelength modulation. 
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Figure 6. CSAAS spectrum of a seawater sample showing the major 
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Figure 7. Three-dimensional plot of absorbance versus furnace tem
perature for a mixture containing silver and copper. each at 10 mg/l. 

Figure 6 shows a good example of spectral interference. The 
sodium line just below 249.1 nm, although it is an extremely 
weak transition, interferes with an iron line due to the high 
concentration of sodium in seawater. The easiest solution to 
this problem is obvious; since several iron lines are present 
in the spectrum, another may be used for quantitation. An
other approach for avoiding spectral overlap is demonstrated 
in Figure 7. The three-dimensional spectrum was acquired 
during a furnace heating ramp between 1000 and 2750 °C with 
a heating time of 3 s. Time-resolved graphite furnace CSAAS 
spectra are usually acquired without the added dimension of 
wavelength (23). In Figure 7, the silver is atomized prior to 
the copper. A similar heating ramp could separate absorption 
lines of elements that spectrally interfere on the basis of 
differences in their atomization temperatures; three-dimen
sional plots have other useful applications. The absorbance 
versus temperature profile adds identification power to an 
already powerful technique. Also, such a spectrum can be 
obtained for an unknown sample to determine the optimum 
atomization temperature. 

Analytical Figures of Merit. Detection limits for the 19 
elements tested are reported in Table II. Those detection 
limits found for this work compare well with the best pre
viously reported detection limits for graphite furnace CSAAS. 
The best detection limits reported for commercially available 
line source graphite furnace AAS instruments are still 1-2 
orders of magnitude lower than the best CSAAS results, es
pecially below 250 nm. Again, this is a result of poor source 
intensity in this region. The xenon arc lamp has a sharp drop 
in intensity below 250 nm, as can be seen by the increase in 
background noise in Figure 2 at 217 nm compared to that in 
Figure 3 at 231 nm. As a result, the minimum detectable 
signal for arsenic at 193.7 nm is 0.011 absorbance unit, while 
that for nickel at 232.0 nm is 0.004 absorbance unit. The linear 
dynamic range for each element was between 1 and 2 orders 
of magnitude, with the calibration curves deviating signifi-
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Table II. Absolute Limits of Detection Observed for 
Graphite Furnace CSAAS 

wave-
limit of detection, pg length, line 

element nm this work literature Val sourcea 

Ag 328.1 10 0.1 
Al 309.3 80 20' 1 
As 193.7 700 8 
Ba 553.5 300 4 
Ca 422.7 60 2' 1 
Cd 228.8 50 0.02 
Co 240.7 10 20' 0.8 
Cr 357.9 30 6' 0.4 
Cu 324.7 3 2' 0.5 
Fe 248.3 4 10d 1 
Li 670.8 7 1 
Mg 285.2 0.1 0.6' 0.02 
Mn 279.5 10 2' 0.05 
Na 589.0 0.9 10' 0.4 
Ni 232.0 80 30' 5 
Pb 283.3 80 0.7 
Sb 217.6 500 8 
Sr 460.7 50 1 
Zn 213.9 100 8' 0.1 

a Detection limits reported in manufacturer's literature for 
Thermo Jarrell Ash spectrometers, 1988. b Taken from ref 8. 
eTaken from ref 6. dTaken from ref 7. 

cantly from linearity above 0.1 absorbance unit. This range 
can be greatly increased, however, by selecting less sensitive 
absorption lines when the major lines reach absorbance greater 
than 0.1. The nickel line at 232.2 nm for example is about 
10 times less intense than the one at 232.0 (Figure 3), so the 
linear dynamic range could be extended an order of magnitude 
greater in concentration. 

The sampling precision for several elements was checked 
by performing 16 successive atomizations. In each case the 
relative standard deviation was below 10%. The precision 
for a single atomization can be greatly increased if several 
absorption lines for one element occur within the spectral 
window. The 11 nickel lines in Figure 3, for example, could 
each be used to make quantitative measurements for a sample 
of unknown nickel concentration. In this case, the precision 
of the technique would be better than that of a single-line 
method by a factor of (11)1/2. The accuracy of the method 
was tested by comparing the iron concentration found in the 
NBS bronze standard to its certified value. The calculated 
value was 0.107 ± 0.009% (in the metal) with 95% confidence 
limits. The NBS certified value for SRM No. 52 is 0.117 ± 
0.012%. 

CONCLUSIONS 

Graphite furnace CSAAS with diode array detection offers 
several advantages over normal CSAAS measurements. The 
unique wavelength versus absorbance spectra make back
ground correction easier, and spectral interferences are less 
important. Similar spectra could be obtained by using a 
mechanically scanned monochromator and a single detector, 
but to have the same signal-to-noise ratio for such a spectrum, 
an increase in analysis time of a factor of 1024 would be 
incurred. Since each photodiode views the sample for 0.33 
s per spectrum, a scanned spectrum would have to reside on 
each resolution element for 0.33 s, making the total analysis 
time 338 s. The short residence time of the atomic vapor 
during the atomization step prevents such a long analysis time. 
The increased informing power of the diode array system 
improves the confidence level of unknown measurements, 
while increasing the precision of the technique. The limited 
spectral range of a single measurement imposed by the diode 
array can be overcome by making repetitive atomizations. By 
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judiciously choosing the region for each spectral measurement, 
one can minimize the number of necessary atomization steps. 

Registry No. Ag, 7440-22-4; AI, 7429-90-5; As, 7440-38-2; Ba, 
7440-39-3; Ca, 7440-70-2; Cd, 7440-43-9; Co, 7440-48-4; Cr, 
7440-47-3; Cu, 7440-50-8; Fe, 7439-89-6; Li, 7439-93-2; Mg, 
7439-95-4; Mn, 7439-96-5; Na, 7440-23-5; Ni, 7440-02-0; Pb, 
7439-92-1; Sb, 7440-36-0; Sr, 7440-24-6; Zn, 7440-66-6; bronze, 
12597-70-5; water, 7732-18-5. 
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Polymer-Coated Cylindrical Waveguide Absorption Sensor for 
High Acidities 
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The development of a chemical sensing scheme for the de
tection and quantHation of greater than 1 M concentration of 
acids, particularly nHrlc acid, is presented wHh the overall goal 
of using this chemistry to create optical sensors. The de
tection chemistry Is based on the physical entrapment of 
Hammett Indicators In a polymer blend of polybenzimidazole 
and polylmlde, which Is silane-coupled to optical elements. 
The polymer coaling protects the optical element from 
chemical attack, and Its hydrophilic nature and low porosity 
make the sensor more selective. By use 01 the indicator 
chromazurol-S, nitric and hydrochloric acid concentrations 
ranging Irom 2 to 10 M can be measured with a precision of 
0.05 M. Indicators that cover a range of 0.5-10.0 M acid 
concentrations have also been Investigated. Cylindrical 
waveguide sensors, using both a fiber optic and a sapphire 
rod wHh the Immobilized polymer chemistry, were constructed 
based on the absorption of light by the acid indicator, chro
mazurol-S. Because 01 the difference in the refractive Index 
01 the optical elements and the polymer material, separate 
detection techniques for the two sensors are presented. The 
fiber-optic sensor uses an absorption measurement 01 a thin 
film, and lor the sapphire rod, an evanescentlield absorption 
process occurs. 

INTRODUCTION 
A variety of fiber-optic sensors have been developed for 

measuring pH through the immobilization of common col-

1 Current address: Department of Chemistry, BG-IO, University 
of Washington, Seattle, W A 98195. 
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orimetric indicators (1-3). Most of these were constructed 
to operate in the physiological pH region. However, there are 
many chemical processes where the acidity is below pH 0 and 
outeide the normal range of measurement for both fiber-optic 
sensors and pH electrodes. One example of a high-acid process 
is the separation of rare-earth metals, where optimal operating 
conditions require maintaining a level of 7.5 M nitric acid. 
An on-line sensor to monitor the acidity would greatly increase 
the efficiency of the process and minimize operating costs. 
Therefore, a high-acidity in situ sensor needs to be developed 
for these applications. 

In the early 1930s, Hammett and Deyrup conceived the 
Hammett (Ho) acidity function as a measure of hydrogen ion 
concentration in molar levels of acids. This system is based 
on optical absorption changes caused by the protonation of 
weak bases such as substituted anilines (4-6). The basicity 
of the amine lone pair can be adjusted with the addition of 
electron-donating or -withdrawing groups on the benzene ring. 
For example, acid ranges from 0.1-10.0 M can be measured 
with a combination of several nitro and chloronitroaniline 
derivatives. Similarly, more complex compounds with multiple 
benzene rings and amine or other weak base functionalities 
also exhibit characteristics of Hammett indicators. 

In this study, various Hammett indicator analogues such 
as chromazurol-S, methyl violet B, victoria blue, rhodamine 
B, and methyl green ZnCI2 were examined for their response 
to acid conditions between 1 and 10 M. These indicators were 
tested in a polybenzimidazole (PBI) and polyimide (PI) matrix 
that was silane-coupled to a glass microscope slide. Dynamic 
range and reproducibility studies were performed to choose 
an indicator with a response in the 4-10 M range. The next 
step was to immobilize the selected indicator system to a 
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cylindrical waveguide and to use the evanescent field pene
tration of visible light to monitor the absorption changes of 
the indicator with various acid concentrations. 

Evanescent field spectroscopy was developed for chemical 
analysis by Harrick (7) and Fahrenfort. Their technique, 
attenuated total reflection spectroscopy (ATR), uses planar 
optical waveguides with precise control of the launch angle 
and polarization. Using evanescent field sensing through fiber 
optics or cylindrical rods is a relatively recent advancement 
of the technique (8-10). Although the launch angle and po
larization are not sustained in multimode cylindrical wave
guides, they offer greater sensitivity than do conventional A TR 
methods because of the longer path length and increased 
number of reflections. In this sense, evanescent field spec
troscopy is changed from a characterization tool to a practical 
approach for quantitative chemical analysis. 

The same virtues of other fiber-optic chemical sensors such 
as optrodes (I1) apply to cylindrical waveguide sensors. These 
advantages include immunity to electrical interferences, re
mote and in situ operation, broad spectral coverage (0.3-2.0 
I'm for fused silica, 0.2-5.0 I'm for sapphire), and the ability 
to be multiplexed to a single instrument. An evanescent field 
sensor can be made more sensitive than a reflectance type 
optrode, at the expense of sensor size. Moreover, the sensor 
can be designed to accommodate the sensitivity required for 
a specific application by selection of appropriate fiber length 
and diameter, core and cladding (polymer coating) refractive 
indices, and fiber bend radius if a coiled sensor is used (IO). 

Long lengths (> 1 cm) of modified commercial fiber optics 
for evanescent field spectroscopy are difficult to implement 
because of the extremely fragile and polar nature of the ex
posed core (typically glass or fused silica). In this work, the 
PBI/PI polymer coating protected the modified portion of 
the fiber optic from chemical attack, chemical interferences, 
and stresses. Indicators were incorporated into the polymer 
as a transducer for nitric and hydrochloric acid, neither of 
which have intrinsic absorbances in the wavelength region used 
for the analysis. 

EXPERIMENTAL SECTION 

Polymer/Indicator Immobilization. The polymers PBI 
(Celanese Corp.) and polyisoimide (Thermid IP 630, National 
Starch and Chemical Corp.) were dissolved in N ,N-dimethyl
acetamide (DMAC) (Aldrich) to make a 10% solution and were 
blended in a 1:1 mixture. Approximately 0.5 g of the indicator 
Was dissolved per 100 mL of polymer solution. The polymer 
solution was silane-coupled to the optical elements in order to 
provide adhesion when exposed to highly acidic solutions. (This 
procedure extended the adhesion of the polymer from 5 min to 
at least 12 weeks.) A glass slide, a fiber-optic core of a stripped 
fiber (200 I'm core PCS, Fiberguide Industries), and a sapphire 
rod (1 mm diameter, Saphikon) were treated with a 2% aqueous 
solution of (chloropropyl)trimethoxysilane for 15 min, washed 
with distilled water, and heated in air (110 °C) for 30 min. The 
substrates were then dip-coated with the polymer mixture and 
allowed to cure at 175 °C for 24 h. Fihn thickness was dependent 
on the withdrawal speed of the optical materials from the polymer 
solution and the concentration of the polymer/indicator mixture. 
Film thicknesses on the order of 1-3 I'm were obtainable by this 
method, as estimated by using the method of interference patterns 
from weakly absorbing materials (12) and by scanning electron 
microscope cross sections of the coated fiber. 

Eval uation. Preliminary studies of the indicator response 
characteristics were performed with coated glass slides using a 
Hewlett-Packard 8451A diode array spectrophotometer. Stand· 
ardized nitric and hydrochloric acid solutions from 0.5 to 10.5 M 
were used throughout the study. The fiber-optic and sapphire 
rod sensors were constructed in a single beam arrangement, shown 
in Figure 1. For the fiber-optic sensor, 15 cm of the jacket and 
cladding was stripped from one end and coated with the above 
procedure up to the unstripped cladding. The coated portion of 
the fiber was inserted into a flow cell consisting of low dead volume 
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Figure 1. Diagram of instrumental setup involving the polymer-coated 
cylindrical waveguides. 

Table I. Immobilized Indicator Evaluation in Nitric Acid 

response 
range, 

indicator AU acid range, M AInU' nm 

rhodamine B 0.5 0.5-8 522 
methyl green ZnCI 0.25 0.5-4 590 
victoria blue 0.3 0.5-5 600 
methyl violet B 1.0 0.5-8.5 630 
chromazurol-S 1.4 2-10 546 

T-fittings with Teflon ferrules connected to Teflon tubing and 
a peristaltic pump. The flow cell arrangement for the sapphire 
rod consisted of larger tubing and T-fittings and had an overall 
length of 19 cm for the 25 cm long rod. 

Light from a tungsten lamp was focused into the fiber optic 
with a lOX objective lens (numerical aperature (NA) = 0.25) 
completely filling the light acceptance cone of the 0.24-NA fiber. 
A mode scrambler (Newport FM-l) was inserted before the sensor 
section to ensure that the response was independent of launch 
conditions. Illumination for the sapphire rod sensor used a 
0.24-NA optical fiber butted to the sapphire rod endface near the 
entrance of the flow cell, underfilling the 0.56-NA sapphire rod. 

The sensor output (both fiber optic and sapphire rod) was 
focused into a single grating spectrograph if /3.8, Aries Monospec 
27) fitted with a photodiode array detector (Tracor-Northern 
6500). A 150-groove/mm grating dispersed light from 300 to 720 
om across the active elements of the diode array. The resolution 
of the instrument is approximately 4 nm. 

Al! solution refractive index measurements were performed with 
an Abbe refractometer. 

RESULTS AND DISCUSSION 
Polymer/Indicator Selection. The polymer system used 

to immobilize the organic indicators On the optical elements 
was characterized on glass slides before the experimentation 
with cylindrical waveguide sensors. When the original Ham
mett indicators, such as o-nitroaniline, were used, bleeding 
of the organic dye from the PBI polymer occurred. Polymer 
blends, such as PBI mixed with PI, change the pore size of 
the structure, allowing transport rates and properties to be 
varied. A ratio of 1:1 PBI/PI was determined to be optimum 
for both fast response time and elimination of indicator 
bleeding. 

Absorbance spectra of the polymer/indicator coatings im
mobilized on glass slides were taken in various acid (nitric or 
hydrochloric) concentrations. The PBI/PI blend has a 
broad-band UV absorption from 300 to 415 nm in acidic 
media. The absorbance of the PBI/PI mixture is sensitive 
to changing acid concentrations because of protonation of the 
secondary amine present in the structure, but this feature is 
not well characterized due to the high optical density of the 
polymer. The classical Hammett indicators absorb from 350 
to 450 nm, overlapping this polymer absorbance spectrum. 
Because the polymer absorption ends at 415 mn, the Hammett 
indicators that absorb in the visible region of the spectrum 
can be monitored easily. 

The sensitivity and the wavelength of maximum absorption 
of various indicators that have been tested for their responses 
in nitric acid are listed in Table I. The indicator chroma
zurol-S was the most promising for monitoring a process where 
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Figure 2. Molecular structures of Hammett indicators (A) methyl violet 
6 and (6) chromazurol-S. 
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Figure 3, Absorbance spectra of chromazurol-S immobilized onto 
glass slide with PBI/PI in nitric acid solutions. 

acid conditions in the 4-10 M range are frequently encoun
tered. This indicator has the highest sensitivity and covers 
the concentration region needed for our application. All of 
the other indicators, such as methyl violet B in Figure 2, are 
amine derivatives that respond in the 1-6 M acid range. 
Chromazurol-S responds in the 4-10 M acid region because 
of its weakly basic carbonyl functionality, and the structure 
was more stable in the acidic environment than that of the 
amines. 

The absorbance spectra of chromazurol-S in the PBI/PI 
polymer mixture at different levels of nitric acid are presented 
in Figure 3. The indicator has absorbance maxima at 470 
and 546 nm and an isosbestic point at 500 nm. The 470-nm 
band (base form) decreases with increasing acid concentration, 
and the 546-nm band (acid form) simultaneously increases. 
This type of response aids in calibration because acid con
centrations can be based on pattern identification or peak 
intensity ratios only, without the need for intensity repro
ducibility over long periods of time. 

The longevity of the coated slides with immobilized chro
mazurol-S and methyl violet B was tested. They withstood 
nitric acid for an average period of 8 weeks with partial 
functionality intact. When the slides were soaked in 8.8 M 
nitric acid, the signal intensity of the 546-nm band of chro
mazurol-S degraded approximately 9% after 1 week, whereas 
the 630-nm band of methyl violet B degraded 51 % in the same 
period of time in 4.4 M nitric acid. These results were similar 
for hydrochloric acid at the same concentrations. 

The responses of chromazurol-S and methyl violet B were 
tested for possible interferences from the nitrate salts of so
dium, calcium, and thorium. No interferences were detected 
from salt concentrations ranging from 0.1 to 1.5 M in 4 M 
nitric acid. Whether the aqueous metal complexes can pen
etrate the porous polymer is unknown, but no interaction 
would be expected to take place between the metal ions and 
the indicators at these acid concentrations. 

The sensitivity and reproducibility of the polymer-immo
bilized chromazurol-S, to both nitric and hydrochloric acid, 
are presented in Figure 4. The sensitivity to hydrochloric 
acid is much greater than to nitric acid for this indicator 
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Figure 4. Signal response at 550 nm for chromazurol-S for hydro
chloric and nitric acids. 

because of the relative degree of dissociation of the two acids. 
The degree of dissociation of nitric acid drops off rapidly at 
approximately 4 M concentration (13). The random error of 
the spectrophotometer response at all acid levels for chro
mazurol-S in each acid is approximately the same at 0.012 AU. 
For the indicator chromazurol-S, the relative error in the signal 
at the mean of the response curves in Figure 4 is 1.2% for 
hydrochloric acid and 1.9 % for nitric acid. 

Fiber-Optic Absorption Sensor. Because the refractive 
index (RI) of the PBI/PI coating (RI = 1.67 in distilled water) 
was greater than that of the fused silica fiber optic (RI = 1.46), 
it was possible to operate the fiber-optic sensor in two different 
ways, depending on polymer coating thickness. If the coating 
thickness is on the order of the wavelength propagated, the 
guided light will be refracted into the polymer coating and 
either be totally guided in the polymer or traverse the core 
and polymer. This inverted waveguide structure has been used 
by other researchers as a gas-phase chemical sensor (14). 
There are disadvantages to using the inverted waveguide 
sensor in liquid media. Penetration of the thin polymer film 
by the liquid phase will often change the optical properties 
and dimensions (swelling) of the coating, which can result in 
the appearance of intensity maxima and minima during ratio 
calculations in a broad-band transmission. This effect was 
evident with PBI/PI coatings of 0.5-3 I'm, which exhibited 
spectral shifts and intensity changes tbat completely masked 
the indicator response. A study of the PBI/PI films on glass 
slides (no indicator)' using the interference fringe method 
described in ref 12, indicated that the polymer blend swelled 
nearly 8% when transferred from an environment of distilled 
water to 8 M nitric acid. 

These unwanted effects may be circumvented by making 
the coating much thinner than ll'ffi (nearly a monolayer). 
Under these conditions, no interference can be observed and 
total internal reflection occurs at the solution/polymer in
terface (15). Since the polymer film is much thinner than the 
wavelength of light being propagated, light at the polymer / 
fused silca interface is only being refracted and not reflected 
back into the polymer in the same manner as an inverted 
waveguide. 

The results of a fiber-optic sensor operating by an ab
sorption interaction are shown in Figure 5. The reference 
spectrum was taken from transmission through the coated 
fiber when it was in 2.0 M nitric acid. The absorbance band 
of the protonated form of chromazurol-S appears at about 550 
nm. The large offsets at the nonabsorbing wavelengths (be
yond 600 nm) are due to the RI changes of the nitric acid 
solutions, indicating that the waveguide is evanescently cou
pled to the sensing medium. Figure 6 shows that the nitric 
acid solutions fall on the same curve as variable RI sucrose 
solutions measured by this sensor at 700 nm. This result 
supports the assumption that the polymer film is thin enough 
to avoid interferences from swelling in the acid solution. 
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Figure 5. Absorption spectra of chromazurol-S in PSI/PI immobilized 
onto a silica core fiber referenced to 2.0 M nitric acid. 
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Figure 6. Signal response of fused silica sensor at 700 nm to varying 
refractive index solutions of sucrose (0) and nitric acid (.6.). 

Although the response is still dependent on RI, it is a broad 
band offset with a slight slope most probably due to wave
length RI dispersion. The base form of the indicator absorbs 
at 470 nm (Figure 3). The decreasing absorbance in this region 
is offset by the attenuation caused by the increase in RI 
around the sensor. Below 450 nm, the polymer interferences 
begin to appear. 

In a study of the response characteristics of the coated silica 
fiber, noise and reproducibility measurements were taken. 
Peak-to-peak noise measurements indicated a detection limit 
of 5 X 10-4 AU (3 X root mean square noise) for the coated 
fiber-optic sensor (100 scans, 5-s acquisition time). Seven 
replicate samples at three acid levels were monitored, resulting 
in an overall 1.65% relative error in the absorbance signal. 
This error closely matches the 1.9% relative error obtained 
on the microscope slides for nitric acid. A linear regression 
line was fitted to the absorbance values at 550 nm, showing 
evidence that the solution refractive index offset has some 
effect on the signal since the absorbance of the 546-nm band 
of the indicator has a nonlinear relationship (see Figure 4) 
to acid concentration. (Subtraction of the 700-nm band from 
the 550-nm signal was not conducted since there is a wave
length dependence upon refractive index attenuation.) Pre
dictions of unknown samples using this calibration line at 7.0 
M nitric acid yielded a standard error of prediction of 0.06 
M. 

Sapphire Rod Evanescent Field Sensor. By use of an 
optical material such as sapphire (RI = 1.76) with a refractive 
index greater than that of the PBI/PI polymer mixture, 
evanescent field sensing can take place without the refractive 
index effects of the solution as seen above. Figure 7 shows 
the absorbance spectra taken from a coated sapphire rod with 
3.0 M nitric acid used as a reference. Tne two absorbing bands 
of chromazurol-S follow the same trend as that shown in 
Figure 3. The 470-nm band decreases in absorbance with 
increasing acid concentration, thus providing a negative ab
sorbance in these spectra. At 550 nID, the band is increasing 
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Figure 7. Evanescent field absorption spectra of immobilized chro
mazurol-S in PBI/PI on a sapphire rod referenced to 3.0 M nitric acid. 

" 0 

0 
~ 

0 

" ~ « 

0.200,--------------------------------, 

550 nm 

0.160 

0.120 

0.080 

0.040 

0.000 +----+--+--+--+--+--+--+--t--+--j 
2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0 110 12.0 

HN03 Concentration (M) 

FIgure 8. Response curve of the SSO-nm absorbance band of chro
mazurol-S on sapphire rod to nitric acid. 

in absorbance similar to the one in Figure 3 with increasing 
acid concentration. At the lower wavelengths near 420 nm, 
the effects of the polymer absorption are evident by the 
nonreturning base line. Base-line shifts due to RI changes 
are evident beyond 600 nm, but are substantially less than 
that of the fused silica sensor (Figure 5). This supports 
previous results that indicated insensitivity to RI changes 
when the core RI is much higher than the surrounding matrix 
RI (10). 

Noise measurements to estimate the detection limit for the 
sapphire rod evanescent field sensor were tested and calculated 
to be approximately 8 X 10-4 AU (3 X root mean square noise 
with 150 scans and 7.5-s acquisition time). The sensor re
sponse to nitric acid for the 550-nm absorbance band is 
presented in Figure 8. A second-order regression curve is 
fitted through the data points representing a sensitivi1y similar 
to that obtained in Figure 4 for chromazurol-S immobilized 
on a microscope slide. As a measure of sensor reproducibility, 
the absorbance signals had a relative error of2.8%. This error 
is larger than for both the microscope slide and silica fiber 
sensor, primarily because of the larger dead volume in the flow 
cell for the sapphire rod. The corresponding standard error 
of prediction from this calibration curve is 0.05 M nitric acid 
with an unknown sample at 7.0 M. Although the sensitivity 
of the sapphire rod sensor is more than adequate for our 
application, it may be further improved by launching light 
nearer to the critical angle (7). This may be accomplished 
by using a high NA input fiber or by launching the light into 
the sapphire rod off axis. 

This paper has demonstrated two techniques in the ap
plication of optical sensors for high-acidity processes. The 
first is a unique immobilization method for optical acid in
dicators in porous polymers. This technique proved to be 
rugged and reliable in the hostile conditions of the system 
under study. The second important technique is the appli
cation of evanescent field spectroscopy using cylindrical 
waveguides. Although there have been previous studies using 



1678 Anal. Chern. 1989, 61,1678-1685 

evanescent field sensing, this work has shown its usefulness 
in remote in situ process monitoring when specific chemistries 
are applied to the waveguide. The sensors provide an ade
quate signal-to-noise ratio and reproducibility with a fast 
response time (2 min after encountering the sample) for in 
situ measurements. 

ACKNOWLEDGMENT 
We thank Lloyd Burgess for many helpful discussions 

during the course of this work. 

LITERATURE CITED 
(1) Jones, T. P.; Porter, M. D. Anal. Chem. 1988, 60, 404-406. 
(2) Kirkbright, G. F.; Narayanaswamy, R.; Weiti, N. A. Analyst 1984, 109, 

1025-1028. 
(3) Munkholm, C.; Walt, D. R.; Milanovich, F. P.; Klainer, S. M. Ana/. 

Chem. 1986, 58, 1427-1430. 

(4) Dawber, J. G.; Wyatt, P. A. H. J. Chem. Soc. 1960, 3589-3593. 
(5) Paul, M. A.; Long, F. A. Chem. Rev. 1957, 56, 1-45. 
(6) Rochester, C. H. Acidity Functions; Academic Press: New York, 

1970. 
(7) Harrick, N. J. Internal Reflection Spectroscopy; Interscience: New 

York, 1967. 
(8) Simhony, S.; Kasawar, E. M.; Katzir, A. Appl. Phys. Lett. 1988, 49, 

253-254. 
(9) Paul, P. H.; Kychakoff, G. Appl. Phys. Lett. 1987, 51, 12-14. 

(10) DeGrandpre. M. D.; Burgess. L. W. Anal. Chern. 1988, 60, 
2582-2586. 

(11) Seitz, W. R. Anal. Chem. 1984,56, 16A-34A. 
(12) Manifacier, J. C.; Gasiot. J.; Fillard. J. P. J. Phys. c. 1976. 9. 

1002-1004. 
(13) Chedin, M. J. J. Chim. Phys.1952, 49, 109-125. 
(14) Smock. P. L.; Orofino. T. A.; Wooten. G. W.; Spencer. W. S. Ana/. 

Chem. 1979, 51,505-508. 
(15) Russell, A. P.; Fletcher, K. S. Anal. Chim. Acta 1985, 170,209-216. 

RECEIVED for review March 14, 1989. Accepted May 1, 1989. 

Picogram Level Quantitation of 
2,3,7,8-Tetrachlorodibenzo-p-dioxin in Fish Extracts by 
Capillary Gas Chromatography/Matrix Isolation/Fourier 
Transform Infrared Spectrometry 
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For the first time, gas chromatography/matrix Isolation/Fourier 
transform infrared spectrometry (GC/MIIFTIR) has been 
reported to confirm the Idenlily of 2,3,7,8-tetrachlorodi
benzo-p-dloxln (2378-TCDD) and to quantify Its level in fish 
extracts In the 170-220 pg range "on disk". When expressed 
on a fish tissue basis, analyte levels ranged from 15 to 45 
pg/ g. Spectroscopic Identification was based on the position 
and relative Intensity of seven absorption bands. Optical 
alignment as well as performance evaluatloii and optimization 
of the GC/MIIFTIR system are described. The use of 
[
13C,.]2378-TCDD as an Internal standard was essential for 

quanlilatlon, and quality assurance controls were used to 
verify system performance. GC/MIIFTIR quanllIation of 
2378-TCDD was compared with that independently found by 
GC with electron capture detection. Recovery of 2378-TCDD 
averaged 52% (n = 8, 30% relative standard deviation) for 
fish extracts. 

2,3,7,8-Tetrachlorodibenzo-p-dioxin (2378-TCDD) (1) is an 
environmental contaminant that has received considerable 
attention. Concern over its extreme toxicity to laboratory test 
animals has required application of analytical methods at the 
pg/g (parts per trillion, pptr) level. Capillary gas chroma
tography/mass spectrometry (GC/MS) in the selected ion 
mode has been the preferred technique for measuring dioxins 
because of high sensitivity and structure specificity, but dioxin 
isomers generally cannot be distinguished by electron impact 
GC /MS. Capillary GC /Fourier transform infrared spec
trometry (GC/FTIR) logically complements GC/MS by 
providing information on isomer identity (2). However, on
the-fly GC /FTIR has inadequate sensitivity for 2378-TCDD 

residue application. The GC/matrix isolation/FTIR tech
nique (GC/MI/FTIR) (3,4) has greater sensitivity, since the 
chromatographically separated components are trapped at 12 
K in a microscopic argon matrix, thus allowing an increase 
in the FTIR spectral acquisition time. Because each analyte 
molecule is isolated in a cryogenic solid matrix of IR-trans
parent argon atoms, a decrease in the absorption bandwidths 
may be observed, leading to an increase in band absorbances. 
GC/MI/FTIR instrumentation has been used to obtain 
spectra of the 22 TCDD isomers (5, 6), the 13C12-labeled and 
the unlabeled (l2C) 2378-TCDD (7), but these studies were 
limited to standards and/or to analyte levels one or more 
orders of magnitude greater than would normally be isolated 
from a biological matrix such as fish. 

Unequivocal spectroscopic identification of compounds at 
subnanogram levels has already been achieved by GC/MI/ 
FTIR (4, 7,8). The observed positions and relative intensities 
of FTIR bands allowed spectral interpretation at these levels. 

We have used GC/MI/FTIR to confirm the identity of 
2378-TCDD in fish extracts and to quantitate it at the pico
gram level. In this paper we describe procedures for opti
mization of detectability and calibration and the use of an 
isotopically labeled [l3Cd 2378-TCDD as an internal standard. 
We have also identified several extract components that are 
potential interferences. 

EXPERIMENTAL SECTION 

Gas Chromatography and Cryolect Interface. Gas chro
matographic separations were performed on a Hewlett-Packard 
Model 5890 equipped with a 63Ni electron capture (EC) detector 
and connected to a Hewlett-Packard 3392A integrator. A 25 m 
X 0.20 mm i.d. cross-linked methyl silicone capillary column, 0.33 
I'm ststionary phase (Hewlett-Packard), was used throughout this 
study. Helium containing 1.5% argon (Matheson Gas Products) 
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at approximately 27 cm/s linear velocity was used as carrier gas, 
and nitrogen (99.999%) at 45 mL/min was used as the make-up 
gas to the EC detector. The injector and detector temperatures 
were 250 and 350°C, respectively. The carrier and make-up gases 
were passed through filters which removed traces of moisture 
(Alltech Associates Hydro-Purge II) and oxygen (Supeleo Gas 
Purifier and MG Scientific Gases Oxisorb, for He/ Ar and N" 
respectively). Splitless injections of 1-3 ILL of isooctane solutions 
were made over 10-15 s, and the injector was purged at 2.75 min. 
The initial column oven temperature was 75°C with a 2-min hold, 
followed by a 20°C/min increase to 270°C, and the column oven 
was held at this temperature until the separation was complete. 

The Cryolect interface (9) as supplied (Mattson Instruments, 
Madison, WI) required some modification and considerable op
timization. The end of the capillary column exited through the 
top of the oven and was connected to one end of a union (SGE, 
Austin, TX) attached to a small, cartridge-heated block placed 
on the top oven wall insulation. At the other end of the union 
the effluent was split. Two splitter unions were tested. The first 
was Model VSOS (SGE), a stock item, which had exposed stainless 
steel at the conical end where the effluent is split. The second 
was a specially fabricated all-glass-lined (silanized deactivated) 
union (SGE) which was found to be more satisfactory in preserving 
TCDD peak shape. The column effluent was split to two pieces 
of fused silica tubing, each 0.7 m long: a 0.17 mm i.d. piece went 
back into the column oven and was inserted into the EC detector, 
while a 0.20 mm i.d. piece was connected to an open-split interface 
(Valco cross) located on top of the heated block. Connected to 
the opposite port of the cross was the 0.17 mm i.d. x 1 m heated 
(270°C) fused silica transfer line to the evacuated chamber (10" 
Torr) in which the cryogenic (11-12 K) collection disk was located. 
The remaining two perpendicular cross ports served as a pneu
matic switch. 

Whenever deposition on disk was not required, purified helium 
swept across these two other ports at 60 mL/min to vent the 
column effluent away from the transfer line going to the collection 
disk. During the deposition cycle, the helium flow was cut back 
to 0.1 mL/min, which allowed carrier gas from a line that is 
T-connected to the vent line to flow into the cross as a make-up 
between the total flow through the collection disk transfer line 
(1 mL/min) and the column flow into the cross (0.9 mL/min). 
Since column flow rate was nearly equal to the maximum flow 
through the transfer line, loss of analyte was avoided by setting 
the carrier gas make-up flow rate to half its recommended value, 
i.e., to 2.5 mL/min. Peak absorbance measured on disk then 
increased 20%. The splitter union, splitter lines, and open-split 
interface were all covered with insulation, and the block was heated 
to 270°C. The column effluent split ratio was calculated from 
EC response factors (area counts per nanogram injected) obtained 
with 10-ng injections of 1234-TCDD made with the column at
tached to the splitter union, and again with the column outlet 
directly inserted into the EC detector. A ratio of 99.5:0.5 was so 
determined, with the smaller portion going to the EC detector_ 

MI/FTIR Instrumentation. A Mattson Instruments Sirius 
100 FT-IR spectrometer equipped with a Cryolect matrix isolation 
unit was used. The Cryolect system has been described in detail 
(3,4,9), except for the optical bench alignment procedure, which 
will be discussed here. The IR beam from the spectrometer is 
focused onto the frozen argon matrix by the first mirror of an 
independently adjustable double parabolic mirror assembly. The 
gold-plated mirror surface of the collection disk reflects the 
transmitted light back through the matrix to the second mirror 
of the assembly. The light then travels to a third parabolic mirror 
which focuses the beam onto the element surface area, 760 x 760 
ILm', of a narrow band (750 cm-! cutoff), high sensitivity mercury 
cadmium telluride (MCT) detector cooled to liquid nitrogen 
temperature. The IR beam must be focused on the cryogenic disk 
as a microscopic circular dot which samples the analyte preserved 
in frozen argon. Otherwise, an optically distorted beam will 
degrade the spectroscopic signal and the IR-reconstructed 
chromatographic peak shape. 

The Cryolect optical bench alignment used an external heli
um-neon gas laser mounted along the spectrometer output light 
scribe line. To align the spectrometer and the Cryolect optical 
benches, a flat mirror was placed on the Cryolect bench and its 
position adjusted between the second and third parabolic mirrors 
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along the light path until the reflected laser light fell on the laser 
source aperture. Next the position of each of the two mirrors of 
the double parabolic mirror assembly was independently adjusted 
so that the incident and reflected laser beams were visible at only 
one spot on the gold-plated collection disk. The external laser 
was then removed, and a quartz beam splitter was substituted 
for the KBr beam splitter. By use of two aligmnent stands placed 
on the spectrometer output beam scribe line, the position of the 
flat mirror that diverts the beam toward the Cryolect bench was 
optimized. With the iris set at its smallest aperture, the focus 
of each of the two parabolic mirrors of the assembly was further 
adjusted so that the incident circular image of the source visually 
overlaid the reflected image on the collection disk. After the KBr 
beam splitter was reinstalled and the flat mirror on the Cryolect 
bench was removed, the second and third parabolic mirrors were 
successively adjusted until the interferogram centerburst was 
maximized. The vacuum chamber was pumped down and the 
disk cooled to 11 K. By use of a quartz beam splitter again, the 
height of the double parabolic mirrors assembly unit was visually 
adjusted such that the beam is focused onto a 343-ILm diameter 
reference notch drilled (number 80 drill bit, 0.0135 in. (0.343 mm)) 
into the collection disk; the height of the deposition tip of the 
transfer line had also been adjusted to that of the reference notch. 
The KBr beam splitter was reinstalled and the interferogram was 
remaximized, giving 12.7 V at 5% iris aperture. Fine tuning 
adjustments were made to the double parabolic mirror assembly 
by monitoring the major band absorbance of 8-10 ng of 1234-
TCDD on disk. It was observed that a 5% iris yielded a slightly 
higher absorbance value than did other apertures, which implied 
that the source image at the disk was probably optimally matching 
the size of the frozen analyte. 

Standards and Quality Assurance Solutions. All solutions 
were prepared in isooctane (Burdick & Jackson, distilled in glass). 
A 7.9 ng/ILL solution of 1234-TCDD was used to optimize in
strument performance. A 500 pg/ ILL working stock solution of 
2378-TCDD was prepared from a concentrated standard (KOR 
Isotopes, Cambridge, MA). An aliquot of the working stock 
solution was used to prepare a 4.0 pg/ ILL fortification standard. 
A 15.0 pg/ ILL 13C12-labeled 2378-TCDD (National Institute of 
Standards and Technology SRM 1614) internal standard was 
prepared in a 5-mL volumetric flask by transferring and diluting 
the contents of a weighed ampule containing 96.6 ng of internal 
standard per gram of solution. The contents of a second weighed 
ampule of [13C,,]2378-TCDD were transferred to a concentrator 
tube, the lower 1-mL portion of which was calibrated in 100-ILL 
increments, and concentrated to 100 JlL under a stream of purified 
nitrogen. Aliquots (25 or 63 ILL; digital Micro/pettors, SMI, 
Emeryville, CA) from this tube were mixed with aliquots (40 or 
100 ILL) from the unlabeled working stock solution in two other 
tubes and were diluted to 200 ILL to prepare two GC/MI/FTIR 
calibration standards. These two 2378-TCDD calibration 
standards contained 12C at 100 pg/ ILL + 13C at 93 pg/ ILL, and 12C 
at 250 pg/ ILL + 13C at 234 pg/ ILL, respectively. The quality 
assurance (QA) solutions were prepared at various concentrations 
from aliquots of the unlabeled fortification standards and the 
internal standard. 

Test Sample Preparation. The edible portion of ground fish 
was analyzed by the method of Niemann et al. (10) which includes 
base/acid treatment and off-line size exclusion, C-8, and C-18 
HPLC cleanup to isolate the analyte 2378-TCDD. The chosen 
fish had a bioincurred analyte level that had previously been 
determined by GC /MS with multiple ion detection. Although 
major contaminants in the cleaned-up extracts, which were ma
terials bleeding off the C-18 columns, had not interfered with the 
MS-monitored ions, they did interfere severely with infrared 
identification of analyte. However, these components were 
completely removed by a Hamilton PRP-1 column (polystyrene 
gel, 5 ILm in diameter, 4.6 mm i.d. X 15 em, 100% AN at 1.0 
mL/min, 45°C) added as another stage of HPLC cleanup after 
that of the C-18 column. The collected dioxin fraction eluted 
shortly after the interfering material which came off at or near 
the void volume. After evaporation to dryness and residue uptake 
into 100 JLL of isooctane, the analyte level was quantitated by fused 
silica capillary GC /EC under the following conditions: 0.2 mm 
i.d. X 50 m ULTRA No.1 (bonded phase methyl silicone, Hew
lett-Packard); temperature programmed at 20°C/min from 75 
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FI~"e 1. (A) During effluent trapping, the heated (270°C) GC transfer 
line tip is about 100 ILm from the slowly rotating cryogenic (12 K) 
collection disk located in a vacuum chamber. The solid surface in the 
y-z plane is the cross sectional area of the frozen analyte in the argon 
matrix. (8) After the GC separation is complete, FTIR measurement 
begins. The shape of the cross section of the solid analyte in the x-y 
plane is given as absorbance (yaxis) vs GC retention time (x axis) in 
Figure 2 (see text). 

°C (2 min) to 250 °C (hold); hydrogen carrier gas at 40 em/s (linear 
velocity measured at 250 ec); 300°C injector; 350 ec detector; 
splitless injections of I-fJ.L solutions. Next, [13CJ2378-TCDD 
internal standard was added at 1-1.5 times the unlabeled level 
as screened by GC /EC, and the extract was submitted along with 
QA solutions for GC /MI/FTIR analysis. 

GC/MI/FTIR Analysis. The prepared extract was trans
ferred to a sample tube (bottom part graduated in 10 ILL; Kontes, 
Vineiand, NJ) with two O.I-mL isooctane rinses and concentrated 
under a stream of nitrogen while the tube was warmed in a water 
bath. When the volume reached about 20 ILL, the tube walls were 
rinsed with 25 .uL of isooctane and concentration was continued 
to about 3 fJ.L. The solution was never allowed to go to dryness 
and was analyzed within a few hours. The entire volume 
(equivalent to 15 ± 0.5 g of fish in the test portion), or as much 
as could be taken up into the syringe (1-3 ILL), was injected. A 
typical day's run included two calibration standards, one or more 
QA solutions, and a fish extract. 

Calibration plots of absorbance (in units of 10-3 A; strongest 
band) vs picograms injected were made for native and labeled 
analytes generated over 9 days of injecting calibration standards. 
The amount of 2378-TCDD present in test solutions (extracts or 
QA) was calculated from the observed milliabsorbance values, the 
12C and 13C regression line equations describing the calibration 
plots, and the picogram amounts of internal standard added. QA 
solution measurements were used to verify that the calibration 
curves had not shifted. 

At the start of a GC/MI/FTIR run, the Cryolect collection disk 
begins to rotate slowly at a predetermined speed (50 ILm/s) and 
the effluent is directed toward the outer rim of this cryogenic 
collection disk, thus freezing instantly into a solid matrix (Figure 
1). A cross section of the frozen analyte in the IR-transparent 
argon matrix, defined as being in the x-y plane, is shown in Figure 
IE. By this definition, the disk moves along the x direction during 
effluent collection, while the thickness of the frozen analyte varies 
along the y axis. Since the disk rotation and GC separation occur 
simultaneously during analyte collection, the distance along the 
x axis is indexed by the GC retention time. Thus, the position 
of a separated component trapped on disk is denoted by the 

Figure 2. IR-reconstructed GC peak shapes of 1234-TCDD standard 
on cryogenic disk obtained by monitoring the most intense band at 
1433 cm-1 and using a VSOS SGE splitter union: (A) before optical 
alignment; (8) after optical alignment; and (C) using a speCially fa
bricated all-glass-lined union (SGE) after optical alignment (intensity 
normalized to 8.0 n9 injection; retention time normalized to 14.7 min). 
Less tailing was found in (C) and the observed peak height, which 
served as a reference, exhibited increased intensity. 

retention time of its corresponding GC peak. The shape of the 
cross section of the frozen analyte in the x-y plane, as measured 
by FTIR, is the IR-reconstructed chromatographic peak shape. 
Hence, the independent variable (x axis) is GC retention time 
and the dependent variable (y axis) is absorbance (Figure 2; see 
Results and Discussion). The chromatographic retention time 
was used only to index the position on the collection disk of a 
component in the argon matrix to within a few seconds (up to 
several hundred micrometers), However, a rigorous Cryolect 
disk-scanning protocol was followed in order to reproducibily 
pinpoint the location of a peak maximum. For several consecutive 
measurements, when the computer-controlled stepper motor, 
which rotates the collection disk, positioned a component (of 
known retention time) trapped in the argon matrix in the path 
of the IR beam, the observed absorbance for that component was 
different (up to 20%) each time. A backlash of at least 338 steps 
or 50 I'm (1 s on the retention time scale) in the collection disk 
drive train appeared to prevent reproducible disk positioning 
under normal operating procedures. To overcome this problem, 
at 1.2-s intervals we sampled a narrow window of about 5 s where 
we expected to find the maximum amount of analyte (top of GC 
peak). In this case the observed absorbance increased to its 
maximum value and then declined. The spectrum with the 
maximum absorbance is the one that corresponds to the config
uration in which the focused IR beam optimally falls within the 
analyte area. Using this protocol, 1000 analyte interferograms 
were coadded (9 min 5 s at 4-cm-1 resolution) at each sampling 
interval. The background was usually collected (1000 scans) before 
or after the analyte peak. 

RESULTS AND DISCUSSION 
The matrix isolation FTIR spectrum of 2378-TCDD (Figure 

3A) exhibited about a dozen bands, with a maximum absor
bance at 1471 cm-l . Figure 3B shows the spectrum of 
[13C,,]2378-TCDD. Because the level of the 2378-TCDD 
isomer was in the subnanogram range, we first had to docu
ment and optimize the performance of the GC/MI/FTIR 
system to be able to confirm spectroscopically the identity 
of this relatively weak infrared absorber and quantitate its 
level in the various matrices. 

GCjMIjFTIR System Optimization. The IR-recon
structed chromatographic peak shape of the analyte on the 
Cryolect disk is a useful diagnostic tool which was used to 
monitor and improve the performance of both the GC in
terface and the Cryolect. The most intense band at 1433 cm-l 

of the standard 1234-TCDD was monitored for this purpose. 
The retention time of the IR-reconstructed chromatographic 
peak was always slightly shorter than the retention time ob
served by EC, since after the effluent is split, it follows two 
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FIgure 3. Observed MIIFTIR spectra in the 1600-800-cm-1 region 
acquired at 4-cm-1 resolution by coadding 1000 scans (9 min 5 s) of 
(A) about 1.3 ng of 2378-TCDD standard injected and (B) about 1.1 
ng of [13C]2378-TCDD standard injected. 

unequal pathways. The EC line is under pressure, whereas 
the Cryolect line flow is determined by the Cryolect chamber 
vacuum. This difference, which could be minimized, also 
depends on the nature of the GC interface (e.g., transfer lines 
lengths and internal diameters). 

Effects of Independently Adjustable Parabolic Mir
rors and Laser Optical Alignment. The observed shape 
of the IR-reconstructed chromatographic peak (Figure 2) 
depended not only on the efficiency of the GC separation and 
the transfer process but also on the alignment and focus of 
the IR beam. When the mirrors of the parabolic mirror as
sembly were mounted in one fixed position, a distorted peak 
shape was obtained (Figure 2A). The cross-sectional area of 
such a beam appeared as a small circular area of condensed 
light as well as a less intense elongated coma when visible light 
was used. The shoulder on the leading edge of the IR-re
constructed peak was eliminated by replacing the fixed-pos
ition parabolic mirror assembly with one in which each mirror 
of the parabolic mirrors pair was replaced with an inde
pendently adjustable mirror that allowed proper alignment 
of the IR beam. This resulted in sharper peaks (Figure 2B,C). 

Effect of Splitter Union. The effect of splitter unions 
on the shape of the IR-reconstructed GC peak could then be 
determined and the peaks compared to those found by EC. 
When the original VSOS SGE splitter union was used, the 
IR-reconstructed GC peak height (Figure 2B) was less intense 
and showed more tailing (full width at half maximum, fwhm 
5.4 s) than when a specially fabricated all-glass-lined SGE 
union was used, fwhrn 5.2 s (Figure 2C), which justified our 
decision to use the all-glass-lined union. In the absence of 
any union, when the column was directly inserted into the EC 
detector, the chromatographic efficiency was good and a 
symmetrical peak shape was observed, fwhrn 4.0 s (Figure 4A). 
The effect of using the original VSOS SGE splitter union is 
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FIgure 4. Partial GC/EC chromatograms. (A) 1234-TCDD standard, 
7.9 ng injected, observed with the capillary column directly connected 
to Ee, shows a symmetrical peak, fwhm 4.0 5; retention time 14.60 
min; chart speed 0.6 em/min. (8) A chlorinated pesticide standard mix 
shows no tailing with the original VSOS SGE union installed, fwhm 5.1 
s for the middle peak (divert-to-vent mode). Mix contains dieldrin, 
heptachlor, heptachlor epoxide, DOE, and chlorpyrofos; elution order 
undetermined; levels range from 4 to 7 ng/component; chart speed 
2.0 cm/min. (C) 1234-TCDD standard, 0.79 ng injected shows tailing 
and reduced peak height with the original VSOS SGE union installed; 
chart speed 2.0 cm/min. (D) Same as (C) using the specially fabricated 
all-glass-lined SGE union, fwhm 5.7 s (divert-to-vent mode). The same 
EC response factor was found for both (C) and (D). 

shown in Figure 4B,C. It is noted that pesticides (Figure 4B), 
but not TCDD (Figure 4C), produced symmetric GC peaks 
with no tailing. The GC IEC fwhm values observed ·with the 
special all-glass-lined SGE union were 5.7 s, when tile flow 
was diverted to the vent port (Figure 4D), and 7.5 s, when the 
effluent was deposited onto the cryogenic disk. These results 
indicate that the extent of postcolumn broadening is smaller 
in the Cryolect (fwhm 5.2 s) than in the EC line (fwhm 5.7 
s), and that the efficiency is only slightly worse than in the 
absence of unions (fwhm 4.0 s). Bourne and Croasmun (9) 
recently reported a larger fwhrn value, 6.8 s, observed by FTIR 
under similar Cryolect conditions. 

Collection Disk Rotation Parameter. The IR-recon
structed GC peak shape also depends on the rotation speed 
of the collection disk, which is another independent factor that 
determines the physical length in micrometers over which an 
eluting compound will be spread. In general, this speed should 
be set so that an eluting component will not be deposited over 
a previously eluting component as long as their adjacent GC 
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peaks are chromatographically resolved at the base line. The 
only available disk rotation speed value, 50 ,"mis, was satis
factory. The distance along the collection disk surface that 
corresponds to the fwhm of the IR-reconstructed GC peak (5.2 
s) is 260 ,"m, whereas the peak base width is close to 500 ,"m, 
excluding the tail. This is actually the length along the x axis 
of the cross section of the frozen analyte in the x-y plane 
(Figure lB). The dimension along the z direction of the cross 
section of the solid analyte in the y-z plane (Figure lA) could 
not be documented. Reedy et al. (4) pointed out that ab
sorbance is inversely proportional to the square of the diameter 
of the area over which analytes are condensed and that the 
focused IR beam must fall within the surface area on which 
the analyte is collected. 

IR Beam Size on Disk. When the focused IR beam was 
allowed to fall onto the 343 ,"m i.d. reference notch located 
on the collection disk surface, the interferogram center burst 
voltage was at a minimum of 2.1 V, which is about 17% of 
its maximum value of 12.7 V obtained with the beam focused 
on the disk mirror surface. This result indicated that the 
diameter of the focused IR beam cross-sectional surface area 
on the collector disk (drnl is slightly (9.3%) over 343 ,"m. It 
is not known how dlR, which is 375 ,"m, compares with the 
width of the argon matrix, which is also the dimension of the 
cross section of the frozen analyte along the z direction of the 
deposition surface (Figure lA). If such distance were smaller 
than 375 ,"m, an FTIR microscope would be needed for the 
IR beam to fall within the surface area of a deposited analyte. 
The use of a matching MCT detector element surface area 
is also a requirement. 

FTIR Characterization of Standards. Several charac
teristic FTIR bands have been observed for the symmetrical 
and planar 2378-TCDD isomer (Figures 3A and 5B). Iden
tification was based on the most intense seven bands: the 
1575, 1489, and 1471 cm-l absorbances arising from the C=C 
skeletal in-plane vibrations of the aromatic ring, the C-O-C 
asymmetric stretch at 1312 cm-" the aromatic ring trigonal 
bending at 1176 cm-" the aromatic ring breathing at 1117 cm-I, 
and the C-H out-of-plane bending at 879 em-I. In general, 
these absorption band positions are in agreement with those 
found for 2378-TCDD in KBr by Chen (11); however, band 
intensities are diminished, relative to the most intense 
1471-cm-1 band, in the argon matrix spectrum. Variations in 
band intensities for small planar molecules in matrix envi
ronments have been explained in terms of molecular orien
tation effects (12). With the exception of the C-O-C asym
metric stretch vibration, which appeared at the same fre
quency by both KBr and matrix isolation techniques, the other 
bands are found to have shifted to higher frequencies by 3-9 
cm-l in the argon matrix. The bands observed by matrix 
isolation for the 13C-Iabeled 2378-TCDD (Figures 3B and 5B) 
are shifted with respect to the unlabeled compound to lower 
frequencies by about 20-50 cm- l , and the separation between 
the two most intense bands used for quantitation (1471 em-I, 
l2C, and 1432 cm-I, 13C) was 39 cm- l . Because the overlap 
between the spectra of the unlabeled and the labeled com
pounds was small, the [13Cl2l2378-TCDD was used as an in
ternal standard which was added to the prepared extract 
before GC/MI/FTIR analysis. The unlabeled and labeled 
237S-TCDD isomers coelute, and thus are sprayed and con
densed on the cryogenic collection disk at the same micro
scopic spot. 

The effect of signal averaging can be seen in the spectra 
of a standard solution containing 190 pg (12C) and 176 pg (13C) 
obtained after coadding 32-scan (Figure 5A) and 1000-scan 
(Figure 5B) interferograms of analyte and background. The 
seven bands used for the identification of the 2378-TCDD 
isomer could be observed satisfactorily, and signal averaging 

A 

. 
0 
c 

j 
« 

B 

0.008 

0.006 

0.004 

0.002 

0.000 

-0.002 

0.0030 

0.0020 

0.0010 

g 0.0000 

~ -0.0010 

~ -0.0020 

-0.0030 

-0.0040 

-0.0050 

1500 1400 1300 1200 1100 1000 900 900 

Wavenumber 

Figure 5. MIIFTIR spectra (4 cm-') observed for a standard solution 
containing 190 and 176 pg of [12C]_ and [13C]2378-TCDD, respec
tively, acquired by coadding (A) 32 scans (17 s) and (8) 1000 scans 
(9 min 5 s). Arrows indicate monitored bands for confirming the 
presence of 2378-TCDD (frequencies (cm-'): 1575, 1489, 1471, 1312, 
1176,1117,879). 
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Figure 6. MIIFTIR spectrum of 2378-TCDD standard showing a small 
range around the most intense 1471~cm-1 band; see text. 

for times longer than 9 min 5 s (1000 scans) was not necessary. 
The band intensities were obtained from the band heights 
measured on the plotted spectra. The heights of bands that 
overlapped with adjacent bands, such as the most intense two 
bands at 1471 and 1432 cm-I, were determined indirectly. 
From the spectrum obtained for either the 12C or 13C alone 
(Figure 3), the constant ratio (AC/ AB) could be found (Figure 
6). For l2C and 13C mixtures, the distance AC could still be 
observed, and AB was calculated as the observed AC value 
divided by the known ratio (AC/ AB). Fringes in the base line 
were often found in such low-level spectra and were probably 
due to multiple reflections of the IR beam between the col-
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Table I. Confirming the Identity of 2378-TCDD by Normalizing the Absorbance of Six Selected Characteristic IR Bands to 
the Absorbance of the Strongest Band at 1471 cm-1 

absorbance ratio, %. at 

test material 1575 em 1 1489 em-1 1312 em 1 1176 em 1 1117 em-1 879 em-1 

12C standard (1.3 ng) 18 31 29 13 18 33 
carp 1/' extract 224 20 38 24 14 21 34 
carp 1, (l extract 226 15 28 33 15 17 33 
carp 1, extract 55 15 35 22 -, 17 33 
carp 1, extract 65 16 30 22 15 19 37 
catfish, extract 146 15 31 24 13 18 31 
carp I, extract 68b 

carp 2, extract 77 16 25 23 12 16 32 
carnivores composite, extract 69 -, 34 -' -' 

_. 
-' 

acceptable absorbance ratio range/ % 16-21 24-36 19-31 7.6-18 14-20 29-38 

a Fortified with P2C]2378~TCDD. bNoisy. cRange = range of average ratios of absorbance at specified wavenumbers to that at 1471 em-I, 
as determined from five injections of calibration standards at amounts between 200 and 400 pg (1471 cm-1 = 100%). 

lection disk mirror surface and the outer surface of the argon 
matrix. The background was usually collected close to the 
peak of interest, specifically about 12 s before or after the 
14.77-min retention time of 237S-TCDD, in order to minimize 
the effects of the interference fringes. 

Analysis of Fish Extracts, Prepared fish extracts con
tained interferences in the IR measurements which were 
undetected by EC. These materials gave very intense FTIR 
bands consistent with a siloxane structure at 2969 and 2935 
cm-I (C-H stretch), 1021 cm-I (Si-O stretch), 1262 cm-I (CH, 
in-plane bend), and SOS cm-I (CH, rock), and obscured any 
TCDD bands that were present at levels that were about 2 
orders of magnitude lower than those of the contaminants. 
From earlier mass spectrometry work (10) we know that these 
interfering materials bled from the Du Pont C-1S HPLC 
columns used in the last step of extract cleanup. The structure 
of one component was recently identified (13) as bleeding from 
a Waters C-1S column. Fortunately, the bleed material was 
completely removed with a PRP-l (Hamilton) column and 
the spectra of 237S-TCDD in fish extracte could be observed 
(Figure 7). 

The spectra of fish extracts (Figure 7) show the monitored 
analyte bands riding on patterns attributed to fringes. For 
extracts 226 and 55 derived from the same test portion, the 
fact that equivalent amounts of analyte were measured on disk 
even though one extract was prepared from fortified tissue, 
illustrates the highly variable efficiency of analyte removal 
from these tubes. The peak-to-peak noise level found for 
extract 226, containing 212 pg of 237S-TCDD ·on disk", was 
0.27 mAbs in the range 1600-1300 cm-I where the most intense 
band (1471 cm-" 4.6 mAbs) was found, yielding a signal-to
noise ratio (SNR) of 17:1. The MI/FTIR absorption bands 
can be sharp; however, this is evident only at resolutions that 
are high enough (e.g., 2 cm-I or 1 cm-I ) to match the natural 
bandwidths of the absorption bands. While sharp bands can 
improve detectability and quantitation, data acquisition at 
a higher resolution would require a measurement time that 
is much longer than the one used, 9 min 5 s, in order to recover 
the same SNR, 17:1, obtained at 4 cm-I . 

Identification of 237S-TCDD required satisfying the fol
lowing criteria. The 12C and 13C spectra were coincident at 
the expected retention time on disk. The monitored seven 
characteristic bands of [12C]237S-TCDD and the major band 
of [''C]237S-TCDD occurred at the correct wavenumbers. The 
ratios of absorbances of the six weaker bands to the strongest 
one at 1471 cm-I (referenced as 100%) for a nanogram-level 
[12C]237S-TCDD standard (Table I) were similar to those 
respective ratios observed for calibration standards at 
equiValent or bracketing amounts expected from test analyses. 
Ratios were deemed similar if they fen within the range de
termined by the average ±2 standard deviations as defined 
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Figure 7. MI/FTIR spectra (1000 scans, 4 cm-') obtained at 2378-
TCDD retention time on disk for fish extracts: (A) extract number 226, 
a test portion of carp fortified al 55 pg/g (unlabeled), 212 pg "on disk" 
at 27% internal standard (IS) recovery; (8) extract number 55, same 
lesl portion of carp as (A) bul unfortified, 221 pg "on disk" al 63% 
IS recovery. Arrows indicate monitored bands for confirming the 
presence of 2378-TCDD (frequencies (cm"): 1575, 1489, 1471, 1312, 
1176,1117,879). 

by standards. When all band ratios were outside the ac
ceptable range, quantitation based upon the 1471-cm-1 band 
was unreliable, and the presence of 237S-TCDD would not 
be considered as confirmed. When only one or two bands were 
outside the range by 1-2 %, analyst judgment was exercised 
and the identity of 237S-TCDD might be confirmed. Table 
I presents the absorbance ratios and acceptable ranges for 
judging confirmation. The identity of 237S-TCDD could not 
be confirmed for fish extract 6S, one of triplicate analyses of 
carp 1, because the spectrum was inexplicably noisy, and for 
extract 69, the lowest level extract «100 pg "on disk"; 10 pgl g 
tissue basis by GC IEC), because of poor SNR; the major band 
absorbance at 1471 cm-1 was stilI detectable at SNR better 
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Table II. Quantitation of 2378-TCDD in Fish Extracts by GC/MI/FTIR and Comparison with GC/EC Results 

GC/MI/FTIR "c total IRas 
extract mAbs' quantitation, pg recovery, ['2CJ2378-TCDD, pg % of 

test materiala no. 12C "C 12C "C % GC/MI/FTIR GC/EC EC 

carp Ie 224 4.6 5.4 212 229 30.6 692 658 105 
carp Ie 226 4.6 4.8 212 203 27.1 782 645 121 
carp 1 55 4.8 6.0 221 256 68.2 324 332 98 
carp 1 65 4.8 10.4 221 449 59.8 370 279 132 
catfish 146 4.7 4.8 216 203 54.1 400 304 131 
carp 1 68 2.5 4.4 _d 186 49.5 309 
carp 2 77 3.4 3.9 173 172 67.3 257 214 120 
carnivores composite 69 2.2 2.9 _d 120 61.5 145 

N 8 6 
average 52.3 118.0 
RSD,% 30.2 11.9 

a The catfish and the two carps were caught in Saginaw Bay, MI, and the carnivores were composited from fish caught in the Arkansas 
River, AR. 'Milliabsorbance at 1471 cm-l for 12C and 1432 cm-l for "C. 'Fortified with [12C]2378-TCDD. dNot confirmed by seven-band 
monitoring; see text. 

Table III. Quantitation of 2378-TCDD in QA Standard by GC/MI/FTIR 

GC/MI/FTIR 
quantitation, "c IR as 

mAbso pg recovery, total [12C]2378-TCDD, pg % of 
QA std 12C "c 12C "C % GC/MI/FTIR TRUE TRUE 

63 4.0 8.8 183 379 50.5 363 320 114 
71 3.5 7.6 160 326 43.4 368 320 115 
225 3.1 3.3 141 137 36.6 385 320 120 
215 3.6 4.1 165 172 57.4 286 280 102 
66 3.0 3.5 152 151 59.2 257 240 107 
108 1.8 3.0 89 125 64.2 139 180 77' 
102 1.9 2.3 95 89 39.6 239 200 119 
102A 2.6 3.5 151 33.5 240 
218 4.8 5.6 246 259 69.1 355 320 111 
223 7.3 8.8 376 424 94.2 399 400 100 
78 3.3 5.6 168 259 69.1 242 240 101 
103 2.8 4.1 142 182 48.5 292 320 91 

N 12 11 
average 55.5 105.3 
RSD,% 31.1 12.3 

a Milliahsorbance at 1471 cm-1 for 12C, and 1432 cm-1 for 13C. bQAI08 was not a Dixon outlier at 95% confidence. cMeasurement subject 
to an interference. 

than 3:1. In the remaining six extracts the identity of 2378-
TCDD was confirmed. 

Other Components in Fish Extracts. Several other 
compounds were commonly found in different extracts (Figure 
8). For example, an alkyl phthalate was present in extracts 
146,68,77, and 69 (retention time, tR 16.06 min) exhibiting 
several characteristic bands at 2971 and 2943 cm-l (aliphatic 
hydrocarbon), 1737 cm-l (ester carbonyl), 1292 cm-l (C-Q-C 
asym. stretch), and 1128 cm-l (C-O-C symmetrical stretch). 
Another phthalate was also found in extracts 146, 77, and 69 
(tR 14.26 min). A compound with a long aliphatic chain was 
found at tR 14.00 min for extract 68, and a ketone-containing 
species eluted at 15.11 min for extracts 146, 77, and 68. 

FTIR Quantitation. 2378-TCDD calibration plots of 
absorbance (1471 and 1432 cm-l bands for 12C and laC, re
spectively) vs picograms injected have been generated in the 
93-500 pg range (less than 1 order of magnitude). The data 
for each of the two calibration sets used were accumulated 
over a 9-day period during which fish extracts and QA 
standards were analyzed. The regression line equations for 
the two sets with eight and six observations, respectively, are 
as follows: 12C, y = 0.021x + 0.11; laC, y = 0.023x + 0.17; and 
12C, y = 0.019x + 0.08; laC, y = 0.019x + 0.57. The instru
mentation, despite its complexity, appeared remarkably stable 
during this work. The 95 % confidence bounds of the reo 

gression lines encompassed the origin, thus indicating the 
absence of bias. 

Quantitative results for fish extracts are summarized in 
Table II. Satisfactory repeatability was achieved in quan
titation of the pair of duplicate extracts prepared from carp 
1. Total 2378-TCDD varied by 13% for the fortified and 14% 
for the unfortified extracts. In general, GCjMljFTIR 
quantitation of total 2378-TCDD compared favorably to the 
independent GC /EC results, but on the average results tended 
to have an 18% high bias relative to EC. Since the GCjEC 
quantitation of extracts prepared by this method had been 
validated by mass spectrometry (10), the source(s) of error 
may partly be due to the GC jMIjFTIR measurements. When 
expressed on a fish tissue basis, extract levels ranged from 10 
(extract number 69) to 45 pgjg (pptr) (extract number 224) 
with most at 15-20 pgjg (pptr). 

Analytical results obtained for the QA standards, and 
presented in Table III, typically exhibit high accuracy in the 
range 20Q-400 pg. At worst, accuracy was +20% and averaged 
5% high bias. The spread in results of the standards was 
similar to that found for fish extracts analyzed by this tech
nique and was comparable to that found by GCjEC. Since 
test extract recoveries averaged 52-56% with very high var
iability, the use of an isotopically labeled internal standard 
was required to achieve accurate results. 
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Figure 8. Partial GC/EC chromatograms observed for different fish 
extracts during cryogenic sample deposition. 2378-TCDD retention 
time was 14.77 (±O.01) min. Information is restricted to monitoring 
only; deposition (divert-to-cryogenic disk mode) conditions broadened 
peaks within the transfer line to EC detector. Quantitation by GC/EC 
was performed previously by using another capillary chromatograph 
independent of GC/MIIFTIR instrumentation. 

CONCLUSIONS 

GC/MI/FTIR was used to identify and quantitate the 
2378-TCDD isomer in fish extracts in the range 170-220 pg 
"on disk". An internal standard was required. Results agreed 
with those independently obtained by GC /EC, showing that 
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quantitation at such levels (15-45 pg/g, pptr) is possible by 
GC /MI/FTIR. Quantitation performance suggests that the 
instrumentation is remarkably stable. 

Recovery efficiency remains to be improved. A minimum 
identification extract level requirement of about 170 pg "on 
disk" may have been partially dictated by the presence of 
fringes in the spectra. 
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Application of Cross-Correlation to Quantitative Analysis of 
Binary Mixtures Using Extended X-ray Absorption Fine 
Structure 
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Department of Chemistry, University of Pittsburgh, Pittsburgh, Pennsylvania 15260 

QuantHatlve Information can be obtained from extended X-ray 
absorption fine structure (EXAFS) spectra by cross-correlation 
analysis. The cross-correlations of normalized spectra from 
a binary mixture with standard compound spectra yield cor
relation parameters that are proportional to the respective 
amount of each standard present. A calibration series can 
be made by creating composite spectra from two standard 
spectra. The cross-correlation parameters obtained from the 
correlation of the standards with the composite spectra gen
erate a calibration curve. The calibration curve allows the 
correlation parameters obtained for the binary mixtures to be 
converted Into their respective mole fractions. WHhout suit
able standards the method stili yields semlquantHatlve trend 
Information. AHhough this method Is not suggested as a direct 
substitute for standard EXAFS analYSiS, It does provide a 
relatively fast and easy route to obtain InHlallnformatlon about 
coordination numbers. This Information could then be used 
as a starting point fOr more complicated curve-filling analysis. 

1. INTRODUCTION 
Over recent years utilization of EXAFS (extended X-ray 

adsorption fine structure) spectroscopy has grown tremen
dously, mostly due to the number of synchrotron sources that 
have become available to the general scientific community. 
The results of this growth are that EXAFS applications can 
be found in almost every scientific field. In addition, im
provement in computer hardware and software means that 
data analysis upon which EXAFS is critically dependent, is 
playing an increasingly important role. Although in principle, 
and for the most part in practice, obtaining high-quality 
EXAFS data is relatively easy, data analysis has always been 
somewhat intimidating. The analysis is complicated by the 
number of variables involved and the number of steps required 
for data reduction to obtain the pseudo radial distribution 
function, PRDF (vide infra). When a series of spectra have 
been analyzed by standard methods, using reliable reference 
materials, comparisons of coordination numbers (N), radial 
distances (RD), relative Debya-Waller (Aa') factors, and edge 
shifts (flEo) are possible. This is a long and involved proce
dure. 

One problem that hinders the standard EXAFS analysis 
is the overlap of signal from more than one chemical or 
structural phase of the probed element. This situation often 
results in radial peaks which are derived from any combination 
of backscatters, coordinations, and phases of the sample. Thus 
when attempting to perform standard EXAFS analysis, a 
multiple shell fit of a single radial peak may be required. 
While fitting multiple shells from a single peak is possible, 
it significantly increases the number of variables involved in 
the fitting procedure. This in turn leads to an increase in the 
number of combinations that can yield a reasonable fit and 
so reduces the reliability of the result. Therefore, this type 
of analysis increases the amount of time and effort required 
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to obtain meaningful answers. 
The purpose of the present work is to demonstrate a method 

of obtaining quantitative analytical information from EXAFS 
by means of cross-correlation analysis. Cross-correlation is 
a powerful data analytical tool in which two spectra are 
compared to determine the degree of their similarity (1-5). 
Using normalized spectra allows the resultant correlation 
parameters to yield both quantitative and semiquantitative 
or qualitative information. The x(E) spectra, representative 
of the EXAFS oscillations, were found to be the most useful 
form of the EXAFS data. However the use of x(k) and de
rivatives was also examined. The resultant concentration 
information is directly related to the coordination number 
normally extracted via the standard EXAFS method. If the 
coordination number is the sole piece of information required, 
then the correlation approach may be all that is required. If 
so, the savings in data analysis time will be considerable. If 
information about RD, Au2, and flEo is also required, then 
initial correlation analysis can provide a firmer foundation 
from which to attempt the more complicated curve fitting 
analysis. 

Physical mixtures of COaO. and CoAI20. were chosen as a 
series of "unknown" samples so that the major variables (N, 
RD, A(2) would be known exactly. Therefore the physical 
mixtures represent a set of ideal samples, so problems nor
mally associated with highly dispersed or amorphous materials 
(variations in dispersion, disorder, phase segregation) do not 
need be accounted for in this case. In future publications we 
will show the application of the present method to well dis
persed transition metal oxide catalysts. 

2. EXPERIMENTAL SECTION 
Sample Preparation. Mixtures of C030. and CoAI20. were 

prepared from pure (99.9%) standard compounds. The two 
standard samples were treated in a similar manner to ensure that 
no artifacts were introduced by the preparation method. The two 
compounds were weighed out in the desired stoichiometric ratios, 
combined, and ground to finer than 100 mesh. A standard IR 
wiggle-bug mixer was used for approximately 15 min to ensure 
complete mixing. The samples were then diluted to approximately 
3-5 wt % cobalt with graphite. The diluted samples were ground 
again and then wiggle bugged for approximately 15 min. The 
following mole ratios of CoaO./CoAI20. were used: 10/1,5/1, 
1/1,1/5,1/10. The nomenclature used for the samples is OX# 
where # refers to the mole percent of CoaO •. The above mole ratios 
correspond to samples OX91, OX83, OX50, OX17, and OX9. The 
purity and accuracy of the preparation procedure could not be 
verified by standard XRD techniques. XRD could not be used 
since both COaO. and CoAI20. have similar crystal structure and 
hence yield XRD powder diffraction patterns which were identical 
given the peak widths obtained. 

EXAFS Measurements. Room temperature K-edge (7709.0 
eV) cobalt X-ray absorption spectra were measured on line X18B 
at the National Synchrotron Light Source (NSLS) located at 
Brookhaven National Laboratory. Normal beam operating 
characteristics were 2.5 GeV and 50-120 rnA. The X-ray ab
sorption coefficient was measured simultaneously by transmission 
and fluorescence using standard ionization chambers. Powder 
samples were mounted between Kapton tape in the void of a '/,6 
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in. aluminum sample plate; sample density was controlled by 
dilution with graphite. No background interference was seen as 
a result of these mounting procedures. Data reduction was carried 
out either on a VAX mainframe cluster or on an IBM PCI AT 
Clone (80286/80287, 8 MHz) microcomputer. 

Standard EXAFS Data Reduction. It is not necessary to 
present a comprehensive review of standard EXAFS data analysis, 
but a brief outline of the standard methods of data reduction is 
appropriate. There are several in-depth reviews of the various 
data analysis procedures that can provide a more detailed ex
planation of the data reduction steps (6-9). 

EXAFS data reduction can be arbitrarily separated into pri
mary and secondary data reduction procedures (6). The goal of 
the primary data reduction step is to obtain a correctly normalized 
and calibrated pseudo radial distribution function (PRDF) from 
the raw experimental data. The first step of the primary data 
reduction is to separate the desired EXAFS oscillations from the 
rest of the X-ray absorption spectrum to produce a normalized 
x(E) spectrum. The second step converts the energy scale, E, 
to the wave vector scale, k, where k = [(8".2m lh2)(E)1'/2; m is the 
rest mass of the electron, h is Plank's constant, and E, the kinetic 
energy of the emitted photoelectron, is approximately equal to 
(Eh , - Eo)· Eh , is the photon excitation energy and Eo is the edge 
energy. Thus it can be seen that k is nonlinear with respect to 
the energy scale. The importance of this nonlinearity will be 
discussed below. Next the x(k) spectrum is weighted by kn (where 
n = 1, 2, 3) to help offset damping effects at high k, whereupon 
it is Fourier transformed to produce the PRDF. The last part 
of the primary data analysis consists of isolating a desired radial 
peak in the PRDF and back transforming it to obtain the x(k) 
from (hopefully) a single radial shell. The secondary data re
duction involves analysis of this back transformed x(k). One 
method of analysis is to curve fit x(k) by an iterative nonlinear 
least-squares (NLLS) procedure to determine the desired 
structural parameters (N, RD, ~"', Mo). It should be noted that 
this can be a very time-consuming (and frustrating) procedure. 
The entire data analysis pathway requires a great deal of care 
to ensure that the many steps involved are handled consistently 
so that meaningful results can be derived from the curve-fitting 
procedure. The use of suitable standard spectra or theoretical 
parameters further restricts such analysis. 

Preprocessing x(E) for Correlation Analysis. The data 
analysis method being proposed here uses the X (E) spectrum, but 
the x(k) spectrum was also tested for comparison. The steps 
involved in obtaining a properly normalized x(E) spectrum have 
been briefly outlined above. However several more simple steps 
are necessary before the X (E) spectrum can be used for correlation 
analysis. First, the spectrum must be interpolated onto a uniform 
X axis grid with constant resolution (0.25 e V was chosen here). 
This ensures a constant increment and allows for greater accuracy 
in determining energy values. The next step requires selecting 
a common energy range for all spectra to be correlated. The 
spectra in this study were extracted by using a range of 25-750 
e V beyond the edge jump. The extracted spectrum was again 
interpolated to give a spectrum with 512 points. This number 
of points, NU, is necessary to satisfy the relation, NU = 2n (n is 
an integer), which is a restriction placed on the analysis by the 
FFT algorithm (10). If the x(k) spectrum was to be used for 
comparative purposes, then the spectrum was converted to k space. 
The x(E) or x(k) spectra were then filtered with a 5% Hanning 
window. The Hanning window filter is unity at all points except 
in the end regions where it falls to zero smoothly following a half 
period cosine wave. This allows the two ends of the spectrum 
also to smoothly approach zero. 

Discrete Correlation. Fourier transform based correlation 
has proven to be a powerful numerical tool for comparing two 
data sets. Several authors have shown that correlation based 
analysis may yield qualitative and quantitative information from 
spectra of multicomponent mixtures, including spectra of low 
signal to noise (SIN), as well as providing a basis for spectral 
library searching (J -4, 11-14). Several reviews and books have 
been written on the subject; therefore only a brief overview of 
correlation analysis will be presented here (5, 15). 

Use of digital spectral data requires consideration of the digital 
or discrete form of correlation. For two discrete functions a(k} 
and b(k) containing NU points each (k = 0, NU - 1), the corre-
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lation of a(k) by b(k) is defined as (15) 
NU-l 

C(T) = L: a(k)b(T + k) 
k"'O 

(1) 

where T is the displacement of b(k) with respect to a(k) for each 
point of the correlation (T = 0, NU - 1). What is not explicitly 
obvious from eq 1 is that the functions (i.e. spectra) a(k) and b(k) 
are assumed to be periodic; a given period (k = 0, NU - 1) is 
represented by the total spectrum. As a result the end regions 
of the spectrum should join smoothly to avoid spurious effects 
in the Fourier transformation which is required later in the 
analysis. At each displacement of b(k) from a(k) the products 
of all common or overlapping points are summed to give a single 
point in the correlation function. Evaluation at all possible 
displacements yields the full correlation function. Because of the 
periodic nature it follows that displacements where T> NU 12 
are effectively negative. 

When there is no displacement of the two spectra along their 
X axes, T = 0, the response of the correlation function, c(O), shall 
be termed Ro. If there is no uncertainty in the X axis calibration, 
Ro will represent the true extent of correlation between the two 
spectra. If there is an offset or error in the X axis calibration, 
then the true correlation response will be slightly offset from T 

= O. The response at this point is termed RMAX. The displacement 
of RMAX due to uncertainty in X axis calibration will be discussed 
in detail below. For the magnitude of the correlation (Ro or RMAX) 
to be a direct measure of the degree of similarity, the spectra first 
need to be normalized. With eq 1 as the basis for correlation, 
it can be seen that if the sum of squares of all ordinate values 
equals unity for a given spectrum, then the magnitude of the 
correlation (Ro) of a spectrum with itself (autocorrelation) would 
also be unity. Thus, for spectra which are correctly normalized, 
the range over which Ro may vary is -1.0 :$ Ro :$ 1.0. 

Calculating the full correlation function from eq 1 requires NU 
multiplications for every correlation point obtained and thus NU" 
multiplications for the complete correlation of two spectra. This 
can be a very time-consuming set of computations. The burden 
of this mathematical task can be reduced by using the fast Fourier 
transform (FFT) (10). The Fourier transformation of eq 1 yields 
(15) 

CeoRR(n) = A(n) B*(n) (2) 

where C,o,,(n), A(n), and B(n) are the Fourier transforms (FT) 
of C,o,,(T), a(k), and b(k), respectively, for the range of n = 0 to 
NU - 1; B*(n) is the complex conjugate of B(n). The index n 
represents the pseudo frequency domain, where n = 0 is the zeroth 
frequency or DC level and n = NU 12 is the Nyquist or maximum 
frequency (15). Thus the series of summation and multiplication 
operations which were required in the pseudo time domain (eq 
1) can be carried out in the pseudo frequency or Fourier domain 
simply by one set of multiplications. The total correlation function 
can then be retrieved by inverse Fourier transformation. Because 
of the FFT, the forward and inverse Fourier transformation route 
represents a significant saving in computation time. 

It should be noted that the FFT route only saves computation 
time in calculating the full correlation function. Examination 
of eq 1 shows that extraction of Ro alone is a trivial operation 
requiring just NU multiplications (after suitable normalization). 
However it is more useful to obtain the full correlation function 
rather than just one point since the RMAX can be easily found. 
In addition, any filtering operation (such as smoothing or dif
ferentiation) can easily be carried out in Fourier space prior to 
normalization and correlation mUltiplication. 

Since A = (R A + iI A) and B* = (R B - iI B), where R and I are 
the real and imaginary parts of the complex functions A and B, 
expansion of eq 2 leads to 

CCORR = (RARB + hIB) + i(IARB - IBRA) = ReoRR + iIcoRR 
(3) 

For spectra where the SIN is high, there is probably no need 
to carry out any prior data smoothing. However with really noisy 
data the impact of the noise will eventually make itself felt by 
artificially depressing the value of Ro from unity. We have 
previously considered the effect of noise on cross-correlation Ro 
values elsewhere (J 1). While noise does tend to depress Ro, the 
overall shape of the correlation function remains fairly constant. 
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The symmetry of the whole cross-correlation function is another 
measure of the smilarity of the two spectra along with Ro- Spectral 
symmetry can be gauged effectively by autoconvoluting the 
correlation function. However for quantitative purposes, using 
spectra of high SIN, the efficacy of this measure is still under 
investigation and this route will not be considered in the present 
work since we are not dealing with noisy data. 

Even though the spectra used in this study are of high spectral 
quality, and no smoothing of the data was carried Qut, it is im
portant to consider the possibility of filtering (smoothing and 
differentiation) in general since some of the presented results 
concern the effect of differentiating the EXAFS data. If y(k) has 
a Fourier transform Y(n) then the mth derivative of y(k), dmy I dkm 

is related to its Fourier transform as follows: 

(4) 

Thus derivatization is carried out in Fourier space simply by 
multiplying Y(n) by a suitable weighting or filter function defined 
by (i2 .. n)m. The effect of i (=_1'/') is simply to flip the real and 
imaginary parts depending on the value of m. Generally a de
rivative filter can be written in the form F m = cnm where c is a 
constant. 

Prefiltering two spectra which are then correlated essentially 
means mUltiplying the real and imaginary parts of both spectra 
by the filter F. This reduces to multiplying the final correlation 
real and imaginary parts by]12. If the original filter is a first 
derivative filter ofform F, = en then F,' = e'n' = F,. F, is clearly 
a second derivative filter (see eq 4). Thus in general, correlation 
of mth spectral derivatives gives the (2m)th derivative of the 
correlation function. However it is essential to carry out this 
prefiltering before correlation multiplication because then the 
filtered FT's of the original spectra can be correctly normalized. 

Normalization. The cross-correlation of a spectrum with itself 
is termed autocorrelation. Substituting A = B = X in eq 3 
produces the result that the FT of the autocorrelation of X is (Rx' 
+ Ix'), which is totally real. By application of the inverse discrete 
FT (15) it follows that Ro for autocorrelation is simply the weighted 
sum of these real coefficients. Thus 

1 N-l 

Ro = NU':;o(Rx' + Ix') (5) 

Therefore if both the real (Rx) and imaginary (Ix) Fourier 
coefficients of any spectrum X are first normalized by NORM 
where 

NORM' = ::N_-:c,_N_U_

L:(Rx' + Ix') 
n=O 

(6) 

then clearly Ro will equal unity for an autocorrelation. This will 
be the maximum value which Ro can have and will arise only when 
the cross-correlation is an autocorrelation; i.e. A :;;;;; B :;;;;; X. Thus 
the range of Ro lies between + 1 and -1. This normalization 
procedure then allows the correlation of two spectra in Fourier 
space to be prefiltered, if required, and produce meaningful 
qualitative and quantitative information. 

In addition, the mean value of the original spectrum should 
generally be subtracted from each point prior to the transform 
step. This enhances the range of Ro values in the final correlation. 
For EXAFS spectra this step can be bypassed because the nature 
of x(E) is such that this is already the case. 

Obtaining Quantitative Information. It will be shown below 
that the correlation parameter obtained from the x(E) spectra 
can be used for quantitative analysis. But first it is necessary 
to consider some problems associated with quantification of the 
Ro parameter and the choice of x(E) for quantitative analysis 
compared to x(k) or their respective first derivatives. 

Figure 1 shows the correlation functions obtained from the 
autocorrelation of x(E)co 0, (Figure 1A), autocorrelation of x
(E) CoA120, (Figure 1C), and the cross-correlation of x(E)co,o, and 
X(E)CoA1,O, (Figure 1B). The dashed horizontal lines indicate the 
zero level for each spectrum. There are both positive and negative 
values for the correlation functions depending on the relative 
displacement of the two spectra. It is also evident that there are 
several positive peak maxima. For autocorrelations (Figure 1A,C), 
the largest peak maximum is centered at T :;;;;; 0 and has a mag
nitude of Ro = 1.0. For the cross-correlation (Figure 1B) the peak 

I RMAX = 1.0 

A 

B 

c 

Figure 1. Correlation functions: (A) autocorrelation of CoP., (8) 
cross-correlation of Co,O. and CoAI,O., (C) autocorrelation of CoAI,O •. 

maximum occurs displaced from T = 0 and its magnitude, RMAJ{, 
is less than 1.0. Clearly for this cross-correlation RMAX is greater 
than Ro. The problem of which of these two values, Ro or RMAX, 
represents the true correlation between the two different spectra 
now arises. The multiple positive maxima indicate that there are 
several displacements at which the two spectra have some degree 
of positive correlation. To determine which maximum represents 
the true degree of correlation between two dissimilar spectra and 
which R parameter should be used as the basis for the quantitative 
analysis, two questions must be considered. First, if the X axes 
are offset with respect to one another, how should the correct 
correlation parameter be determined? Second, if the X axes are 
perfectly aligned, will the maximum correlation parameter be 
found at T :;;;;; 0 for any two given spectra? 

The first question requires some degree of certainty that 
calibration of the X axis is as accurate as possible. In EXAFS, 
defining the X axis is sometimes difficult but the difference 
between the experimentally determined X axis and the absolute 
X axis can be reproduced within a few electronvolts from sample 
to sample. The autocorrelation in Figure 1A is a special case 
because the spectrum is correlated with itself allowing no possible 
chance of X axis misalignment. Thus the maximum correlation 
parameter is always RMAX = Ro = 1.0. Parts A and B of Figure 
2 show the cross-correlation functions obtained from the corre
lation of x(E)co,o, with identical spectra which differ only by 
having had their edge calibrations offset by 5 and 10 e V, re
spectively. As would be expected, one can see that the peak 
maxima are offset from T = 0 for both cross-correlations. In 
addition the magnitude of the RMAX parameter has decreased from 
the autocorrelation value of unity. This decrease in the R pa
rameter is expected since the two spectra are no longer identical. 
In order to observe the effect of X axis offset on the value of the 
correlation parameter, EXAFS data for the C030. standard were 
analyzed by introduction of both positive and negative edge shifts 
of 1, 3, 5, 10, 15, and, 20 e V. Figure 3 shows representative spectra 
which were correlated with the central spectrum at /:,Eo = O. The 
edge shift is listed with each spectrum. In Figure 3 the /:,Eo = 
o spectrum does not actually represent a properly calibrated X 
axis. The /:,Eo = 0 displacement was chosen so that a large energy 
excursion (±20 eV) could be obtained without including the ab
sorption edge features. It should be noted that in EXAFS altering 
the energy calibration and then extracting x(E) does not simply 
mean that the whole spectrum is shifted along the X axis. For 
displacement of the edge energy in the positive direction, the first, 
and largest, EXAFS oscillation becomes more and more attenu-
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Figure 2. Correlation functions: (A) cross-correlation of Cop, (dE 0 

= 0 eV) with CosO, (LlE 0 = 5 eV), (8) cross-correJation of CosO, (LlE 0 

= 0 eV) with Cop, (dE 0 = 10 eV). 
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Figure 3. X(E) spectra representing a shift of ±20 eV with respect 
to the dE 0 = 0 eV spectrum. Shifts (dE 0) given in electronvolts. 

ated until it is no longer fully represented for the llEo = 20 e V 
spectrum. It has already been stated that it is necessary to window 
the x(E) spectrum prior to the FT to ensure a smooth transition 
to zero at the extreme ends of the spectrum. This windowing 
operation is responsible for the decrease in intensity of the main 
peak as the energy shift increases. For the shift in the edge energy 
in the negative direction there is no attenuation of the major 
spectral features which are present in the Ll = 0 e V spectrum but 
additional low-energy features are included within the chosen 
energy window. Thus it is expected that when correlations be
tween the llEo = 0 e V spectra and the other spectra are performed, 
only the autocorrelation of the llEo = 0 e V spectra will have a 
correlation parameter, RMAX = Ro = 1.0. For the other correlations 
the parameter which best represents the true correlation is RMAJ( 
rather than Ro. 

Figure 4 shows the difference in RMA]{ from autocorrelation of 
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Figure 4. Change in the value of the R MAX parameter as a function 
of edge shift for the spectra shown in Figure 3. Correlations were 
performed by using spectra of X(E), dX(E)/dE, X(k), dX(k)/dk. 

the llEo = 0 e V shifted spectrum with the RMAX value from the 
cross-correlation of the corresponding X(E), dx(E)/dE, x(k), and 
dx(k)/dk edge shifted spectra. It can be seen in Figure 4 that 
RMAX for x(E) decreases more rapidly when the edge shift is moved 
in the positive direction than in the negative direction. Thus it 
seems clear that positive excursions of x(E) which tend to at
tenuate the signal more than negative shifts also tend to depress 
RMAX to a greater extent. However the results indicate that these 
differences in RMAX will introduce a relatively minor error for 
spectra with axes not displaced more than ±5.0 e V. The results 
for dx(E)/dE produce similar changes in RMAX for positive edge 
shifts but increased deviations for negative edge shifts. It is 
evident from the results for dx(k)/dk which give the most pro
nounced deviations of all that the derivative correlation parameters 
are more sensitive to misalignment than their unfiltered coun
terparts. The FT domain weighting scheme employed by taking 
the derivative emphasizes the high-frequency content of the signal. 
This may be useful in some situations where large changes in RMAX 
would be advantageous, (e.g. in helping to find optimal aligmnent) 
but here it is desirous that RMAX change minimally as a function 
of misalignment. The negative shift results from x(k) in Figure 
4 show larger RMAX deviation than those for x(E). On the positive 
shift side this trend is reversed. On this basis there is not much 
difference between the use of x(E) and x(k) since they both show 
a fairly small deviation over the ±5 e V range. However since the 
wave vector axis~ k, depends on El/2, any change in Eo in the 
calibration step will cause a nonlinear modification in the k scale. 
This means that two identical spectra which differ slightly in 
calibration can never completely overlap at all possible k values 
at anyone displacement T. Because of this and the very nature 
of cross-correlation it would seem much more natural to utilize 
x(E) data than X(k) data, to minimize errors due to misalignment. 

The second question, while related to the previous discussion, 
requires some additional considerations. Along with the possible 
differences in the X axis, the possibility of two spectra having 
a maximum correlation not in the vicinity of T = 0 when their 
X axes are perfectly aligned merits discussion. A spurious RMAX 
is more likely to occur when the spectral features are of similar 
magnitude over the entire range of the spectra. Thus a (major) 
positive correlation may occur at a large offset (±T) of the two 
spectra due to fortuitous alignment of several totally unrelated 
spectral regions. This is an undesired artifact since only the 
correlation of similar spectral regions should be used to obtain 
quantitative information. Figure 5 shows the x(E) spectra of 
CosO, and CoA120, standards along with the x(E) spectra of the 
physical mixtures. There is a common sinusoidal pattern in the 
COsO, and CoAl20, spectra. It can also be seen that the magnitude 



1690 • ANALYTICAL CHEMISTRY, VOL. 61, NO. 15, AUGUST 1, 1989 

~C030' 
~OX91 
~OX83 
~OX50 
~OX17 
~OX9 
~COAI20' 

I I I I 
200 400 600 800 

ENERGY / eV 
Figure 5. X(E) spectra of the C030, and CoAI20, standards and the 
physical mixtures. Spectra are labeled on the figure. 

of the signal is attenuated as the energy increases. It is this decay 
in signal as a function of increasing energy that decreases the 
probability of a spurious RMAX occurring in this case and for 
EXAFS data in general. Once the spectra are offset beyond the 
overlap of the first major EXAFS oscillation, positive correlations 
may occur but they will be smaller in magnitude than the r = 
o peak because of large differences in the magnitudes of the 
correlating regions. 

Thus if two different x(E) spectra are correlated, the central 
peak, which is representative of their maximum correlation, may 
or may not be located at T = O. For two different spectra (e.g. 
x(Elco,O, and x(E)CoAJ,o.l the displacement of the main correlation 
peak, RMAX in Figure 1 b, may be due either to misalignment of 
their X axes or to the slight offset in their spectral features. The 
exact cause is not easily determined, but no matter what the reason 
the magnitude obtained for RMAX within a window of ±10r around 
Ro will be the correlation parameter most representative of the 
similarity between the two spectra. Positive correlations outside 
of this range can be rejected and are not considered as the basis 
for quantitative analysis. 

An additional correction to increase the accuracy of RMAX for 
slight X axis misalignment is to use the average value of RMAX 
over the range of ± 1 r. This obviously lowers the value of RMAX 
for an autocorrelation from 1.0 but as long as this same average 
range is used for all correlations, then no artifacts should be 
introduced. Once a value for RMAX has been obteined, it can then 
be used to gain insight into the similarity with the spectrum or 
spectra with which it has been correlated. In the application of 
this method of data analysis to EXAFS, the main objective is to 
obtain quantitetive analytical information from a series of samples 
that are representative of at least two phases. The following 
description of data analysis will concentrate on the analysis of 
a known binary mixture. 

Binary Mixtures. The first step in obtaining quantitative 
information from a series of samples with two major constituents 
is to select standards that best represent the two extremes of the 
series. Just as caution must be exercised in choosing standards 
for normal EXAFS data analysis, care must be taken to ensure 
that the standards chosen possess properties that are common 
to all of the samples. Thus if a bulk crystailine standard is used 
to analyze a well-dispersed, disordered amorphous material, which 
may be chemically similar, the correlation would give insight into 
the relative dispersions (particle size) but may not yield chemical 
information. Thus the two standards used for the correlation 
should have similar physical and chemical characteristics with 
respect to the two components that are to be quantified. If proper 
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Figure 6. R MAX parameters for each sample with respect C030 4 (e) 
and CoAI20, (0). 

standards are not easily found, then using the two end point 
samples from the series as correlation standards allows relative 
quantitative measurements within the series. 

Once the two standards have been chosen, cross-correlation 
is performed between each sample and each standard separately. 
This yields two RMAX values for each sample. The two standards 
also have two RMAX values, one obtained from their autocorrelation 
(Ro = 1.0) and the other obtained from the cross-correlation with 
each other. The RMAX value for the cross-correlation of the two 
standards will be the same for both standards since the correlation 
of spectrum A with B will yield a RMAX equal to the correlation 
of B with A. Thus the RMAX value obtained for the cross-cor
relation of the standards should represent the lowest value of RMAX 
= R LOWER• The maximum value is obviously that obteined from 
the auto-correlation of either standard, RMAX = RUPPER' The 
values obtained from the cross-correlation of the samples with 
either standard should fall in the range between R LOWER and 
R UPPER' If the values fall outside of this range, then either there 
is another component present that has not been accounted for 
in one or both of the standards, or the samples that fall outside 
of the correlation range better represent the extremes of the series. 
If this is the case, then the choice of standards need to be re
considered and the compcnents involved in the series reconsidered. 

Figure 6 shows the RMAX vaues obteined for the correlation of 
spectra from the physical mixtures derived from the CosO, and 
CoAl20, stendards. The right-hand side of Figure 6 shows the 
ordinate given in terms of percent correlation. This allows a first 
approximation of how the samples in the series compare with the 
standards to be determined. This point in the analysis should 
not be overlooked since it yields useful semiquantitative infor
mation concerning relative trends within the series. In this in
stance it is not so critical that the ranges of RMAX values from 
RUPPER to R LOWER actually give large absolute deviations since 
we are only concerned with relative changes. 

To convert the changes in RMAX into percent composition, a 
calibration curve needs to be constructed. If an experimentally 
measured set of standard mixtures is not available, then the 
calibration series can be computer generated. The calibration 
curve spectra are obtained by making computer composites from 
the two standard spectra. It is known that the totai X(E) spectrum 
is simply the sum of all of the individual x(E) spectra from each 
contributing phase weighted by its appropriate mole fraction (7). 
The composite spectra are formed by addition of the two standard 
spectra, weighted by their percent contribution to the final 
composite spectrum. These calibration spectra are cross-correlated 
with each standard to obtain a RMAX value with respect to that 
standard. Obtaining quantitetive data from correlation analysis 
of a binary mixture is based on the assumption that the two phases 



~ 
'" ~ 

~ 

~ 

:;: 
ci 

~ 
'" ~ 

PERCENT Co,O. PERCENT Co,O. 
204060 801000204060 80 

20 40 60 80 100 0 

PERCENT Co,O. 
20 40 60 80 

PERCENT Co,O. 

::1l 
'" ~ 

0 

:8 
ci 

:;] 

ci 

::1l 
!!' 
>< 

Figure 7. Calibration curves with respect to Co,O, (e) and CoAI20. 
(_) for computer composite spectra: X(E), dX(E)/dE, X(k), and dX
(k)/dk. 

of the mixture have enough spectral uniqueness that their presence 
is detectable in the final spectrum. Thus oscillations caused by 
the local environment around the different phase(s) of the element 
probed are used as a fingerprint for the identification and 
quantification of the phase(s) present. The best quantitative 
results will be obtained by those spectra which have sufficient 
unique spectral features that a constant change in RMAX is ob
tained as a function of sample composition. 

Figure 7 shows the variations of RMAX as a result of correlating 
x(E), dx(E)ldE, x(k), and dX(k)/dk spectra with the COgO, and 
CoAl20, standards for computer-generated composite spectra. 
Note that the RMAX ranges for the derivative correlations (dx
(E)/dE and dx(k)/dk) are both greater than those for the un
filtered correlations. While it is desirable to have a large RMAX 
range, the most important requirement of the calibration curves 
is that they be as linear as possible. It can be seen that for all 
four calibration curves the variation in RMAX is nonlinear par
ticularly for correlations that represent greater than 70% of the 
same phase as the standard. Thus once a spectrum is composed 
of a major (>70%) and minor phase, the major phase, tends to 
saturate the RMAX response. Since the change in composition 
results in a smaller change in RMAX for the saturated region, there 
will be some loss of quantitative accuracy and precision. The 
calibration curves for the first derivatives of both the x(E) and 
x(k) spectra show discontinuities with respect to the CoAl20, 
standard and are more nonlinear with respect to COgO, than their 
normal X spectra. This suggests that the derivative X will not 
yield as reliable quantitative data as the unfiltered x. 

Thus the problems associated with the nonlinearity of k space 
misalignment and the nonlinearity of the calibration curves for 
the derivative spectra indicate that the derivative and x(k) spectra 
should not be used to obtain reproducible quantitative results. 
The X (E) spectra are therefore expected to yield the most accurate 
and reproducible quantitative results. Quantitative analysis is 
additionally aided by use of the two calibration lines. Measuring 
a given mixture with respect to both standards permits an average 
concentration to be obtained from the two calibration lines. This 
will help to minimize any error introduced from the nonlinear 
sections of the calibration curves. 

3. RESULTS AND DISCUSSION 
Visnal Inspection. Figure 5 shows the x(E) spectra for 

the COgO, and COA!20, standards and for the series of physical 
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Figure 8. (A) PROF for the Co,O, and CoAI,O, standards and physical 
mixtures. The bond types responsible for the radial peaks are shown 
for the standards. (B) Computer composne PROFs with the same mole 
percents as the physical mixtures. Mole percents are given in the 
figure. 

mixtures. It is evident that there is similarity between the 
spectra of COgO, and CoAI20,. It can also be seen that the 
OX91 and OX83 samples closely resemble COgO, and the 
OX17 and OX9 samples closely resemble COA!20,. The OX50 
sample does not strongly favor one standard over the other. 

Figure 8A shows the PRDFs for COgO, and CoAl20, and 
the series of physical mixtures obtained from the FT of the 
x(k)kg spectra. The bond types for the individual radial peaks 
for the standards are also shown. It appears that the PRDFs 
for samples OX91 and OX83 are very similar to that of COgO,. 
The first radial peak at approximately 1.9 A increases slightly 
relative to the other radial peaks as the amount of COgO, in 
the sample decreases. For the OX50 sample the first radial 
peak has become the dominant peak and the longest radial 
peak of COgO, (~4.7 A) has essentially disappeared into the 
noise. However the PRDF of OX50 is visually still more 
representative of CosO, than of COA!20,. For samples OX17 
and OX9 the PRDF closely resembles that of COA!20,. It can 
be seen that the first radial peak (~1.9 A) for OX17 and OX9 
is the dominant peak which differs from the CoAl20, standard. 
The COgO, Co-{;o radial peak (~2.5 A) is also evident in OX17 
and OX9, indicating that the COgO, contribution is greater 
as a minor component than for CoAl,O, in the OX83 and 
OX91 samples. It is interesting to note that the loss of the 
longest radial peak from COgO, and the increase in the con
tribution from the lower radial peaks, normally associated with 
a decrease in long range order, is seen for the OX50 sample. 
This is the only real evidence for the presence of the CoAl20, 
phase in the OX50 sample. 

Figure 8B shows the PRDF calculated from the computer 
generated calibration spectra derived by mixing tbe x(E) 
spectra of CogO, and COA!20,. The composites are shown for 
those PRDFs of the same mole fractions as the samples. There 
are many similarities between the composite PRDFs and the 
PRDFs obtained experimentally for the series of physical 
mixtures (Figure 8A). The features which represent the COgO, 
phase are most dominant for the OX91. OX83, and OX50 
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samples whereas the OX17 and OX9 samples most closely 
resemble the CoAI20, standard. These spectra (trends) are 
very similar to those obtained experimentally. 

EXAFS Curve Fitting. It should be noted that for the 
set of samples studied here it is very fortunate to have one 
radial peak (RD ~ 1.9 A) which is common to both CosO, and 
CoAl20, and representative of backscattering from a common 
Co-O bond, and a second radial peak which is unique to only 
one phase (CosO,) but also representative of only a single 
interaction (RD ~ 2.85 A, Co-Co). Therefore the information 
obtained from the single shell fit of the Co-Co peak can be 
used to determine some of the parameters necessary to per
form a double shell fit of the common (Co-O) peak such as 
the percent CosO,. An additional advantage of calibrating 
with physical mixtures is having a high degree of certainty 
of the values for the parameters used in the fit. For this reason 
it should be remembered that the resulta obtained from EX
AFS curve fitting will be obtained with a higher degree of 
precision than is normally possible for unknown compounds. 
For curve fitting analysis the radial distances were held 
constant at their theoretical values and the relative Debye
Waller factor (l>cr") was fixed at zero since it was assumed that 
there was no difference in the degree of disorder for the 
standards and the samples. The theoretical values for the peak 
parameters of the samples and the C030, and CoAl20, 
standards are listed in Table I. The coordination number 
for the first radial peak of C030, (Co-O, N = 5.33) is due to 
the combination of tetrahedral cobalt (33.3%, N = 4.0) and 
octahedral cobalt (66.7%, N = 6.0) and the coordination 
number for the first radial peak of CoAl20, (Co-O, N = 4.0) 
is from tetrahedrally coordinated cobalt. The coordination 
numbers for the samples are determined by weighting the 
coordination of the pure compound by the mole fraction of 
that phase in the mixture. 

Table II lists the results obtained for standard EXAFS 
curve fitting of the first (~1.9 A) and second (~2.8 A) radial 
peaks of the samples using the COsO, and CoAl20, standards. 
The first radial peak was fit using two shells where only the 
coordination numbers for CosO, and CoAl20, along with the 
edge shift were allowed to float. From the coordination 
number the mole fraction, x%, can be obtained by 

x% = (Ntheory/Ncalc)lOO (7) 

where N'h,o,y is the known coordination number of the 
standard and N o&c is the coordination number obtained from 
the NLLS fit of the EXAFS data. It can be seen in Table 
II that for the two ends of the series (OX91 and OX9) the fit 
is much WOrse than for the other samples. For the OX91 
sample the curve fit does not appear to acknowledge the 
presence of CoAl20, (negative coordination). This would 
suggest that when one phase is a minor component «10%) 
there is difficulty in obtaining accurate quantitative infor
mation. 

When the second radial shell, representative of only the 
C030, phase, was fit, only Neo,o, and Eo were allowed to float. 
In Table II the values obtained for the mole fraction of the 
C030, are closer than those obtained for the two-shell fit. Note 
that the largest error associated with these measurements is 
for the samples where CosO, is a minor phase as would be 
expected. Some of the error associated with the OX17 and 
OX9 samples could be from the small lobe which can be seen 
to the low side of the second radial peak of CoAl20, (RD ~ 
3.0 A). This small lobe may partially be due to Fourier ringing 
from the second CoAI20, radial peak or due to some con
tamination in the CoAI20, standard. Thus the quantitative 
capabilities for EXAFS, even for ideal systems of an isolated 
single shell radial peak, may be somewhat limited by inter
ference from the major phase. 

Correlation Analysis. Quantitative analysis was per-

formed by using C030, and CoAl20, as the standard spectra 
for correlation analysis. Figure 6 illustrates the RMAJ{ values 
obtained for the X(E) spectra. These results yield semi
quantitative information about the species relative to the two 
standards. For example, OX91 and OX83 show greater sim
ilarity to C030, and each other than to OX17 and OX9. This 
is true for the cross-correlation with respect to either the CosO, 
or CoAl20, standards. The OX50 sample shows a slightly 
higher correlation with respect to CosO, than to CoAI20, but 
does not show a major allegiance to either standard. Thus 
without a calibration curve the relative nature and trend 
within the series with respect to the C030, and CoAI20, 
standards can be obtained. 

By use of the calibration curves in Figure 7, quantitative 
results were obtained for the series of physical mixtures using 
X(E), dx(E)/dE, x(k), and dx(k)/dk spectra. Table III lists 
these results, measured relative to the CosO, and CoAI20, 
standards, along with their average values. The results ob
tained for the dx(E)/de, x(k), and dx(k)/dk spectra all have 
some results that do not fall within the limits of the calibration 
curve, mainly for samples that have a high concentration of 
the same phase as the standard. While the average for these 
three spectral types falls within 10% of their actual values, 
the average is not reliable since the values are based on the 
erroneous boundary condition that any values which fall 
outside of the concentration limits are equal to that limit. As 
was predicted from the previous discussion the x (E) values 
yield the most reliable quantitative results. Their average 
values are all within 5% of the actual concentrations. It is 
also evident that the values obtained for the same sample from 
the two different calibration curves never differ by more than 
10%. Although these results are obtained for an idealized 
system, it seems fair to assume that if the spectra are properly 
calibrated and the standards are representative of the phases 
or variables which are changing throughout the series, then 
the calibration should be good within ±10% for "real" samples. 
This compares favorably with standard EXAFS curve fitting 
analysis. 

Although the time required to perform the correlation 
analysis can be measured with relative ease, the amount of 
time required to perform the standard EXAFS analysis is not 
estimated as easily. Correlation analysis required extraction 
of 7 spectra, the creation of 9 composite spectra, and a total 
of 32 cross-correlations. This analysis was performed on a 
SPERRY PC/IT microcomputer; the total time needed to 
obtain the RMAX values was less than 30 min. The EXAFS 
analysis is not so straightforward since once the individual 
x(k)kS spectra are obtained, the curve fitting may require 
several attempts allowing different combinations of the var
iables to either "float" or remain fixed. Thus the number of 
radial peaks and the number of attempts needed to obtain 
an acceptable standard deviation for the curve fit can vary. 
Note that for these samples the relative Debye-Waller factors 
(l>cr") and the radial distances (RD) were held constant. The 
EXAFS analysis was performed on a V AX mainframe and 
the analysis took approximately 2 h. But as the complexity 
of the samples increase, the time required to perform the 
standard EXAFS analysis will also increase whereas the time 
required for the correlation analysis will remain virtually the 
same. Therefore the results obtained from correlation analysis 
could then be used as a starting point for the standard EXAFS 
curve fitting analysis. This should help to decrease the time 
required for the standard data analysis and also yield another 
set of data concerning the quantitative trends within the series 
of samples. 

4. CONCLUSIONS 

A method of obtaining quantitative (concentration hence 
coordination number) information from EXAFS spectroscopy 



Table I. Theoretical Mole Percents, Mole Ratios, and 
Coordination Numbers for the Standards and Physical 
Mixtures 

sample CosO, OX91 OX83 OX50 OX17 OX9 CoAl,O, 

Mole Percent 
XC0304 100 91 83 50 17 9 0 
XCoAl20, 0 9 17 50 83 91 100 

(CosO,: 
CoAl,O,) 

Mole Ratio 
10:1 5:1 1:1 1:5 1:10 

Coordination Number RD - 1.92 A (Co-O) 
5.33 4.84 4.44 2.67 0.89 0.48 
0.00 0.36 0.66 2.00 3.33 3.84 

RD - 2.85 A (Co-Go) 

0.00 
4.00 

6.00 5.45 5.00 3.00 1.00 0.55 0.00 

Table II. Results of Standard EXAFS Curve Fitting for 
the First and Second Radial Shells' 

sample OX91 OX83 OX50 OX17 OX9 

Results of Curve Fitting of 1st Radial Peak (RD - 1.95 A) 
Nc"o, 5.63 4.61 2.50 0.89 0.78 
Nc,AI"', -0.27 0.70 2.41 3.35 3.36 
Xc"o, 106 86 47 17 15 
XC,Al,O, -7 18 60 84 84 

Results of Curve Fitting of 2nd Radial Peak (RD - 2.85 A) 
Nc""o, 5.55 5.02 2.99 1.23 0.84 
~~ ~ 84 W n U 

a The radial distances were held constant at their known values 
and the Debye--Waller factor was held constant at zero. The edge 
shift was ±3.0 e V for the series. 

Table III. Results of Correlation Analysis As Determined 
from the Calibration Curves for the x(E), x(E)/dE, x(k), 
x(k)/dk Spectra 

Correlation Standard CosO, 

sample x(E) dx(E)jdE x(k) dx(k)jdk 

OX9 10 <0 <0 <0 
OX17 16 11 6 <0 
OX50 50 50 46 46 
OX83 82 84 84 87 
OX91 86 87 78 87 

Correlation Standard CoAl,O. 

sample x(E) dx(E)jdE x(k) dx(k)jdk 

OX9 17 21 21 21 
OX17 25 26 24 22 
OX50 56 53 57 53 
OX83 87 >100 95 >100 
OX91 91 >100 >100 >100 

Average Percent Co30, from Both Calibration Lines 

sample x(E) dx(E)jdE x(k) dx(k)jdk 

OX9 14 11' 11' 11' 
OXl7 21 19 15 11' 
OX50 53 52 52 50 
OX83 85 92' 90 94' 
OX91 89 94' 89' 94' 

a Average based on restrained percentages. 

has been demonstrated for binary systems. The method is 
based on the cross-correlation response of normalized x(E) 
spectra with spectra of two suitable standards. If the 
standards truly represent the known composition extremes, 
then composite spectral profiles can be constructed in order 
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to create a calibration curve. Thus the unknown cross-cor
relation responses, RMAX, can then be converted in percent 
composition and hence coordination number N. If N is the 
only information required, then the analysis can stop at this 
point. Because the extraction of the correlation information 
is quite straightforward compared to the standard EXAFS 
curve fitting approach, considerable time savings can be 
achieved. In cases where standard spectra are unavailable or 
impossible to obtain, then the extreme members in a given 
series can be used as standards. In this case the results cannot 
be calibrated exactly in order to extract percent composition 
or N but approximate relative trends can be observed. In 
either case the correlation-based information can be used as 
a starting point in the standard curve fitting analysis. How
ever it should be noted that use of adequate standards is also 
a severe limitation of curve-fitting EXAFS data as well. 

EXAFS spectra seem particularly suited to correlation 
analysis. The natural damping at higher energies ensures that 
RMAX can be found close to Ro. This results in giving more 
weight to the lower energy oscillations which, in this case, is 
most suitable since the higher energy data is most likely to 
have poorer SjN. In addition, because X is related to the 
PRDF via the Fourier transform, the PRDF or some similar 
function derived from x(E) also appears in the correlation 
analysis because correlation is simply complex multiplication 
in Fourier space (eq 2). 

The materials chosen to demonstrate the analysis technique 
presented above also serve to highlight a specific analytical 
point with regard to EXAFS. The problems that can arise 
in X-ray diffraction (XRD) from analysis of materials with 
similar crystal structure are alleviated in EXAFS because of 
the elemental backscattering specificity. Thus EXAFS can 
easily distinguish C030. and CoAl,O. whereas XRD cannot 
do so readily. 

In future publications the authors will demonstrate the 
application of this technique to the analysis of heterogeneous 
catalysts. 
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Fourier Transform Atomic Absorption Flame Spectrometry with 
Continuum Source Excitation 

Mark R. Glick, Bradley T. Jones, Benjamin W. Smith, and James D. Winefordner* 

Department of Chemistry, University of Florida, Gainesville, Florida 32611 

The design and performance of a Fourier transform atomic 
absorption flame spectrometer (FT-AAS) Is presented. A 
300-W xenon arc continuum source and a Michelson Inter
ferometer are used. A signal to noise disadvantage arising 
from the multiplex feature of FT-AAS is demonstrated by 
varying the photon flux at the detector without changing the 
exciting radiation. A grating Is used for dispersion of the 
radiation before the Interferometer to reduce the spectral 
window at the photomultiplier tube. Detection limits for sev
eral elements are generally an order of magnitude poorer than 
those obtained by continuum atomic absorption methods using 
echelle-gratlng spectrometers. Line profiles and absorption 
spectra, within the region of the spectral window selected by 
the grating, can be obtained with this method. Standard 
curves for sodium were constructed to extend the linear 
calibration range, by using absorbances measured at the 
absorption maximum and 0.022 nm off-line. 

INTRODUCTION 
Atomic absorption spectrometers (AAS), although com

mercially available only with line sources, have been con
structed with continuum sources since their first analytical 
use. Because the sensitivity of the absorption method is 
dependent on the effective spectral bandwidth of the spec
trometer (1-3), the use of continuum sources has been limited. 
When line sources are used, the effective bandwidth is de
termined by the width of the atomic emission line in the 
source. When continuum sources are used, the monochro
mator determines the effective bandwidth; only when the 
effective bandwidth approaches that of the analyte absorption 
line can the sensitivity of continuum source AAS equal that 
of line source AAS. For this reason, much work on continuum 
source AAS dwells on the development of high-resolution 
spectrometers. 

To achieve the resolution needed for AAS, several different 
approaches have been taken. High-resolution Fabry-Perot 
interferometers have been demonstrated with continuum 
source AAS (4, 5) and, the mOre practical, echelle-grating 
spectrometers (6-8). Modulation to achieve resolution of the 
analytical line has been illustrated, including spectral line 
modulation (9) and sample modulation (10, 11). Resonance 
monochromators have been used to decrease the effective 
spectral bandwidth (12-14). Of all these methods, the use of 
echelle-grating monochromators has been the most successful 
and is the subject of several reviews (15-17). 

Other interferometers have been suggested as possible 
components in an atomic absorption spectrometer (18, 19). 
Fourier transform spectrometry (FTS) has the advantages of 
high spectral resolution capability, wavelength accuracy, and 
high throughput. The disadvantages expected of FTS in the 
visible and ultraviolet regions have also been well documented 
(18,20,21). In the photon shot noise limited cases, a multiplex 
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advantage is not realized. For dense spectra, such as molecular 
fluorescence and absorption spectra, a multiplex disadvantage 
can even appear (22, 23). 

To continue our investigation of Fourier transform spec
trometry in the visible and ultraviolet regions, we have used 
a commercially available Michelson interferometer for atomic 
absorption measurements in a flame. Absorption spectra can 
be obtained with the Fourier transform atomic absorption 
spectrometer (FT / AAS), and multielement determinations 
can be performed for elements within the selected spectral 
window. Detection limits for several elements with analytical 
lines in the visible and ultraviolet regions are given. The 
advantages of continuum source AAS that have been realized 
in other systems-automatic background correction, mul
tielement analysis, single source, extended calibration 
curves-can also be found in this system. The detection limits 
are at least 1 order of magnitUde poorer than other continuum 
source, atomic absorption spectrometers. 

EXPERIMENTAL SECTION 
A diagram of the Fourier transform atomic absorption spec

trometer is shown in Figure 1. Radiation from the continuum 
source was passed through the flame without any spectral dis
persion. A lens was used to focus the radiation from the lamp 
on an iris diaphragm, where it was apertured and collimated by 
a second lens. A second iris diaphragm allowed only a portion 
of the collimated radiation from the less turbulent region of the 
lamp image to pass through the flame (24). After the flame, a 
grating was used to disperse the radiation before the interfer
ometer. A quartz lens focused a portion of the dispersed radiation 
onto the entrance aperture of the interferometer. 

The Michelson interferometer (DA3.02, Bomem, Vanier, 
Quebec) in this system was commercially available and used 
without modification. A photomultiplier tube (R64 7, Hamamatsu, 
Bridgewater, NJ) was used for detection of the interferogram. The 
source of radiation was an unfiltered, 300-W xenOn arc lamp 
(Cermax, ILC Technologies, Sunnyvale, CAl. Predispersion of 
the radiation was accomplished by a 2400 groove/mm, plane-ruled 
grating, blazed at 300 nm (SLM-Aminco, Urbana, IL). The grating 
could be rotsted to select the radiation window of interest, which 
was focused onto the entrance aperture of the interferometer. The 
spectral half-width of the SOurce radiation entering the inter
ferometer was approximately 5 nm. 

The fuel-lean air/acetylene flame was produced by a lO-cm 
slot burner (Perkin-Elmer, Norwalk, CT). Collimated white light, 
apertured to 1 cm diameter, passed through the flame to the 
grating. A second aperture was used to reduce the collection of 
flame emission. Even at concentrations as high as 10 mg/mL, 
no analyte emission could be detected with the optical configu
ration shown in Figure 1. 

Each absorption measurement was made by recording a ref
erence spectrum with 1.00-cm-1 resolution, unless indicated 
otherwise. One hundred interferograms were coadded for both 
reference and absorption spectra. The scan rate of the inter
ferometer was 0.15 cm/s, for an average time of spectrum ac
quisition of 10 min. 

RESULTS AND DISCUSSION 
A grating was used for predispersion of the radiation en

tering the interferometer to limit the window of radiation 
striking the detector (25). In the photon shot noise limited 

© 1989 American Chemical SOCiety 
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Figure 1. Schematic diagram of the Fourier transform atomic ab
sorption spectrometer using a continuum source. 
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Figure 2. Relative intensities of HeNe Jaser radiation and excitation 
radiation from the xenon arc lamp. In case II the laser radiation 
reaching the photomultiplier tube was approximately 200 times that 
in case I. 

region, predispersion resulted in an increase in the signal to 
noise ratio (SIN), because the photon flux at the detector is 
reduced. This limits the spectral region that can be used for 
multielement analysis to 5 nm. The entire absorption spec
trum in that window can be obtained by the spectrometer, 
but unlike echelle-grating systems, multiple lines at discon
tinuous spectral regions cannot be simultaneously measured. 

Gratings with poorer dispersion could be used to obtain a 
larger spectral window, which would permit the acquisition 
of absorption spectra over an even wider range. The larger 
spectral window, however, would also increase the radiation 
at the detector and degrade SIN. 

To clearly demonstrate the multiplex disadvantage, the 
effect of photon flux at the detector on the SIN of sodium 
absorption lines was qualitatively investigated. The Bomem 
interferometer uses an internal HeNe laser for alignment, 
which unavoidably strikes the photomultiplier tube. To attain 
a spectrum with high SIN, the HeNe laser radiation was 
spatially blocked at the exit port of the interferometer. In 
Figure 2, case I shows the relative intensity of the HeNe laser 
radiation that could not be blocked, in comparison to the 
excitation radiation from the continuum source. For case II, 
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Figure 3. Comparison of signal to noise of the sodium doublet for case 
I and case II. Instrumental bandwidth was 1.00 cm-1

. 

Table I 

element 

Ag 
eu 
Mn 
Na 

wavelength, nm 

328.068 
324.754 
279.482 
588.995 

a Reference 17. 

detection limit, JJ-g/mL 

FT / continuum 

0.2 
0.1 
0.2 
0.02 

continuum ll 

0.007 
0.01 
0.01 
0.003 

the internal laser radiation was not blocked, and an external 
HeNe laser was also used to increase the photon flux striking 
the detector. In case II of Figure 2, the laser radiation has 
a peak intensity almost 200 times that of case I. The excitation 
radiation was not changed. 

The effect on SIN of the absorption spectrum of the sodium 
doublet is shown in Figure 3. The poorest signal to noise is 
obtained in case II, when the HeNe laser radiation is much 
more intense than the excitation radiation. The noise from 
the HeNe is distributed to the analytical lines. Unfortunately, 
the radiation from the internal laser cannot be blocked en
tirely, and inevitably it reaches the photomultiplier tube. In 
the shot noise limited region, this contributes to a multiplex 
disadvantage. A solar-blind photomultiplier tube would avoid 
this particular problem. 

Detection limits for several elements with lines in the ul
traviolet and visible region are shown in Table I. Generally, 
the detection limits are at least an order of magnitude poorer 
than those that have been obtained by an echelle-grating 
spectrometer and continuum source. The same trend of poorer 
detection limits as the analytical line moves to shorter 
wavelengths that is observed in other continuum source AAS 
methods was observed here. 

In an effort to determine the cause of the poorer detection 
limits, the sensitivity and noise of the system were investi
gated. The sensitivity is related to the effective spectral 
resolution and in this system is determined by the mirr" 
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Figure 4. Dependence of observed absorbance on instrumental 
bandwidth. Copper absorbance was measured at 327.396 nm. 
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Figure 5. Calibration curves for sodium, using absorbance measure
ments at the peak, 588.995 nm, and 0.022 nm off the peak, 589.017 
nm: 1.00 cm-1 resolution and i0-min acquisition time. 

movement of the interferometer. Figure 4 shows the effect 
of instrumental resolution on the measured absorbance at the 
327.396-nm line of copper. As the spectral resolution increases, 
the observed peak absorbance increases, until the line is 
completely resolved. Below an instrumental resolution of 3 
pm, the absorbance does not change. 

All absorbance measurements made for the determination 
of the detection limits in Table I were made with an instru
mental resolution of 1.00 cm-I ; at the copper line this corre
sponded to 11 pm. Although this resolution did not result 
in maximum absorption, it was chosen as a compromise. 
Much longer spectrum acquisition times would have resulted 
if better resolution was selected. An instrumental resolution 
of 3 pm yielded a higher absorbance for copper, but the time 
of acquisition became prohibitive. 

One advantage that is realized to some extent is the mul
tichannel capability of FT j AAS. Atomic absorption spectra 
can be obtained over the profile of the line, as long as the line 
falls within the selected window of radiation entering the 
interferometer. This affords the possibility of using the profile 
of the absorption line for diagnostic purposes, background 
correction, and for extension of the calibration curve. The 
capability of extending the linear range of the calibration curve 
has been demonstrated with continuum source AAS (26,27). 
The automatic acquisition of the absorption spectrum that 
is obtained in FT-AAS allows this type of extension without 
foresight and preparation. Figure 5 shows the extension of 
the linear portion of a calibration curve for sodium. Ab
sorption measurements were taken from the spectrum at the 
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Figure 6. Absorption spectrum of a three-component aqueous solution. 
100 p..g/mL: 1.00 cm-1 resolution and i0-min acquisition time. 
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Figure 7. Absorption spectrum of a two-component aqueous solution, 
100,ug/mL: 1.00 cm-' resolution and 10-min acquisition time. 

peak of the line profile and on the edge of the line profile. 
The limited multielement capability is demonstrated by the 

absorption spectra of Figure 6 and Figure 7. Four absorption 
peaks corresponding to 100 p.gjmL of three elements, Cu, In, 
and Ag, are shown in Figure 6. At shorter wavelengths, four 
absorption peaks corresponding to 100 p.gjmL of two elements, 
Mn and Mg, are shown in Figure 7. Clearly the analytical use 
as a simultaneous method is limited, because only those ele
ments that happen to have absorption lines within the 5-nm 
spectral window will appear in the spectrum. The use of a 
grating with poorer dispersion would allow the simultaneous 
determination of more elements, but SIN would decrease due 
to the increased total light flux reaching the photomultiplier 
tube. 

CONCLUSION 
FT-AAS with a continuum source is limited as an analytical 

technique since the spectral range, sensitivity, detection power, 
and acquisition time are interdependent and limited. Nev
ertheless, the technique may have limited use in specialized 
analytical applications, especially where ease of background 
correction and line identification are important and where 
several selected elements must be measured simultaneously. 
FT-AAS with a continuum source has had and will continue 
to have significant use as a diagnostical technique, particularly 
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for line profile and broadening studies. 
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Mixture Analysis and Quantitative Determination of 
Nitrogen-Containing Organic Molecules by Surface-Enhanced 
Raman Spectrometry 
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Surface-enhanced Raman spectrometry (SERS) on a silver
coated filter paper substrate of nitrogen-containing organic 
molecules Is reported. A correction procedure for standard
Ization of measurements Is proposed and evaluated to solve 
the difflcuH problem of quantHatlon of adsorbate in SERS. The 
relative standard deviation obtained through this procedure 
is around 15%. Linearity (f = 0.999) was achieved up to 50 
ILg/mL amlnoacrldlne. A limited dynamic range Is observed, 
however, due to the limited number of SERS active sites in 
the substrate. Spectral fingerprinting of three-component 
mixtures by concentration-dependent selective molecular 
adsorption on the substrate Is also reported. 

Investigation of surface phenomena is a key factor for the 
understanding of subjects of technological interest, such as 
adhesion, catalysis, corrosion, semiconductor production and 
characterization, and ultrahigh·vacuum environments. The 
importance of many aspects of these interfacial phenomena 
often relies on chemical composition in such a way that 
techniques capable of providing analytical information on the 
surface are of concern. These techniques include Auger 
electron spectroscopy (AES), X-ray photoelectron spectros
copy (XPS), secondary-ion mass spectroscopy (SIMS), and 
ion-scattering spectroscopy (ISS). By the nature of the effect 
giving rise to the technique, surface·enhanced Raman spec· 
troscopy (SERS) is a surface analytical technique. In com
parison with otber surface techniques, SERS can provide 

1 Present address: Department of Analytical Chemistry, Faculty 
of Sciences, University of Malaga, 29071 Malaga, Spain. 
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information on the chemical form and molecular structure of 
species situated on a variety of interfaces, including solid
liquid (electrochemical and colloid SERS) (1,2), solid-vacuum 
(island film SERS) (3), solid-gas (silica and filter paper SERS) 
(4,5) and solid-solid (thin-film SERS) (6) interfaces. SERS 
allows studies of the interfacial and conformational behavior 
of biomolecules and thus enables one to characterize in situ 
the chemical identity, structure, and orientation of surface 
species in the adsorbed state (7,8). In addition, SERS has 
been shown to be capable of lateral spatial resolution down 
to the level of 1 I'm by means of Raman microprobe instru
mentation (9) similar to the information available by AES and 
SIMS. However, in the latter techniques, the sensitivity is 
much lower (poorer) than the attomole mass sensitivity re
ported for SERS (9). 

Among the different materials reported to be SERS active 
(Ag, Au, Cu, Pd, Li, Na, K, AI, In, AgBr, AgCl, Ti02, etc.) the 
metallic form of silver has gained general acceptance for 
analytical measurements by combining several advantages. 
It has an appropriate dielectric function, in such a way that 
the enhancement factor on silver depends to a lesser extent 
on the excitation wavelength than in other SERS active metals 
such as gold and copper (10). As a result, excitation must be 
in the red for Cu or Au (11), but visible wavelengtbs may be 
used with silver (12). The metallic form of silver can be easily 
handled at room temperature and ordinary pressure condi
tions, which is valuable from a practical standpoint. The 
analytical applications of SERS on a variety of silver active 
substrates are rapidly expanding. Sputter-deposited silver 
surfaces (13) have been evaluated for the thiocyanate anion. 
This substrate can be stored in air for long periods prior to 
Raman spectral examination in electrochemical and gas-phase 
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media. Silver electrodes have been recently proposed for the 
analysis of water contaminants (14). A limit of detection of 
8.5 pg was calculated for pyridine. DNA bases have also been 
examined in an electrochemical environment (15). The com
bination of a low-power He-Ne laser with a Raman micro
probe allows good SERS spectra to be obtained from micro
scopic areas of the electrode. Silver-coated substrates con
sisting of latex spheres on glass and filter paper and silica post 
arrays have also been proposed for the analysis of polynuclear 
aromatic compounds (16-18). Various experimental param
eters such as silver layer thickness, particle size, and excitation 
wavelength were evaluated for maximum sensitivity. 

Chemically reduced silver on glass plates (19,20) and filter 
paper (5) has been proposed for the analysis of nitrogen
containing heterocyclic compounds. Chemically reduced 
(21-23) and photoreduced (24) silver colloids in batch and flow 
injection systems (25, 26) have been studied. Following this 
first report of SERS detection in analytical flow systems, a 
detector for liquid chromatography and flow injection analysis 
has been developed (27). 

Only a few attempts to use SERS as a quantitative ana
lytical technique have been reported (14, 17, 19,27-29). The 
limits of detection are reported to be in the nanogram to 
picogram range, with a loss of linearity in the SERS response 
above certain analyte concentrations. In most cases, data on 
the precision of the measurements are not available. In this 
paper, several novel analytical aspects of the SERS technique 
are investigated. On a silver-coated filter paper substrate, 
fingerprinting of multi component samples is reported. The 
results indicate that depending on the functional groups in 
the molecule, selective molecular adsorption takes place on 
the substrate. As a result, unique qualitative information can 
be obtained from SERS spectra of mixtures. A correction 
factor to enable standardization of quantitative measurements 
is reported, providing a relative standard deviation on the 
order of 15%, a typical precision figure for surface techniques. 
Quantitative analytical measurements confirm a limited dy
namic range for the SERS technique as a result of the limited 
amount of reactive sites in the substrate. Limits of detection 
in the picomole level have been found for nitrogen-containing 
aromatic compounds, including 9-aminoacridine, 1-nitro
pyrene, and 1,10-phenanthroline. 

EXPERIMENTAL SECTION 
Instrumentation. The Raman spectrometer consisted of an 

argon ion laser (Spectra Physics, Modell7l) and a O.22-m double 
monochromator (Spex Industries, Model 1680B) equipped with 
a thermoelectrically cooled photomultiplier tube (Hamamatsu, 
Model R928) and photon counting electronics (SSR Instruments, 
Model 1105/1120). The analog output signal was directly recorded 
on a strip chart recorder. A double beam sample compartment 
(Spex Industries, Fluorolog Series) accommodates the sample 
holder, which was similar to one described for room-temperature 
phosphorescence (30). Right-angle geometry was used for Raman 
sampling. The incidence angle of the laser beam on the substrate 
was 45°. A long-wave pass glass filter (Corion, LG-530) was placed 
between the sample and the collection optics to remove the ex
citing light from the scattered radiation, the laser power at the 
sample was typically 20 mW, and the diameter ofthe laser beam 
(TEMoo mode) was ca. 1.5 mm. Unfocused, vertically polarized 
light was used. All spectra reported represent single scans and 
were obtained at a scan speed of 5 nm min-1 with entrance and 
exit slit settings of 100 I'm. The spectrometer resolution was 0.2 
nm. The band positions were calibrated with the plasma lines 
of the Ar+ laser. 

Reagents and Procedure. All chemicals were of analytical 
reagent grade or equivalent. Distilled, deionized water was used 
throughout. 9-Aminoacridine hydrochloride monohydrate, 0-

phenanthroline, and I-nitropyrene were from Aldrich and were 
used as ethanolic solutions. Working standards were prepared 
daily from the stock solutions by dilution with ethanol. Whatman 
No.1 filter paper was used as substrate and coated with chemically 
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Figure 1. Surface-enhanced Raman spectra on silver-coated filter 
paper substrate of (1) o-phenanthroline, (2) 9-aminoacridine, and (3) 
1-nitropyrene. The base lines have been shifted for clarity. 

Table I. SERS Spectral Features of o-Phenanthroline 
(OPT), I·Nitropyrene (NP), and 9-Aminoacridine (AA) 

SERS shift,' cm-1 

OPT NP AA 

980 (vw) 
1005 (w) 1005 (m) 
1060 (m) 1060 (w) 1050 (w) 
1095 (w) 
1155 (m) 1148 (m) 

1170 (s) 
1210 (m) 1210 (w) 
1265 (w) 1260 (w) 1280 (s) 
1300 (s) 

1325 (w) 
1370 (vs) 1370 (vs) 

1430 (w) 
1450 (vs) 1455 (m) 1465 (m) 
1510 (s) 1500 (m) 1504 (m) 

1570 (m) 
1600 (s) 1600 (s) 1595 (vw) 
1630 (m) 1625 (m) 1625 (vw) 

a In parentheses, relative intensities are as follows: w, weak; m, 
medium; s, strong; v, very. 

(sodium borohydride) reduced elemental silver by the procedure 
described elsewhere (5). Small portions (1 X 1 em) of the freshly 
prepared substrate were placed on the sample holder to which 
2 I'L of the analytes was added. No evidence of photothermal 
damage to the substrate during the scan has been observed at 
the laser power used. For the calculation of SERS intensities, 
it was estimated that the tails of the SERS peaks contributed 
negligibly to the background continuum for peaks farther than 
20 cm-1 from the SERS peaks. 

RESULTS AND DISCUSSION 

The SERS spectra of 9-aminoacridine (AA), I-nitropyrene 
(NP), and o-phenanthroline (OPT) are shown in Figure l. 
The most prominent spectral features are presented in Table 



L At the concentrations used, the bulk Raman scattering 
of these analytes is expected to be negligible. The spectra were 
obtained at an excitation wavelength of 514.5 nm on the 
surface of a silver-coated filter paper substrate. The mor
phology of this substrate has been reported elsewhere (5). It 
consists of randomly distributed clusters and dendritic for
mations of silver, with sizes on the order of 10 I'm, deposited 
on the paper cellulose fibers. The presence of small isolated 
silver particles with sizes on the order of ~0.1 I'm was also 
noticed. The electromagnetic theory of SERS (31) indicates 
that the plasmon energy depends on the shapes and sizes of 
the metal particles on the surface, in such a way that by 
appropriate control of the substrate preparation procedure, 
the plasmon energy may be shifted into resonance with the 
exciting radiation, which will maximize the enhancements. 
It can be thus anticipated that monodisperse systems, with 
plasmon resonances tuned at the excitation wavelength, would 
provide maximum and reproducible SERS signals since all 
the adsorbate molecules present experience the same en
hancement factor. However, a polydisperse substrate such 
as the one used here has the advantage that because of the 
small dependence of the position of SERS spectral modes with 
particle size and shape, it is not necessary to strictly control 
the preparation procedure in order to obtain reproducible 
spectral features, which is of paramount importance for the 
implementation of SERS as a qualitative analytical technique. 
The difficulties associated with the precision of intensities as 
a result of polydispersity can be handled by adequate 
standardization procedures, as discussed below. 

In the three molecules studied, the .. electronic ring system 
in combination with the presence of heteroatoms and external 
groups on the ring system seems to be important in deter
mining the SERS behavior. From Figure 1 and Table I, it 
can be observed that the compounds have a number of spectral 
coincidences, mainly due to ring stretching vibrations found 
at wavenumbers around 1000, 1050, 1430, 1600, and 1630 cm-I . 

Because of the limited rejection capability against Rayleigh 
scattering of the spectrometer used, the spectral region below 
1000 cm-I has not been examined. Consequently, a detailed 
discussion concerning the orientation of the adsorbed species 
on the surface has not been attempted. However, some general 
trends can be outlined. In the case of OPT, the position of 
the SERS modes shifts slightly to larger wavenumbers once 
it is adsorbed on the Ag surface, with respect to the conven
tional Raman spectrum of this compound (32). The most 
important change occurs at the SERS line at 1430 cm-\ which 
in the conventional Raman spectrum is found at 1397 cm-I . 

Strong SERS features involving ring stretching vibrations are 
observed. In the case of AA, as opposed to that of OPT, it 
is striking that no strong lines are detected above 1550 cm-\ 
which in conventional Raman spectroscopy are attributed to 
the central and most rigid part of the molecule, i.e. the car
bon-carbon double bond stretching region. One of the in
teresting aspects of the Raman spectrum of AA is that it could 
be obtained at all. This compound is a strong fluorescence 
emitter; it is well-known that, besides the extreme weakness 
of the Raman effect, the inherent fluorescence of the molecule 
studied is generally the limiting factor in obtaining reliable 
Raman spectra. In addition, fluorescence of impurities or 
solvent is a limiting factor at trace analyte concentration levels. 
The extreme molecular sensitivity reported here for AA is thus 
the combination of two effects: the surface enhancement 
phenomenon and the quenching of fluorescence of the com
pound itself or of other luminescent concomitants, which is 
a result of charge transfer (33) and radiationless energy 
transfer (34) to the metal surface. The vibrational features 
of NP at 1570 and 1325 cm-I could be due to the nitro group, 
on the basis of group frequency assignment (35). These peaks 
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Figure 2. Surface-enhanced Raman spectra of ternary mixtures of 
o-phenanthroline, 9-aminoacridine, and 1-nitropyrene differing in 
concentration. See Table II for mixture composition. 

Table II. Vibrational Bands in the SER Spectra of 
Mixturesa 

mixture SER shift, cm-1 

II III IV assignment 

1005 1005 1005 OPT,AA 
1060 1060 1060 OPT,NP,AA 
1095 1095 1095 OPT 
1155 1150 1150 OPTAA 

1170 1170 1170 AA 
1210 1210 1210 1210 OPT,NP 
1265 1265 1280 1280 OPT, NP, AA 
1300 1300 1300 OPT 

1325 NP 
1370 1370 1370 NP,AA 

1430 1405 1430 1430 OPT 
1450 1455 1465 1465 OPT,NP,AA 
1510 1504 1510 1510 OPT,NP,AA 

1570 NP 
1600 1600 1595 1595 OPT, NP, AA 
1630 1630 1630 1630 OPT, NP, AA 

a Mixture composition is as follows. I: OPT, 60 ng; AA and NP, 
20 ng each. II: NP, 60 ng; AA and OPT, 20 ng each. III: AA,60 
ng; NP and OPT, 20 ng each. IV: AA, NP, and OPT, 20 ng each. 

are not observed in either AA or OPT. 
Selective Molecular Adsorption. The SERS spectra of 

four mixtures of AA, NP, and OPT obtained at different 
analyte concentrations are shown in Figure 2. Table II 
summarizes the vibrational assignments in the mixture 
analysis. Most of the bands appearing in the mixtures cor
relate quite well with the vibrational features shown by the 
isolated compounds. However, even though in a multicom
ponent mixture characteristic vibrational modes of the in
dividual components can in general be identified, the intensity 
of the mixture is modulated by the intensity distribution of 
the compound that is most readily adsorbed. For instance, 
for mixture II, in which NP is in excess, the intensity in the 
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Table III. Quantitative Study of SERS of 9-Aminoacridine (AA) and I-Nitropyrene (NP) on the Silver-Coated Filter Paper 
Substrate.a 

corrected signals, counts/s ratios 

analyte 

AA 
NP 

l,b countsJs 

7496 ± 2425 (32.3) 
7224 ± 3228 (44.7) 

6459 ± 2218 (34.3) 
3384 ± 2028 (59.9) 

7176 ± 2365 (32.9) 
6408 ± 3204 (50.0) 

Ijlbknd 

7.23 ± 1.10 (15.3) 
1.88 ± 0.28 (14.9) 

(I - Ibl)f(Ibknd - I bl) 

10.01 ± 1.62 (16.2) 
2.12 ± 0.31 (l4.8) 

a Analyte added, 50 ng. Average of nine replicates. Range expressed as standard deviation. In parentheses, relative standard deviation. 
b Absolute peak intensity (counts per second). CBackground continuum intensity. dBlank signal (silver substrate in absence of analyte). 

spectral region below 1200 cm-! is low, as in the case of pure 
NP. This observation is also true for mixture III (excess of 
AA), in which the intensity in the region around 1600 cm-! 
is also similar to that of pure AA. 

The spectrum of mixture I, in which OPT is in excess, is 
virtually identical with that of pure OPT. The strong bands 
of NP and AA at 1370 cm-! do not appear. The spectral 
features of NP at 1325 and 1570 cm-" as well as the AA mode 
at 1170 cm-" do not appear either. Therefore, OPT is pref
erentially adsorbed in this substrate, even in the presence of 
the other compounds. It should be noted that the OPT mode 
at 1430 cm-! is heavily enhanced in this mixture with respect 
to the spectrum of pure OPT. For mixture II where there is 
an excess of NP, the contribution of the three individual 
compounds can be easily identified. NP can be identified by 
the appearance of bands at 1325 and 1570 cm-" which do not 
appear in the spectra of the other three mixtures assayed. The 
OPT band at 1430 cm-! is not observed, while a mode at 1405 
cm-! now appears. A complete understanding of this is dif
ficult because it can be a result of a combination of effects 
including possible interactions between molecules and dif
ferences in orientation at the surface, as well as differences 
in adsorption energies. However, it is recognized (36, 37) that 
the SERS spectrum of an adsorbed species corresponds to the 
spectrum of the first adsorbed monolayer, for which shifts in 
the Raman bands with respect to spectra in solution are often 
observed. Subsequent layers of adsorbate undergoing en
hancement due to long-range electromagnetic effects have the 
tendency to generate an ordinary Raman spectrum (36, 37). 
This line of reasoning can explain the new 1405-cm-! band 
as a shift of the 1430-cm-! mode due to the fact that OPT is 
separated from the surface to a certsin degree by the presence 
of an increased amount of NP in the mixture considered. The 
result is that OPT tends to behave as in solution and the 
1430-cm-! mode shifts to 1405 cm-" which is closer to the 
1397-cm-! mode in solution. In the case of mixture III, this 
shift does not take place, indicating that NP was responsible 
for this effect. When the three compounds are present at the 
same concentration, the spectrum obtained is similar to that 
of mixture III except that the intensity in the 1600-cm-! region 
is now much higber. This study thus suggests the following 
hierarchy of attachment of the molecules studied and at the 
concentrations examined to the silver surface: OPT> AA > 
NP. 

Quantitative Study. Efforts were made to standardize 
the experiments in an attempt to extract quantitative ana
lytical information from SERS on the silver-coated fIlter paper 
substrate. Replication of the measurements revealed that the 
main source of variability for SERS intensities is the mag
nitude of the background continuum on which the SERS 
peaks are superimposed. This means that internal stand
ardization should give improved precision by using a molecule 
showing the SERS effect when adsorbed on the substrate and 
presenting, consequently, similar variations in the continuum. 
However, owing to the limited amount of SERS active sites, 
addition of an internal standard may result in a decrease in 
the dynamic range of SERS response. This effect has been 
observed for the quantification of aminoacridine in the 
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Figure 3. Concentration dependence of SERS intensity of 9-amino
acridine monitored at a Raman shift of 1370 cm-1

• Variation bars 
correspond to standard deviation for triplicate samples. Concentration 
refers to the sample applied to the substrate. 

presence of nitropyrene as internal standard. An auto
standardization can be performed, however. Table III sum
marizes the SERS intensities averaged for nine samples each 
of AA and NP (50 ng). Absolute intensities were measured 
at the most prominent peaks of each compound, 1370 and 1600 
cm-!, respectively. As shown, absolute peak intensities and 
continuum background intensities show relative standard 
deviations of the order of 30-60%. These results reflect 
differences in enhancement factors as well as the inhomoge
neous distribution of molecules on the surface as a result of 
difficulties in obtaining a uniform dispersion of the 2-I'L 
sample applied to the substrate. In addition, the evolution 
with time of the intensities will affect the reproducibility. 
However, this latter effect was minimized by adherence to a 
strict control of timing in the measurement process. Since 
the precision shown by both peak intensities and continuum 
intensities is similar, corrections based on background sub
traction or blank subtraction did not improve the precision. 
However, Table III shows that by taking the ratio of the peak 
intensity to the background intensity compensated for the 
variability of results (both corrected and uncorrected for 
blank), relative standard deviations of ",15% are obtained. 
The reproducibility level obtained with the ratioing procedure 
probably could be improved by using a more monodisperse 
substrate or a support providing a smaller diffusion of the 
applied sample. However, the ease of preparation of this 
substrate can compensate the moderate level of precision in 
analytical situations where a rapid screening of samples is 
needed. Figure 3 shows a calibration curve for AA based on 
the ratioing correction procedure. It is noteworthy the linear 
character of the relationship between corrected SERS intensity 
and analyte concentration, which is consistent with the ex
pression relating Raman intensity and number density of 
scatter centers (12). The correlation coefficient between SERS 
intensity and AA concentration was 0.999. Above a concen
tration of 50 !'Il mL -l, the linearity is lost, reflecting saturation 
of the SERS active sites in the high coverage regime. Under 



the circumstances of high surface coverage, it is also possible 
that dynamic fields from adjacent molecules of the same type 
lead to mutual depolarization, resulting in reduced SERS 
intensity (38). 

The limits of detection for the compounds studied were 
estimated as follows. It is reasonable to suppose that the 2-J'L 
sample used is distributed homogeneously in the 0.7-cm-di
ameter substrate and that the SERS signal arises from the 
molecules at various depths in the silver substrate. Therefore, 
with a 1.5-mm-diameter laser beam, the sampling efficiency 
is about 1/20 of all analyte molecules applied. For a 2-J'L 
sample of 50 J'g mL-1 AA, about 1.6 X 1013 molecules are 
sampled. If the assumption is made that the surface-enhanced 
cross section for the adsorbate is maintained as the number 
density of scatterers decreases (9), which in turn is consistent 
with the results of Figure 3, then the absolute limit of detection 
can be found by calculating the concentration giving a sig
nal-to-noise ratio of 3(2).1/2 The peak intensity of the 1370-
cm-1 AA band is 7500 counts and the background (noise) signal 
is (2300)1/2 = 48 counts; thus, at the limit of detection, the 
number of molecules within the laser beam is 4.4 X 10", i.e., 
about 0.7 pmol. The limits of detection for OPT and NP 
calculated in a similar manner were respectively 1.2 and 1.0 
pmol. 

CONCLUSIONS 

Unlike other spectroscopic techniques in which the spectra 
of mixtures can be constructed of weighted averages of spectral 
features of the individual compounds, multicomponent SER 
spectra on silver show a definite dependence on selective 
molecular adsorption on the surface. In spite of certain 
functional-group-dependent SERS features, it is clear that 
the adsorbate concentration is a key factor for mixture analysis 
by SERS. Apparently, depending on the SERS active group 
present, each compound has a different degree of surface 
adsorption. Molecules whose structure causes them to be 
strongly adsorbed appear in the SERS spectra of mixtures 
at lower concentrations. The spectra of these molecules are 
richer in spectral features as exemplified by o-phenanthroline, 
although no conclusion can be reached with respect to the 
detectability in view of the limits of detection calculated. The 
main source of variability for SERS intensities of individual 
compounds is the background continuum intensity. Quan
titative measurements are possible at a reasonable degree of 
precision using a correction procedure based on ratioing the 
absolute SERS intensity to the backround intensity. A relative 
standard deviation of around 15% is thus obtained, which can 
be compatible with many practical analytical situations. 
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We describe two algorithms that extract molecular mass In
formation from spectra showing sequences of peaks due to 
Ions with varying numbers of charges. The first, called here 
the "averaging algorithm", unambiguously assigns charge 
numbers to the Ions associated with the m/z value for each 
peak In the sequence and then averages the resulting values 
of M to give a best estimate of the molecular mass, The 
second, Identified as the "deconvolution algorithm", mathe
matically transforms a spectrum of several peaks for multiply 
charged Ions Into one peak corresponding to a singly charged 
Ion. The procedures can be readily implemented with a 
personal computer and are here applied to representative 
spectra of small proteins generated by electrospray mass 
spectrometry. These algorithms are now routinely used in our 
laboratory for the Interpretation of such spectra, They both 
are fast and convenient, discriminate against background, and 
take advantage of much of the information contained in a 
sequence of peaks, Achievable accuracy and sources of 
error are discussed, 

I, INTRODUCTION 
The ions produced by the sources traditionally used in mass 

spectrometry generally comprise singly charged species re
sulting from the loss or gain of an electron by a parent 
molecule. Moreover, an appreciable fraction of the ions are 
often charged fragments of the parent molecule. On the other 
hand, ions produced by some of the more recently developed 
sources consist of neutral parent molecules to which small 
cations or anions are attached. Among these newer and 
"softer" ionization methods are electrohydrodynamic ioniza
tion (EH), fast atom bombardment (FAB), fast ion bom
bardment (FIB) commonly referred to as secondary ion mass 
spectrometry (SIMS), laser desorption (LD), plasma desorp
tion (PD), thermospray (TS), and aerospray (AS) originally 
known as atmospheric pressure ion evaporation (APIE). Due 
in part to the larger size of the molecules that can be accom
modated by these new sources and in part to the nature of 
their ionization processes, ions containing up to five or six 
adduct charges have been observed (1). However, to our 
knowledge, except for some preliminary work in our labora
tory, no study on how to make efficient use of the peak 
multiplicity has been reported (2). 

Recently, with an electrospray (ES) mass spectrometer that 
has been previously described (3), we have been able to obtain 
the mass spectra shown in Figure 1 for eight small proteins 
with molecular weights from 5000 to almost 40000 (4, 5). 
Analyte samples were dissolved in solvents comprising mix
tures of acetonitrile, water, and methanol or I-propanol. It 
was necessary to lower the solution pH by addition of small 
quantities of acetic acid (HAc) or trifluoroacetic acid (TFA). 
The optimum proportions of these solvent components de
pended somewhat on the particular sample and were deter
mined by trial and error. Solutions with analyte concentra
tions ranging from 0.7 to 137 Ilmol/L, depending upon the 
species, were injected at flow rates of 8 ilL/min. Each of the 
spectra shown is the result of a single scan requiring 30 s to 
cover the indicated mass range. The analyzer was a VG 

0003-2700/89/0361-1702$01.50/0 

Micromass 1212 with a nominal upper limit for mjz for 1500. 
The analog output from the Channeltron detector was digi
tized with an analog to digital converter and fed into a 
homemade data recording and processing system based on an 
IBM-AT clone. Since our preliminary report at the ASMS 
Meeting in San Francisco last June, two other groups have 
confirmed our results (6, 7). Indeed, Edmonds et al. were able 
to obtain ES spectra for a bovine albumin dimer with a mo
lecular weight of 133000. 

Although the experiment was not optimized for sensitivity, 
it is apparent from Table I and Figure 1 that very low de
tection limits can be achieved. For example, the spectrum 
of lysozyme consumed only about 3 pmol of sample although 
more was used because processing and manipulation were not 
very efficient. In each case the spectrum comprises a sequence 
of peaks with an intensity distribution that is near Gaussian, 
has a width of around 500 on the mjz scale, and is generally 
centered at a value between 800 and 1200. The constituent 
ions of each peak differ from those of its adjacent neighbors 
by one elementary charge. For the reader's convenience we 
have shown the number of such charges per ion for two or 
three peaks in each spectrum. Each such charge is due to an 
adduct cation from the original solution. Our analyzer did 
not have sufficient resolution for large ions at these m/z values 
to permit an unequivocal assertion of unit mass for an adduct 
ion. However, the need for low pH in the sample solution, 
along with results obtained for smaller peptides and amino 
acids, strongly support our assumption that H+ is the most 
likely charge carrier in these experiments. 

For the eight proteins we studied Table I summarizes the 
essential features of each spectrum and the information it 
provides. It is immediately apparent from the figures and the 
table that the degree of multiple charging in ES ionization 
is much higher than has been encountered with any other soft 
ionization method. This feature is very attractive in that it 
extends the effective mass range of any analyzer by a factor 
equal to the number of charges per ion. Moreover, because 
the ions have lower m j z values, they are generally easier to 
detect and weigh than are singly charged ions of the same 
mass. On the other hand, peak multiplicity distributes the 
signal for one species over several channels. But because the 
number of charges per ion is almost always greater than the 
number of peaks, the total current carried by one species is 
greater when there is peak multiplicity than would be the case 
for a single peak containing the same total number of singly 
charged ions. Unfortunately, we do not yet know the detector 
response per charge of a multiply charged ion. We do know, 
however, that no postacceleration has been required for 
multiply charged ions that were large enough to require such 
acceleration had they been singly charged. We also know that 
the detection sensitivity obtained with ES ionization of large 
molecules seems to be substantially greater than has been 
obtained with sources giving rise to ions that are predomi
nantly singly charged (8). Moreover, as will emerge in the 
subsequent discussion, because peak multiplicity allows signal 
averaging, mass assignment can be made with more precision 
and confidence than would be the case for a single peak of 
a singly charged ion. The objective of this paper is to present 
basic methods for interpreting the sequence of multiply 
charged peaks and to provide algorithms for retrieving the 

© 1989 American Chemical Society 
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Table I. Data for the Spectra in Figure 1 

concentration 

moIwt g/L !'mol/L charges mJz range 

insulin (bovine) 5733 0.05 8.8 4-6 950-1450 
cytochrome c (horse heart) 12360 1.67 137 12-20 600-noo 
lysozyme (chicken egg) 14306 0.01 0.71 10-15 900->1500 
myoglobin (equine skeletal muscle) 16950 1.00 58.8 15-27 600-1400 
trypsin inhibitor (soybean) 20091 0.10 5.0 16-22 800-1400 
a-chymotrypsinogen A (bovine pancreas) 25656 0.50 19.0 17-22 ll50-> 1500 
carbonic anhydrase II (human erythrocytes) 29006 0.50 17.2 23-36 725-1500 
alcohol dehydrogenase (horse liver) 39830 0.50 12.5 32-46 800-1300 

a The molecular weight was determined from the sequence information provided mostly by ref 8 and is an average value based on the 
natural abundance of isotopes. 
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Figure 1. Spectra of muniply charged ions produced with electrospray 
ionization (ES). Each of the spectra was acquired with a single, 30-5 
scan. The number of charges i are indicated for some representative 
peaks. Table I gives some data on these spectra. See ref 3 for more 
details on the experiments. 

mass information they contain. Two such algorithms, along 
with illustrative results obtained by applying them, will be 
set forth in the following paragraphs. In all the calculations 
we have assumed that the detector response to any ion did 
not depend on the number of its charges. 

II. AVERAGING ALGORITHM 
If one assumes that in a particular spectrum the adduct 

charges of each ion all have the same identity, and therefore 
mass, and that any neutral adducts such as solvation species 
are the same for each ion, then there are three variables 
associated with each of the peaks in the series: the mass M 
(numerically equal to the molecular weight M,) of the parent 
molecule including neutral adducts, the number of charges 
i, and the mass ma of the adduct ions. We use i rather than 
z to designate the number of charges in order to avoid con
fusion with the customary m/z scale of mass spectra for which 
m = M + ima, the total mass of the ion. In general. z = iq, 

where q is an elementary charge and i is unity in conventional 
spectra for singly charged ions. It should be kept in mind that 
the units of m/ z are properly daltons per elementary charge 
even though a measured peak position is often loosely ex
pressed simply in daltons (Da) when z is one. All the fonnulas 
apply equally well to negatively charged ions with ma being 
negative in the case of charge abstraction. Thus one can write 
for each of the peaks 

or 

M+ima M 
Ki = --.-- = -;- + ma 

L L 

(Ki - mal == K'i = ~ 
L 

(1) 

where Ki is the apparent value of m / z for the peak position 
on the scale of the mass analyzer and K'i == Ki - ma the peak 
position m/z minus the adduct ion mass ma' All masses are 
isotope averaged and in our examples the positions of peak 
maxima are used to determine the K i• With the further 
constraint that i must be integral, eq 1 for any pair of peaks 
are in principle enough to determine the three unknowns 
simultaneously. Elementary manipulation of eq 1 for two 
charge states i and i + j (j > 0) yields for the number of 
charges i 

(2) 

For example, if the adduct ions are protons (ma = 1) and 
we observe one peak at Ki = 1001.0 and another one two peaks 
away (j = 2) at Ki+2 = 834.3, then we would get i = 2K'+2/(K'i 
-K'+2) = 1666.6/(1000-833.3) = 10. That is, the peak at 1001 
has 10 charges and the one at 834.3 has 12. The accuracy 
required in Ki for determining i is low, especially if Ki - Ki+j 
is made large, but increases as i gets larger. From eq 2 it can 
be shown that an accuracy of one m / z unit in the determi
nation of Ki suffices for i's up to 100 or more (Le. a 100 kDa 
molecule if the average value of m/z is around 1000). The 
value of ma need not be exact for the determination of i 
because ma does not affect the denominator of eq 2 and has 
only a small effect on the numerator. However, to determine 
the ion adduct mass directly from the peak positions, we need 
a substantially higher accuracy in the measured values of K i• 

From eq 1 we obtain for ma 

ma = yW + j)Ki+j - iKi) (3) 

where i and i + j are for any two peaks. A measurement of 
Ki with an accuracy of about 1/ iKi would be required to 
determine ma within one dalton (Le. an accuracy of approx
imately 0.01 Da if Ki = 1000 and M = 10 kDa). However, it 
often happens that possible values of ma are well separated, 
e.g. Na+ at 23 and K+ at 39. Thus a more modest mass 
accuracy will usually suffice. For proteins, as mentioned above 
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and further justified below, an assumption that ma = 1 seems 
to be appropriate (at least as long as there is not too much 
sodium in the solution) and will be made in the numerical 
examples in this paper. 

With known charge number, and measured or assumed 
adduct ion mass ma> the parent ion mass M can be obtained 
from anyone peak or averaged from a number of peaks 

M = ..!..L;iK'i (4) 
no i 

where the summation is over the i values for the peaks selected 
for averaging and no is the number of those peaks. 

The coherence of the peak sequence makes possible further 
improvement in the estimate of M given by eq 4. It allows 
us to identify and ignore peaks that do not belong in the 
sequence and to evaluate the quality of the spectrum. From 
eq 1 for any two peaks we obtain 

Ki i 
-,- = 1 +: 
K i+j [, 

1 1( K'i ) 
i = Y K'i+j-l 

(5) 

Hence any pair of peaks in an experimental spectrum de
fines a point withy = [(Ki/K\+) -1)lj and x = Iii. All such 
points should fall on the line y = x. The scatter of the 
pair-points around this line is a measure of the quality of the 
spectrum. If they were all precisely correct, they would all 
fall precisely on the line. Figure 2a shows such a plot for the 
cytochrome c spectrum of Figure 1. The seven points at each 
abscissa value of l/i correspond to the seven possible ratios 
of K'JK'i+j for the eight peaks in the spectrum as i + j goes 
from 12 to 19. The quality of the experimental results can 
be readily inferred for each individual peak and for the 
spectrum as a whole from the departure of the points from 
the line values. The larger the spread around, or systematic 
offset from, the x = y line, the less reliable is the measurement. 
The sensitivity of this quality index is demonstrated in Figure 
2b. The points are from the same spectrum of cytochrome 
c, but the peak at i = 14 was deliberately offset by 5 units of 
ml z. It is apparent that this "stray peak" can be readily 
distinguished from the sequence peaks by the much larger 
spread at i = 14 of all the points and the cross points at the 
other values of i. They represent pair combinations with the 
peak at i = 14 when it was displaced by five mlz units. It 
should be pointed out that this plot is a test for self-con
sistency of the peaks in a sequence and does not depend on 
the value of parent mass. 

The information on quality of Kj values obtained from the 
above procedure can yield a better estimate of M by providing 
a weighting factor for each peak. In essence the contribution 
of each K \ in the averaging process is weighted in accordance 
with the proximity of its corresponding points to the straight 
line in a plot such as the one in Figure 2a. Equation 6 defines 
a relative weighting factor Wi for each peak i 

(I 
i Kj+jl) 

(i - i .) i_-i i + j - K'i P 
Wi = max mm L: . (6) 

W j=irrJn-i _f_ 

j .. o i + j 
where 

W is the normalizing constant and p is an integer equal to 
or greater than 2, which specifies the dependence of W on the 
proximity of the parent point to the straight line in Figure 

0.08 

0.06 i ; 18 
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Figure 2. Consistency check on the cytochrome c spectrum of Figure 
1. The solid line is the theoretical line: [(K',tK~+/) - 1]lj = 111. The 
points are the measured ratios of the peak positions (K' l K~ +J - 1). 
See text for further explanation. (a) Measured peak locations from 
Figure 1. (b) Same as (a) but with the peak for 1 = 14 deliberately 
offset by 5 mass units to show the increased spread. The peak ratios 
involving the offset peak are marked by crosses. 

2. For a peak whose Kj has a better than average fit into the 
sequence pattern, Wi tends to be greater than one. It tends 
to be less than one if the K'i value departs from its "ideal" 
position by an amount greater than the average of all the other 
peaks. The larger its departure, the smaller will be its 
weighting factor and its relative contribution to the overall 
average. Figure 3 shows how the unweighted average differs 
in behavior from the weighted average obtained with Wi values 
from eq 6 for p = 2. To produce Figure 3, the peak at i = 19 
in the cytochrome c spectrum (Figure 1) was shifted in in
crements from -7.5 to +7.5 units from its measured mlz value 
and at every position we calculated the relative weighting 
factor W'9, the unweighted average, and the weighted average 
with a value of 2 for p. Evidently a shift of -7.5 mass units 
in K ',9 results in a unweighted mass average shift of -17.8 mass 
units, whereas the weighted average shifts by just -2.6 mass 
units, only 15% of the mass shift in the unweighted case. The 
location of the maximum in W,9 indicates that the measured 
K ',9 was one unit too low according to the other peaks of the 
sequence, corresponding to an error somewhat larger than the 
standard deviation of ±5 Da in the final mass determination 
for cytochrome c. Choosing a value for p greater than 2 further 
enhances the dependence of the weighting factor Wi on the 
deviation of peak K';from the ideal mlz value. The decrease 
in the weighted standard deviation sw, which is calculated by 
multiplying by Wi, the contributions of each K'i to the error, 
becomes smaller as p increases. Table II shows this effect for 
the case of carbonic anhydrase II (M = 29006): s decreases 
from ±15.6 mass units for the unweighted average to ±7.9 
mass units for p = 6. It should be noted that the weighted 
average does not necessarily change monotonically as p is 
increased. 
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Figure 3, Resutts of offsetting m I z for the i = 19 peak by an amount 
b.m in the spectrum for cytochrome c. The dashed line shows the 
effect on unweighted average mass, the solid line on the weighted 
average. Note that the weighted average is much less affected by the 
offset peak once that peak is outside its "best position" with respect 
to the rest of the sequence. The open circles represent (on the 
right-hand ordinate) the relative weighting factor w 19 when p = 2. 

Table II, Comparison of Unweighted and Weighted 
Averages of Experimental Values for Molecular Weight of 
Carbonic Anhydrase Whose True (Sequence) Mass is 29006 

weighting index p 

o 
2 
3 
4 
5 
6 

M •. p (± std dev) 

28982.2 ± 15.6 (unweighted) 
28984.2 ± 12,2 
28985.6 ± 10.9 
28987.3 ± 9.8 
28989.1 ± 8.8 
28990.8 ± 7.9 

In comparing the parent mass obtained by this weighting 
procedure with the true mass, one has to keep in mind that 
there are at least two sources of error that contribute to t.M 
(I.e. M"", - Mmoo&l)' One, the statistical error in ascertaining 
the individual peak positions is expressed in the unweighted 
or weighted standard deviation of the measured mass M, The 
other arises from systematic errors in the calibration of the 
analyzer mass scale, This latter source of error will obviously 
not be affected by any weighting procedure. If the error due 
to mass calibration predominates, weighting the average will 
not provide a major improvement in mass accuracy, In such 
a case the standard deviations, weighted or unweighted, do 
not indicate the experimental accuracy of a measurement but 
only its precision. A criterion for deciding if mass scale 
calibration is negligible in determining the error in M is 

(i.v) t.Da « s (7) 

where iav is an average number of charges per ion in the 
sequence of peaks, s is the standard deviation derived from 
averaging the individual peaks, and t.Da is the absolute value 
of the error in daltons of the mass scale calibration, For the 
example of the cytochrome c spectrum (i.v = 15, s = ±5 Da, 
ma ",1 Da), the criterion is not fulfilled and the overall error 
is dominated by ma. Hence in these measurements we would 
not expect a major decrease in t.M from the weighting pro
cedure. 

Calculating the weighting factors Wi allows a judgement of 
the quality of a spectrum in much the same way as does noting 
the scatter of points in a plot such as the one in Figure 2a. 
In the plot a misassigned peak can be identified by a large 
difference between y and x values of points in a plot such as 
the one in Figure 2b. Large differences correspond to low Wi 

values in the numerical procedure of eq 6, Table III illustrates 
the results of the numerical procedure for the case of cyto
chrome c. 

Clearly the accuracy with which mass assignments can be 
made depends directly on the accuracy of the analyzer's mass 
scale. For unit mass accuracy at 100 kDa the scale error must 
be smaller than 0.01 mj z units (eq 7). If scale calibration is 
not a problem (i.e. if eq 7 is satisfied, for example, by peak 
matching) and the values of K'i could be determined to within 
0.1 mass unit, then unit mass accuracy up to masses of several 
tens of kilodaltons might be possible even for quadrupole 
instruments (cf. eq 4 with i.v = 50 and no = 25). Of course, 
this calculation presupposes that the K'i values can be de
termined as exactly for high mass molecules with multiple 
charges as they can be for singly charged molecules low mass, 
We have confirmed this presumption only within the limited 
mass accuracy of our quadrupole (±0.1 % at mjz = 1000) and 
for molecules with masses up to 40 kDa. The mass resolution, 
in contrast to the mass accuracy, would be the same as the 
nominal resolution for the analyzer, i.e. from 103 for many 
quadrupoles to as high as 106 for Fourier transform ICR mass 
analyzers. For example, to be distinguished with a quadrupole 
instrument having a resolution of 1000, two substances with 
M '" 30 kDa would have to differ by 30 mass units. 

It should be noted that isotope spread does not contribute 
appreciably to peak broadening, The contribution of peak 
half-width from the isotope distribution in a typical protein 
even at 100 kDa (C~,.NJ2.600,sooS30' i.e. a scaled-up version 
of Glucagon) is less than 30 mass units (9). The corresponding 
spread in mjz is less than 0.3 mass unit in a peak for ions with 
100 charges. 

III. DECONVOLUTION ALGORITHM 

Visual interpretation of a spectrum comprising multiply 
charged peaks, and determination of parent mass, would be 

Table III. Peak Positions and Mass Estimates for Horse Heart Cytochrome c 

K,·a M,(=iK\) w, (p = 2) w, (p = 4) AM, 

12 1029.6 12355.2 1.40 1.58 -5.8 
13 950.3 12353.9 1.49 1.88 -4.5 
14 881.4 12339.6 1.09 0.86 9.8 
15 823.2 12348.0 1.63 2.50 1.4 
16 773.1 12369.6 0.52 0.23 -20.2 
17 727.4 12365.8 0,67 0.36 -16.4 
18 685.0 12330.0 0.54 0.24 19.4 
19 649.1 12332,9 0.67 0.35 16.5 

mass from sequence M, = 12360.1 
unweighted average M, = 12349.4 ± 5.1 AM, = 10.7 AM,/ M, = 0.087% 
weighted average (p = 2) M •. , = 12349.6 ± 4.1 AMW.' = 10.5 AMw.,/ M, = 0,085% 
weighted average (p = 4) Mw•4 = 12350.6 ± 3,1 t:.Mw,4 = 9.5 AM •.• / M, = 0.081 % 

a K'j is the measured peak position (on the mjz scale) minus adduct ion mass i.e. Ki -1 (because the adduct is a proton). All masses are 
in terms of u (i.e. daltons). 
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Figure 4. (a) A synthetic sequence of peaks for mu~iply charged ions 
with 6 to 15 charges. (b) Deconvolution of (a) using eq 8. The mass 
scale is in units of the parent mass M. 

simplified in the coherent sequence of peaks could be 
transformed to one singly charged peak located on an m I z 
scale at the molecular mass M of the parent compound. It 
will be shown that the following function can provide such 
a transformation: 

00 (M* ) 
F(M*) = i'f/ i+ ma (8) 

F is the transformation function for which the argument M* 
is any arbitrarily chosen trial value of M for which F is to be 
evaluated. The symbol f represents the distribution function 
for peak heights in a measured spectrum. For example. if 
there is a peak of relative intensity 5 at mlz = 500 thenf(500) 
= 5. ma is the adduct ion mass. as previously defined. It will 
be shown below that the function F has its maximum value 
when M* = the actual value of M. the parent mass of the ions 
of the peaks in the sequence. Thus. evaluating F at all values 
of M* with 0 ~ M* ~ ro yields a transformed or "deconvoluted" 
spectrum. in which the peak with maximum height corre
sponds to the parent species with a single massless charge. 
An example will make it clear how the deconvolution algor
ithm reconstructs the parent peak from the sequence. For 
simplicity we assume m, = O. Figure 4a shows a hypothetical 
measured spectrum f generated by charging a molecule with 
mass M with from 5 to 15 massless adduct ions such that the 
height is unity for every peak in the sequence. These 
"measured" peaks occur at M16, M17, ...• M115. If F is 
evaluated at M* = M the following sum is obtained: 

F(M) = f( ¥) + f( ¥) + ... + f( ¥) + f( ¥) + .. , + 

f(*) + f(~) + ~~) + ... 

=0+0+ ... +0+1+ ... +1+0+0+ ... =10 

Thus, the function F has created a peak at the position M* 
= M with a height equal to the sum of the heights of the 
sequence peaks. As noted earlier we do not yet know how 
detector response depends on the number of charges per ion. 
In all the work discussed here we have assumed that the height 
of any peak in a measured spectrum is related to the abun-

dance of its ions by the same proportionality constant no 
matter how many charges are on those ions. 

If F is evaluated at M + " a position slightly larger than 
M, then F will be zero because (M + ,) does not correspond 
to the position of any of the sequence peaks. However, it is 
also apparent from the example that the function F will create 
peaks in the deconvoluted spectrum at more positions than 
at M* = M. At M* = (2/3)M the following sum results: 

Figure 4b shows the results of applying eq 8 to the spectrum 
of Figure 4a, an ideal sequence of multiply charged ions with 
6 ~ i ~ 15. It is a property of the spectrum resulting from 
the transformation F, as shown in Figure 4b, that it comprises 
a series of calculated peaks containing contributions from the 
actual peaks in an observed spectrum. By reference to the 
above procedure, it is easy to infer a number of general fea
tures of the deconvoluted spectrum. As we have already noted, 
its most prominent peak occurs when M* equals the parent 
mass M and has a magnitude equal to the sum of the mag
nitudes of the individual peaks in the sequence. The next 
highest peak occurs at M 12 and it is at most only half as high 
as the peak at M. In general there are peaks at (k I i)M, where 
imm ~ i ~ im", and k is any integer. In the sequence of "side 
peaks" on either side of the parent peak those closest to the 
parent (maximum) peak M occur at «im", ± 1)1 imax)M where 
i max is the highest number of charges on a single ion. The 
position of these closest side peaks is indicated by arrowheads 
in Figure 4b. The height of these side peaks is a factor of 
1 I (im", - i min) smaller than the height of the molecular peak 
at mass M. It also turns out that the deconvoluted spectrum 
is periodic in M. This periodicity may be viewed physically 
as being due to synthetic "overtones" of the basic spectrum 
corresponding to doubling, tripling, etc. of both the parent 
mass and the number of charges on each peak, and a difference 
of 2. 3, etc. in the i values of adjacent peaks. 

The transformed spectrum changes somewhat in appear
ance if finite resolution and background are taken into ac
count. To simulate these effects, the shapes of individual 
peaks in the sequence of Figure 4a are represented in Figure 
5a by isosceles triangles with a relative full width at half height 
(fwhh) of 0.005. Furthermore, a constant background of 10% 
of the peak height was introduced. The consequences of this 
treatment are seen in Figure 5b. There is a progressive in
crease in the magnitude of the "side peaks" because the 
nonzero peak width in the observed spectrum results in a 
contribution to F at ml z values on either side of the peak 
centers. The steady increase in the "base line" is caused by 
more frequent sampling of the background at higher values 
of M*. 

This "deconvolution algorithm" has been programmed for 
both an IBM-AT clone and a Macintosh SE. It was applied 
to the eight experimental spectra shown in Figure 1 with the 
assumption that ma = 1. Computation time was usually less 
than 1 min. Each mass spectrum was represented by 1150 
points for a full scan. In the algorithm a linear interpolation 
between adjacent data points was used. It should be pointed 
out that this algorithm needs no a priori information about 
charge states or the number of peaks in the sequence. The 
only instruction specific to a particular spectrum is the range 
of m I z in the "window" that spans the peaks to be deconvo
luted. Thus the summation of eq 8 goes only from the mi
mimum to the maximum values of ml z within this window. 
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Table IV. Summary of Values for Molecular Weight (M) from the Spectra in Figure I' 

Md (by 
Mr (unweighted av) M.2 (weighted av, p = 2) deconvolution) 

species M, Mr ± std dey t:J.M.r,% M w ,(2) b.Mw,(2)' % Md /:,Md' % 

insulin 5733 5734 ± 14 0.01 5740±12 0.12 5751 0.31 
cytochrome c 12360 12349±5 0.09 12350±4 0.08 12352 0.07 
lysozyme 14306 14324 ± 15 0.13 14329±1Q 0.16 14340 0.24 
myoglobin 16950 16906 ± 11 0.26 16904 ± 7 0.27 16927 0.26 
trypsin inhibitorb 20091 19990 ± 37 0.50 20001±28 0.45 20023 0.34 
a-chymotrypsinogen At 25656 26131 ± 22 1.8 26130 ± 22 1.8 25939 1.1 
carbonic anhydrase II 29006 28982 ± 16 0.08 28984± 12 0.08 29005 0.004 
alcohol dehydrogenase 39830 39859 ± 25 0.07 39871 ± 17 0.10 39876 0.12 

a All M values are isotope-averaged. Ms is from sequence (ref 10), Mr is unweighted avo Mw2 is weighted av (p = 2), b75% of the molecules 
are said to lack the terminal Leu (ref 10). If true in our sample, b.M's would be much smaller. cThis may be an atypical case since there are 
only four broad peaks to average and the mass window extends beyond mjz = 1500 (see Figure 1). However, the standard deviation 
indicates that the measurement error in this spectrum should be only slightly higher than in the other spectra. 
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Figure 5. (a) SynthetiC sequence of peaks whose shapes are ap
proximated by isosceles triangles (lwhh = 0.5 %). There is a constant 
background that is 10% of the peak height. (b) Transformation of (a) 
using eq 8. The mass scale is in units of the parent mass M. 

Such a limitation in the range of the summation reduces the 
noise in the transformed spectrum because background that 
lies outside the range of interest is not sampled. Figure 6a 
displays the result of applying the deconvolution procedure 
to the spectrum of cytochrome c in Figure 1. The transformed 
spectrum clearly shows the side peaks, the overtone period
icity, and the base line increase discussed above. The parent 
(largest) peak is magnified in Figure 6b by "zoom" expansion 
of the mass scale in its vicinity. Figure 7 shows the results 
of the same treatment for the case of a larger protein, carbonic 
anhydrase II (M = 29006). Widths at half maximum for both 
measured and deconvoluted peaks for the other spectra were 
usually about 1 %. Such large spreads resulted in part because 
effective resolution of our analyzer was only about 300. Table 
IV summarizes the results for molecular weight determination 
from the spectra in Figure 1. 

It is interesting to note that in general there is a region 
immediately around the parent peak that is free from artifacts 
of the deconvolution algorithm. As noted above, this region 
should extend from (im." - 1) / imox X M to limox + 1) / imru< X 

M, where imax is the maximum number of charges found on 
a molecule. In Figures 4 and 5 the boundaries of this region 
are marked by black triangles. In the deconvoluted cyto-
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Figure 6. (a) Deconvolution of the cytochrome c (M = 12360) 
spectrum of Figure 1 using eq 8 with m a = 1. The theoretical positions 
of the first side peaks are marked by dark triangles. (b) "Zoom" 
expansion of the spectrum in (a) for the mass range between 10000 
and 14 000. For explanation of the peak marked by the open triangle 
see text. 

chrome c spectrum (Figure 6), however, a small peak (marked 
with an open triangle) is observed about 340 mass units higher 
than the molecular peak. Detailed examination of the mea
sured spectrum reveals a small peak just above each main peak 
in the sequence whose position agrees with the peak found 
in the deconvolution. This observation indicates that the 
algorithm can readily detect small peaks close to a parent peak 
that may be due, for example, to parent species variants with 
slightly different masses. 

The question arises as to the complications introduced when 
two or more parent species are present in the sample. In some 
preliminary experiments, with mixtures having two compo
nents, e.g. cytochrome c and myoglobin, we have been able 
to resolve their spectra sufficiently to obtain mass values with 



1708 • ANALYTICAL CHEMISTRY, VOL. 61, NO. 15, AUGUST 1, 1989 

10 

20000 

60 

26000 

30000 40000 

M 

28000 

M* (D) 

30000 
M* (D) 

32000 

50000 

34000 

Figure 7. Resufts as in Figure 6 of applying the deconvolution algorithm 
to the carbonic anhydrase II (M = 29006) spectrum of Figure 1. 

the same accuracy and confidence as if each component 
present had been separately analyzed. We plan further ex
periments with mixtures and will report on them later. 

IV. CONCLUSION 
Two procedures have been presented for interpreting 

spectra comprising sequences of peaks for multiply charged 
ions. One of them establishes unambiguously the number of 
charges for each measured peak and discriminates against 
background peaks that do not belong in the sequence. The 
relevant peaks can then be averaged with confidence to cal
culate the molecular weight. The other algorithm transforms 
a measured spectrum and yields directly the peak that would 
be expected for a parent species with a single massless charge. 
The methods complement each other. The averaging algor
ithm will be most useful in dealing with a noisy spectrum 
having relatively sharp peaks. It will also be the method of 
choice when a sequence contains only a few large peaks and 

many small ones because each peak can then be given the same 
weight in the averaging. A spectrum transformed with the 
deconvolution algorithm. on the other hand, in effect weights 
the sequence peaks by their relative magnitude and thus will 
be most responsive to those with large amplitudes. That 
algorithm retains some peak shape information and can also 
resolve mixtures. Often it may be appropriate to use both 
and to compare their results. For example, if one is not 
absolutely sure whether a particular peak M in the decon
voluted spectrum is the true parent, one could use the aver
aging algorithm to decide. Both algorithms discriminate ef
ficiently against background and use much of the information 
available in the measured spectrum. As we have demonstrated 
here, ES mass spectrometry combined with each of these 
procedures generally allows rapid and confident determination 
of molecular weights for large molecules with an accuracy of 
a few tenths of a percent or better, even with instruments of 
modest resolution. With suitable analyzers this accuracy could 
be significantly increased. 
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On-Line Electrochemistry IThermospray ITandem Mass 
Spectrometry as a New Approach to the Study of Redox 
Reactions: The Oxidation of Uric Acid 
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The electrochemical oxidation pathway of uric acid was de
termined by on-line electrochemlstry!thermospray!tandem 
mass spectrometry. I ntermedlates and products formed as 
a resuH of electrooxldatlon were monHored as the electrode 
potential was varied. Several reaction Intermediates have 
been Identilled and characterized by tandem mass spectrom
etry. The tandem mass spectrometric resuHs provide con
vincing evidence that the primary Intermediate produced 
during the electrooxldatlon of uric acid has a qulnonold dllmlne 
structure. The resuHs Indicate that once formed via electro
oxidation, the primary Intermediate can follow three distinct 
reaction pathways to produce the Identified final products. 
The IInal electrochemical oxidation products observed In these 
studies were urea, CO., alloxan, alloxan monohydrate, allan
toln, 5-hydroxyhydantoln-5-<:arboxamlde, and parabanlc acid. 
The solution reactions that follow the Initial electron transfer 
at the electrode are affected by the vaporizer tip temperature 
of the thermospray probe. In particular, H was found that at 
different tip temperatures either hydrolysis or ammonolysis 
reactions of the InHlal electrochemical oxidation products can 
occur. Most Importantly, the resuHs show that the on-line 
combination of electrochemistry with thermospray!tandem 
mass spectrometry provides otherwise difficult to obtain In
formation about redox and associated chemical reactions of 
biological molecules such as the structure of reaction Inter
mediates and products, as well as providing Insight Into re
action pathways. 

INTRODUCTION 
During the past 15 years, the redox chemistry of many 

natural and synthetic biologically active compounds including 
purines has been investigated by using electrochemical 
methods, frequently in combination with other analytical 
techniques. The premise of this work has been that the 
mechanisms observed electrochemically can provide insight 
into the biological redox reactions of these molecules (1-12). 
In the study of redox reactions, the most successful approaches 
have used modern electrochemical methods in combination 
(off-line) with high-performance liquid chromatography 
(HPLC) (5, 6), molecular spectroscopy (1, 2), and mass 
spectrometry (2, 4, 5). A combination of these techniques is 
often required because each technique provides only limited 
information; as a consequence, no one approach is suitable 
for all problems. 

The analysis of polar and involatile compounds by classical 
GC /MS methods requires derivatization of samples. The 
conditions and the time required for derivatization severely 
limit the use of GC/MS for the identification of electro
chemically generated intermediates. Only electrochemically 
generated compounds of sufficient stability can be analyzed 
by GC/MS (11, 12). 

* Authors to whom correspondence should be addressed. 

0003-2700/89/0361-1709$01.50/0 

Since the introduction of thermospray as a viable LC/MS 
interface (13), this technique has gained popularity as a soft 
ionization technique that gives primarily molecular weight 
information. Hambitzer and Heitbaum (14) were the first to 
successfully combine electrochemistry on-line with mass 
spectrometry via a thermospray LC/MS interface. These 
experiments demonstrated the potential for direct detection 
of electrochemically generated products by monitoring the 
formation of dimers and trimers upon the electrooxidation 
of N ,N-dimethylaniline at a Pt electrode. 

In a recent communication from this laboratory (15), it has 
been shown that the on-line coupling of electrochemistry with 
thermospray /tandem mass spectrometry (EC /TSP /MS /MS) 
can provide detailed redox information about biologically 
significant molecules by detecting intermediates and products 
formed upon electrooxidation. In addition, the use of tandem 
mass spectrometry allows identification of intermediates and 
products in a mixture on the basis of their characteristic 
daughter spectra, a feature important to the identification of 
structurally related metabolites (16, 17). The ability to obtain 
structural information of each component in an electrolysis 
mixture without chromatographic separation is a unique 
feature of EC/TSP /MS/MS. In fact, this allows the necessary 
time resolution to detect intermediates generated during 
electrooxidation. 

The electrochemical oxidation of uric acid has been ex
tensively studied (1, 4, 18). The information obtained in these 
studies indicates that the electrochemical and enzymatic 
catalyzed oxidations of uric acid proceed by similar, if not 
identical, chemical mechanisms (19). At pH 7.0 uric acid is 
known (1, 4, 11, 12) to undergo a 2e-, 2H+ electrochemical 
oxidation at ca. +0.40 V vs SCE to form an unstable inter
mediate with a proposed quinonoid diimine structure (Figure 
1). Evidence supporting the diimine formation includes the 
following: its reduction peak in cyclic voltammetry (4, 20), 
intermediates detected by thin-layer spectroelectrochemistry 
(12), and the identification of its partial hydrolysis product, 
the imine alcohol, by GC/MS (12) and recently by EC/ 
TSP /MS/MS (15). Controlled potential electrolysis reactions 
reveal that the final products are allantoin, 5-hydroxy
hydantoin-5-carboxamide, urea, and at pH <7.0, alloxan 
monohydrate and small amounts of parabanic acid (1). 

The objective of this study was 2-fold. Our major goal was 
to characterize the capabilities of EC/TSP /MS/MS for on
line characterization of dynamic reactions. Uric acid served 
as an ideal model and test system. Secondly, we verified that 
as a result of the coupling of electrochemistry with mass 
spectrometry, a complete interpretation of the complex redox 
chemistry of uric acid is possible. 

EXPERIMENTAL SECTION 
Apparatus. A Finnigan MAT TSQ 45 tandem quadrupole 

mass spectrometer equipped with a Vestee thermospray LC /MS 
interface and INCOS data system was used for all studies. The 
mobile phase was delivered by a LC·2600 ISCO syringe pump at 
a flow rate of 2.0 mL/min. Samples were injected with a 
Rheodyne (Model 7410) injector fitted with a 25-"L loop. AI-

© 1989 American Chemical Society 
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Figure 1. Formation of the primary oxidation intermediate of uric acid, 
which further reacts by nucleophilic addition. 

though the details of the ESA electrochemical cell (Bedford. MA) 
were described previously (15). it is important to note that the 
palladium reference electrode is a quasi-reference. The peak 
potentials (Ep) of uric acid and other compounds that were studied 
vs a palladium reference electrode correspond within ±50 m V to 
the Ep vs a saturated calomel reference electrode (SCE) under 
the conditions employed in these studies (0.1 M ammonium 
acetate supporting electrolyte). 

Reagents. Uric acid. 9-methyluric acid. allantoin, alloxan 
monohydrate, urea, and parabanic acid were obtained from Sigma 
(St. Louis, MO). The compounds were dissolved in, and then 
injected into, a mobile phase that consisted of 0.1 M ammonium 
acetate (pH ~7). Twenty-five microliters of a 100-ppm solution 
were injected. Methanol was not part of the normal mobile phase 
and was only added during certain experiments to determine if 
new intermediates and producte formed as a result of methanolysis 
reactions. For these experiments, percentages of methanol (>15% 
by volume) were required before methanolysis intermediates and 
products were observed. 

Mass Spectrometry. The thermospray interface (Vestee 
Corp., Houston, TX) was mounted on a triple-stage quadrupole 
mass spectrometer (Finnigan MAT Corp., San Jose, CA, Model 
TSQ 45). Two temperatures were monitored in the experiments: 
the vaporizer exit temperature (tip temperature) and the source 
block temperature. In the tip temperature profile studies, the 
tip temperature was varied while the source temperature was held 
constant at 290 C. At a flow rate of 2.0 mL/min, the typical 
operating temperatures were tip, 240 C, and source, 290 C. 
However, when 0.1 M ammonium acetate/methanol (pH 6.9, 
80/20, (v Iv»~ was used, the optimum operating temperatures were 
tip, 220 C, and source, 290 C. 

Time delay measurements were conducted by simultaneously 
triggering the mass spectrometer and the potentiometer. This 
was accomplished by modifying a circuit board in the mass 
spectrometer that controls acquisition and mass scanning so that 
the acquisition sequence began at the same time the potential 
pulse was applied. 

Both positive ion and negative ion thermos pray mass spectra 
were obtained by pulsed positive ion/negative ion chemical ion
ization (PPINICI). Typical conditions for TSP /MS were scan 
range m/z 125-300 in 0.3 s, electron multiplier voltage 1000 V, 
and preamplifier gain 108 V / A. Although the lower scan range 
limit of m/z 125 was normally used to avoid background inter
ference from the ammonium acetate reagent ions, several ex
periments using a lower scan limit of m/z 30 revealed several new 
products. Selected ion monitoring (SIM) of 1 amu wide windows 
for 100 IDS each was used for all quantitation studies. For MS/MS, 
the scan range and rates varied, depending upon the m/z of the 
parent ion. Collisionally activated dissociation (CAD) studies were 
carried out using nitrogen as the collision gas (2 mTorr) with a 
collision energy of 30 eV. 

The formation of the [M + Hj+ and [M - Hj- ions of uric acid 
was found to be very sensitive to thermospray conditions. The 
procedure used to promote the production of [M + Hj+ and [M 
- Hr ions of uric acid is as follows: (1) Aftar normal thermospray 
operation, the flow of the mobile phase is stopped, and the inlet 
of the vaporizer probe is fitted with a vacuum-tight plug. (2) The 
power applied to the vaporizer probe is reduced to zero, but the 
thermospray probe is allowed to remain inside the heated ther
mospray source to maintain thermal contact. (3) After about 1 

Table I. Quantitation Studies with EC/TSP/MS 

slope mol of product 
(peak formed/mol 

product ion monitored area/ng) of uric acid 

alloxan [M-CO,-Hr 2.47 X 10' 0.21 
monohydrate 

allantoin [M+Hj+ 3.52 X 10' 0.18 
urea [M+Hj+ 9.76 X 10' 0.17 

h, the tip temperature is increased to its normal value and the 
flow is resumed. The pseudomolecular ions of uric acid can then 
often be observed for about 30 min. It is important to note that 
when the [M + Hj+ and [M - Hr ions of uric acid are observed 
in this manner, the total reconstructed ion current (RIC) has 
increased as well. In other words, the overall sensitivity of 
thermospray has increased well above the level that was observed 
before shutting down. Unfortunately, this enhanced sensitivity 
gradually disappears «30 min). 

RESULTS AND DISCUSSION 
Sensitivity of Thermospray and Quantitation in 

EC /TSP (MS. Thermospray ionization results from the 
partial or complete vaporization of a liquid (generally an 
aqueous buffer) as it flows through a heated stainless steel 
capillary tube into a vacuum (13). Although the fundamental 
processes of thermospray ionization are not completely un
derstood, at least two different mechanisms, direct ion 
evaporation of preformed ions from the droplets and chemical 
ionization of neutral sample molecules by the ammonium 
acetate buffer, may be responsible for ion formation (21,22). 
Although direct ion evaporation may occur for any molecule 
that is ionized in aqueous solution, the conditions required 
to produce ions by direct ion evaporation may be different 
than those conditions that favor chemical ionization (CI). 
Because gas-phase ion/molecule reactions such as CI have 
been shown to influence the thermospray process (23-26), the 
production of sample ions will depend on experimental pa
rameters that affect the vaporization process. These param
eters include capillary diameter, tip temperature, and flow 
rate. The CI process will additionally be affected by gas-phase 
proton affinities, concentrations of various reagent ions, 
temperatures, and ion/molecule kinetics. Therefore, in order 
to obtain reproducible results, it is important to carefully 
control experimental operating conditions. 

In the thermos pray process, CI can produce sample ions 
via gas-phase reactions with reagent ions produced from the 
ammonium acetate buffer (without fIlament) if the conditions 
are favorable for gas-phase proton transfer. Hence, if am
monium acetate buffer is used, any compound (uncharged in 
solution) with a proton affinity less than that of NHs will not 
be observed as a protonated molecular ion (M + H)+; in 
negative ion thermospray, any compound with higher gas
phase proton affinity than the acetate ion will not form an 
(M - Ht ion. In addition, hydrogen-bonded adduct or cluster 
ions such as [M + NH4J+ and [M + CHsCOOj- can also form 
and provide useful molecular weight information. 

On-line quantitation experiments for allantoin, urea, and 
alloxan monohydrate indicated that plots of peak area versus 
amount of injected standard were often not linear over a 
lO-fold range (450 ng to 4 /Lg). No attempts were made to 
optimize thermos pray conditions to improve linearity or de
velop a quantitative method. These experiments were per
formed simply to provide estimates of conversion and yields 
of products as well as to demonstrate the compound-de
pendent nature of the thermospray technique. Selected ion 
monitoring was used because it provided increased sensitivity. 

Table I shows the slopes of the calibration curves for each 
standard as well as the estimated molar conversion of uric acid 
to product via on-line electrooxidation. The calculations were 



Table II. Positive and Negative Ions Identified in the 
Electrochemistry/Thermospray/Mass Spectra of Uric Acid 

m / z identity 

Positive Ions 
45 [C02 + H]+ 
61 [urea + Hj+ 

120 [urea + acetamide + H]+ 
121 [urea + urea + H]+ 
134 [5-hydroxyhydantoin + NH,]+ 
141 [bicyclic imidazolone + H] + 
143 [alloxan + H]+ 
158" [2-oxo-4-imino-5-ureidoimidazolidine + H]+ 
159 [allantoin + H]+ 
169 [uric acid + H]+ 
176 [allantoin + NH,]+ 
177 [5-hydroxyhydantoin-5-carboxamide + NH,]+ 
184" [imine amine + Hl+ 
200 [bicyclic imidazolone + acetamide + Hl+ 
201" [imine amine + NH4]+ 

Negative Ions 
88 [oxamic acid - Hr 

113 [parabanic acid - Hr 
115 [alloxan monohydrate - CO2 - Hr 
139 [bicyclic imidazolone - Hr 
141 [alloxan - Hr 
156" [2-oxo-4-imino-5-ureidoimidazolidine Hl-
157 [allantoin - Hr 
158 [5-hydroxyhydantoin-5-carboxamide - Hr 
167 [uric acid - Hr 
175 [alloxan monohydrate - CO2 + acetater 
182 [imine amine Ht 
183 [imine alcohol - Hr 
201 [alloxan + acetate]-

"Produced in ammonolysis reactions at tip temperatures <240 
°C. 

based on the total number of moles of uric acid injected. In 
the EC /TSP mass spectra of uric acid, the ions corresponding 
to a11antoin, urea, and alloxan monohydrate are of low relative 
abundance (ca. 30%). However, on a molar basis they account 
for over 50% of the products and intermediates generated. 
Therefore, it is clear that intermediates or products that are 
of much higher abundance in the EC /TSP mass spectra such 
as the imine alcohol and the bicyclic imidazolone are ionized 
more efficiently. 

The diameter of the stainless steel capillary inside the 
vaporizer probe appears to play an important role in the 
vaporization and subsequent ionization processes of uric acid. 
When the procedure described in the Experimental Section 
is used, it is reasonable to propose that the diameter of the 
capillary is reduced by partial clogging due to the deposition 
of involatile residue from the mobile pbase or uric acid, which 
itself has low solubility. No significant increase in pump back 
pressure is observed when the procedure described is followed. 
We propose that the reduction of the diameter of the capillary 
produces smaller droplets, which evaporate more efficiently. 

Effect of Temperature and Mobile Phase on Electro
chemistry /Thermospray Mass Spectra. Optimum con
ditions for the operation of the thermospray interface, such 
as tip temperature, are traditionally obtained by maximizing 
the solvent-buffer ion intensities for a given flow rate (13,27, 
28). Under the conditions employed in this study, a maximum 
solvent-buffer ion intensity is obtained at a tip temperature 
of ca. 240 C for a flow rate of 2.0 mL/min. As expected, this 
tip temperature also produces the most intense reconstructed 
ion current for samples in EC/TSP /MS. However, in this 
study we have also identified ions that have maximum re
sponses at lower tip temperatures. At tip temperatures lower 
than 240 C, additional ions such as 158+, 184+, and 182- are 
observed in the EC /TSP mass spectra of uric acid which 
correspond to intermediates formed from ammonolysis re-
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actions (Table II). The relative mass spectral abundances 
of the ions corresponding to the ammonolysis products 
(Figures 2 and 3) vary dramatically over a 20°C range in tip 
temperature from 230 to 250°C. This indicates that the 
ammonolysis reactions may occur inside the vaporizer probe 
(29). 

The imine double bonds of the primary diimine interme
diate make it very susceptible to nUcleophilic attack by species 
such as H20, NH3, methanol, and methylamine (Figure 1). 
Reactions in which water acts as a nucleophile are well doc
umented (1). Attack by one molecule of water produces the 
hydrolysis intermediate (MW 184), and attack by one molecule 
of ammonia will, in analogy, produce the ammonolysis in
termediate (MW 183). If the mobile phase contains methanol 
as an organic modifier, then the diimine can also react with 
one molecule of methanol to produce the methanolysis in
termediate (MW 198). As shown in Tables II-IV, EC/ 
TSP /MS and EC/TSP /MS/MS experiments have identified 
each of these intermediates produced by nucleophilic attack 
by mobile-phase components on the quinonoid diimine fol
lowing the electrooxidation of uric acid. In contrast to previous 
off-line studies (4, 12), this discovery provides convincing 
evidence to support a quinonoid diimine intermediate after 
a 2e-, 2H+ electrooxidation of uric acid. 

As can be seen in Figure 2, the intermediates formed as a 
result of hydrolysis and ammonolysis reactions of the qui-
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nonoid diimine (Figure 1) of uric acid have very different 
optimum tip temperatures. At tip temperatures >240 C, the 
base peak in the negative ion EC/TSP mass spectrum is m/z 
183 corresponding to the [M - Hj- of the imine alcohol hy· 
drolysis intermediate. However, when the tip temperature 
is lowered to 231 C, the base peak in the negative ion EC /TSP 
mass spectrum is m/z 182 corresponding to the imine amine 
ammonolysis intermediate. Figure 3 illustrates the tip tem
perature dependence of hydrolysis and ammonolysis reactions 
of another intermediate, the bicyclic imidazolone (Figure 4). 
The positive [M + Hj+ ion at m/z 158 results (Figure 4) from 
an ammonolysis reaction to form 2-oxo-4-imino-5-ureido
imidazolidine, while the positive ion at m / z 159 results from 
a hydrolysis reaction of the bicyclic imidazolone to form al
lantoin, the expected final oxidation product of uric acid. 
Hydrolysis reactions of intermediates following the electro
chemical oxidation of uric acid (Figure 1) are well-known (1); 
therefore, the formation of ammonolysis products under 
EC /TSP /MS conditions is not surprising, but has not been 
previously reported. 

Mass Spectrometric Hydrodynamic Voltammograms. 
The on-line combination of electrochemistry with mass 

spectrometry has been shown to be an extremely powerful tool 
because of its ability to provide molecular weight information 
about electrochemically generated intermediates/products (14, 
15). If the mass spectrometer used is specifically designed 
to perform MS/MS experiments, then important structural 
information of the intermediates/products can be obtained 
(15). Another important use of on-line EC/TSP /MS or 
EC/TSP /MS/MS demonstrated in this paper is in the 
monitoring of individual species (reactants, intermediates, or 
products) as a function of electrode potential. Although 
similar information may be obtained by on-line UV-vis 
spectrophotometry (spectroelectrochemistry) (12), MS/MS 
is much more likely to permit unambiguous monitoring and 
identification of individual species. 

Figure 5 illustrates the mass spectrometric hydrodynamic 
voltammograms of uric acid obtained by EC/TSP /MS. As 
shown by the cyclic voltammogram obtained under normal 
conditions, oxidation of uric acid begins to occur at ca. +0.0 
V and is nearly complete at ca. +0.40 V. This process can also 
be monitored by mass spectrometry as shown in Figure 5 by 
noting the intensity of the [M - Hr ion of uric acid at m/z 
167 as a function of the electrode potential. The intensity 
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of the 16T ion decreases due to the oxidation as the electrode 
potential is increased, and the intensity of the ions corre
sponding to intermediate (imine alcohol, [M - Hl- m / z 183, 
Figure 5) and product (allantoin, [M - Hr m/z 157, Figure 
5) of uric acid oxidation increases with increasing electrode 
potential. However, a steady-state situation develops for all 
ion intensities at potentials >+0.40 V due to the hydrodynamic 
flow of reactant. It has been shown that steady-state behavior 
will be produced in all forms of hydrodynamic voltammetry 
operating in the limiting current region (30). Similar hy
drodynamic voltammograms are produced in electrochemical 
HPLC detectors. The design of the cell and the high flow rates 
(2.0 mL/min) used in these studies will contribute to the 
steady-state behavior observed. As can be seen in Figure 5, 
at potentials >+0.40 V the 167- ion drops to ~ 15% of its 
original intensity at -D.10 V, indicating that high coulometric 
efficiencies (ca. 85%) can be obtained with this system. As 
expected, the formation of the secondary intermediate, the 
imine alcohol (MW 184), and the final product, allantoin (MW 
158), also reaches a steady-state level at ca. +0.40 V. In theory 
(30), the plateau region that beings at +0.40 V in the mass 
spectrometric hydrodynamic voltammogram of uric acid 
should roughly correspond to the peak potential of ca. +0.40 
V vs Pd obtained in a cyclic voltammetric experiment. As 
can be seen in Figure 5, the beginning of the steady-state 
response obtained in the mass spectrometric hydrodynamic 
voltammogram is in excellent agreement with the peak po
tential obtained in cyclic voltammetry. 

Time Resolution of EC/TSP /MS. One attractive feature 
of an on-line electrochemistry/identification system is the 
opportunity to attain sufficient time resolution to detect 
short-lived intermediates. The delay time (dead volume) 
between the electrochemical cell and the mass spectrometer 
is therefore an important parameter and should be as small 
as possible. Increased dead volume after the cell will not only 
degrade the time resolution, but will also decrease the prob
ability of detecting important intermediates. 

The delay time of our on-line system was determined by 
two different methods. A delay time of 500 ms at 2.0 mL/min 
was determined by summing the volume of tubing after the 
cell (15/LL). The second method used to determine this delay 
time involved applying a square wave potential step from an 
initial potential of -250 m V to a final potential of +800 m V 
for a duration of 500 ms. After 500 ms, the potential was 
stepped back to the initial potential of -250 m V. Figure 6 
illustrates the effect of this potential step experiment on the 
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relative intensity of an ammonolysis intermediate, [M - Hr 
at m/z 196, produced during the oxidation of 9-methyluric 
acid (MW 182). 9-Methyluric acid and uric acid undergo the 
same oxidation/diimine hydrolysis reactions (1). The sample 
flow rate was 2.0 mL/min, and the intermediate monitored 
was the partial anunonolysis product of the diimine (MW 197). 
As can be seen in Figure 6, the delay time before the mass 
spectrometer starts to respond to the formation of this sec
ondary intermediate is 520 ms, which agrees very well with 
the time delay of 500 ms calculated from tubing volume. The 
peak half-widtb of 500 ms equals the pulse duration. The peak 
tails, possibly due to adsorption of the intermediate on the 
electrode surface. 

Characterization of Electrochemical Oxidation 
Products by Tandem Mass Spectrometry. To obtain 
structural information about reactants and products during 
electrochemical oxidation, tandem mass spectrometry 
(MS/MS) was used to produce structurally significant 
daughter ions by collisionally activated dissociation (CAD) 
of selected parent ions. MS /MS provides not only structural 
information but an additional separation stage that enables 
coeluting components in the electrolysis mixture to be iden
tified. 

Figure 7a illustrates the daughter spectrum of the positive 
ion at m/z 184 ([M - Hl+ of the imine amine in Figure 4, the 
ammonolysis product of the diimine) and is an excellent ex
ample of the structural information that can be obtained by 
MS/MS. Neutral losses of 17 (NH3) are common for [M + 
Hl+ ions of compounds that contain a primary amine. Al
though this information is important, additional information 
is obtained when consecutive neutral losses occur. Thus, the 
184+ ion initially fragments to 167+ (loss of NH3) , which must 
therefore correspond to the protonated quinonoid diimine 
(MW 166) and which is further fragmented to the 124+ ion 
(loss of CONH). The parent 184+ ion can also initially 
fragment to 141+ (loss of CONH). Both the 141+ and 124+ 
ions undergo further consecutive fragmentations which were 
used to elucidate the structure of the parent ion. 

The daughter spectra of an [M + Hl+ ion and of its com
plementary [M - Hl- ion are often very different. The dif
ferences in fragmentations between [M + Hl+ and [M Hr 
ions can be explained in part by the location of the charge 
and the stability of the ion. The differences can be illustrated 
by comparing the daughter spectrum of the positive ion at 
m/ z 184 described previously with the daughter spectrum of 
its complementary [M - Hr ion at m/z 182 (Figure 7b). The 
[M - Hr ion at m / z 182 initially fragments with a neutral 
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Table III. Positive Ion Daughter Mass Spectra of 
Identified Oxidation Intermediates and Products of Uric 
Acid 

m/z (% RA) structure correlation 

[M + Acetamide + Hj+ Adduct Ion of Urea at m/z 120 
120 (4) parent ion 
61 (100) loss of acetamide from 120+ 
60 (36) loss of urea from 120+ 

[2M + Hj+ Dimer of Urea at m/z 121 
121 (3) parent ion 
61 (100) loss of urea from 121+ 
44 (6) loss of NH3 from 61+ 

[M + Hj+ Ion of Bicyclic Imidazolone at m/z 141 
141 (80) parent ion 
98 (10) loss of CONH from 141+ 
71 (15) loss of HCN from 98+ 
70 (12) loss of CO from 98+ 
55 (8) loss of CONH from 98+ 
43 (100) loss of HCN from 70+ 

[M + Hj+ Ion of 2-0xo-4-imino-5-Ureidoimidazolidine at m/z 
158 

158 (10) 
141 (50) 
ll5 (12) 
98 (100) 
71 (15) 
61 (70) 
55 (25) 
44 (20) 
43 (15) 

parent ion 
loss of NH3 from 158+ 
loss of CONH from 158+ 
loss of NH3 from ll5+ 
loss of HCN from 98+ 
loss of 97 from 158+ 
loss of CONH from 98+ 
loss of NHa from 61+ 
loss of CO from 71+ 

[M + Acetamide + Hj+ Adduct Ion of Bicyclic Imidazolone at 
m/z 200 

200 (3) 
141 (100) 
98 (8) 
70 (8) 
60 (3) 
43 (10) 

parent ion 
loss of acetamide from 200+ 
loss of CONH from 141+ 
loss of CO from 98+ 
loss of 140 from 200+ 
loss of HCN from 70+ 

[M + NH,j+ Adduct Ion of Imine Amine at m/z 201" 
201 (1) parent ion 
184 (35) loss of NH3 from 201+ 
167 (35) loss of NH3 from 184+ 
141 (100) loss of CONH from 167+ 
124 (8) loss of CONH from 167+ 
ll4 (5) loss of HCN from 141+ 
98 (10) loss of CONH from 141+ 
71 (3) loss of HCN from 98+ 
70 (5) loss of CO from 98+ 
55 (8) loss of CONH from 98+ 
43 (4) loss of CO from 71+ 

(l Produced in ammonolysis reactions at tip temperatures <240 
"C. 

loss of 43 (CONH) to produce the 139- ion. The 139- ion 
undergoes competitive fragmentations to produce the UZ- ion 
(loss of HCN), the Ul- ion (loss of CO), and the 90' ion (loss 
of CONH). The negative daughter ion at mj z 96 undergoes 
further consecutive fragmentations with two losses of HCN 
to produce the 4Z- ion. As can be seen in Figure 7, the positive 
and negative ion daughter spectra provide structural infor
mation that is complementary. For example, only the [M + 
Hj+ ion fragments with a loss of NH3, indicating the presence 
of a primary amine. The daughter spectrum of the [M + Hj+ 
ion also clearly shows the presence of three CO groups. This 
important piece of structural information is confirmed by the 
daughter spectrum of the [M - Hj- ion. 

Other examples of structure elucidation with ECjTSP j 
MSjMS are summarized in Tables III and IV. Each of the 
identified ions listed in Tables III and IV produces a unique 
fragmentation pattern that is characteristic of its structure 
and that provides the necessary structural information to 
permit structure elucidation of the parent ion. Losses of small 

Table IV. Negative Ion Daughter Mass Spectra of 
Identified Oxidation Intermediates and Products of Uric 
Acid 

m/z (% RA) structure correlation 

[M - Hr Ion of Oxamic Acid at m / z 88 
88 (100) parent ion 
44 (70) loss of CO, from 88-

[M - Hr Ion of Bicyclic Imidazolone at m/z 139 
139 (100) parent ion 
96 (25) loss of CONH from 139-
69 (25) loss of HCN from 96-
42 (60) loss of HCN from 69-

[M - Hr Ion of Alloxan at m/z 141 
141 (100) parent ion 
98 (40) loss of CONH from 141-
42 (20) loss of 99 from 141" 

[M - Hr Ion of 5·Hydroxyhydantoin·5·carboxamide at m/z 158 
158 (50) parent ion 
140 (5) loss of H,O from 158-
ll5 (100) loss of CONH from 158-
97 (15) loss of H,O from ll5-
72 (5) loss of CONH from ll5-
59 (3) urea anion 
42 (20) loss of ll5 from 158-

[M - Hr Ion of tbe Imine Alcohol at m/z 183 
183 (25) parent ion 
140 (100) loss of CONH from 183-
ll2 (8) loss of CO from 140-
97 (90) loss of CONH from 140-
69 (3) loss of CO from 91' 
42 (8) loss of HCN from 69-

[M Hr Ion of Methanolysis Intermediate at m/z 197 
197 (50) parent ion 
196 (20) loss of H· from 191' 
182 (10) loss of CH3· from 197-
165 (8) loss of CH,DH from 197-
154 (100) loss of CONH from 191' 
153 (10) loss of CONH from 196'-
139 (15) loss of CH3· from 154-
127 (15) loss of HCN from 154-
126 (15) loss of CO from 154-
122 (10) loss of CH30H from 154-
III (10) loss of CONH from 154-
97 (8) loss of CON· from 139'-

[M + Acetater Adduct Ion of Alloxan at m/z 201 
201 (1) parent ion 
141 (100) loss of acetic acid from 201" 
98 (4) loss of CONH from 141" 
59 (4) loss of 142 from 201-
42 (10) loss of 99 from 141-

neutral molecules such as NH3, CONH, HCN, CO, or H20 are 
common during the CAD of even-electron species such as [M 
+ Hj+ and [M - H)" ions, as can be seen from Tables III and 
IV. 

The amount (percent relative abundance) of the parent ion 
remaining after the CAD process depends on parameters such 
as collision gas pressure and collision energy as well as the 
stability of the parent ion. The conditions used in this study 
caused almost complete fragmentation (~5 % of the parent 
ion remaining) of hydrogen-bonded adduct ions such as [M 
+ NH.r, [M + CH3COOr, and [M + CH3CONH,j+, resulting 
in daughter spectra that contained as their base peak the [M 
+ Hj+ or [M - Hj- ion with a corresponding neutral loss of 
the adduct group (Tables III-V). 

For those products (alloxan monohydrate, allantoin, urea, 
and parabanic acid) that were commercially available, MS jMS 
was used to confirm their presence in the EC jTSP mass 
spectra. This was accomplished by comparing the daughter 
spectra of authentic standards with the daughter spectra of 
electrochemically generated products. These comparisons are 
shown in Table V. The agreement between daughter ion 
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abundances of standards and electrochemically generated 
products was generally ±20% relative abundance, as shown 
in Table V. 

Characterization of the Electrochemical Reaction 
Pathway by TSP IMS IMS. As is clear from the preceding 
discussion, in order to fully characterize the intermediates and 
products formed following an electrochemical reaction, both 

the positive ion and negative ion mass spectra must be con
sidered. This is especially true for compounds formed that 
have favorable proton affinities to produce only an [M + Hj+ 
or [M - Hr ion (through proton abstraction by acetate). Still 
other compounds can undergo both reactions. As shown in 
Figure 7, the latter case is ideal for the identification of un
known reaction intermediates, because not only is the mo-
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Table V. Comparison of Daughter Spectra of Authentic 
Standards and Electrochemically Generated Products 

mlz (0/, RA) 

EC 
authentic generated 

compd ion standard product 

urea [M+HJ+ 61 (100) 61 (100) 
(MW60) 60 (12) 60 (12) 

44 (80) 44 (80) 
43 (5) 43 (5) 

parabanic acid [M Ht 113 (100) 113 (100) 
(MW 114) 85 (10) 85 (4) 

42 (65) 42 (60) 
allantoin [M-Ht 157 (90) 157 (80) 

(MW158) 140 (10) 140 (10) 
114 (95) 114 (100) 
97 (100) 97 (80) 
71 (10) 71 (8) 
59 (12) 59 (20) 
42 (30) 42 (30) 

alloxan [M - CO2 + acetatet 175 (3) 175 (3) 
monohydrate 115 (100) 115 (100) 
(MW 160) 97 (3) 97 (3) 

72 (6) 72 (6) 
59 (6) 59 (6) 

lecular weight confirmed but additional structural information 
is often obtained as discussed above. 

Figure 8 illustrates typical electrochemistry jthermospray 
positive ion and negative ion mass spectra of the oxidation 
intermediates and products of uric acid. Table II summarizes 
the molecular, adduct, and fragment ions identified which are 
marked with an asterisk in Figure 8. Figure 4 shows the 
oxidation pathway of uric acid, which is based on these 
ECjTSPjMSjMS results. As can be seen in Figure 4 and 
Table II, the intermediates resulting from partial hydrolysis 
(MW 184) and partial ammonolysis (MW 183) of the quino
noid diimine have been positively identified by their respective 
fragmentation patterns in ECjTSPjMSjMS. 

As can be seen in Figure 4, the formation of parabanic acid 
from 5-hydroxyhydantoin requires a second oxidation step. 
Because the quinonoid diimine must undergo several hy
drolysis reactions followed by ring opening before 5-
hydroxyhydantoin is produced, the production of parabanic 
acid from 5-hydroxyhydantoin requires each of these inter
mediates to remain near or at the electrode surface in order 
for the second oxidation to occur. During off-line bulk elec
trolysis of uric acid, the formation of parabanic acid is ob
served because of long electrolysis times in a closed system. 
However, in a flowing system, because the material is con
tinuously swept out of the electrochemical cell by the mobile 
phase, parabanic acid will not be produced unless the hy
drolysis reactions and ring openings occur on a very short time 
scale. Adsorption was considered to playa role in the de
tection of parabanic acid, and the mass chromatograms were 
examined to determine if any significant time delay existed 
between the detection of the [M - Hl- ion of the imine alcohol 
at mjz 183 and the [M - Hl- ion ofparabanic acid at mjz 113. 
The mass chromatograms revealed no significant time delay 
between tbe mass spectrometric detection of the negative ions 
at mjz 183 and mjz 113. This information and time resolution 
measurements indicate that both species are not adsorbed. 
Therefore, it is difficult to explain how parabanic acid is 
produced by direct oxidation. 

The identified products, which are listed in Table II, include 
allantoin, 5-hydroxyhydantoin-5-carboxamide, parabanic acid, 
and alloxan monohydrate, all of which were identified in 
previous off-line studies (1, 12) as the final electrochemical 
oxidation products of uric acid. The positive ions at mjz 159 
[M + Hl+ and mjz 176 [M + NH.l+ shown in Figure 8a and 

the negative ion at m j z 157 [M - H]" shown in Figure 8b are 
due to allantoin (MW 158). As can be seen in Figure 4, the 
ions 139- and l41 + must result from the imine alcohol hy
drolysis intermediate (MW 184) or the imine amine ammo
nolysis intermediate (MW 183), which has undergone ring 
contraction to produce the bicyclic imidazolone (MW 140). 
Hydrolysis of the bicyclic imidazolone intermediate (MW 140) 
accompanied by ring opening produces allantoin. The ions 
158+ and 156" indicate ammonolysis reactions can also occur 
with the bicyclic imidazolone (Figure 4) to form 2-oxo-4-im
ino-5-ureidoimidazolidine (MW 157) with a structure similar 
to that of allantoin. 

The results tabulated in Table II include those ions iden
tified when the lower mjz limit was decreased from 120 to 
35. Additional ions such as 61 +, 45+, and 88- are detected with 
the lower scan limit (not shown in Figure 8). The positive 
ion at mjz 61 corresponds to the [M + Hj+ of urea. Urea (MW 
60) is produced during the formation of alloxan. The 121+ 
ion has been identified by MSjMS (Table III) as a proton
bound dimer of urea. Proton-bound dimers have been de
tected in TSP JMS (24, 25), and their formation has been 
observed to be dependent on the analyte concentration. The 
negative ion at mjz 88 has been identified as [NH2COC02]", 

the [M - Hl- ion of oxamic acid (MW 89), which results from 
thermal decomposition of parabanic acid (Table IV). 

Table II shows several acetamide adduct ions that have been 
identified. Smith et al. (25) noted intense (M + 60)+ ions for 
several amino acids studied by TSP JMS, but could not rea
sonably explain this. It is known (31) that acetamide is formed 
during the dehydration of ammonium acetate; hence the 
formation of such adduct ions is not surprising. Although the 
acetamide reagent ion, 60+, is produced during the ther
mospray process, the formation of acetamide adducts, as with 
any adducts, will depend on the basicity of the analyte and 
the conditions in the TSP source. 

The ions 143+ and 141- (Table II) have been identified as 
[M + Hl+ and [M - Hl- of alloxan (MW 142). Although only 
alloxan monohydrate could be obtained as a standard (Table 
V), the presence of alloxan was inferred from the fragmen
tation pattern in the daughter spectrum. Alloxan mono
hydrate (MW 160) is produced from the hydrolysis of alloxan 
and is the only product identified thus far that does not yield 
an (M + H)+ or an (M - Ht ion (Table V); instead it is 
decarboxylated to produce an (M - CO2 - HJ" ion at mj z 115 
and an (M - CO2 + CH3COO)- ion at mjz 175. When au
thentic alloxan monohydrate is analyzed by TSP JMS, the 
sample is completely decarboxylated to produce the negative 
ions at mjz 115 and 175 (Table V). Because neither an (M 
+ H)+ nor an (M - HJ" ion is observed, these ions are most 
likely the result of thermal decomposition occurring inside 
the thermospray vaporizer probe or source, rather than a 
(gas-phase) mass spectrometric fragmentation of the [M - Hl
or [M + CH3C001- ion. In addition, it is unlikely that a 
weakly held hydrogen-bonded acetate adduct would remain 
intact if acetate attachment occurred prior to decarboxylation 
(mass spectrometric fragmentation). 

CONCLUSIONS 

The on-line combination of electrochemistry with ther
mospray jtandem mass spectrometry has provided valuable 
information about the biologically relevant redox reactivity 
of uric acid. The main goal, however, was to demonstrate the 
feasibility and capabilities of this approach as well as to 
evaluate the potential limitations. In spite of the complexity 
of the reactions following the electrochemical oxidation of uric 
acid, ECjTSP jMSjMS allows positive identification of in
termediates and products. Although the positive and negative 
ion mass spectra were extremely helpful in final identification 
by providing molecular weight information, structural as-



signments required MS /MS because the soft nature of 
thermos pray ionization causes little fragmentation. 

All of the previously reported major products of uric acid 
and several of the intermediates have been identified and 
characterized by EC/TSP /MS/MS. The intermediates re
sulting from partial hydrolysis (MW 184) and partial am
monolysis (MW 183) of the quinonoid diimine have been 
positively identified by their fragmentation patterns. In ad
dition, the ions 139- and 141+ in the EC /TSP /MS spectra 
must result from the hydrolysis intermediate (MW 184) un
dergoing ring contraction followed by decarboxylation, which 
produces the bicyclic intermediate. Identification of this 
bicyclic intermediate confirms that uric acid can follow three 
different reactions pathways after electrooxidation. Work is 
now in progress to determine on-line the enzymatic oxidation 
pathway of uric acid by thermospray /tandem mass spec
trometry and to compare it with the results of the electro
chemical oxidation. 

It is important to recognize that it is the unique operating 
conditions of EC/TSP /MS/MS which make it possible to 
detect intermediates as well as final products after electro
oxidation. First, the thermospray interface allows direct on
line coupling of the solution-phase electrochemical cell to the 
mass spectrometer, permitting short-lived intermediates to 
be observed. Second, MS/MS makes it possible to determine 
the structure of each of the mixture components, which 
produce only molecular ions in TSP. 

Because the temperature conditions during thermospray 
change in 500 ms from 25 to 250 cC, the rate constants for 
the disappearance of intermediates cannot be readily com
pared to values obtained by room-temperature methods such 
as spectroelectrochemistry. For example, the imine alcohol 
intermediate (MW 184) has a half-life estimated by spec
troelectrochemistry of ca. 2 min in solution at 25 C. If this 
rate constant remained unchanged under the elevated tem
peratures in EC /TSP /MS and with a time delay of only 500 
ms, it would not be possible to observe any final products. 
Therefore, it can be expected that many if not all rate con
stants will be different under EC /TSP /MS conditions. 
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Determination of Serum Cholesterol by a Modification of the 
Isotope Dilution Mass Spectrometric Definitive Method 

Polly Ellerbe,' Stanley Meiselman, Lorna T, Sniegoski, Michael J, Welch, and Edward White V 

Center for Analytical Chemistry, National Institute of Standards and Technology (formerly National Bureau of 
Standards), Gaithersburg, Maryland 20899 

An Isotope dilution mass spectrometric (ID/MS) method for 
cholesterol is described that uses capillary gas chromatog
raphy with cholesterol-13C 3 as the labeled Internal standard. 
Labeled and unlabeled cholesterol are converted to the trl
methylsllyl ether. Combined capillary column gas chroma
tography and electron impact mass spectrometry are used to 
obtain the abundance ratio of the unlabeled and labeled [M+'] 
Ions from the derivative. Quantltatlon Is achieved by mea
surement of each sample between measurements of two 
standards whose unlabeledllabeled ratios bracket that of the 
sample. Seven pools were analyzed by this method: stand
ard reference material (SRM) 1951, which consists of three 
frozen serum pools with low, medium, and high levels of 
cholesterol; SRM 1952, which consists of three freeze-dried 
serum pools with low, medium, and high levels of cholesterol; 
and SRM 909, a freeze-dried serum pool. The method Is a 
motZificatlon of our original definitive method for cholesterol. 
The modified method uses much beller chromatographic 
separations to assure specificity and a new method of Im
plementing selected Ion monitoring on a magnetic mass 
spectrometer to obtain high-precision measurements of Ion 
Intensity ratios on narrow gas chromatographic peaks. The 
modified method has a coefficient of variation (CV) of 0.22%, 
which Is an Improvement over the original method's CV of 
0.36%. The measurements were found to be free of Inter
ference. The high preciSion and absence of bias qualify this 
method as a candidate definitive method. 

Heart disease is the number one cause of death in the 
United States, and epidemiologic studies have shown a strong 
correlation between coronary heart disease and blood chole· 
sterol levels. Therefore, a major effort, directed by the 
Cholesterol Education Panel of the National Institutes of 
Health, is under way to educate physicians and the general 
public on the importance of having one's blood cholesterol 
measured and of taking corrective action if the level is ele· 
vated. 

A wide variety of methods and instrumentation is used to 
measure serum cholesterol, and the results vary considerably. 
Proficiency testing programs of clinical laboratories have 
shown large discrepancies in cholesterol results among the 
laboratories (1). For the cholesterol education program to be 
effective, the measurements must be accurate enough to allow 
for proper diagnosis and long-term monitoring. An accuracy 
base in the form of serum-based materials with known con
centrations of cholesterol can provide laboratories with an 
important component in assuring that patients' samples are 
accurately measured. To this end, a method of demonstrated 
accuracy and high precision, I.e., a definitive method, is 
necessary. Universal acceptance of the requirements for a 
method to be called definitive has not been achieved. The 
National Committee for Clinical Laboratory Standards has 
published guidelines for definitive methods (2), which define 
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a set of rules for the acceptance or rejection of a given method 
as defmitive. Our group at the National Institute of Standards 
and Technology (NIST) (formerly National Bureau of 
Standards) has developed methods that are, according to those 
guidelines, definitive methods for cholesterol (3), glucose (4), 
uric acid (5,6), urea (7), and creatinine (8) in human serum. 
Other laboratories have published methods that they describe 
as defmitive for cortisol (9-11), cholesterol (12), creatinine (13), 
glucose (14), and uric acid (15). 

The first definitive method developed at NIST was for 
cholesterol (3). Many modifications to the instrumentation 
have been made to improve precision since then (7, 8), and 
capillary columns have replaced packed columns in the GC. 
The use of capillary columns leads to relatively narrow 
chromatographic peaks, which required the development of 
a new method for multiple ion monitoring (16) in order to 
achieve the required precision. When the need to measure 
cholesterol again arose, we saw the opportunity of using our 
modified instrumentation and modern capillary GC columns 
to improve the previous method. 

Isotope dilution mass spectrometry (ID /MS) has been the 
technique of choice for definitive methods since it does not 
depend on sample recovery and can be tested for the presence 
of bias and interferences. Our use of ID /MS is based on 
spiking a sample with a labeled version of the analyte as an 
internal standard, equilibrating, processing the sample, and 
the measuring the ratio of unlabeled to labeled analyte by 
using gas chromatography/mass spectrometry (GC/MS). Any 
loss of material after spiking does not affect the results since 
it is the ratio of unlabeled to labeled analyte that is measured. 
We tested for bias in sample preparation by preparing inde
pendent multiple sets of samples. The probability of unde
tected interferences was reduced by measuring all samples 
with the use of a prominent ion from electron impact ioni
zation and then selecting a representative subset of samples 
to be measured at other prominent ions, with other GC col
umns, and/or with another mode of ionization. Therefore, 
for an interfering species to be undetected, it would have to 
have the same retention time as that of the analyte on the 
different GC columns, the same ions at all the masses used 
for measurement in each method of ionization, and the same 
abundance ratios among these ions as that of either the labeled 
or unlabeled version of the analyte being measured. These 
sets of measurements are called the confirmatory measure
ments. 

Standard reference material (SRM) 909, freeze-dried human 
serum, is certified for only one level of cholesterol, and that 
level is low compared to normal human serum levels. The 
present work was done to certify two new human serum SRMs 
that each consist of three levels and cover a clinically sig
nificant range of cholesterol levels for humans. 

Our modified ID /MS method for serum total cholesterol 
fulfills the stringent requirements for a definitive method (2). 
The method is based on the addition of a known weight of 
cholesteroP'C, to a known weight of serum. The cholesterol 
esters are hydrolyzed, and the mixture of unlabeled and la-
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beled cholesterol is extracted and converted to their tri
methylsilyl ethers. For measurement, the derivative is injected 
into a GC equipped with a nonpolar fused silica capillary 
column that has been directly inserted into the ion source of 
a magnetic sector mass spectrometer. The principal isotope 
ratio measurements are made from the abundances of the 
[M+'] ions at m/z 458 and 461. Standards are made by 
combining and derivatizing known amounts of pure unlabeled 
cholesterol and cholesterol-13C3. Standards with weight ratios 
slightly higher and slightly lower than that of each sample 
are measured immediately before and after the sample. Use 
of this measurement technique, known as bracketing, has 
produced results of high precision (3). Confirmatory mea
surements made on cholesterol in the same samples using 
different ions, different chromatographic conditions, and 
different ionization techniques provided evidence that there 
was no bias in the measurement process. 

EXPERIMENTAL SECTION 
Materials. Samples of standard reference material 909, a 

freeze-dried human serum, were obtained from the Office of 
Standard Reference Materials (OSRM) at NIST. Other serum 
pools analyzed were SRM 1951, consisting of three levels of 
cholesterol in frozen liquid sera, donated by the Centers for 
Disease Control (CDC), Atlanta, GA; and SRM 1952, consisting 
of three levels of cholesterol in freeze-dried sera, donated by the 
College of American Pathologists (CAP), Skokie, IL. SRM 911a 
cholesterol (cholest-5-en-3-ol (3/J)) with a certified purity of 99.8 
± 0.1 % was obtained from OSRM. Cholest-5-en-25,26,27-13C3-3-ol 
(3m with a measured isotopic purity of 99.3 atom % was obtained 
from MSD Isotopes, St. Louis, MO. Other reagents were of ACS 
grade and used as is. 

Serum Densities. Serum densities were measured according 
to a procedure described previously (17). 

Sample Preparation and Derivatization. The procedures 
used for sample preparation have been previously described (3). 
Briefly, frozen samples were allowed to thaw, and freeze-dried 
samples were reconstituted by weight (Procedure A)(18). A 
weighed aliquot of an ethanol solution, containing a known 
quantity of cholesterol-13C3, freshly prepared for each set of 
samples, was added to a weighed aliquot of each serum sample. 
The cholesterol esters were hydrolyzed by using KOH in ethanol, 
and the cholesterol was extracted with hexane. The hexane layer 
was evaporated and the residue taken up in methanol for storage 
and handling. This procedure has been shown (3) to hydrolyze 
at least 99.9% of the cholesterol esters in serum. An aliquot of 
the methanol solution was dried, and bis(trimethylsilyl)acetamide 
was added to form the trimethylsilyl (TMS) derivative of cho
lesterol. 

Lathosterol-Cholesterol Separation. Lathosterol (5a
cholest-? -en-3iJ-ol) was derivatized by following the procedure 
above. Aliquots of the lathosterol derivative and the cholesterol 
derivative were mixed and examined by GC /MS using the 
principal measurement conditions described below. 

Calibration Standards. Three independent sets, each con
taining 10 or 11 standards, were prepared. For each set, ethanolic 
stock solutions of SRM cholesterol and cholesterol-13C3 were 
prepared by weight. Weighed portions of each solution were 
combined to provide a series of standard mixtures whose unla
beled:labeled weight ratios ranged from 0.8 to 1.1. Portions of 
these mixtures were derivatized as needed, following the procedure 
described above. 

GC/MS Instrumentation. The instrumentation consisted 
of a gas chromatograph combined with a single focusing magnetic 
sector mass spectrometer controlled by a data acquisition system 
designed for isotope ratio measurements (7). The instrumentation 
has been substantially modified to permit high-precision mea
surements to be made on narrow chromatographic peaks. Such 
high-precision measurements cannot be made on unmodified 
instrumentation. Measurement of the intensity ratio of unlabeled 
to labeled analyte was made by selected ion monitoring. The 
system as previously described (7) had serious limitations when 
applied to the measurement of analytes eluting from capillary 
columns. In each measurement cycle, there was dead time due 
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Figure 1. Electric beam switChing. 
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to the time necessary for the magnet to settle after switching 
between ions and due to the use of real-time data display. This 
dead time was too large to allow the number of measurement 
cycles necessary for good precision over the 5-20 s wide peaks 
of the cholesterol TMS derivative eluting from capillary columns. 

A method suitable for obtaining data on such narrow capillary 
column peaks has been developed by changing the method of 
switching between masses and abandoning the display of data 
as it is acquired. The new means of switching masses eliminates 
the dead time due to magnet settling (16). This is done by 
selecting the masses of interest by using the pair of deflection 
plates located after the magnet and before the collector slit, as 
shown in Figure 1. This pair of plates was previously used only 
to wobble the ion beam across the collector slit, which allowed 
the analyst to observe the peak on a peak monitor or oscilloscope. 
The ion beam passing between these plates is several mass units 
wide in the mass region used for these measurements. The magnet 
is set to the lower mass (or between the masses) of interest. Both 
a square wave signal, which selects the mass, and a triangular wave 
signal, which sweeps (28 ms/sweep) the selected ion beam across 
the slit, are applied to the summing point of an amplifier that 
drives the deflection plates. The square wave voltage from a 16-bit 
digital to analog converter (DAC) under computer control al
ternately switches the ion beams through the collector slit. The 
triangular wave from a 12-bit DAC sweeps about 1 mass unit 
across the slit for a preset number of times per measurement cycle. 

Deflection plate voltages are set such that the unlabeled and 
labeled ion beams will alternately be switched to the collector slit. 
The specific hardware used provides a mass range that is about 
1.3 % of the mass being monitored. The program controlling data 
acquisition is started before elution of the GC peak of interest. 
One acquisition is a series of repeated cycles. 

The following describes one measurement cycle. The square 
wave voltage is switched to select the mass of the unlabeled 
analyte, and acquisition of ion intensity data begins. During 
acquisition, the triangular wave applied to the deflection plate 
sweeps the ion beam across the collector slit. Upon completion 
of a preset number of sweeps (10 for cholesterol measurement), 
data acquisition is interrupted. The square wave is switched to 
select the mass for the labeled analyte, and acquisition starts again 
for the same number of sweeps as set for the unlabeled analyte. 
When that preset number of sweeps is reached, acquisition is 
interrupted again, and the next measurement cycle begins. 

The process is repeated continuously before and during the 
elution of the GC peak of interest until the ion intensity signal 
drops below a preset level, at which time data acquisition is ended. 
A base line is calculated and subtracted from the intensities 
measured across the GC peak. The intensities for each mass are 
then summed across the peak, and an intensity ratio is calculated. 
The ratios, number of cycles across the peak, and the sum of 
intensities are then displayed. The total dead time per mea
surement cycle was reduced from 640 to 80 ms, allowing for enough 
measurement cycles across chromatographic peaks only a few 
seconds wide to assure accurate and precise ratio measurements. 

GC /MS Conditions. The principal measurements were made 
on the [M+O] ions at m/z 458 and 461 from electron impact (EI) 
on a nonpolar GC column. Confirmatory measurements were 
made by using the [M - (TMS)OC3H,]+ ions at m/z 329 and 332 
from EI and the [M + NH, - (TMS)OH]+ ions at 386 and 389 
from ammonia chemical ionization (CI) on the same nonpolar GC 
column and by using the m/z 458/461 from EI on a moderate
polarity column. For measurement under EI conditions, the mass 
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spectrometer was operated at 70 e V with an emission current of 
0.5 mA and an ion source temperature of 200 °C. For mea
surement Wlder ammonia CI conditions, the emission current was 
1 rnA, the source manifold pressure (ionization gauge) was 8 X 
10-3 Pa (6 X 10-5 Torr), the analyzer pressure was 1 X 10-4 Pa (8 
X 10-7 Torr), and the source temperature was 200 °C. For the 
principal measurements, the confirmatory measurements at m/z 
329/332, and the confirmatory ammonia CI measurements, the 
GC was equipped with a 15 m long, 0.32 mm i.d., nonpolar (95% 
dimethyl-, 5% phenylmethylpolysiloxane) fused silica capillary 
column of h,m film thickness. An adjustable splitter was placed 
at the front of the column, and the end of the column was placed 
directly into the source. The splitter was set to give a vent to 
column ratio of 10:1, and the GC was operated at a temperature 
of 270 °C with a helium flow rate of 3 mL min-I. The injection 
port and interface to the mass spectrometer were maintained at 
250-270 °C. Under these conditions the retention time for the 
cholesterol derivative was about 6 min, and the GC column gave 
about 1000 theoretical plates per meter. Confirmatory mea
surements also were made at m/z 458/461 using a 30 m long, 0.32 
mm i.d., intermediate-polarity (50% dimethyl-, 50% phenyl
methylpolysiloxane) fused silica column of 0.5-)lm film thickness. 
The column temperature was 280 °C, the flow rate was 3 mL 
min-l, and the retention time of the cholesterol derivative uncler 
these conditions was about 8 min. 

Measurement Protocol. For the measurement of each sample, 
two standards were chosen: one whose ion intensity ratio was 
slightly lower than that of the sample and one whose ion intensity 
ratio was slightly higher. All the standards in the three sets 
prepared were considered as one group from which the proper 
standards for each sample could be chosen. Each standard and 
sample were measured twice in succession. The two observed 
intensity ratios were acceptable only if they agreed within 0.5%; 
if not, a third measurement was made, which had to agree with 
one of the other two, and the three were averaged. The average 
constituted one valid measurement. The calculated peak areas 
for each standard-sample-standard group had to be within a 
factor of 2 of each other, or the measurement was discarded. Each 
time a standard was used again in any given half-day, only a single 
measurement was made, as long as the new ion intensity ratio 
was within 0.5% of the previous value for that standard. 

Measurements were made in the following order: lower (or 
higher) weight-ratio standard, sample, higher (or lower) 
weight-ratio standard. Thus, each measurement of a sample was 
immediately bracketed both in time and ratio by measurements 
of standards. On a second day the order of standards was reversed 
and the measurement process repeated. The quantity of analyte 
in the sample was calculated by linear interpolation of the 
measured ratio of the sample between the measured ratios of the 
standards. The weight ratios for each sample for both days had 
to agree within 0.5%, or a third day's measurement was made. 
The third measurement had to agree with one of the other days' 
measurements within 0.5%, or all measurements were discarded. 
The average of the two (or three if necessary) valid measurements 
is the reported result. 

RESULTS AND DISCUSSION 

Instrumentation_ The overall precision of the measure
ments reported here requires that the relative abundances of 
two ions be determined with a precision of about 0.1 % for 
a sequence of standards and samples. This is accomplished 
by the combination of a GC/MS instrument specifically 
modified to produce high-precision results and a rigid mea
surement protocol which uses that instrument under optimal 
conditions. Both the protocol and earlier versions of the 
instrumentation have been previously described (3, 7). The 
two modes of multiple ion monitoring applicable to our 
magnetic sector mass spectrometer, accelerating voltage 
switching and magnetic switching, were extensively investi
gated. With accelerating voltage switching we have been 
unable to obtain precisions better than about 1 %, but mag
netic switching, combined with other instrumental improve
ments, gave satisfactory precision. Magnetic switching is, 
however, slow, and as a result does not permit the necessary 

number of measurements (about 30 for each mass) to produce 
the required precision when applied to the relatively narrow 
gas chromatographic peaks eluting from capillary columns. 
One solution to this problem would be the use of a quadrupole 
mass spectrometer since these instruments can switch masses 
rapidly. However, tests on two unmodified commercial 
quadrupole GC /MS systems gave precisions that ranged from 
0.5% to 3%. We therefore implemented a new method of 
multiple ion monitoring for magnetic sector instruments in 
which the ion beam is electrically switched between the masses 
of interest by electric deflection after mass separation (16). 
This method, like accelerating voltage switching, is intrinsically 
capable of much faster switching rates and lower dead times 
than magnetic switching. For the present measurements with 
the present hardware, the switching rate is about 4 times faster 
than the magnetic switching rate, and the precision is at least 
as good as we found with peaks from packed GC columns and 
magnetic switching. The only disadvantage apparent so far, 
a mass range limited to about 1.3 % of the mass to be mea
sured, is the result of the specific hardware used to implement 
the method. 

Choice of Labeled MateriaL In our previous work on 
cholesterol using packed columns (3), we had used a cholesterol 
labeled with seven deuteriums as our labeled material (cho
lest-5-en-25,26,26,26,27,27,27-d,-3-01 (313)). This labeled ma
terial is not suitable for use on capillary columns as it is 
partially or completely resolved from unlabeled cholesterol, 
and for high-precision work, the labeled and unlabeled analyte 
should coelute. We chose to use a carbon-13-labeled material 
(cholest-5-en-25,26,27-13C3-3-01 (313)) as our labeled cholesterol. 
No separation of this material from unlabeled cholesterol was 
detected. 

Interferences. Lathosterol is a possible interference be
cause it forms a TMS derivative of identical molecular weight 
and very similar structure to that of the cholesterol derivative. 
It did not interfere in our original cholesterol method, but it 
has interfered in measurements elsewhere (19). A mixture 
of cholesterol-TMS and lathosterol-TMS was examined to see 
if the two derivatives were resolved. There was 24 s from the 
computer-calculated cutoff of the cholesterol chromatographic 
peak to the start of the lathosterol peak when the principal 
measurement conditions were used. Thus, lathosterol does 
not interfere with cholesterol in this method. Other likely 
steroid impurities have different molecular weights and dif
ferent retention times and should not interfere. The con
firmatory measurements described below were run to test for 
such potential interferences. 

Memory Effects_ We tested the derivative for memory 
effects resulting from material remaining in the injector, on 
the column, or in the source, although none were expected. 
If a memory effect were present, injections of a sample or 
standard of one unlabeled:labeled ratio would affect the ratio 
measured for subsequent injections of sample or standard. We 
injected sequentially the unlabeled cholesterol derivative, the 
labeled derivative, and the unlabeled derivative and measured 
each ratio. The ratios for the injections of the unlabeled 
material were not significantly different. Even when the ratio 
differences between consecutive measurements were the most 
extreme, and any memory effect should be most evident, no 
memory effect was observed. 

Standards Cross-Check. The accuracy of results for se
rum samples is limited by the accuracy of the standard 
mixtures used for calibration. For definitive methods we 
prepare at least two independent sets of standards and test 
each standard by bracketing with standards from another set. 
The weight ratio determined by the ID/MS measurements 
is then compared with the gravimetric weight ratio for that 
standard. The agreement between these values is an indi-



Table 1. Test of Consistency of Two Independently 
Prepared Sets of Standard Mixtures (SRM 91la Cholesterol 
and Cholesterol-13C ,) 

weight ratios 
( unlabeled:labeled) 

mean measd 
stda bracketed by" by !DIMS weighed in diff, % 

29 4,5 0.8341 0.8330 -0.13 
26 10,6 0.8686 0.8672 -om 
23 6,1 0.9025 0.9037 +0.13 
32 6,1 0.9130 0.9139 +0.10 
31 1,2 0.9344 0.9354 +0.10 
24 1,2 0.9673 0.9663 -0.10 

mean diff <0.01% 

a Standards 23-32 were from set 3; standards 1-10 were from set 
1. 

Table II. Cholesterol in Human Serum SRM 909' 
(mmol L-I gI) 

concentrationb 

sample set 1 set 2 

1 4.332 4.341 
2 4.333 4.342 
3 4.329 4.338 
4 4.332 4.331 
5 4.335 4.322 
6 4.330 4.331 

mean 4.332 4.334 
CV,% 0.05 0.18 

Statistical Summary 
overall mean = 4.333 
CV of single measurementC = 0.23% 
reI std error of mean = 0.032% 

set 3 

4.338 
4.336 
4.332 
4.329 
4.342 
4.327 

4.334 
0.13 

a Three independently prepared sets. Three vials per set and 
two samples per vial. bThe mean of day 1 and day 2 valid mea
surements. C CV of a single measurement is calculated as (s2(sets) 
+ s'(vials) + s'(aJiquots) + s'(measurement»1/'. 

cation of the bias between sets. For cholesterol, three inde
pendent sets were prepared and tested by bracketing. The 
three sets were combined into one group, which was used for 
all cholesterol measurements. The results of the measure
ments comparing sets 1 and 3, with set 3 as "samples", are 
shown in Table I. The mean difference between set 1 and 
set 2 was -0.01 % and between set 2 and set 3 was -0.01 % 
(results not shown). 

Serum Results. The results of the principal measurements 
for cholesterol in SRM 909 are shown in Table II. Three sets 
of six samples each (two samples from each of three vials) were 
independently prepared and analyzed. These results indicate 
the excellent within-set and between-set precision obtainable 
with this method. The coefficient of variation (CV) for a single 
measurement was 0.23 %, while the relative standard error of 
the mean was 0.032%. When the original definitive method 
was last used to analyze SRM 909, the result for cholesterol 
was 4.341 mmol L -1 g_" which is 0.2% higher than the mean 
with the modified method. However, at that time we had 
observed a small, but real, decrease in cholesterol concen
tration of approximately 0.1 % per year, as measured with the 
original definitive method. Therefore, most of the difference 
is probably attributeble to the time difference of about a year 
in storage. 

The results in Table II are in millimoles of cholesterol per 
liter of reconstituted serum per gram of dry serum. These 
concentrations are based on reconstitution of each vial of 
freeze-dried serum by addition of 10.00 mL of water at 22°C. 
Measurements of other analytes in this SRM have shown that 
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Table III. Cholesterol in SRM 1951' (mg dL 1) 

meanb 
pool CV of1 rei SE! 

pool set 1 set 2 set 3 mean measmt,c % % 

70 209.9 210.6 210.7 21Q.4 0.36 0.010 
72 242.1 242.5 242.2 242.3 0.25 0.066 
73 282.1 281.7 282.0 282.0 0.23 0.066 

CThree independent sets, three vials of each pool per set, one 
sample per vial. b Mean of three valid results. C CV of a single 
measurement. dRel SE is relative standard error. 

Table IV. Cholesterol in SRM 1952' (mmol L 1 g-I) 

pool 
pool CV of 1 rei SE! 

set 1 set 2 set 3 mean measmt,c % % 

22.14' 22.21 22.221 22.19 
28.26 28.20 28.20 28.22 
35.85 35.78 35.75 35.79 

0.38 
0.25 
0.26 

0.120 
0.078 
0.085 

a Three independent sets, three vials of each pool per set. one 
sample per vial, except note e and f. b Mean of three valid results. 
C CV of a single measurement. dRel SE is relative standard error. 
eTwo vials per set for pool 1 of set 1 only. 'Three vials total; one 
from set 3 and two from set 4. 

Table V. Cholesterol in Human Serum SRM 909 Measured 
over 8 Months (mmol L-I g-I) 

sampleQ mean sample mean sample mean 

1 4.332 14 4.336 27 4.324 
2 4.333 15 4.332 28 4.340 
3 4.329 16 4.329 29 4.319 
4 4.332 17 4.343 30 4.337 
5 4.335 18 4.327 31 4.332 
6 4.330 19 4.330 32 4.335 
7 4.341 20 4.330 33 4.332 
8 4.342 21 4.334 34 4.323 
9 4.338 22 4.332 35 4.317 
10 4.331 23 4.326 36 4.337 
11 4.322 24 4.322 37 4.328 
12 4.331 25 4.334 
13 4.338 26 4.330 

mean 4.331 
sample CV, % 0.14 

a Samples 1-18 are from the sets to measure SRM 909. Samples 
19-30 are the controls from sets in which were also measured SRM 
1951 and 1952. Samples 30-37 are the controls from sets in which 
were measured other samples not reported here. 

the dry material is homogeneous, but that the fill weights of 
dry serum vary from vial to vial (fill weight CV : 0.5% )(18). 
Therefore, expressing the concentrations per gram of dry 
serum, rather than per milliliter of serum, corrects the results 
for fill weight variation. 

The results for cholesterol measurements of SRM 1951 are 
shown in Table III, and results of cholesterol measurements 
of SRM 1952 are shown in Table IV. Duplicate samples of 
SRM 909 were analyzed with each set to serve as controls. 
Results for the SRM 909 samples agreed very well with those 
given in Table II. 

A summary of the results of cholesterol measurements on 
all vials of SRM 909 run over the 8-month period of method 
development and sample measurement is shown in Table V. 
Over this entire period, it was necessary to do only three 
third-day measurements according to the protocol. The 
precision of the entire group is excellent. One of the re
quirements for a definitive method is that the same value for 
a given analyte in a given material be obtained over a long 
period of time, assuming stability of the material. We have 
fulfilled this req uiremen t. 
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Table VI. Confirmatory Measurements on Samples from 
SRM 909 Sera (mmol L-I gl) 

results 

set sample princplG EI-329' EI-458' CId 

1 9 4.335 4.337 4.328 4.308 
1 10 4.330 4.332 4.330 4.334 
2 18 4.331 4.349 4.337 4.339 
2 19 4.322 4.341 4.330 4.346 
3 27 4.332 4.348 4.336 4.330 
3 29 4.342 4.331 4.341 4.350 

mean 4.332 4.340 4.334 4.334 
CV,% 0.15 0.18 0.12 0.34 

diff from prinepl measmt, % +0.18 +0.05 +0.05 

aprincipal measurements using EI ions at mjz 458/461 and a 
nonpolar fused silica GC column. b Confirmatory measurements 
using EI ions at m/z 329/332 and a nonpolar fused silica GC col
umn. cConfirmatory measurements using EI ions at mjz 458/461 
and an intermediate polarity fused silica GC column. 
dConfirmatory measurements using ammonia CI ions at m/z 
386/389 and a nonpolar fused silica GC column. 

Confirmatory Measurements. Confirmatory measure
ments are made on selected subsets of the samples to test for 
bias. Two separate sets of samples were chosen for confir
matory measurements. The first confirmatory set was chosen 
from the three sets of SRM 909 samples. The samples with 
the highest and lowest results were selected, plus four samples 
chosen randomly except that there were two samples from 
each set selected. The second confirmatory set was chosen 
from the group of sets containing SRM 1951 and 1952. For 
this confirmatory set, we chose from SRM 1952 the highest 
and lowest valued samples, plus four randomly chosen samples 
except that each pool and set was represented twice. For SRM 
1951 the two samples that were the farthest from the mean 
were low values. These were chosen for the confirmatory set 
along with four other samples selected randomly except that 
each pool and each set were represented twice. Finally, since 
there were no obvious outliers, two of the SRM 909 samples 
used as controls were chosen randomly. 

Each confirmatory set was analyzed in three ways: (1) EI 
fragment ions at m/z 329/332 on a nonpolar GC column; (2) 
EI molecular ions at m / z 458/461 on a moderate-polarity GC 
column; (3) ammonia CI fragment ions at m/z 386/389 on a 
nonpolar GC column. The complete confirmatory results are 
shown for SRM 909 in Table VI. For SRM 1951, the average 
difference between the principal measurements and the 
confirmatory measurements was +0.12%. For SRM 1952 this 
average difference was 0.0%. For all samples the differences 
are small across the different measurement conditions. The 
overall mean values agree extremely well. Since there are no 
significant overall biases between results obtained under 
different measurement conditions, the probability of signif
icant bias in the measurement process is very small. 

Error Analysis. While the imprecision of the method is 
small, and no evidence of bias in the measurement process 
was found, an analysis of possible sources of bias and im
precision was made. The results for cholesterol in serum are 
based upon the purity of the unlabeled standard. This ma
terial, SRM 911a, is certified to be 99.8 ± 0.1 % pure chole
sterol. The uncertainty in the purity of SRM 911a, although 
small, makes a significant contribution to the uncertainty in 
the result. 

Errors in the standards would contribute to errors in the 
determination of cholesterol levels in serum. The cross
checking of standard sets ensured the absence of significant 
errOr. Furthermore, the large numbers of measurements made 
on each serum pool, with standards from different sets, re
duced the effect of random error. 

Isotope effects on the extraction and derivatization reaction 
could lead to bias and imprecision. Possible isotope effects 
during the extraction of cholesterol are of no consequence since 
it has been demonstrated that 99% of the cholesterol is re
covered (3). An isotope effect in the derivatization reaction 
is not expected because the label in the cholesterol-13C3 is far 
from the site of reaction. The experimental evidence for 
negligible isotope effects on the GC column is that the labeled 
and unlabeled forms of cholesterol-TMS are not measurably 
separated on a capillary column. 

The calculated components of variance for all the data 
reported here for SRM 909a, 1951, and 1952 are 0.026% for 
set-to-set and 0.082% for vial-to-vial. The relative standard 
error of the mean is 0.0322 %. 

We can compare the sources of error in the modified cho
lesterol method to the sources of error in the original chole
sterol method (3). A capillary column provides better reso
lution and less background column bleed than a packed 
column, which means fewer possible interferences. In the old 
method, a small inhomogeneity in the deuterium-labeled 
cholesterol meant that each set of samples had to be measured 
with a set of standards prepared from the same stock solution 
oflabeled cholesterol. With the carbon-I3-labeled cholesterol 
there has been no inhomogeneity, so standards to measure 
any given sample were chosen from the pool of all standards. 
This decreases the chance that an error in the concentration 
of the stock solution of the labeled cholesterol could be un
detected. 

The value for the CV of a single measurement demonstrates 
the precision of a given measurement method. The CV of a 
single measurement for the original definitive method is 0.36 % 
(3), whereas the CV of a single measurement for the modified 
definitive method is 0.22%. The modified method is thus 
more precise than the original method. 

Conclusion. The combination of high precision and ab
sence of significant bias qualifies this method as a candidate 
definitive method for serum cholesterol. This method for 
certifying cholesterol concentrations in reference materials 
will be useful in evaluating the accuracy of reference and 
routine clinical methods. 
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Trlgonellyl-substituted (pyrldlnlum salt type) compounds de
compose during sample Introduction using desorption chem
Ical Ionization (DCI) and thermospray (TSP) Ionization, 
Thermal dequaternlzation Is the main degradation process In 
DC I, while hydrolytlcally sensitive bonds are subject to 
cleavage In the TSP source, and dequaternlzation and re
duction to the dihydropyridine analogues are also observed. 
Fast atom bombardment (FAB) Is the suggested method of 
Ionization because of Its ability to provide an Intense Intact 
calion, The neutral dihydropyridine analogues can be effec
tively Ionized by DCI and TSP, These methods are recom
mended, because bombardment-Induced oxidation produces 
artifacts and shows a matrix effect In positive FAB, 

INTRODUCTION 

Quaternary ammonium salts are considered a class of 
compounds that are not amenable to the mass spectrometric 
analysis with methods used for gas-phase neutral molecules, 
such as electron impact (EI), chemical ionization (CI), and 
field ionization (Fl). Attempts to volatilize the charged 
quaternary salts prior to analysis generally result in degra
dation of the salt to nonionic species, which, on the contrary, 
can be vaporized and ionized. The usual thermal decompo
sition pathways for quaternary salts are substitution and 
elimination reactions (1). Certain aromatic ammonium salts, 
however, may undergo other routes of pyrolytic degradation. 
Reduction to the corresponding neutral dihydropyridine was 
observed upon heating some pyridinium salts, in addition to 
the dealkylation and Hoffmann elimination reactions (2--6). 
To overcome the problem of thermal degradation during 
evaporation prior to ionization, the conversion of pyridinium 
salts to 1,4-dihydropyridine analogues has been suggested as 
a derivatization procedure (7), but the obtained neutral 
analogues appeared to be labile themselves in certain cases. 
Nevertheless, with gas-phase ionization techniques, mass 
spectra containing the intact cation are obtained from qua-
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ternary pyridinium salts due to secondary effects, such as 
EI-induced fragmentation of the thermally formed dihydro
pyridine analogues (8). 

Generation of gas-phase ions from condensed samples in
cluding nonvolatile ammonium salts has become possible with 
the development of desorption ionization methods. Field 
desorption (FD) mass spectra of pyridinium salts recorded 
at the "best anode temperature" (BAT) have exhibited high 
signal intensities of intact cations of the salts and of cluster 
ions permitting the molecular weight determination (4). 
However, upon heating the emitter above the BAT, the re
duction to the corresponding neutral dihydropyridine was 
observed. Desorption chemical ionization (DCl) has been 
found to give molecular weight and structural information of 
a series ofpyridinium nucleotide salts (7). Secondary ion mass 
spectrometry can be used as a sensitive method for charac
terization of quaternary ammonium compounds (9--13), but 
with the inception of fast atom bombardment (FAB) and 
liquid secondary ion mass spectrometry (liquid SIMS), de
sorption/ ejection of ions from ammonium salt-liquid mixtures 
upon bombardment with a primary beam of atoms or ions of 
some kiloelectronvolts energy has produced high ion intensities 
featuring the intact cation as well as cluster and fragment ions 
(14, 15). This offers an almost ideal method for molecular 
weight determination and structural characterization. It has 
been shown, however, that the matrix can also participate in 
or promote chemical reactions, such as oxidation-reduction 
processes (16), either in a spontaneous manner or upon pri
mary atom/ion bombardment giving rise to matrix-induced 
artifacts (17) and irrelevant analytical information. Reduction 
of several aromatic quaternary ammonium salts under FAB 
and liquid SIMS conditions has been reported (16, 18, 19, 20). 

Thermospray (TSP) ionization has been evaluated as a 
possible technique for on-line liquid chromatography/mass 
spectrometry (LC/MS) for tetraalkylammonium salts (21), 
but it was found to be unsuitable for quantitative analysis 
owing to the thermal decomposition of the salts by dealkyl
ation under normal operating conditions. On the other hand, 
TSP mass spectra featuring the intact cations have been 
obtained from a series of quaternary ammonium salts (22), 
and one-electron reduction of pyridinium salts leading to 
rather stable radical ions has been described as an important 
side reaction during ionization. In cases of a direct liquid 

© 1989 American Chemical Society 
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Scheme I. Structure of the Compounds Studied 

Pyridinlum" Dihydropyridine' R' R' 
salt ~ analog 

1 (416) 2 (417) H CH, 

3 (500) 4- (501) l-Bue-
II 

CH, 

0 

3a (503) 4a (504) t-BuC-
II 

CD, 

0 

a Relative mass of the intact cation in parentheses. b Relative 
molecular weight of the compound in parentheses. 

introduction (DLI) interface to the CI source of the mass 
spectrometer, reduction of a quaternary phenanthridinium 
salt has been observed with acetonitrile solvent, which also 
served as the reagent gas (23). 

The improved delivery through biological membranes using 
a dihydropyridine - pyridinium salt type redox delivery 
system has been reported for a wide variety of drugs. The 
lipophilic compounds formed by coupling the drug with a 
dihydropyridine type carrier readily diffuse, e.g" into the 
central nervous system where enzymatic oxidation converts 
them into the corresponding pyridinium salts, which cannot 
diffuse out ("locked in") due to its high polarity (24, 25). 
Hydrolysis of the carrier-drug conjugate then provides a 
site-specific and sustsined drug delivery. A successful example 
for brain-specific delivery of Ci,Ci,Ci-trifluorothymidine (TFT), 
an antiviral agent, has been reported recently (26, 27). In the 
present work, the mass spectral characterization of the com
pounds (Scheme I) involved in the complex metabolic changes 
of Ci,Ci,Ci-trifluorothymidine 3'-{1,4-dihydro-1-methyl-3-
pyridinecarboxylate)-5'-{2,2-dimethylpropanoate) (1) is de
scribed with a special emphasis on the comparative evaluation 
of the potentials and limitations of the title ionization methods 
and on the possible interconversion of the pyridinium salts 
and their neutral dihydropyridine analogues during ioniza
tion/ desorption from condensed phase (solid or liquid) sam
ples. 

EXPERIMENTAL SECTION 

Mass Spectrometry, All experiments were performed on a 
MS80RF A double focusing instrument (Kratos Analytical, 
Manchester, U.K.) operated in various ionization modes. Posi
tive· ion mass spectra were recorded by a Kratos DS90 dats system. 

Desorption chemical ionization mass spectra were recorded with 
the standard Kratos DCI probe. A 0.1-{).2-ILg sample was coated 
onto the platinum-iridium coil with an appropriate solvent 
(usually methanol), then the solvent was allowed to evaporate 
at room temperature, and the probe was inserted into the com
bined electron impact/chemical ionization source. Isobutane 
(99.5+%) or ammonia (99.99+%, Union Carbide Corp., Linde 
Division, Danbury, CT) were used as reagent gases. The following 
conditions were applied: ionizing electron energy, 50 e V; emission 
current, 500 ",A; source temperature, 50 °C; source pressure, ~ 1(J6 
Torr (registered with the standard source vacuum gauge). Positive 
ion spectra were recorded at 4.0 kV accelerating voltage in the 
mass range of 100-800 daltons (calibrated with perfluorokerosene 
in EI mode). The nominal resolution was 1000, a scan speed of 

1 s/mass decade was applied. Direct heating of the sample coil 
was achieved by a programmable power supply unit. The tem
perature of the coil was raised from 50 to 400 ° C at 100 0 C / min 
and then held at the final temperature for 20 s. Mass spectra 
aquired at the apex of the total ion signal were evaluated. 

TSP mass spectrometry was performed by the Kratos ther
mospray option. The solvent was delivered by a Kratos Spec
troflow 400 HPLC pump at 1.0 mL/min flow rate. Aqueous 
ammonium acetate (0.1 M) (HPLC grade, Fisher Scientific, Fair 
Lawn, NJ) was used for the quaternary compounds, while a 
mixture of acetonitrile and 0.1 M ammonium acetate (70:30, v/v) 
was the solvent for the neutral dihydropyridine analogues. A 
0.1-1.0-ILg sample dissolved in the thermospray solvent was in
jected directly (without HPLC column) to the TSP probe with 
a manual sampler (Kratos Spectroflow 480 injector valve module 
equipped with a Rheodyne 7125 injection loop, 20 ILL). The prohe 
was protected with a 0.5-ILm stainless steel in-line frit filter 
(Supelco, Bellefonte, PAl. The temperature of the probe, va· 
porizer, source, and jet was set to approximately 155, 220, 190, 
and 210 °C, respectively, and then adjusted to give the signal 
optimum for the protonated molecular ion of adenosine (m/ z 268) 
with the given thermos pray solvent. TSP mass spectra were 
recorded at 4.0 kV accelerating voltage, nominal resolution of 1000, 
scan speed of 3 s/decade in the 150-650 daltons mass range. 
Calibration was established with the positive ions from poly
(ethylene glycol), PEG 600. 

The FAB gun was an Ion Tech Ltd. (Teddington, Middlesex, 
U.K.) FABllNF saddle-field source operated with xenon 
(99.995%, Union Carbide Corp. Linde Division, Danbury, CT) 
at 6 ke V and 1 rnA. Sample introduction was accomplished via 
placing 3-5 ILg of analyte in methanolic solution directly onto the 
F AB probe and then mixing with 1-2 ILL of liquid matrix on the 
copper target. Different matrices were used including glycerol, 
thioglycerol, dithioerythritol/dithiothreitol (3:1 mixture, w/w) 
diethanolamine, triethanolamine, 3-nitrobenzyl alcohol, 2-(oc
tyloxy)nitrobenzene, and poly(ethylene glycol) (PEG 600). The 
effect of additives was studied by adding 1 % (w /w) p-toluene
sulfonic acid or sodium dithionite to glycerol or by saturating 
glycerol with lithium iodide at room temperature. FAB mass 
spectra were collected from 100 to 2400 daltons at 4.0 kV ac
celerating voltage, nominal resolution of 1500, and scan rate of 
10 s/mass decade. 

Materials. Synthesis of the analytes is described elsewhere 
(28). Deuteromethyl derivatives (3a, 4a) were obtained by using 
iodomethane-d3 (99+ atom % D, Aldrich Chemical Co., Mil
waukee, WI) in the appropriate preparative steps. 

All solvents were of HPLC grade (Fisher Scientific, Fair Lawn, 
NJ), matrices and additives were purchased from commercial 
sources and used without further purification. 

RESULTS AND DISCUSSION 
The characteristic positive ions obtained by different de

sorption ionization techniques from the compounds given in 
Scheme I are listed in Table 1. Positive-ion mass spectra are 
expected to give more relevant results in these cases, since 
one of the compounds involved in the possible redox system 
is actually a (preformed) positive organic ion. Desorption 
methods of ionization usually give detectable signals of intact 
quaternary ions already existing in the condensed phase, but 
their intensity is largely determined by the principles used 
for the generation of gas-phase ions (rapid heating in the 
presence of a reagent gas plasma in DCI, desorption from 
heated droplets in TSP, or sputtering from a liquid matrix 
in FAB, etc.) and the analyte itself. To illustrate the char
acteristic differences for the title substances, complete bar
graph mass spectra obtained by these techniques are given 
for the 3 - 4 redox pair in Figures 1 and 2, respectively. 

Fast-heating desorption chemical ionization results in the 
intact cations with low to just detectable intensities for the 
quaternary salts studied, as exemplified in Figure 1a. Thermal 
decomposition leading to the corresponding nicotinic acid 
derivatives (MH+ quasimolecular ion for 3, m / z 486) and 
methyl iodide (M+o; m/z 142) is by far the most prevailing 
process. The decomposition products are then ionized by Cl 
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Table I. Characteristic Positive Ionsa in Mass Spectra of a,a,a-Trifluorothymidine Derivatives (Scheme I) 

structure DeI-MSb TSP-MS FAB-MS' 

402 (4), 204 (12), 181 (100), 142 (18), 
138 (16) 

435 (1),420 (2),418 (2), 402 (6), 314 (100) 416 (58), 138 (100) 

418 (10), 238 (52), 181 (100), 140 (65) 
500 (0.5), 486 (26), 306 (20), 182 (69), 

181 (100), 142 (67), 124 (89) 

435 (100),418 (35), 238 (13) 418 (11), 416 (32), 140 (20), 138 (100) 
519 (11), 502 (6),486 (13), 398 (100), 314 (14) 500 (88), 138 (100) 

3a 503 (3), 486 (44), 306 (36), 182 (78), 
181 (100), 145 (74), 124 (94) 

522 (5), 505 (2), 486 (8), 398 (100), 314 (13) 503 (82), 141 (100) 

502 (62), 322 (100), 181 (26), 140 (32), 
138 (43), 121 (30) 

519 (100), 502 (24), 322 (19), 181 (5) 502 (4), 500 (10), 140 (10), 138 (100) 

4a DjH exchange:d 505 (12), 504 (35), 
503 (28), 502 (25) 

522 (100), 505 (41), 322 (10), 181 (2) 505 (5),503 (12), 143 (11), 141 (100) 

(lm/z, relative intensities (% of base peak) are given in parentheses. bIsobutane reagent gas. cGlycerol matrix. dSum of MH+ quasi
molecular ion intensities of molecules with different D content are made equal to 100. The spectrum represents a composite of compounds 
with 0, 1, 2, and 3 deuterium. 
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Figure 1. Desorption ionization mass spectra of the quaternary py
ridinium salt 3: (a) DCI (isobutane reagent gas), 10X scaling factor 
applies from m Iz 490; (b) TSP (solvent, 0.1 M aqueous ammonium 
acetate); (c) FAB (glycerol matrix; asterisk denotes ions from the 
matrix). 

in the gas phase. This is supported by the observation that 
in the DCI spectrum of the trideuteromethylpyridinium salt 
(3a) the mass position of the quasimolecular and fragment 
ions of the nicotinic acid ester is not shifted, and the corre
sponding methyl iodide formed by degradation of the qua
ternary salt in the solid phase on the heated wire contains the 
total amount of the introduced stable isotope label. 

Although the l,4-dihydropyridine analogues exhibit low 
volatility, they probably produce sufficient vapor pressure 
under fast-heating DCI conditions to allow gas-pbase chemical 
ionization processes. The prominent MH+ quasimolecular ion 
arising from protonation by the reagent ions is accompanied 
by [M + NH.l+ adduct ions of nearly equal intensity in am
monia chemical ionization, but the latter one tends to give 
less abundant fragment ions (29). The typical DCI mass 
spectrum (Figure 2a) shows a number of structure-related 
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Figure 2. Desorption ionization mass spectra of the dihydropyridine 
4: (a) DCI (isobutane reagent gas); (b) TSP (solvent, acetonitrile/0.1 
M aqueous ammonium acetate, 70:30 (v/v); (c) FAB (glycerol matrix; 
asterisk denotes ions from the matrix). 

fragment ions including the one which corresponds to the loss 
of the neutral5-(trifluoromethyl)uracil molecule (BH) from 
the MH+ even-electron ion ([MH - BHj+; mlz 322), the 
protonated 5-(trifluoromethyi)uracil (BH2+; mlz 181), and the 
species representing the dihydropyridine (DHP) unit (mlz 
140, 138, and 121), as shown in the simplified fragmentation 
in Figure 3. These ions indicate that protonation takes place 
either at the base or at the dihydropyridine unit of the 
molecule, and it is followed by hydrogen rearrangements and 
ejection of neutral molecules-the usual fragmentation 
mechanism of even-electron ions obtained by CI (30). A closer 
resemblance to the CI mass spectral characteristics of nu
cleosides (31) points to the more decisive role of the base 
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Figure 3. Possible origin of the fragment ions in the DC I spectrum 
of 4. 

portion of the molecule in protonation as well as in the sub
sequent fragmentation. On the other hand, the hydrogen/ 
deuterium exchange observed with the labeled compound (4a, 
see Table I) is thought to be a consequence of the increased 
isomerization ability of the dihydropyridine ring system under 
DCI conditions. The platinum-iridium wire might have a 
catalytic effect to the exchange reaction occurring probably 
before evaporation/desorption from the condensed-phase 
sample between the reagent gas plasma and the substance at 
elevated temperature. 

TSP mass spectra show certain similarities to those ob
tained with DCI. The inability of the ionization technique 
to give ions corresponding to the intact gas-phase cations for 
quaternary substances is revealed, as exemplified in Figure 
lb. The spectrum appears to represent, however, a more 
complex mixture than that one can expect as products of a 
single, well-defined decomposition reaction. Undoubtedly, 
the ion at m/z 486, similar to that found in the DCI spectrum, 
arises from thermal dequaternization leading to the nicotinic 
acid derivative, which is subsequently protonated by the 
thermospray plume, and possibly its solvent-depleted particles 
that tend to be overheated in the ion source provide these 
neutral molecules-identical with those observed upon heating 
the salt on the surface of a wire. In addition, the quaternary 
ion is reduced to (1,4- and/ or 1,2-) dihydropyridine compounds 
which are protonated (MH+, m/z 502) or "cationized" ([M + 
NH,l+; m/z 519) in the subsequent ionization step, as inferred 
from the TSP spectrum presented in Figure 2b. Regions of 
the ion source possibly contain thermal electrons in significant 
concentration (23) for this chemical reaction to take place. 
Alternatively, hydrogen radicals or other reactive neutrals may 
also act as reactant (32). Similar to thermal decomposition, 
the reduction occurs possibly in solvent-depleted particles of 
the thermos pray plume. 

Although the remaining ions in the TSP spectrum of 
quaternary salts 1 and 3, including the base peaks (m/z 314 
and 398, respectively), might have been assigned to fragments 
formed from the dequaternized or reduced species, this ex
planation could be argued, since practically no ions were 
detected at these m/z values in either the corresponding 
isobutane or ammonia DCI spectra, in which the occurrence 
of thermal processes were evident, or in the TSP spectra of 
the dihydropyridine analogues (2 and 4). Further studies have 
suggested another explanation taking a third chemical reaction 
into account. On the basis of the TSP spectrum of the possible 
hydrolysis products of 1 (a,a,a-trifluorothymidine) and 3 
(a,a,a-trifluorothymidine 5'-pyvalate ester, as shown in Figure 
4) registered under identical conditions, hydrolytic cleavage 
at the trigonellyl ester bond resulting in the formation of these 
compounds also occurs. Accordingly, the base peaks in the 
spectra of the quaternary salts can be assigned to the [M + 
NH41+ adduct ions of the neutral molecules described above 
(m/z 314 for 1, m/z 398 for 3 and 3a). This hydrolysis re
action, in contrast to the thermal decomposition and reduction, 
most probably takes place within the liquid jet droplets of the 
thermos pray plume indicating the stress exerted by the ele-
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Figure 4. TSP mass spectrum of a,a,a-trifluorothymidine 5'-(2,2-di
methylpropanoate) (solvent, 0.1 M aqueous ammonium acetate). 

vated temperature, the pH, and ion concentration of the liquid 
medium exposed to the analyte during sample introduction, 
and thus, the hydrolytically sensitive bonds of nonvolatile 
ions/molecules are also subject to cleavage. Then the reaction 
products may be ionized according to the mechanism involving 
ion evaporation from charged liquid droplets (33) and/or 
gas-phase (chemical) ionization following depletion of the 
droplets from solvent (34). 

Obviously, the neutral dihydropyridine analogues 2, 4, and 
4a can be ionized by TSP due to their (albeit low) volatility 
that facilitates the presence of intact gaseous neutral molecules 
in the jet. In comparison with the DCI spectrum obtained 
with the EI/CI source, a "softer" ionization (less fragmenta
tion) is achieved under thermos pray conditions, but the 
identical fragment ions are indicative of a common (CI) 
mechanism of ion formation, i.e., gas phase ionization by a 
reagent ion plasma. A notable difference between the DCI 
and TSP mass spectra of the deuterium labeled compound 
4a is the lack of hydrogen/ deuterium exchange during the 
ionization with the latter technique. This might be an in
dication of the heterogeneous (condensed-phase/ gas phase) 
rather than homogeneous (gas-phase) exchange reaction in 
DCI. 

F AB is the only technique studied that is able to provide 
an intact cation of high intensity from the quaternary salts 
(Figure 1c). Although of substantially lower intensity, the 
cluster ion consisting of two cations and an anion (iodide) is 
readily discernible, and even higher clusters might be detected. 
The one major fragment ion (m/z 138) is originated from the 
quaternary substituent. As it has been revealed, F AB is a 
powerful method for ionization/ desorption of preformed ions 
already existing in the condensed phase (17), and the basic 
function of the matrix might be just to assist the ion evapo
ration from liquid-phase/gas-phase interface (35). Matrix
or bombardment-induced reactions (including reduction) were 
not observed. 

In F AB mass spectra of the neutral dihydropyridine ana
logues, ions of even higher intensity corresponding in their 
mass positions to the quaternary ions have been detected, in 
addition to the expected MH+ quasimolecular ions (Figure 
2c). The intense fragment ion characteristic of the quaternary 
substituent (m/z 138) is a strong indication of the presence 
of the ionic substance (3). It might have been considered that 
the preformed cation present as contaminant in the neutral 
dihydropyridine compound (although the corresponding DCI 
and TSP spectra revealed only trace amounts of the ionic 
form) desorbed more efficiently than the MH+ ion of the 
latter. Even small amounts of the ionic form would be 
"overrepresented" in the FAB spectrum when it predomi
nantly occupies, due to the known surface-active feature of 
quaternary ammonium compounds, the surface regions of the 
sample/matrix solution, which is directly involved in the 
sputtering process, resulting in the so-called surface activity 
discrimination (36). In competition for the surface, however, 
the hydrophobicity /hydrophilicity of the analyte should also 
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Figure 5. FAB mass spectrum of 2 (molecular ion region): (a) in 
glycerol; (b) in dithioerithritol/dithiothreitol (3:1); (c) in glycerol + 1% 
p-toluenesulfonic acid; (d) in glycerol + 1 % sodium dithionite; (e) in 
glycerol saturated with lithium iodide. 

be evaluated (37). Thus, the possible surface activity dis
crimination of the quaternary pyridinium salt present as a 
contaminant of the neutral compound may be counterbalanced 
by the hydrophobic character (24, 25) of the dihydropyridine 
analogue. Considering these factors and the ion yield of the 
quaternary salt (3) calculated from the respective F AB spectra, 
the intensity of the cation is exaggerated and cannot be as
signed simply as contamination. There should be a chemical 
reaction, i.e. oxidation, that produces the quaternary ion from 
the dihydropyridine compound under F AB conditions. 

The involvement of the glycerol matrix in the present ox
idation process is indicated by the intense [M - H + glycerol] + 
(m/z 592) and [M + H + glycerol]+ (m/z 594) adducts. 
Clustering is profoundly less abundant in case of the pure 
quaternary salts. The reaction may proceed via either direct 
hydride removal or a sequential electron-proton-electron 
"hydride-like" oxidation mechanism. On the basis of chemical 
evidence and theoretical calculations (38-40), the direct hy
dride abstraction (concerted transfer of a proton and two 
electrons) appears to be more feasible in the matrix media. 
Another proof of the existence of a chemical reaction is that 
the rates of competing oxidation and protonation show matrix 
dependence. In comparison with glycerol (Figure 5a), the ratio 
of [M - H]+ /MH+ ion intensities of 2 profoundly increases 
using matrices such as thioglycerol, diethanolamine, tri
ethanolamine, 2-(octyloxy)nitrobenzene, and dithio
erythritol/ dithiothreitol (Figure 5b), while 3-nitrobenzyl al
cohol and PEG 600 produce only slight increase in the relative 
intensity of the quaternary ion. However, addition of an acid 
(p-toluenesulfonic acid, Figure 5c) evidently enhances the 
relative intensity of MH+. 

It is interesting to consider the site and extent of oxidation. 
The practically time-independent intensity ratio of the qua
ternary ion/protonated molecule during fast atom bombard
ment suggest that the oxidation takes place at the con
densed-phase/vacuum interface characterized as the selvedge 
region (41) and does not involve extensive solution chemistry 
within the liquid matrix. On the other hand, allowing a matrix, 
such as thioglycerol, which gives preferentially the ion cor
responding to the quaternary compound, to evaporate from 
the terget in the ion source under F AB conditions, then mixing 
the sample remaining on the probe with glycerol, the intensity 
ratio characteristic of the latter matrix is obtained again. The 
procedure (thioglycerol followed by glycerol) can be continued 
in cycles several times without noticeable changes in the 
matrix-related intensity ratios. Another proof is that admixing 
sodium dithionite, a reducing agent of the quaternary com
pound in solution, to the liquid matrix (glycerol) does not 
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influence the [M - H]+ /MH+ ratio (Figure 5d), although the 
addition of salt in a smaller amount results in the formation 
of [M + Na]+ adduct ions as well and is accompanied by an 
overall decrease in ion intensities. An excess amolUlt of sodium 
salt suppresses the sputtering process, possibly because of the 
substential changes in the nature of the interface region. The 
cation adduct (m/z 440) induced by the deliberate addition 
of saIt, may, however, help to ascertain the correct molecular 
weight as the adduct is not affected by artifacts emerging from 
redox reactions. The known side effect of this approach might 
be a cation exchange reaction in the liquid matrix (whenever 
it is feasible, i.e., there are exchangeable hydrogens in the 
molecule) before desorption giving rise to the appearance of, 
e.g., [M - H + 2Ljj+ ion (m/z 430) in Figure 5e. Unlike the 
sodium salt, saturation of the matrix with lithium iodide does 
not suppress the ion formation from the present compound 
under F AB conditions. 

In conclusion, a variety of chemical reactions has been 
observed during the ionization/desorption of some pyridinium 
salt =' dihydropyridine redox pairs. Upon crossing the con
densed phase/vacuum interface, DCI appears to exert purely 
thermal stress resulting in dequaternization of the involatile 
pyridinium salts, while TSP also exhibits species related to 
hydrolysis and reduction confined to the trigonellyl group. 
However, both techniques are capable of producing arti
fact-free mass spectra for the neutral dihydropyridine ana
logues, and an evaporation-gas-phase ionization sequence is 
likely to occur under normal operating conditions. On the 
contrary, FAB provides high-intensity intact cations from the 
pyridinium salts but results in bombardment-induced oxi
dation of dihydropyridines. The latter is proposed to be truly 
interfacial in nature, and its extent is associated with the 
properties of the liquid matrix. Formation of cation adducts 
may alleviate the accompanied ambiguities regarding the 
molecular weight determination, yet the complementary ap
plication of these desorption ionization methods is recom
mended for the title substances. 
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Homogeneous enzyme-linked competitive binding assays for 
biotin are described that are based on the competition be
tween an enzyme-biotin conjugate and free biotin for a fixed 
number of binding sites of avidin. Unlike conventional ho
mogeneous enzyme immunoassays, in this system the analyle 
(biotin) is labeled with adenosine deaminase (ADA), an am
monia-producing enzyme, Consequenlly, potentiometric 
rather than photometric methods can be used as means of 
detection, Several ADA-biotin conjugates were prepared and 
showed as high as 97 % inhibition of the enzymatic activity 
in the presence of avidin. AddHion of free biotin reverses this 
inhibition in an amount proportional to the concentration of 
analyte, Relatively steep dose-response curves were ob
served, leading to a precise and accurate assay for biotin, 
The detection limits of these curves were as low as 1 X 10'" 
M, Varying the concentration of the reagents in the assay 
allowed the detection limit and working range to be altered 
to a desired value. The proposed method was applied in the 
determination of biotin in a horse-feed supplement. 

INTRODUCTION 

Conventional homogeneous enzyme immunoassays are 
based on the EMIT (enzyme-multiplied immunoassay tech
nique) principle (1). In these assays, a ligand-specific antibody 
binds to an enzyme-labeled ligand (conjugate), modifying its 
enzymatic activity. Unlabeled ligand reduces the antibody
induced modulation of the enzymatic activity by competing 
for the specific binder and, therefore, leaving the enzyme
labeled ligand free to react with the substrate(s) (2-4). In the 
commercial EMIT assays the enzyme label used is a de
hydrogenase (glucose-6-phosphate dehydrogenase or malate 
dehydrogenase), and the enzymatic activity is monitored by 
photometric detection of NADH at 340 nm. 

An inherent limitation of assays based on photometric 
detection is the background absorbance due to the color and 
turbidity of physiological fluids. A detection system based 
on a potentiometric rather than a photometric principle cir-
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cumvents the necessity of sample dilution required to reduce 
the background absorbance and, therefore, should result in 
assays with better detection limits. 

Although several reports describe the use of electrochemical 
means of detection in homogeneous enzyme immunoassays 
(EIAs) (5), there is only limited information available con
cerning the use of ion-selective electrodes to measure enzyme 
activity in such assays. A homogeneous EIA using a carbon 
dioxide gas sensor to monitor the inhibition of chloroper
oxidase conjugated to IgG by an anti-IgG antibody was re
ported by Fonong and Rechnitz (6). This assay, however, was 
for a high molecular weight biomolecule. In another EIA, 
potentiometry was used to monitor the lysis of Micrococcus 
lysodeikticus cells loaded with trimethylphenylammonium 
ions by a lysozyme-biotin conjugate (7). Although quite el
egant, this assay showed limited sensitivity; a total change in 
the signal of approximately 1.5 m V /min was obtained for a 
change in the concentration of biotin by 3 orders of magnitude. 

This report describes a homogeneous competitive binding 
assay for biotin based on the enzyme adenosine deaminase 
(ADA) and the strong and specific biotin-avidin interaction. 
In particular, binding of avidin to an ADA-biotin conjugate 
reduces the ability of the latter to deaminate adenosine. The 
competition between biotin in the sample and the ADA-la
beled biotin for the avidin controls the enzymatic activity. The 
ammonia produced can be measured potentiometrically and 
can be directly related to the activity of the enzyme. Through 
dose-response curves the production of ammonia can also be 
related to the amount of biotin in the sample. These curves 
are extremely steep and therefore provide the basis for a highly 
sensitive assay for biotin. 

It should be mentioned that ADA has been proposed as an 
enzyme suitable for heterogeneous EIAs (8,9). However, this 
is the first report of using this enzyme for the development 
of homogeneous assays. Other heterogeneous electrode-based 
EIAs have been reviewed recently by Monroe (10). 

EXPERIMENTAL SECTION 
Apparatus. For the static system studies, an Orion ammonia 

gas-sensing electrode (Model 95-12) was used. Voltages were 
measured with an Accumet pH/m V meter, Model 825 MP (Fisher 
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Scientific, Cincinnati, OH), interfaced with an Alphacom 1842 
printer (Fisher). 

The automated ammonia detection system was set up according 
to the specifications of Fraticelli and Meyerhoff (11). The gas 
dialysis unit consisted of two matched dialysis plates fitted with 
a GORE-TEX poly(tetrafiuoroethylene) gas-permeable membrane 
(0.2-;'Lffi pore size) (W. L. Gore and Associates, Elkton, MD) (12). 
The flow-through electrode unit was constructed with a poly(vinyl 
chloride) ammonium-selective membrane using nonactin as the 
ionophore (11). Enzymatic activity was measured potentiomet
rically with the pH/mY meter and recorded on a Fisher Recordall 
Series 5000 strip-chart recorder. 

Reagents. Poly(vinyl chloride), tetrahydrofuran, and dibutyl 
sebacate were from Polysciences, Inc. (Warrington, PA), Fisher, 
and Sigma Chemical Co. (St. Louis, MO), respectively. N
Hydroxysuccinimidobiotin (NHS-biotin), ADA from calf intestinal 
mucosa, bovine serum albumin (BSA), and all other chemicals 
were purchased from Sigma. Deionized distilled water was used 
to prepare all solutions. 

Standard NH/ solutions ranging from 1.00 X 10-2 to 1.00 X 
10--6 M were prepared from reagent grade ammonium chloride 
for the calibration of the detection systems. Calibration of the 
Orion electrode was performed in a 0.0100 M Tris-HCI buffer, 
pH 8.5; a 0.100 M citrate buffer, pH 5.5, was used to recondition 
the electrode (13) between measurements. The buffers prepared 
for the flowing internal electrolyte stream and the sample diluent 
stream of the automated system were 0.0100 M Tris-HCI, pH 7.5 
and 8.5, respectively. The protein buffer consisted of 0.10% (w/v) 
protein (dialyzed gelatin or BSA) in assay buffer (0.0100 M 
Tris-sulfate containing 6.5 X 10-5 M ethylenediaminetetraacetic 
acid (EDTA)). Both the assay and protein buffers were at either 
pH 8.5 (static system) or pH 7.4 (automated system). Substrate 
solutions were prepared by dissolving adenosine in the respective 
assay buffer for each system. All avidin and conjugate dilutions 
were made with protein buffer. 

Preparation and Evaluation of ADA-Biotin Conjugates. 
Adenosine deaminase was dialyzed in a 0.100 M sodium bi
carbonate buffer, pH 8.2. Inosine was added to the enzyme 
solution in 3000-fold excess to protect the active site during 
conjugation. For each conjugation, 50 units of enzyme (at 4 °C) 
was used and enough volume of a NHS-biotin solution (10 mg 
of NHS-biotin in 1.0 mL of methyl sulfoxide) was added in ali
quots to produce various biotin:enzyme ratios in the reaction 
mixture. Following dialysis against the assay buffer (pH 7.4), each 
conjugate was diluted to 2.0 mL with the assay buffer. 

The ADA-biotin conjugates were characterized with respect 
to enzymatic activity and inhibition by using the automated 
system. A volume of 100 I'L of the appropriate conjugate was 
combined with either 200 I'L of the protein buffer (activity) or 
100 I'L each of the protein buffer and avidin (inhibition). The 
mixture was incubated for 20 min prior to the addition of 1.00 
mL of 4.4 x 10-3 M adenosine. The amount of ammonia produced 
was measured in order to determine the activity and inhibition 
of the conjugates. 

Static System. A pH-dependence study was performed to 
determine the optimum pH at which the system as a whole 
(ADA-biotin conjugate coupled with the ammonia gas sensor) 
produced a maximum change in the millivolt signal. Tris-HCI 
buffers were used for the pH range 7.5-9.0, and carbonate buffers 
were used for the pH range 9.5-10.0. 

To determine the effect of varying the incubation time, avidin 
(100 I'L) was incubated for various time intervals with specific 
dilutions of the ADA-biotin conjugate (100 I'L) and of the protein 
buffer (100 I'L) in 2.60 mL of assay buffer. Adenosine (2001'L 
of a 1.6 X 10-2 M solution) was added to the assay beaker, and 
after the appropriate incubation time, the ammonia produced was 
monitored for 5 min at 30-s intervals. 

A binder dilution curve was generated in order to determine 
the optimum binder concentration in the assay. One hundred 
microliters of different concentrations of avidin, 100 JLL of 
ADA-biotin conjugate, 100l'L of protein buffer, and 2.60 mL of 
assay buffer were incubated together for 15 min; this time was 
also sufficient for the gas sensor to reach a stable base line. Then, 
200 I'L of 1.6 X 10-2 M adenosine was added to the assay beaker, 
and the activity was measured as described above. The percent 
inhibition was calculated on the basis of the amount of ammonia 
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produced in the presence of avidin relative to that amount pro
duced in the absence of the binder. 

Dose-response curves were generated by using the same pro
tocol as that described for the binder dilution study; however, 
a constant avidin concentration was maintained and 100 JLL of 
the protein buffer was replaced with 100 I'L of biotin standards. 
The percent inhibition was plotted against the logarithm of the 
concentration of biotin in the standards. 

Automated System. To investigate the association kinetics 
between the conjugate and the binder, 100 I'L of an avidin solution 
(0.5 I'g of avidin/mL) was incubated with 100 I'L each of the 
ADA-biotin conjugate (1:200 dilution) and the protein buffer for 
set time intervals. After each incubation period, 1.00 mL of 6.5 
X 10-3 M adenosine was added and allowed to react for 15 min 
before stopping the reaction with 0.010 M silver nitrate. The 
ammonia produced was measured, and the percent inhibition was 
calculated and plotted against the incubation time. 

The effect of changing the amount of avidin on the percent 
inhibition of the conjugate was studied by incubating 100 I'L each 
of the ADA-biotin conjugate (1:200 dilution) and protein buffer 
and varying amounts of avidin. One thousand microliters of 6.5 
X 10-3 M adenosine was added after a 20-min incubation period. 
The enzymatic activity was measured, and a binder dilution curve 
was constructed by plotting percent inhibition vs the amount of 
avidin used in each assay. 

The dose-response characteristics of the assay were studied 
by incubating a range of biotin standards with the ADA-biotin 
conjugate and avidin. One hundred microliters each of the 
conjugate, avidin, and biotin standard was incubated for 20 min 
prior to the addition of 1.00 mL of 6.5 X 10-3 M adenosine. 
Dose-response curves were prepared. by plotting percent inhibition 
vs the logarithm of the biotin concentration in the standards. 

Feed Supplement Analysis. Biotin was extracted from a 
weighed sample (around 0.10 g) of a horse-feed supplement (Better 
Hoof from Horse Health Products, Louisville, KY) with 10.0 mL 
of 1.0 M NaOH. The pH of a 6.00-mL aliquot of this solution 
was adjusted to between 7 and 8. This solution was further diluted 
to 10.0 mL with the pH 7.4 assay buffer. The samples for the 
recovery studies were spiked with a known amount of biotin before 
extraction. Further dilutions of the supplement preparations and 
the spiked samples were made with the protein buffer, pH 7.4, 
so that they fit within the linear portion of the dose-response 
curve. The protocol for the analysis was that described for the 
dose-response study using the automated system. 

RESULTS AND DISCUSSION 

Development of a precise and sensitive homogeneous en
zyme-based competitive binding assay is dependent on the 
use of an enzyme-ligand conjugate that possesses high en
zymatic activity and can be inhibited to a great extent. Several 
conjugates of ADA were prepared from the N-hydroxy
succinimide derivative of biotin (14), while the active site of 
the enzyme was protected by an excess of inosine. Such 
protection minimized the possibility of biotin attachment to 
lysines at the active site of the enzyme, which may result in 
a loss of enzymatic activity (15). 

In order to choose the best conjugate for the homogeneous 
competitive binding assay, each conjugate was evaluated with 
respect to percent inhibition, enzymatic activity, and percent 
residual activity (Table I). As expected, the least conjugated 
enzyme exhibited the greatest residual activity, 67%. 
Moreover, the residual activity of the conjugates decreased 
as the initial biotin:enzyme ratio increased. Contrary, in
creasing the initial biotin:enzyme ratio led to conjugates whose 
enzymatic activity can be inhibited by as much as 97% in the 
presence of avidin. Both of these observations may be at
tributed to a higher degree of conjugation (i.e., more biotins 
attached per enzyme molecule) when a higher initial bio
tin:enzyme ratio was used. Conjugate ADB4, with a 500:1 
initial mole ratio of biotin:ADA, showed 31 % residual activity 
and 90% inhibition and was used for the remaining studies. 

Although ADA has been used in heterogeneous EIAs (8, 9), 
this is the first time that a conjugate of this enzyme has 
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Table I. Characterization of the ADA-Biotin Conjugates 

initial enzymatic 
biotin: activity,G 

conjugate enzyme ratio mU 

ADB1 50:1 4.2 
ADB2 100:1 4.0 
ADB3 200:1 3.2 
ADB4 500:1 1.9 
ADB5 800:1 1.5 

residual 
activity,b 

% 

67 
64 
51 
31 
25 

inhibition,C 
% 

28 
58 
72 
90 
97 

a Milliunits, mU, refer to the enzymatic activity of 100 J.l.L of 
ADA-biotin conjugate. (Unit definition: One unit of ADA de
aminates 1.0 ,uIDol of adenosine per minute at pH 7.4.) bpercent 
residual activity was calculated by comparing the activities of the 
conjugates to the initial activity of the unconjugated enzyme. 
C Percent inhibition was determined by using 1:400 dilutions of the 
conjugates and an excess of avidin (20 ,Ltg). The incubation time 
was 20 min, in a total volume of 300 ILL, after which 1.0 mL of 4.4 
X 10-3 M adenosine was added. The ammonia produced was 
monitored with an autoanalyzer system based on a flow-through 
ammonium-selective electrode. 

exhibited a reasonable degree of inhibition. Indeed, attempts 
to inhibit ADA, highly conjugated with adenosine 3',5'
monophosphate (cyclic AMP), by an anticyclic AMP antibody 
were unsuccessful (16). Similarly, ADA-folate conjugates were 
inhibited by less than 10% in the presence of folate binding 
protein (17). A model is proposed here to explain all of the 
above observations. This model is based on the effect of the 
depth of the binding site of the various binders on enzyme 
inhibition. On the basis of electron microscopy studies, it has 
been reported that upon binding, the carboxylic group of 
biotin is buried about 9 A below the surface of avidin (18). 
This distance is approximately 1.5 A longer than the link 
provided by the side chain of lysine on the ADA-biotin con
jugate. This allows for the avidin to reach the polypeptide 
backbone of the conjugate, thus forcing a change in the con
formation of the enzyme. In comparison with avidin, anti
bodies have shallower binding pockets (18) and therefore are 
incapable of reaching the surface of the enzyme. 

It should be mentioned that conjugates of glucose 6-
phosphate dehydrogenase (G6PDH) with either biotin (14) 
or folate (19) can be inhibited up to 100% and 70%, re
spectively, in the presence of their corresponding binding 
proteins. Similarly, conjugates of this enzyme with other 
ligands such as therapeutic drugs, drugs of abuse, and hor
mones can be inhibited in the presence of ligand-specific 
binders (20). Therefore, it appears that it is easier to inhibit 
conjugates of G6PDH than of ADA. One possible reason for 
this is that unlike ADA, which needs only one substrate 
(adenosine), dehydrogenases catalyze redox reactions and 
require the presence of two substrates. This, along with the 
fact that NAD is larger than adenosine, implies that the region 
of the enzyme responsible for substrate recognition is larger 
in the case of G6PDH and thus more likely to be affected by 
the binder. 

It is customary to include a high concentration of a non
reactive protein in the assay mixtures to prevent nonspecific 
binding of the biomolecules to the walls of the assay container 
(21). Gelatin was chosen in our initial experiments; however, 
due to its high ammonia content, it was necessary to dialyze 
this protein against the assay buffer before use. It was later 
found that BSA was a more suitable buffer protein. The 
ammonia background signal due to the BSA buffer was ap
preciably less, thus eliminating the preassay dialysis step. It 
was also found that the nature of the protein itself had no 
effect on the response characteristics of the assay. 

In this study, two different types of detection systems were 
used to measure enzymatic activity. In our initial studies, an 
Orion ammonia gas-sensing electrode was employed. The 
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Figure 1. Effect of pH on the enzymatic activity of ADB4 in the 
absence (e) and presence (0) of 1 }.t9 of avidin. The yaxis refers 
to the change in potential per minute due to the production of ammonia. 
Data pOints are means of duplicate measurements. 
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Figure 2. Effect of varyin9 the incubation time between the conjugate 
and avidin on percent inhibition: (0) 100 I'L of a 1: 1 00 dilution of ADB4 
and 1 1'9 of avidin (static system); (e) 100 I'L of a 1:200 dilution of 
ADB4 and 0.5 1'9 of avidin (automated system). Values shown are 
averages of duplicate measurements. 

optimum pH for ADA is 7.4; however, the Orion electrode has 
an optimal response at pH 9.5 (9). Therefore, in order to fmd 
the best conditions for our experiments, it was necessary to 
evaluate the electrode signal produced as a function of pH. 
Figure 1 shows the results both in the absence (activity) and 
presence (inhibition) of avidin. From these data, the optimum 
pH was determined to be around 8.5. At this pH the electrode 
detected the greatest difference in the enzymatic rate between 
the activity and inhibition of the ADA-biotin conjugate. 
Therefore, controlling the pH at 8.5 should result in more 
precise assays with better detection limits. A maximum in
hibition of 84% was attained in the presence of avidin (the 
avidin and conjugate were incubated for 15 min). Although 
a conjugated enzyme (ADB4) was used in these studies, the 
optimum pH was similar to that reported in an earlier study 
using unmodified adenosine deaminase with the same de
tection system (9). 

To evaluate the association kinetics between the conjugate 
and avidin, a study was undertaken in which the incubation 
time was varied (Figure 2). A steep rise in percent inhibition 
was observed; after an incubation period of 5 min the conju
gate was already inhibited by 60%. For the studies based on 
the ammonia gas sensor, a 15-min incubation period was se
lected that corresponded to 87 % inhibition. 

Following optimization of the pH and the incubation time, 
the effect of changing the amount of avidin on the inhibition 
of a constant amount of ADB4 was evaluated. As shown in 
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Figure 3. Effect of varying the levels of avidin (micrograms of avidin 
in the assay mixture) on the inhibition of a 1:100 dilution of ADB4 (static 
system). Means of duplicate measurements were plotted. 

Figure 3, as the amount of binder increases, the inhibition 
increases. The least amount of binder that produces a 
measurable inhibition is around 0.1 I'g (equivalent to 1.5 X 

10-8 M), which indicates that this method can be used for the 
sensitive determination of avidin. Further, this curve is useful 
for the selection of the appropriate concentration of avidin 
for the biotin assay. Typically, the amount of binder that 
corresponds to approximately 85% of the maximum inhibition 
is chosen in order to obtain dose-response curves with the best 
detection capabilities (19,20). As shown in Figure 3, 2 I'g of 
avidin produced an inhibition of 86%; however, 1 I'g of avidin 
resulted in an inhibition of 71 % and was used for the dose
response studies. 

For the latter, free biotin was incubated along with ADB4 
and avidin in a single incubation mode of analysis (22) before 
addition of the substrate. Dose-response curves were obtained 
that related the concentration of biotin in standards to the 
inhibition of the enzyme-ligand conjugate (Figure 4). The 
ED50 value (effective dose at 50% of maximum response) of 
this curve is 4 X 10-7 M. 

Unfortunately, the use of the commercial gas sensor limits 
the number of samples that can be analyzed to about three 
per hour. To circumvent this limitation, an automated gas
sensing detection system was used. The purpose of our initial 
study with this system was to evaluate the effect of varying 
the incubation time between avidin and ADB4 (Figure 2). The 
steepness of the slope between zero and 15 min of incubation 
time emphasizes the quick response capability of this assay. 
A value of 75% inhibition was observed at an incubation time 
as short as 5 min. For the remainder of the studies an in
cubation period of 20 min, corresponding to 85% inhibition, 
was chosen. 

A binder dilution curve for a 1:200 dilution of ADB4 was 
then constructed to determine an appropriate amount of 
avidin to use for the dose-response studies (results not shown). 
Binder concentrations in the range of 0.25-0.50 I'g provided 
sufficient inhibition of the enzymatic activity and were used 
to produce a family of dose-response curves (Figure 4). 
Typically, these curves were steep, which indicates the ca
pability of these assays for the precise and accurate deter
mination of biotin. The steepness of the curves is consistent 
with theoretial predictions of the response of enzyme immu
noassays in cases where the affinity constant of the binder 
for the free ligand is higher than that for the conjugate (23). 

Optimization of these assays was undertaken by varying 
the concentrations of the ADA-biotin conjugate and avidin. 
Altering these parameters resulted in detection limits as low 
as 1 X 10-8 M biotin. As evidenced from Figure 4, when the 
avidin concentration is halved, the resulting curves are shifted 
to better detection limits by almost an entire decade. Further, 
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Figure 4. Dose-response curves for biotin: (.!.) 1: 100 dilution of ADB4 
in the presence of 1 1'9 of avidin (static system); (0) 1:200 dilution of 
ADB4 in the presence of 0.5 1'9 of avidin (automated system); (0) 
1:200 dilution of ADB4 in the presence of 0.25 1'9 of avidin (automated 
system); (e) 1:400 dilution of ADB4 in the presence of 0.5 1'9 of avidin 
(automated system); (_) 1:400 dilution of ADB4 in the presence of 0.25 
.ug of avidin (automated system). The x axis refers to the molarity of 
the biotin standards. Curves were generated by plotting means of 
duplicate measurements. 

at least for the concentrations of binder tested, essentially no 
effect was observed on the detection limits due to changes in 
the concentration of ADB4. 

In comparison with the automated system, the dose-re
sponse curves obtained with the static system (Figure 4) were 
not as steep since the concentration of the reactants (i.e., 
conjugate and avidin) was much lower than those used in the 
automated system. Therefore, the latter system is more 
sensitive and should result in more precise assays. To 
quantitate the precision of the assay for biotin using the 
automated system, the assay was repeated five times with four 
different biotin concentrations that fall in the steep portion 
of the curve. The coefficient of variation (CV) for each of the 
biotin concentrations was calculated, and the average CV was 
found to be 3.1 %. 

In order to demonstrate the general applicability of the 
assay, real sample studies were performed. Biotin is an es
sential vitamin for both humans and animals, acting as a 
coenzyme in carboxylation reactions involving ATP (24). 
Horses, for example, need biotin to promote good hoof growth 
and a healthy coat. Comben et al. have demonstrated through 
case studies the need for biotin supplementation in a horse's 
diet, particularly those with badly damaged feet. They 
claimed that the amount of biotin necessary to sufficiently 
treat unhealthy hooves is 15 mg/day (25). 

Horse-feed supplements containing biotin can be purchased 
from a number of manufacturers. By use of the assay system 
developed, the amount of biotin in one such feed supplement 
was determined. Besides biotin, this sample also contained 
dextrose, gelatin, dried brewer's yeast, calcium phosphate, zinc 
sulfate, DL-methionine, L-lysine, pyridoxine·HCI, and potas
sium sorbate. The estimated amount of biotin found was 19% 
more than that claimed by the manufacturer. Recovery 
studies were also performed, and the quantities of biotin used 
to spike the samples before extraction, 48.9 and 24.4 I'g, were 
recovered at 100% and 88%, respectively. These recoveries 
imply the absence of matrix effects in these determinations. 

In conclusion, adenosine deaminase, an ammonia-producing 
enzyme, was used to develop a homogeneous competitive 
binding assay for biotin. Steep dose-response curves were 
observed. By varying the concentrations of the assay reagents, 
one can adjust the steep portion of the dose-response curve 
to a desired value over a wide range of biotin concentrations. 
Finally, the approach presented in this report results in an 
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detectIOn schemes and, therefore, should be advantageous for 
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centrifuge (Sorvall, RC-3) was used to pellet cells. A Titertek 
Multiskan MCC/340 microtiter plate reader (Flow Laboratories, 
Inc.) was the spectrophotometer used to determine optical den
sities. A Mini-Orbital shaker (Bellco, Inc.) was used to agitate 
plates during the affinity isolation step. Corning 96-well tissue 
culture plates were bound with monoclonal antibody (mAb) and 
were used in the cell proliferation step. Corning tissue culture 
flasks (Corning Glass Works) were used to culture CTLL-2 cells. 
Coming 25942 disposable sterile filter systems (0.22 ILm) were used 
to sterilize the coating buffer, the blocking buffer, and the human 
AB serum. Falcon Model 2098 graduated conical tubes (50 mL; 
Becton-Dickinson Laboratories) were used to hold culture su
pernatant and cells. Immulon-2 flat bottom plates (Dynatech 
Corp.) were used in the colorimetric determination step. Nunc 
cryotubes and Sarstedt tubes were used to store frozen calibration 
standard and quality assurance samples. Radiometric mea
surements were made with a Model LS-3801 scintillation counter 
(Beckman Instruments) or a Micromedic Model 28023 gamma 
counter (Micromedic Systems, Inc.). 

Chemicals_ NaH2PO,·H20, Na2HPO,·7H20, and NaCI were 
purchased from Fisher Scientific and were used to make the 
phosphate buffered saline (PBS). Trizma HCI and Trizma base 
(reagent grade) were purchased from Sigma Chemical Co. and 
were used to make the coating buffer. HCI (J. T. Baker Chemical) 
was used to stop the colorimetric reaction in the lactic acid assay. 
Glycine buffer, INT (P-iodonitrotetrazolium violet) solution (grade 
1), phenazine methosulfate (PMS), iJ-diphosphopyridine nu
cleotide (NAD), and lactate dehydrogenase were purchased from 
Sigma Chemical Co. for use in the lactic acid assay. Hepes buffer 
(1 M solution), L-glutamine (200 mM), gentamicin sulfate (50 
mg/mL), minimal essential medium (MEM), sodium pyruvate 
and penicillin-streptomycin solution (penicillin 10000 units/mL 
and streptomycin 10000 ILg/mL) were obtained from Gibco 
Laboratories. ['25I]_rIL_2 was purchased from New England 
Nuclear. [14C(U)]-rIL-2 was a gift of R. Crowl (Hoffmann-La 
Roche, Inc.). 

Biologicals. Human IgG (Miles Scientific) and bovine serum 
albumin (BSA, Sigma Chemical Co.) were used in the blocking 
buffer. Monoclonal antibodies (5Bl and C-MYC) were gifts of 
R. Chizzonite (Hoffmann-La Roche, Inc.). The 5Bl monoclonal 
has an affinity of 1.2 X 109 mol and is of the IgG, isotype. The 
C-MYC monoclonal antibody recognizes amino acid sequence 
305-317 of the human C-MYC oncogene protein. The rIL-2 used 
to prepare the calibration standards and for cell maintenance was 
provided by the Quality Control Department, Hoffmann-La 
Roche, Inc. One unit (U) of rIL-2 equals approximately 50 pg 
of protein. Gelatin, type 1 (approximately 300 bloom from porcine 
skin), was purchased from Sigma Chemical for use in the blocking 
buffer. Human serum type AB (Gibco Laboratories) was used 
to reconstitute the rIL-2 standards. HBIO! and HBI0l sup
plement (Du Pont, Inc.) were used to culture the CTLL-2 cell 
line (American Type Tissue Culture). 

Solutions. A vial containing 1000 units of rIL-2 was recon
stituted to 500 units/mL with 2 mL of human AB serum, and 
calibration standards of 2, 5, 10, 20, 25, and 50 units/mL were 
prepared by diluting with the appropriate amount of human AB 
serum. A quality assurance pool was made by combining samples 
from individuals receiving rIL-2. 

Serum-free medium was prepared by removing 33.0 mL of 
medium from a 500-mL bottle of HBI0l to which was added 5 
mL of 200 mM glutamine, 5 mL of 100 mM sodium pyruvate, 12.5 
mL of Hepes buffer, 0.5 mL of gentamicin sulfate (50 mg/mL), 
5 mL of penicillin -streptomycin (10000 units/mL, 10000 ILg/mL), 
and 5 mL of HBI01 supplement which had been reconstituted 
with 10 mL of sterile distilled water. Monoclonal antibody (mAb) 
was diluted in coating buffer to give a final concentration of 1 
ILg/mL. Monobasic phosphate buffered saline (25 mM) was 
prepared with 3.45 g of NaH2PO,·H20 and 8.77 g of NaCI in 1 
L of distilled H20. The dibasic phosphate solution (25 mM) 
contained 6.7 g of Na2HPO,·7H20 and 8. 77 g of NaCI in 1 L of 
distilled H20. The dibasic phosphate buffer solution was titrated 
with the monobasic phosphate buffer solution to pH 7.4, auto
claved to sterilize, and stored at room temperature. Coating buffer 
for the bioassay was prepared by titrating a solution of 50 mM 
Trizma HCI and 150 mM NaCI with a solution of 50 mM Trizma 
base and 150 mM NaCI to pH 4.8, sterilizing the solution by 
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Scheme I. Diagram of the Steps in the IL-2 
Immunobioassaytl 

PreparatlOn of Tis5ueCulture Plate, 

II. IsolationofrlL-2 

A. CoatplatewlthmAb(1 
1'9/ml} in coatIng buffer 
(Tris-HC1). let stand 
overnight at room temperature. 

B. ilash with distll1ed water. Add 
blocklngbuffer{Jo/.BSAand 
human JgG). lIashwithsterile 
PBS,cover, store refrigerated 
for up to two weeks. 

A. Addcal1bratlonstandards (2, 5, 
experimental samples and Qual1ly 

B.8indtomP.bbyshak:ingfor2hours 
C. Wash plate with PBS. 
D. Add medIum to washed plate (100 
L Add 1 x 104 CTLl-2 cells/well. 

platefor24hoursat37"Clna 
CO 2,95%alr. 

!II. Measurement of Cell Proliferation 

A. Add501'1/wellNAO"glycinebuffersolutlon 
B. Transfer151'1/welltlSsueculturesupernatanttoplate 

containing NAO solution. 
C. Add50I'1/wellINTsolution. 
O. jncubatelOmlnutes. 
E. $topreactlonwith501'l/well O.35NHC1. 
F. Read plates with microplate at 550nm 

IV. CalculatlOnofConcentrations 
A. Fitcalibrationdatatononllnear 
B. Calculate amount inexpenmental 

samples from observed absorbance 
the fit of the calibratlOn data. 

C. (orrectforaliquot. 

QKey: mAb = monoclonal antibody 5Bl; BSA = bovine serum 
albumin; IgG = immunoglobulin G; PBS = phosphate buffered 
saline; CTLL-2 = cytotoxic T cells derived from a C57B1/6 mouse; 
NAD = B-diphosphopyridine nucleotide; INT = P-iodonitro
tetrazolium violet. 

flltration, and storing it at 4°C. The blocking buffer was prepared 
by combining 10 g of BSA with 3 g of gelatin dissolved in 1 L of 
25 mM PBS (pH 7.4) and was sterilized by filtration. Human 
IgG (160 mg) was then added aseptically and the final solution 
stored at 4 °C. The following solutions were used in the color
imetric determination of lactic acid. Glycine buffer-NAD solution 
was prepared with 50 mg of NAD, 10 mL of glycine buffer, 1 mL 
of 1 % gelatin, and 20 mL of sterile distilled H20. The PMS 
solution was prepared by dissolving 1 mg of phenazine metho
sulfate in 5 mL of sterile distilled H20. The tetrazolium violet 
solution was prepared immediately prior to use with 10 mL of 
INT solution, 2.0 mL of phenazine methosulfate solution, and 
0.2 mL of lactate dehydrogenase. A 0.35 M HCI solution was used 
to stop the colorimetric reaction. 

Procedure (Scheme I). Anti-rIL-2 mAb bound tissue culture 
plates were prepared by coating plates with a fresh solution of 
llLg/mL ofmAb in coating buffer (omitting mAb from one column 
on the plate to serve as a specificity control). Coating buffer (100 
ILL/well) was added, the plate lids were replaced, and the plates 
were incubated overnight at room temperature. The following 
day, the plates were washed 4 times with 400 ILL/well of sterile 
distilled water (Pro/Pette wash cycle). Blocking buffer (100 
ILL/well) was then added, the plate lids were replaced, and the 
platas were incubated a minimum of 15 min at 37°C. The plates 
were then washed with 400 ILL/well of sterile PBS (Pro/Pette 
wash cycle). The lids were replaced, and the plates were stored 
at 4 °C for up to 2 weeks. 

Recombinant IL-2 was isolated from serum by using the mAb 
bound capture plates in the following manner. Monoclonal bound 
tissue culture plates, calibration standards, quality assurance 
samples, and experimental samples were warmed to 37°C for 15 
min. One hundred microliters of calibration standards (2, 5, 10, 
20,25, and 50 units/mL ofrIL-2) were added in triplicate utilizing 
one set of these standards in the column without mAb as the 
specificity controL Normal human AB serum (drug-free blank), 
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quality assurance samples, and experimental samples were also 
added to the plates. Covered plates were shaken on an orbital 
shaker at room temperature for 2 h, washed 4 times with 400 
ILL/well of sterile PBS, and HBIOl medium (100 ILL/well) was 
added. 

The isolated rIL-2 was then incubated with 100 ILL/well of 
CTLL-2 cells «1 X 105)/mL) previously washed 3 times in HBIOI, 
and viability counted (trypan blue dye exclusion). Cells were used 
in the assay only when viability exceeded 95 %. Plates were 
covered and incubated for 24 h in an humidified atmosphere of 
5% CO,-95% air at 37°C. 

Cell proliferation in response to isolated rIL-2 in experimental 
samples and calibration standards was measured by an assay for 
lactic acid (8). NAD solution (50 ILL/well) was added to Dynatech 
Immulon plates. Cell supernatant from the sample plate (15 
ILL/well) was transferred to the plate with the NAD solution. The 
tetrazolium dye solution (50 ILL/well) was added, and was allowed 
to develop for exactly 10 min after which HCl was added to stop 
the reaction, and the plates were read with a microplate reader 
at 550 nm. 

3H-TdR Method_ The procedure was the same as that de
scribed above with the following additions. After the cells were 
incubated at 37°C for 18 h in an atmosphere of 5 % CO,-95 % 
air, 0.51LCi of 3H-TdR (25 Ci/mmol) was added to each well for 
the last 6 h. Then, after 15 ILL of supernatant was taken for the 
colorimetric assay, the cells were harvested on glass filters, and 
the 3H-TdR incorporated was measured. 

Calculations. After the mean optical densities for the lactic 
acid determinations were calculated, the nonlinear calibration 
curve was analyzed by use of the computer program NONLIN (9). 
Calibration curves were generated by fitting the mean optical 
density (Y) and the concentration (Xl ofrIL-2 (in units/mL added 
to control serum) to a weighted (I/Y) nonlinear equation X = 
(YC - A) / (1 - YB), where A, B, and C are constants generated 
by the nonlinear least-squares program. 

Stability Experiments. Bench-top stability was determined 
by comparing the concentration of samples allowed to stand at 
room temperature for 0, 3, 6, and 22 h. The long-term stability 
at -20°C was determined by duplicate determinations of the same 
quality assurance pool over a period of 6 months. 

Clinical Samples_ Serum samples were obtained from three 
patients administered a 30-min infusion of rIL-2. All patients 
had Acquired Immunodeficiency Syndrome (AIDS) with docu
mented deficits in cell mediated immunity and all had recovered 
from at least one opportunistic infection. 

RESULTS AND DISCUSSION 

IL-2 Dependent Cen Growth. The rIL-2 dependent 
proliferation of the IL-2 dependent CTLL-2 cell line is il
lustrated in Figure 1. This cell line was grown in defined 
HBI01 medium to reduce the possibility ofnon-IL-2 related 
growth effects. Cells seeded at 7 X 103 cells/mL proliferated 
to the desired density of 1 X 105 cells/mL after 2-3 days in 
100 units of rIL-2/mL of medium. Although CTLL cells 
survived several days in the absence of IL-2, no significant 
proliferation was observed. It was also found that the assay 
worked best when cells were kept in log phase. Thus, cells 
which grew to densities greater than 2 X 105 cells/mL were 
not used in the assay or passed. CTLL-2 cells stored at -196 
°C could be reconstituted without any difficulty. 

Assay. Recombinant IL-2 was isolated from serum by a 
modified capture-affinity technique (8) that involved coating 
sterile tissue culture plates with monoclonal anti-rIL-2 an
tibody to eliminate interferences from non-IL-2 growth factors, 
comedicants, and inhibitors (10) known to be present in hu
man serum. This mAb has been shown by using the western 
blot technique (11) to specifically bind to an epitope com
prising the first 12 amino acids ofrIL-2 in which the threonine 
at position 3 is non-glycosylated. 

For the determination of rIL-2 in human serum, it was 
necessary to incubate the appropriate serum samples in the 
prepared microtiter wells. Fortified calibration standards, 
quality assurance samples, and appropriate controls were 
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Figure 1. IL-2 dependent response of mouse CTLL-2 cells in HB10l 
medium to 100 units/mL of rIL-2 over a 26-h time period (0). CTLL-2 
cells plus medium with no rIL-2 over the same time period (+). 

60 

50 

w 40 

~w 30 

" 8'i 
0. 20 

lk1r 1k1~ I~~ I~ 10 

A c 
Figure 2. Bar graph represents the percent recovery of [125I]-rIL-2 
and [14C(U)]-rIL-2 in the bioassay. Bars labeled A represent recovery 
percentages from acid elution of bound ['25I]-rIL-2. Bars labeled B 
represent recovery percentages of [125I]_rIL_2 bound by mAb coated 
at pH 8.0. Bars labeled C represent recovery percentages of 
[125I]_rIL_2 bound by mAb coated at pH 4.8. Bars labeled D represent 
recovery percentage of [14C(U)]-rIL-2 bound by mAb coated at pH 4.8. 
See text for description of bars within each category. Error bars 
represent one standard deviation in percent. 

assayed in addition to experimental samples. Originally rIL-2 
was dissociated from the affinity plate with acid (0.2 M acetic 
acid in 300 mM NaCl) and the neutralized eluent was 
transferred to tissue culture plates containing the responding 
CTLL-2 cell line. However, it was discovered, using ['25I]-rIL-2 
(specific activity 7000 cpm/unit) as a tracer, that only a very 
small percentage of the counts (5%) were recovered in the 
neutralized acid eluent (Figure 2A). Because of this finding, 
the assay was modified in such a way that the cells were added 
directly to the plate containing anti-rIL-2 and isolated rIL-2. 
The rationale behind choosing this method will be presented 
in the section on recovery. 

The plates were incubated with the serum samples for 2 
h, the microtiter wells were washed, and medium was added 
to each well followed by the addition of CTLL-2 cells. This 
mixture was incubated for 24 h after which cell proliferation 
was measured by a colorimetric determination of lactic acid 
production in the cell medium (8). 



Recovery. Recovery information was obtained by following 
the above procedure except that control serum was fortified 
with [125I]-rIL-2. The purity of this tracer (>85%) was de
termined by cochromatography with unlabeled rIL-2 using 
reverse-phase HPLC. Tissue culture plates were substituted 
with Immulon 1 Removawell strips in order to facilitate well 
by well counting. 

Examination of the fate of the labeled rIL-2 was completed 
by following the label at each step in the assay (Figure 2). Left 
slanted vertical bars represent material not captured by the 
mAb and removed with the supernatant. Right slanted bars 
represent the percent labeled material removed in the first 
wash. Cross-hatched bars represent the percent label removed 
in the second wash. Left slanted narrow vertical bar represents 
the percent labeled material removed in four washes. Clear 
bar represents percent material removed by acid elution. 
Black bars represent the percent labeled material bound to 
the plate by the mAb. In addition, two different pH values 
(4.8 and 8.0) for coating were compared. After a 2-h incu
bation, approximately 36% of the label remained in the serum 
as nonbound material (a higher percentage, 47%, remained 
unbound if the coating buffer was basic). In these studies 
40--50% of the labeled material was recovered bound to the 
plate and approximately 10% of the total counts eluted in the 
first two wash steps. Plates treated with no anti-rIL-2 show 
less than 1 % nonspecific binding to the plate. 

Evidence for the superiority of coating plates at an acidic 
pH became apparent when an enzyme linked immunosorbent 
assay (data not shown) was used to compare the relative 
amounts of 5B1 monoclonal antibody bound at pH 4.8 and 
pH 8.0. It was found that 10% (relative) more antibody was 
found at pH 4.8 than at pH 8.0 when plates were coated at 
1 I'g/mL (100 I'L). In this regard, most reports in which 
proteins are bound nonspecifically to plastic, basic coating 
conditions are used. 

When [14C(U)]-rIL-2 was used at two concentrations (5 
units/mL and 20 units/mL) to determine the recovery from 
serum under acidic coating conditions, an average recovery 
at 57.3 ± 3.8% (n = 23) was observed (Figure 2). The percent 
recoveries at the two concentrations were the same, suggesting 
that recovery is the same over the concentration range used 
in our studies. The results presented in Figure 2 indicate that 
the recovery is very reproducible and that similar recoveries 
are obtained when either I4C or 1251 labeled rIL-2 is used as 
tracer. 

Partitioning. We also used [I4C(U)]-rIL-2 to determine 
the distribution of r IL-2 between blood cells and plasma. The 
blood cell/plasma concentration ratio (12), for a hematocrit 
of 0.48, was found to be 0.52/1, indicating that approximately 
one-third of the material is associated with blood cells and 
two-thirds with the plasma. In addition, when rIL-2 biological 
activity was compared from serum and plasma in these par
titioning experiments, no differences were observed. 

Specificity. Serum was fortified with various cytokines 
(IL-1 01, IL-1 fI, IL-4, a-interferon, and tumor necrosis factor) 
at 1000 units/mL and evaluated in the assay in order to 
demonstrate assay specificity. As can be seen in Table I, no 
cell proliferation above the control level occurred in response 
to these immunomodulators. 

5B1 was compared to a monoclonal antibody of the same 
isotype (C-MYC) to illustrate that rIL-2 was specifically 
captured by 5B1 anti-rIL-2 antibody. When 50 units/mL of 
r1L-2 was added to wells that had been coated with this un
related antibody, no cell proliferation above control levels was 
observed. Experiments were also undertaken to determine 
if the antibody capture technique could be eliminated from 
the assay by adding serum directly. In these experiments, 
control serum was added directly and compared to results 
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Table I. Optical Densities and Calculated Concentrations 
from the Analysis of Calibration Standards and Serum 
Samples Fortified with Other Known Immunomodulators 

analy1e 

rIL-2 

rIFN-aA 
IL-1 a 
IL-1 ~ 
hrTNF 
hrIL-4 

conen, 
unitsjmL 

50 
25 
20 
10 

5 
2 

1000 
1000 
1000 
1000 
1000 

IL-2 conen 
optical found, 
density unitsjmL 

1.117 50.55 
0.848 23.74 
0.804 20.55 
0.646 10.83 
0.516 4.43 
0.463 2.14 

0.418 NM 
0.423 NM 
0.426 NM 
0.411 NM 
0.434 NM 

Figure 3. rIL-2 calibration curve (plotting optical densities versus 
units/mL) from the analysis of six standards. Triangles and dots are 
duplicate analyses. 

from the highest reference standard (50 units/mL) added 
directly in HB10l medium. Optical density readings from the 
lactic acid assay that resulted from the direct addition of 
control serum were considerably higher (data not shown) than 
those seen with our highest standard, indicating that serum 
could not be directly added in our assay. This observation 
is most likely due to the presence of endogenous lactic acid 
in serum. 

We also compared rIL-2 content measured by the colori
metric determination oflactic acid with the 3H -TdR method 
from the same experiment (we performed both assays from 
the same microtiter plate). The mean of the standard de
viations in the colorimetric (3.5 %) was somewhat lower than 
that observed in the 3H-TdR method (8.2%). In addition, the 
content in the Quality Assurance pool sample was closer to 
the mean amount (4.8 units/mL) when measured by the 
colorimetric method (4.7 units/mL) than by the 3H-TdR 
method (3.7 units/mL). 

Sensitivity, Precision, Reproducibility, and Stability. 
It was determined in the above studies that if the monoclonal 
antibody was bound to the plates at acid pH, it was possible 
to generate reproducible calibration curves with good dynamic 
range (Figure 3). Calibration curves were generated by fitting 
the mean optical densities (Y) determined from the colori
metric lactic acid assay and the concentration (X) of rIL-2 
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Table II. Interassay Precision of the Assay Estimated from 
the Analysis of the Calibration Standards 

added. found (mean ± SD). rei std 
units/mL units/mL (n = 17) dey, % 

2" 2.0 ± 0.14 7.1 
5 5.1 ± 0.29 5.8 

10 10.3 ± 0.36 3.5 
20 19.6 ± 0.67 3.4 
25 24.9 ± 1.25 5.0 
50 51.0 ± 1.44 2.8 

4.6%b 

(J Significantly different from drug-free serum control at p > 
0.001 (two-tailed p values obtained from t test. n = 17). bOverall 
relative standard deviation. 

Table III. Bench-Top. Room Temperature Stability of IL-2 
in Pooled Human Serum 

conen found 
time, (mean ± SD. n = 17). rei std 

h units/mL dey, % 

0 4.16 ± 0.29 6.9 
3 3.98 ± 0.19 4.8 
6 4.16 ± 0.44 10.6 

22 4.34 ± 0.35 8.0 

(2-50 units/mL) in fortified control serum to the weighted 
(1/¥) nonlinear equation X = (YC - A)/(l- YB). Concen
trations of rIL-2 in experimental samples were calculated by 
using the above equation. the generated constants and the 
optical density measurement for the sample. 

The interassay precision for the assay. estimated from the 
fit ofthe calibration standards to the calibration curve (relative 
standard deviation of the difference between the found and 
added concentrations). was 4.6% (17 calibration curves. Table 
II). Intraassay precision of the assay. estimated as the relative 
standard deviation of the ratio of duplicate analyses of the 
calibration standard and the quality assurance sample. was 
12.7% (17 calibration curves). The interassay precision at the 
lower limit of quantitation. 2 units/mL. was 7.1 %. Repro
ducibility of the assay. estimated as the relative standard 
deviation of multiple analyses of the same quality assurance 
sample (pooled experimental samples) was 6.9% (17 mea
surements over a 2-month period). The results of bench-top 
and long-term stability experiments suggest that rIL-2 is stable 
under the stated conditions of temperature and time (Tables 
III and IV). 

Human Serum Concentration-Time Profile. Figure 4 
illustrates the mean serum concentration-time profile from 
three AIDS patients who received 1 X 107 units of rIL-2 in 
a 30-min iv infusion. Concentration data were best fit to a 
two-compartment intravenous model (Model 8 in PCNONLIN 
(13». The terminal elimination rate constant (f3) was de
termined (by least-squares regression) from the slope of the 
natural log serum concentration time plot in postdistribution 
phase, with the elimination half-life (t 1/ 2) calculated by 
0.693/ f3. The calculated t1/2 for the three patients ranged from 
0.9 to 1.7 h. The calculated clearance (Cl) value for rIL-2 
ranged from 7.9 to 15.2 L/h using Cl = dose/ AUCo-. and the 
volume of distribution ranged from 19.4 to 22.7 L using V = 
Cl/ f3. Details of the human pharmacokinetic studies will be 
described elsewhere (14). 

CONCLUSIONS 
This paper describes an immunobioassay that is sensitive, 

reproducible, and specific for the measurement of rIL-2 
present in the serum of patients undergoing therapy with this 
lymphokine. Studies conducted with radiolabeled rIL-2 as 
tracer indicate that recovery is good utilizing the capture 

Table IV. Long-Term Stability of IL-2 in Pooled Human 
Serum Samples at -20 'C 

date 
conen found, 

units/mL 

8/12/87 5.18 
9/10/87 4.45 
10/16/87 5.53 
12/9/87 4.00 
1/24/88 4.65 
2/4/88 4.70 
mean 4.75 
SD (n = 6) 0.54 
RSD.' % 11.32 

a Relative standard deviation. 

[(found - mean) / 
mean] X 100. % 

8.95 
-6.32 
16.32 

-15.79 
-2.11 
-1.05 

8.42 

Figure 4. The mean serum concentration-time profile (± 1 standard 
deviation) from three AIDS patients who each received 1 X 107 units 
of rIL-2 in a 30-min iv infusion. 

antibody technique. In addition. rIL-2 is quite stable in serum 
even when stored for many months at -20 cC and for at least 
a day at room temperature. 

Our experimental results indicated that this assay is suitable 
for defming the pharmacokinetic behavior of rIL-2 in patients 
given doses as low as 5 X 105 units. Currently, the high 
absorbance of the drug-free samples. representing nonspecific 
cell growth. limits sensitivity. While the use of the mAb offers 
a convenient method for isolating rIL-2 from serum, a more 
uniquely sensitive cell line will be needed before the bioassay 
could be used to measure lower concentrations of IL-2 with 
comparable results. 
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Conductometric Transducers for Enzyme-Based Biosensors 
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The use of alternating current conductometrlc transducers In 
blosenslng devices has been Investigated for urea and 0-

amino acid sensors using the enzyme systems urease and 
o-amlno acid oxidase! catalase. Transducers wHh copper and 
platinum electrodes were constructed and characterized, and 
two enzyme Immobilization methods were tested. Detection 
limits of 1 X 10-8 M and linear ranges of 2 orders of magni
tude were routinely achieved for these model sensors with 
enzymes covalently Immobilized on collagen films. 

INTRODUCTION 

Biosensors couple the biochemical selectivity of enzymes, 
antibodies, and chemoreceptors with the sensitivity of optical, 
electrochemical, thermal, or mass-sensitive transducers that 
measure local chemical changes at the sensing surface (1). The 
simplest biosensors determine enzyme substrate concentra
tions and consist of an immobilized enzyme layer at the surface 
of a transducer that measures the local concentration of a 
reaction product. This principle has been applied to a wide 
variety of enzyme/substrate systems and has been the subject 
of several reviews (2, 3). The electrochemical transduction 
of local concentrations at the sensing surface into electronic 
signals is generally accomplished with potentiometric or am
perometric devices, where direct current (de) potential or 
current values are measured (4). 

Many enzyme-catalyzed reactions have been studied in 
homogeneous solution by using conductometric methods. 
Initial work in this area involved the urea/urease reaction 

H 2NCONH2 + 3H20 ~ 2NH/ + HC03- + OH- (1) 

in which the initially uncharged substrate is hydrolyzed to 
yield four charge-bearing species (5). The sensitivity of this 
method allows the determination of urea at the 30 nM level 
in 0.1 mM Tris-HCl buffer (6), but because the reaction 
products are NH/ and H2NCOO- in Tris buffers (7), the 
detection limit may yet be improved. Conductometric 
methods may also be used to assess enzyme activity levels at 
high substrate concentrations (6). 

Conductometric transducers for biosensing devices have 
been introduced quite recently by Watson et al. (8). Their 
device consists of an oxidized silicon wafer with serpentined, 
interdigitated gold electrode pairs on one surface in a planar 
configuration. The close proximity of the electrodes in each 
pair allows a small-amplitude sine wave (1 kHz, 10 mV 
peak-to-peak about 0 V) to induce a measurable alternating 
current (ac) response. After de conversion, the resulting signal 
is linearly related to solution conductance. The transducer 
was tested with urease immobilized on the sensing surface in 
a cross-linked albumin-glutaraldehyde gel layer (approxi
mately 1 mm thick) to detect urea in diluted human serum 
samples. The results correlated well with clinical results, and 
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measurements in the 0.1-10 mM range were feasible in 5 mM 
imidazole-HCl buffer. The same group has tested the enzymes 
penicillinase and aryl acyl amylamidohydrolase immobilized 
on films of cellulose acetate and cellulose nitrate, respectively 
(9). By use of a kinetic method in which the change in ac 
response was measured over 45 s, nonlinear calibration curves 
of root mean square current against substrate concentration 
were obtained for the range 0.05-10 mM. No information 
regarding the steady-state response or recovery times is 
available. 

In an early paper on conductometric enzyme assays, A. J. 
Lawrence has listed five properties that, separately or in 
combination, allow the application of conductometric methods 
to enzymatic reactions (10). They are (i) the generation of 
ionic groups (e.g. amidases); (ii) the separation of unlike 
charges (e.g. decarboxylases); (iii) proton migration (e.g. 
esterases); (iv) changes in the degree of association of ionic 
groups resulting from chelation (e.g. kinases); and (v) changes 
in the sizes of charge-carrying groups (e.g. phosphatases). 

Because all charge-carrying species are detected simulta
neously, conductometric methods are relatively nonselective. 
Buffers of low ionic strength must be used for the detection 
of low levels of substrate, since detection limits are ultimately 
controlled by the ratio /),.G / G, where G is the conductance of 
the medium and /),.G is the conductance change that results 
from the enzymatic process (11). This same limitation is 
expected to apply to conductometric biosensors. Ideal bio
chemical systems with which to test conductometric trans
ducers are thus those processes possessing the highest per
centage change in total conductance (conductance coefficients) 
under identical conditions. Factors i and ii, above. give rise 
to the largest conductance coefficients (10) and will thus be 
present in the systems of choice. 

We report herein the design and characterization of model 
conductometric biosensors for urea and D-amino acids using 
the enzymes urease and D-amino acid oxidase, respectively. 
The D-amino acid oxidase reaction is shown below: 

D-amino acid + O2 + H 20 ~ 
2-keto acid- + H 20 2 + NH4 + (2) 

Because the hydrogen peroxide produced by the enzyme re
action acts as an inhibitor, it is necessary to coimmobilize 
catalase to convert the peroxide to water and oxygen. Enzyme 
immobilization methods include cross-linking in an albu
min-glutaraldehyde gel and covalent binding to collagen 
membranes. The sensors' response times, detection limits, 
dynamic ranges, and storage stability are discussed. 

EXPERIMENTAL SECTION 

The design of the conductometric transducer used in this work 
is shown in Figure 1. The electrodes were constructed from 26 
gauge copper (99.5%) or platinum (99.95%) wire and were em
bedded in a silicone rubber plug (Dow Corning 3112 RTV en
capsulant) sealing one end of a plastic tube (the body of an Orion 
ammonia electrode No. 95-12) of 12.0-mm i.d. and 14.0-mm o.d. 
The sensing surface consists of four parallel electrodes spaced 
2 mm apart, two of 5-mm length at the outside and two inner 
electrodes of 8-mm length. The electrodes were connected to the 
two external leads so that the polarity alternated across the sensor 
surface in order to maximize the resulting cell constant for this 
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Table I. Response of Copper and Platinum Transducers to 
Potassium ChlorideG 

freq, electrode log-log 
medium kHz mat! slope R 

distilled, deionized water 1 copper 0.96 0.998 
1 platinum 0.99 1.000 

10 copper 1.07 0.998 
10 platinum 1.07 0.999 

5 mM glycine buffer, pH 8.6 1 copper 0.99 1.000 
1 platinum 0.99 0.997 

10 copper 0.99 1.000 
10 platinum 1.01 1.000 

'Determined over the range 10-< M < [KC!] < 10-2 M. 

configuration. This design was chosen for simplicity and ease 
of construction, although improved analytical characteristics may 
be achieved with smaller electrode spacings. 

The instrumental arrangement consisted of a Wavetek Model 
187 function generator connected to the external input of a 
Princeton Applied Research Model 362 potentiostat in order to 
apply a voltage sine wave to the transducer. Applied signals were 
monitored with a Hitachi Model V-302F oscilloscope at the XY 
outputs of the potentiostat. The current output of the potentiostat 
was connected to a PAR Model 5101 lock-in amplifier to measure 
the magnitude of the ac response, with the reference frequency 
supplied by the function generator. The phase of the waveform 
sampled by the lock-in amplifier was adjusted for maximum 
response prior to each measurement. The amplifier output was 
connected to a Heath/Zenith Model SR-204 strip chart recorder. 
The potentiostat was operated in the two-electrode mode, with 
the reference and auxilliary electrode leads connected to one 
electrode and the working electrode lead connected to the second. 

Enzymes were immobilized at the surface of the conductometric 
transducer with two methods: cross-linking in an albumin-glu
taraldehyde gel (method A) and covalent binding to a collagen 
membrane (method B). Method A used 100 ILL of a 15% (w /w) 
solution of bovine serum albumin (BSA, Sigma No. A4503) to 
dissolve approximately 2 mg of the solid enzyme preparation. This 
solution was combined with 25 ILL of a 25% solution of glutar
aldehyde (Grade 1, Sigma) on the surface of the transducer. The 
mixture was allowed to react in air for 20 min. The sensor was 
then placed in a stirred blank buffer solution, and the ac voltage 
waveform was applied. 

Method B required three reaction steps to activate the collagen 
membrane prior to enzyme immobilization. Collagen fIlms (Yellow 
Springs Instruments No. 2511, 7.04 mg/ em') were treated with 
0.2 N Hel in methanol (Fisher, reagent grade) for 48 h at room 
temperature. The film was rinsed three times with distilled, 
deionized water and then placed in a 2% (v Iv) aqueous solution 
of hydrazine monohydrate (98%, Aldrich) for 4 h at room tem
perature. The films were again rinsed and were placed in a freshly 
prepared solution of 0.2 M NaNO, (Fisher, reagent grade) and 
0.2 M HCl for 5 min at room temperature. This solution generates 
HONO, which oxidizes the acyl hydrazide groups to acyl azides. 
The films were rinsed repeatedly and left overnight at 4 C in an 
enzyme solution containing 25 mg of protein in 10 mL of 0.05 M 
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Figure 1. Conductometric transducer design. 
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tetraborate-HCl buffer, pH 8.5. This procedure is similar to that 
used by Coulet et al. (12), who studied a variety of enzymes and 
found enzyme activities ranging from 7 to 170 munits immobilized 
per milligram of dry collagen after a 2-h coupling step. The 
membranes were then rinsed with and stored in the pH 8.5 tet
raborate buffer at 4 C. The collagen-<>nzyme fIlm was rinsed with 
buffer and held tightly over the surface of the conductometric 
transducer with an O-ring. The sensor was then placed in a stirred 
blank buffer solution, and the ac voltage was applied. 

For both methods, after the response current base line was 
established, the buffer was replaced by a known volume of fresh 
buffer. Substrate additions began after the base line was rees
tablished. 

Buffer solutions were made with chemicals of reagent grade 
or better in distilled, deionized water. pH measurements were 
made with a Corning Model 476531 general purpose pH electrode 
in conjunction with a Corning Model 12 pH/m V meter, which 
was calibrated before use with pH 7.00 and 10.00 standard buffers 
(Fisher). 

The enzymes urease (EC 3.5.1.5), D-amino acid oxidase (EC 
1.4.3.3), and catalase (EC 1.11.1.6) were obtained from Sigma 
(catalog no. U1500, A1914, and C-lO, respectively). Flavin adenine 
dinucleotide (FAD, disodium salt) was also obtained from Sigma. 
Stock solutions of urea (Fisher) and various amino acids (Sigma) 
were prepared in the buffer solutions of interest. 

RESULTS AND DISCUSSION 

1. Characterization of Copper and Platinum Trans
ducers. Both of the transducers were tested to determine 
how the phase and amplitude of the response current varies 
with the frequency of the applied signal and with the con
ductivity of the solution tested. The amplitude of the applied 
voltage was maintained at a constant value of 200 m V peak
to-peak about 0 V, and frequencies of 1 and 10 kHz were used. 
Additions of potassium chloride to lO.O mL of distilled, 
deionized water or 5 mM glycine buffer (pH 8.6) were made 

Table II. Analytical Characteristics of Conductometric Transducers 

freq, calibrn curvea p-p detectnC cell 
medium electrode mati kHz slope, nAj ~M R noise,b nA lim,~M constant 

distilled, deionized water copper 1 6.95 0.9992 0.71 0.20 2.16 
10 6.53 0.9992 0.39 0.12 2.29 

platinum 1 7.17 0.9999 0.59 0.20 2.08 
10 7.53 0.9997 0.51 0.14 1.99 

5 mM glycine buffer, pH 8.6 copper 1 6.78 0.9996 0.78 0.23 2.20 
10 7.11 0.9999 0.59 0.17 2.11 

platinum 1 7.35 0.9994 0.71 0.19 2.04 
10 6.69 0.9991 0.47 0.14 2.23 

Pt-collagen 10 7.08 0.9999 1.8 0.51 2.12 

a Values determined from regression of seven points obtained over a 1-200 .uM range of Kel concentration. b Measured in blank medium. 
'Detection limit = 2(p-p noisel/slope. 
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Figure 2. Phase of maximum response (degrees) vs log [KCI] for 
platinum transducer using 1O-kHz. 200-mV peak-ta-peak applied signal. 
Medium: (I!l) distilled, deionized water; (.) 5 mM glycine buffer, pH 
8.6; (D) 5 mM glycine buffer, pH 8.6, with collagen membrane held 
over transducer surface. 

from concentrated KCl solutions made in the same media. 
Following each addition, the phase of the measurement made 
at the lock-in amplifier was adjusted until the maximum 
response was obtained. The peak response was then recorded. 

The results of these tests are given in Tables I and II. As 
expected from the direct proportionality between conductance 
and activity, Table I shows that, over 4 decades of specific 
conductance, linear log-log plots of response current against 
concentration were obtained in all cases (R > 0.99), with slopes 
ranging from 0.96 to 1.07. In general, the log-log slopes ob
tained at a 1-kHz applied frequency were slightly less than 
1, while those obtained at 10 kHz were slightly greater than 
1. The response of the copper transducer in both media at 
1 kHz showed considerable drift at KCl concentrations in 
excess of 2 mM, but was stable when the applied frequency 
was changed to 10 kHz. 

Table II details the analytical characteristics of the 
transducers over the 1-200 I'M range of KCl concentration. 
Plots of current amplitude against concentration showed good 
linearity in both distilled water and 5 mM glycine buffer. 
When a filter of time constant 1 s was employed at the am
plifier output, the detection limits for KCl were found to be 
surprisingly similar for the two media at about 2 X 10-7 M. 
When a collagen membrane was fixed over the surface of the 
platinum transducer with a rubber O-ring, the detection limit 
for KCl was raised by about a factor of 3 because of an increase 
in the base-line noise; the sensitivity, however, was unchanged 
in the presence of the collagen membrane. 

The phase of the peak in the ac response signal was mea
sured relative to the reference signal at each KCl concentration 
in distilled, deionized water and the 5 mM glycine buffer. No 
attempt was made to correct the measured phase values for 
contributions introduced external to the cell, such as from 
cable or connector capacitances. With the platinum trans
ducer in distilled water, no dependence of phase on ionic 
strength was observed for a 1-kHz applied signal. At 10 kHz, 
however, the phase shifted in the negative direction with 
increasing ionic strength, as shown in Figure 2. This is 
believed to result from the increase with ionic strength of the 
double-layer capacitance values for the four electrode-solution 
interfaces. In 5 mM glycine buffer, the phase shift is negligible 
up to KCl concentrations of about 0.5 mM. Above this value, 
the measured phase approaches the phase values obtained in 

ANALYTICAL CHEMISTRY, VOL 61, NO. 15, AUGUST 1, 1989 • 1739 

distilled, deionized water. With a collagen membrane covering 
the transducer tip and contacting the electrodes, the phase 
was again approximately constant below 0.5 mM KCl, with 
a slightly more negative value than that obtained for the 
exposed transducer. 

The phase shifts of the copper transducer were investigated 
by using the same methods as described above. With a lO-kHz 
applied signal, the results were essentially identical with those 
shown for the platinum transducer. At 1 kHz, however, the 
phase of the response shifted to more positive values with 
increasing ionic strength. This may be a result of changes in 
the double-layer capacitance of the copper-solution interface 
that would occur with the adsorption of ions from solution. 
Experiments with immobilized enzyme systems were therefore 
conducted with a 10-kHz applied signal, as copper and 
platinum showed similar behavior at this frequency. 

The transducer cell constants were calculated from the 
calibration curves of current vs [KCl] by using the relation 

cell constant = (A/IOOO)(Vp/slope) (3) 

where A is the equivalent conductance of KCl (149.9 n-l), Vp 
is the amplitude of the applied voltage (0.1 V for the 200-m V 
peak-to-peak signal), and the slope is calculated in units of 
amperes per molar concentration. Equation 3 follows directly 
from conductometric theory (13). The results of these cal
culations are given in the last column of Table II. No sig
nificant difference was found in the cell constants of the 
copper and platinum transducers; in addition, the cell con
stants did not depend on the frequency of the applied signal. 

2. The Urea Sensor. The urea-urease system was selected 
for a model sensor so that comparison with the conductometric 
sensor devised by Watson et al. (8) and potentiometric urea 
sensors (14-16) would be possible. This reaction also serves 
as a model for homogeneous conductometric enzyme assays 
(5). 

Immobilization method A was used to cross-link 5 mg of 
urease and BSA with glutaraldehyde on the surface of the 
copper transducer. This resulted in a gel layer approximately 
1 mm thick. Approximately 3 h in stirred 5 mM glycine buffer 
(pH 8.0) was required to establish a flat base line, using the 
10-kHz, 200-m V peak-to-peak applied signal. 

Initial tests were made by adding small volumes from a 
concentrated urea stock solution to a fmal urea concentration 
of 0.1 mM. The sensor's response time was in excess of 3 h, 
with the initial change in current being linear with time for 
approximately 60 min. For this reason, a kinetic method was 
used to characterize the sensor's response to urea. The me
thod, similar to that used by Watson et al. (8), involves 
monitoring the change in the response current for the first 
10 min following substrate addition. Subsequent additions 
allow the construction of a calibration curve, with the initial 
slope plotted against substrate concentration. Over the 
0.01-1.26 mM range of urea concentration, the regression 
equation (initial slope, nA/min) = 4.4 + 127.5([urea], mM) 
was followed, with R = 0.9998 (n = 8). The detection limit, 
for a 10-min response period, was found to be about 10-5 M 
urea, and this compares favorably with the 10-4 M lower 
concentration studied by Watson et al. (8). Although the 
response depends linearly on substrate concentration, this 
sensor has no practical value because the recovery time, like 
the response time, exceeds 3 h. A thin gel layer would be 
expected to improve the response characteristics, but due to 
the large area (1.54 em') and uneven surface of the transducer, 
this method was not attempted. 

Immobilization method B was used to covalently link urease 
to a collagen membrane, which was then held tightly over the 
surface of the copper transducer with a rubber O-ring. Coulet 
et al. (12) found that this method yielded an immobilized 
urease activity of 2.1 munits/mg of collagen, with a 2-h enzyme 
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Figure 3. log (current amplnude) vs log [urea] far canductametric urea 
sensor. Conditions: immobilization method B used; collagen-enzyme 
membrane held aver transducer surface by rubber O-ring; 5 mM glycine 
buffer, pH 8.0. 

Table III. Effect of Ionic Strength on Analytical 
Characteristics of Urea Sensor 

glycine 
conen, p-p noise,G sensitivity,b detectn 
mM nA nA/~M lim,cMM 

5 1.7 19.2 0.18 
50 6.9 8.8 1.6 

a Measured in blank medium. b Measured over a 1-100 p;M range 
of urea concentration. CDetection limit = 2(p-p noise)/sensitivity. 

coupling step, but they state that this value can be doubled 
by using longer coupling times. For this reason, coupling times 
of 15 h or more were used for this work. 

This sensor was tested in 5 mM glycine buffer, pH 8.6, by 
adding urea from concentrated stock solutions to final urea 
concentrations ranging from 5 X 10-6 to 2 X 10-3 M. The 
resulting log-log plot of steady-state current vs concentration 
is shown in Figure 3. From this plot, it is apparent that the 
dynamic range of this sensor is about 3 orders of magnitude, 
although the region of direct proportionality, where the log-log 
slope is equal to 1, has an upper limit of about 1 X lO-4 M. 

The effect of ionic strength on the sensor's response was 
investigated by using pH 8.0 buffers of 5 and 50 mM glycine 
concentration. The response characteristics are given in Table 
III. The detection limit is approximately 1 order of magnitude 
lower in the 5 mM buffer than it is in the 50 mM buffer, as 
expected from the results of homogeneous conductometric 
experiments (11). The linear range is approximately 2 orders 
of magnitude in both buffers. 

The sensitivity for urea in the 5 mM glycine buffer, 19.2 
nAj I'M, was found to be more than twice the value of 8.8 
nAj I'M obtained in the 50 mM buffer. This difference cannot 
be explained by the sensitivity of the transducer, since the 
slopes of the calibration curves for KCl were not found to 
depend upon background ionic strength (Table II). The 
sensitivity difference can be attributed to local processes at 
the sensor surface, since the urease reaction produces three 
ionic species (ammonium, bicarbonate, and hydroxide) that 
are involved in pH-dependent equilibria. The limited capacity 
of the 5 mM glycine buffer can be expected to allow local pH 
changes within the membrane, while the 50 mM buffer will 
restrict local pH changes to a greater extent. This local pH 
effect has been studied with a potentiometric urea sensor by 
Mascini and Guilbault (14), who recommend 0.2 M Tris 

buffers for urea concentrations of 5 mM or less. 
The response time of the urea sensor depends upon both 

substrate concentration and ionic strength. In the 50 mM 
buffer, the time for 90% response decreased from 12.5 min 
at 4 X lO-5 M urea to 7.0 min at 1.7 X lO-3 M urea. This is 
in agreement with theoretical predictions for the transition 
from first-order to zero-order enzyme kinetics with increasing 
substrate concentration (3) and corroborates published results 
for potentiometric urea sensors (16). In 5 mM buffer, the 
response time increased from 29 min (5 X 10-6 M) to 37 min 
(3 X 10-5 M) and then decreased to 13 min at 1 X 10-3 M. This 
behavior can again be attributed to local pH changes within 
the membrane that result from the low capacity of the 5 mM 
buffer, since response times depend upon enzyme kinetics, 
which, in turn, are pH-dependent. 

Despite the lower sensitivity, we thus recommend the 50 
mM buffer for fast and reproducible responses. 'The results 
obtained with this buffer compare favorably with those re
ported for Mascini and Guilbault's potentiometric sensor (14), 
which has a detection limit of 5 X lO-5 M and a linear range 
extending upward to lO-' M urea. 

3. The D-Amino Acid Sensor. A conductometric sensor 
for D-amino acids was constructed by using enzyme immo
bilization method B and an enzyme coupling solution con
taining 25 mg of D-amino acid oxidase and 1 mg of catalase. 
Following the coupling step, the enzyme-coupled collagen 
membranes were stored in pH 8.5 tetraborate buffer with 0.25 
mM FAD added. The FAD was included in the storage buffer 
because the apoenzyme of D-amino acid oxidase is known to 
be relatively weakly bound (Kd = 2.8 X lO-7) to its prosthetic 
group (FAD) and will readily dissociate in buffers containing 
no FAD (17, 18). 

Initial blank measurements of transducer responses to 
D-phenylalanine were made in 5 mM phosphate buffers with 
no membranes covering the sensing surfaces. As the D
phenylalanine concentration was increased from zero to 0.1 
mM (by additions from stock solutions made in the same 
buffers), negative response currents were observed. The 
magnitude of these responses was greater for the copper than 
for the platinum transducer and increased with pH over the 
6.0-7.5 pH range. For both transducers, the effect was absent 
when glycine or Tris buffers were used instead of phosphate. 
The negative responses observed in the phosphate buffers are 
thus believed to be due to the adsorption of phenylalanine 
onto the electrode surface through amine groups, effectively 
decreasing the electrode areas and the level of the background 
signal. Amine-containing buffers, such as glycine or Tris 
buffers, would occupy the available adsorption sites so that 
the effects of phenylalanine adsorption would not be seen in 
these media. Because of this effect, the platinum transducer 
and glycine buffers were used for further work with the D
amino acid sensor. 

The membranes were assayed for enzyme activity by 
measuring the initial change in conductivity (over 4 min) that 
occurs when a 1.0 cm X 2.0 cm membrane was immersed in 
10.0 mL of stirred 5 mM glycine buffer, pH 8.6, containing 
4.86 mM D-methionine. The initial slope for the membrane 
was compared to a calibration curve constructed under the 
same conditions with varying amounts of homogeneous D
amino acid oxidase in the presence of a 100-fold excess of 
catalase. The resulting immobilized enzyme activity was 
calculated as 0.066 ± 0.002 unit for the 2.0-cm' membrane, 
which corresponds to 0.053 unit per sensor. 

The pH of the 5 mM glycine buffer was varied between 8.45 
and 8.84 in order to determine the optimum pH for the im
mobilized enzyme system. The response to D-methionine was 
measured by constructing a three-point calibration curve at 
each pH over the 5-35 I'M concentration range. The slopes 



Table IV. Effect of pH on Sensitivity of D-Amino Acid 
Sensor 

pH sensitivity, nAf ~M 

8.45 
8.57 

3.24 
4.85 

pH sensitivity, nAf ~M 

8.73 
8.84 

4.48 
2.55 

Table V. Relative Responses of D-Amino Acid Sensor to 
Various Amino Acids 

amino acid reI response amino acid reI response 

D-methionine 1.00 D-serine 0.16 
D-proline 0.63 D-leucine 0.Q7 
n-phenylalanine 0.17 L-methionine 0.03 
D-alanine 0.16 D-valine 0.02 

of these calibration curves were calculated by linear regression 
and are presented in Table IV. The optimum pH for this 
system is about 8.6. slightly higher than the optimum pH of 
8.2 for the homogeneous reaction (19). 

The selectivity of the D-amino acid sensor was investigated 
by making duplicate measurements of the response to 25 ~M 
levels of various amino acids in 5 mM glycine buffer, pH 8.6. 
The average responses to the different substrates, relative to 
the D-methionine response, are shown in Table V. The 
magnitude of the response observed with a conductometric 
biosensor depends upon the kinetics of the enzyme reaction 
as well as the specific conductances of the reaction products. 
For most amino acids, the products of the D-amino acid ox
idase reaction are ammonium ions and 2-ketocarboxylate 
species. Proline is an exception, however, with methyl
ammonium and 2-ketobutyrate ions as reaction products. For 
this reason, D-proline cannot be detected with a potentiometric 
D-amino acid sensor that uses an ammonium ion-selective 
transducer (18). The conductometric transducer, requiring 
only the production of ionic species, shows a large response 
to D-proline. The small response to L-methionine is a result 
of the pH of the glycine buffer, since a small percentage of 
the dissolved amino acid will be negatively charged, rather 
than zwitterionic, at this pH. 

The response time of the sensor to D-methionine was 
measured over a 2 I'M to 2 mM concentration range. The time 
for 90% response varied between 6 and 20 min and depended 
On substrate concentration. The fastest responses occurred 
at the lowest substrate concentrations and increased to a 
maximum at about 0.2 mM. Above this concentration, the 
response times decreased to a value of 14 min at 2 mM. The 
response times of potentiometric enzyme electrodes also de
pend upon substrate concentration, but have been shown, both 
theoretically (3) and experimentally (20), to decrease with 
increasing substrate concentration, with values of 5 min being 
typical at the 10-4 M level. We believe that the unusual 
response time behavior of this senSOr can be attributed to the 
inhibitory effect of the hydrogen peroxide produced by the 
D-amino acid oxidase reaction, because the steady-state con
centration of this inhibitor within the membrane will vary with 
substrate concentration even in the presence of coimmobilized 
catalase. Improvements in the overall response time char
acteristics may be achieved through improved transducer 
design, with electrodes embedded in a rigid insulating support 
material and polished to a flat surface; this would minimize 
the volume of buffer between the membrane and the sensor 
surface. 

The storage stability of the D-amino acid sensor was in
vestigated over 33 days by measuring responses to D
methionine over the 2 I'M to 2 mM concentration range in 
5 mM glycine buffer, pH 8.6. The results, shown in Figure 
4, indicate that the membranes provide reproducible responses 
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Figure 4. log (current amplitude) vs log [o-methionine] for conduc
tometric D-amino acid sensor at different times following enzyme im
mobilization. Conditions: method B used to coimmobilize o-amino acid 
oxidase and catalase to collagen membrane; 5 mM glycine buffer, pH 
8.6. Time after enzyme immobilization (days): ([;]) 3; (.) 18; (D) 24; 
(6) 33. 

for 3 weeks following immobilization. The curve obtained on 
day 33 shows significantly lower responses at high methionine 
concentrations as a result of the reduced enzyme activity. 
Coulet et al. (21) have tested the enzyme aspartate amino
transferase bound to collagen films that had been lyophilized 
and reconstituted and observed no loss of enzymatic activity. 
Storage of the dry membranes may thus be expected to sig
nificantly prolong membrane lifetimes. 

CONCLUSIONS 
Conductometric transducers were investigated for enzymatic 

urea and D-amino acid biosensors. Detection limits of 10-6 
M and linear dynamic ranges of 2 orders of magnitude were 
routinely observed with enzymes covalently immobilized on 
collagen membranes. Since conductometric transducers re
spond to ionic strength changes, they do not appear practical 
for in vivo applications. It has been shown, however, that 
determinations in diluted biological fluids are possible with 
the use of a reference sensor containing no immobilized en
zyme (8). Because of the excellent analytical characteristics 
of these model sensors, their incorporation into immunological 
sensing devices is currently under investigation. 
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Immobilized-Metal Affinity and Hydroxyapatite Chromatography 
of Genetically Engineered Subtilisin 

Roman M, Chicz1 and Fred E. Regnier' 

Department of Biochemistry, Purdue University, West Lafayette, Indiana 47907 

High-performance Immobilized-metal affinity and hydroxy
apatite chromatography were employed to Investigate the 
engineered subtilisin 5, binding site microenvironment. Al
though these methods are classified as affinity techniques, 
unlike traditional afllnHy columns, both are capable of probing 
the entire surface of a molecule. The metal chelate study 
employed gradient elution to assemble retention maps for a 
wide range of mObile-phase pH. Resolution of single substi
tution variants was achieved at the optimum mobile-phase pH. 
A total of four metals were applied separately to the metal 
chelate column to Investigate ligand specificity with respect 
to protein retention. Hydroxyapatite chromatography, albeit 
an established technique, has only recently been developed 
as a high-performance chromatographic method. Gradient 
elution separations were performed to determine selectlvHy. 
Immobilized-metal affinity chromatography was found to be 
the more effective method for the separation of sHe-specific 
variants. 

INTRODUCTION 
Although the development and application of biotechnology 

to the production of therapeutic proteins has reached an 
advanced state, analytical procedures essential for quality are 
still evolving. Problems associated with monitoring the pro
duction of proteins by recombinant DNA technology are 
different than those generally experienced in the pharma
ceutical industry, often being of biochemical origin. The 
unique complication added by genetically engineered organ
isms is that structural variants of the product protein itself 
are formed during biosynthesis. Through expression errors, 
incomplete or incorrect posttranslational modification, or 
postsynthetic alterations, a series of structural variants can 
be generated that are extremely similar to the product. This 
problem is greater in genetically engineered organisms, because 
expression errors occur at a higher rate than in natural systems 
(J) and enzyme systems for posttranslational modification are 
different than those in which the product protein is naturally 
produced. For example, expressed wild-type hemagglutinin 
has been reported to include between 1 % and 5 % incorrectly 
folded proteins (2). Other examples of posttranslational errors 
include incorrect glycosylation and improper oxidation of 
cysteine residues. The physiological concern with structurally 
variant proteins is that they may be either of diminished 
biological activity or immunogenic. 
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General complications regarding the purification of ge
netically engineered products include (i) the formation of 
undesirable protein variants during biosynthesis, (ii) no way 
to predict a priori where structural alterations will be found, 
and (iii) unwanted variant concentrations that occur at lower 
levels than the product protein. There is a clear need to detect 
the presence of incorrect variants in therapeutic products that 
will be administered on a chronic basis. The problem is that 
we do not know the limits of current analytical methodology 
to detect these structural alterations. Few methods are known 
to detect the presence of a single amino acid substitution in 
proteins of several hundred amino acids. This problem is 
complicated even further by the absence of model systems to 
test the discriminating power of various analytical techniques. 

It was recently reported that the development of new 
high-performance liquid chromatography (HPLC) methods 
for the analysis of proteins offers the greatest near-term op
portunities for the advancement of quality control operations 
(3). This paper examines the ability of general affinity 
chromatographic systems to discriminate between variant 
proteins. Through the use of site-directed mutagenesis, 
subtilisin variants were constructed that varied from each 
other by a single amino acid at a specific location in their 
three-dimensional structure. These constructs were used to 
mimic protein variants that could arise by expression errors 
during biosynthesis and studied chromatographically to de
termine the discriminating power of HPLC with respect to 
protein retention. 

Although bioaffinity chromatography is known to be su
perior to other chromatographic modes for resolving mixtures 
containing different proteins, it targets such a small portion 
of the protein surface that it does not recognize differences 
spread over the entire protein surface (4). During either step 
or gradient elution, it is common for structural variants to 
coelute because their affinity for immobilized ligands is vir
tually identical under the conditions required for elution. 
Immobilized-metal affinity chromatography (IMAC), as de
scribed by Porath in 1975 (5), is a particularly attractive 
variation of the affinity concept, because the residues recog
nized by the support are not necessarily clustered together 
at one location. This method is based on interactions that 
occur between electron donors (histidine, tryptophan, and 
cysteine) on the polypeptide surface (6) and immobilized 
metal atoms (Cu(II), Ni(II), Ca(II), Zn(II), Fe(II), and Fe(III)) 
that act as electron acceptors (7). Structural requirements 
underlying the metal chelate/protein recognition revealed that 
alkaline mobile-phase specifications are usually applied in 
IMAC separations because protein adsorption only occurs at 
a pH where electron donor groups are at least partially un
protonated (8). 
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A large number of proteins, some of which are listed in 
Table I, have been purified by using IMAC. Selectivity is 
influenced by the number of accessible electron-donating 
groups on the protein surface, the type of metal immobilized, 
and mobile-phase pH. Vicinal substitution of amino acids 
adjacent to primary interaction sites (Trp, Tyr, or His) in 
oligo pep tides demonstrated a decreased retention with neg
atively charged amino acid replacements (9). These results 
suggest IMAC may be a suitable probe to survey the effects 
of amino acid substitution on the chromatographic behavior 
of subtilisin. 

Hydroxyapatite chromatography (HAC) resembles affinity 
chromatography in that a subtle difference in the geometrical 
arrangement of surface atoms determines retention, but like 
IMAC, this method probes the entire protein surface. The 
hydroxyapatite crystal, CalO(PO.ls(OH}z, belongs to the space 
group P63/ m and contains two types of main surface faces (a/b 
or c) (10). Located on the alb crystal face are the positively 
charged adsorbing sites, formed by two calcium ions and 
designated as the C sites. On the c surface face, the oxygen 
atoms of the phosphate ions form the negatively charged 
adsorbing sites referred to as the P sites (11). The funda
mental adsorption/desorption mechanism in HAC resembles 
that of ion exchange, yet due to the unique spatial orientation 
of the surface faces, the chromatographic selectivity is unlike 
that of any other ion-exchange sorbent. 

Comprehensive studies examining the role of protein 
structure and charge with respect to the mechanism of in
teraction between proteins and hydroxyapatite were completed 
just four years ago (12-14). These studies investigated con
tributions in protein retention as a function of protein pI, ionic 
nature of the eluant, structural differences between related 
proteins, and chemical modification of basic and acidic surface 
residues. By use of two species of !'I-lactoglobulin differing 
by one aspartate residue per subunit (two aspartates total), 
it was demonstrated that this single substitution produced 
a difference in the elution of these two proteins. Finally, the 
authors presented a concise anrl complete mechanism for 
protein retention on hydroxyapatite supports. With the 
availability of high-performance columns, and the demon
str"ted specificity of protein selectivity on hydroxyapatite 
columns, this technique was chosen to complement the sub
tilisin IMAC retention study. 

EXPERIMENTAL SECTION 
Details regarding the variant proteins, equipment, and the assay 

of enzymatic activity used in this study may be found in the 
experimental section of the paper reporting the hydrophobic 
interaction and reversed-phase chromatography of subtilisin (15). 

Mobile Phase. Mobile-phase buffers used in IMAC were 
chosen so that the buffer pK. was within one pH unit of the 
desired eluent pH: sodium acetate (Mallinckrodt, Paris, Ky) (pH 
5.0); sodium phosphate dibasic (Fischer Scientific, Fair Lawn, NJ) 
(pH 6.2 and 7.0); N-tris(hydroxymethyl}methyl-2-aminoethane
sulfonic acid (TES) (Sigma, St. Louis, MO) (pH 8.0). Buffer A 
was an aqueous solution with final concentrations of 0.5 M NaCI 
(Fischer) and 0.02 M of the appropriate salt for the pH range 
studied. Buffer B contained a final concentration equivalent to 
buffer A plus 0.02 M imidazole (Aldrich, Milwaukee, WI). 

Due to the nature of HAC, only one mobile-phase pH condition 
was examined. Thus, only one set of buffers were prepared. 
Buffer A was a 0.01 M aqueous solution of sodium phosphate, 
while buffer B was comprised of 0.3 M sodium phosphate. Both 
solutions were adjusted to pH 6.8. 

All aqueous solutions were prepared by using deionized water 
and were adjusted to the desired pH at room temperature with 
either HCI or NaOH. All solutions were prepared fresh daily, 
filtered through a Rainin Nylon-66 (0.45-/illl) filter (Woburn, MA), 
and deaerated prior to use. 

Chromatography. IMAC was performed on a hydrophilic 
polymer based, 1000 A pore diameter, 10-l'm particle size TSK 
Chelate-5PW column (Toyo Soda, Yamaguchi, Japan). Dimen-

ANALYTICAL CHEMISTRY. VOL. 61, NO. 15, AUGUST 1, 1989 • 1743 

sions of the column were 7.5 X 0.75 cm with a coupled IDA 
concentration of 24 I'mol/mL of swollen gel. The column was 
washed daily with 10 mL (3 bed volumes) of a 0.05 M EDTA, 
disodium salt (Serva Feinbiochimica, Heidelberg, Federal Republic 
of Germany), dissolved in 0.02 M sodium phosphate, containing 
0.5 M NaCI, pH 7.0, followed by 15 mL of distilled water. To 
immobilize the metal, 2 mL of 0.2 M metal ion solution in water 
was injected onto the column immediately after the EDT A/ 
distilled water wash (16). The following metals were used in the 
IMAC study: CuClz (General Chemical Co., New York); NiCI, 
(J.T. Baker Chemical Co., Phillipsburg, NJ); ZnSO. (Aldrich); 
FeCI, (Matheson, Coleman & Bell, East Rutherford, NJ). Excess 
Ni(II}, Zn(II), and Fe (III) were eluted with 5 mL of deionized 
water, while 5 mL of 0.1 M sodium acetate containing 0.5 M NaCI, 
pH 4.0, was used to elute excess Cu(II). The column was next 
equilibrated with 15 mL of buffer A followed by a blank gradient 
before chromatographic analysis was attempted. Removal of 
innnobilized metal and subsequent reloading were performed daily 
to circumvent any changes in ligand density as a result of metal 
leakage. Samples were examined by gradient elution with a 20-min 
linear gradient, 0 to 100% buffer B, at a flow rate of 1 mL/min 
(17). Retention maps, for the 5.0 to 8.0 pH range, were assembled 
from data collected in this manner. 

HAC was performed on a 10.0 X 0.8 cm column packed with 
3 I'm diameter porous spherical particle hydroxyapatite sorbent 
(Toa NenrYo Kogyo Co., Tokyo, Japan). Prior to chromatographic 
analysis, the column was equilibrated with buffer B followed by 
a blank gradient. Samples were chromatographed with a 20-min 
linear gradient elution from 0 to 100% buffer B at a flow rate 
of 0.5 mL/min (18). At the end of each run, the column was 
washed for 10 min with 0.3 M phosphate buffer and then 
equilibrated with 0.01 M phosphate buffer before the next analysis. 
Modified buffer A solution with a trace of CaCI, was used in 
continuous flow overnight. Precipitate was removed from modified 
buffer A solution by filtration prior to use. 

All samples in both modes were chromatographed in duplicate. 
Injection volumes varied, depending on the variant, between 5 
and 70 ~ (volume was constant for anyone analysis). The solvent 
perturbation peak in both the UV and conductance detectors was 
taken as the retention time for unretained protein (to). 

RESULTS AND DISCUSSION 
Immobilized-Metal Affinity Chromatography. As 

noted above, protein retention in IMAC is dependent on 
surface-accessible electron-donating groups complexing with 
the immobilized metal. X-ray crystallographic data on sub
tilisin (19) have shown amino acid residues that are on the 
surface of the enzyme and capable of interacting with the 
IMAC sorbent. In the case of tryptophan, all three residues 
are located on the surface. Trp 106 and Trp ll3 are both 
found in the same a-helix located on the side of the molecule 
opposite to the active site. Trp 241 and His 238 are near each 
other in a loop section connecting two helices and lay on the 
same side of the molecule as Trp 106 and Trp ll3. His 226 
is positioned in an a-helix near the active site. Of the six 
histidines found in the wild type enzyme, the active site His 
64 as well as His 226 and His 238 are solvent accessible. 
Cysteine also interacts with immobilized metals but is not 
present in subtilisin. On the basis of X-ray crystallography 
it appears that the maximum possible number of amino 
acid/metal interactions would be six. With a Gly-to-His 
substitution at position 166, this number increases to seven. 
Hence, there are effectively three locations on the surface of 
the molecule, two on the back side and the third in the active 
site cleft, which can participate in interactions with an IMAC 
column (Figure I). An examination of standard protein 
mixtures on IMAC (16) revealed that maximum affinity and 
resolution of the test proteins for immobilized metal ions 
followed the order Cuz+ > Ni'+ > Zn'+. For this reason, the 
initial experiments utilizing IMAC were performed with a 
Cu(II) metal saturated column. 

Retention Maps. To evaluate IMAC as a probe of changes 
in surface microenvironments, preliminary analyses of re-
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Figure 1. Stereoview of subtilisin backbone structure. Vertices represent a-carbon atoms and each length of rod represents a single residue. 
This view permits easy recognition of helical regions. 

tention and peak shape were carried out using wild-type 
subtilisin. The wild type enzyme exhibited strong retention 
with limited peak dispersion from pH 6.2 to 8.0 (Figures 2 and 
3A). However, as the mobile-phase pH became increasingly 
more acidic, retention decreased to the point that subtilisin 
nearly eluted in the column void volume. The apparent band 
broadening at pH 5.0 (figure 3B) was partially due to the void 
volume solvent peak forming a leading shoulder at the base 
of the subtilisin peak. Collected subtilisin fractions retained 
over 90% of their original enzymatic activity in all cases. 
Mobile phase selection for the investigation of variant protein 
chromatographic behavior was based on these preliminary 
studies with wild-type subtilisin. 

Single substitution variants were used to investigate amino 
acid contributions to protein retention in IMAC. The location 
chosen for residue replacement is position 166, the S, binding 
site of subtilisin which contains glycine in the wild-type en
zyme. This position is isolated from the back side of the 
molecule, because it is associated with the substrate binding 
cleft. In an unrelated study, Russell and Fersht established 
that amino acid substitutions within a radius of 15 A influ
enced the pK. of His 64 (20). Since subtilisin adsorption on 
an immobilized Cu(II) column is due to interactions with 
histidine or tryptophan residues, any changes in retention due 
to amino acid substitutions at position 166 could only be due 
to some effect on His 64 in the active site of the enzyme, 
because this is the only electron-donating residue within 15 
A of position 166 (21). The retention map of neutral amino 
acid substitution variants at position 166 (Figure 4) reflected 
the same general trend found in the multiple substitution 
variant maps which will be discussed below. Subtle shifts in 
retention times were observed at pH 6.2. The elution order 
at this pH, M166 > S166 > Y166 > N166 > V166, reflects the 
electron-donating power of the heteroatoms (S, 0, N) in the 
side chains of these residues. At other pH conditions, elution 
of all the neutral variants was virtually the same, with wild
type subtilisin having slightly stronger affinity for the IMAC 
column below pH 7.0. 

Satisfactory separation of only two of the neutral position 
166 variants (N166 and V166) from wild type enzyme was 
achieved. Discriminating the neutral substitution variants 
from wild type enzyme required a difference of at least 1.60 
min in retention time. Attempts to resolve N166 from M166 
were ineffective. The N166 peak was seen as a leading 
shoulder on the M166 peak. With the exception of the wild 
type and V166, all the neutral substitution variants have an 
electron donor present in the position 166 amino acid side 
chain. Therefore, the possibility of direct interaction with the 
IMAC sorbent exists. Additional interaction between the 
protein and sorbent normally lengthens the retention time. 
However, the retention data show the wild-type subtilisin (Gly 

166) having the longest retention time, thus discounting ad
ditional direct interaction between neutral amino acids sub
stituted at position 166 and the immobilized Cu(H). 

The elution order may be explained by changes in the pK. 
of the active site histidine, manifested by the different amino 
acid substitutions at position 166. In a study of neutral amino 
acid hemoglobin mutants by isoelectric focusing, a single 
substitution of 138 Gly to Ala in the "y subunit was reported 
to affect the pK. of neighboring ionizable groups enough to 
raise the protein pI by 0.003 of a pH unit (22). This was 
enough to allow the separation of the two mutants using 
immobilized pH gradient electrophoresis. Perhaps the neutral 
substitutions for glycine at position 166 affected the His 64 
pK. in a similar manner. This would explain the elution order 
of the neutral substitution variants. The variant proteins, now 
with slightly higher pI values compared to the wild type, elute 
from the IMAC sorbent prior to the wild-type subtilisin due 
to the increased ionization of the His 64 residue. 

The retention map for charged position 166 variants (Figure 
5) exhibited the same general trend as the neutral position 
166 substitutions except for a significant deviation in chro
matographic behavior between the variants at pH 6.2. At this 
pH, five of the six variants could be separated. The range 
included a 5-min difference in retention time between H166 
and E166. Differences in retention were also recorded for the 
first time at pH 5.0. 

Figure 6 shows the separation of three charged subtilisin 
variants from the wild type. The two negatively charged 
substitution variants elute prior to the wild type and H166. 
Generally, the addition of a negative charge raises the pK. 
of the surrounding ionizable groups. This would explain the 
decrease in retention for the negatively charged substitution 
variants. In addition to this, a probe of protein hydration 
showed that water molecules were selectively arranged in the 
vicinity of ionic regions and that the strength of these water 
interactions was in the order water-anion> water-cation> 
water-dipole (23). Perhaps the hydration associated with the 
negative charge at this position complexes with the metal 
(Figure 7) and decreases the affinity between His 64 and the 
column. 

As expected, the addition of a histidine to subtilisin in
creased the retention for the H166 variant compared to the 
wild type. This may be explained by the direct interaction 
between the substituted histidine and the IMAC support. The 
elution order of the charged substitution variants at pH 6.2 
was consistent with the known retention of charged synthetic 
peptides (24). It has been reported that negatively charged 
peptides eluted before positively charged peptides, which 
eluted prior to His, Cys, and Trp containing peptides. 

Whereas the selectivity was found to be lower, only four 
subtilisin proteins could be separated by IMAC compared to 
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Figure 2. IMAC gradient elution of wild-type subtilisin at alkaline pH. 
Comparison of sample retention and peak shape using a 20-min linear 
gradient from 0 to 100% buffer B at (A) a mobile-phase pH of 8.0 and 
(B) a mobile-phase pH of 7.0. 

six for cation-exchange chromatography (CEC) (21), the re
solving power of IMAC equaled that of CEC with the reso
lution of the two negatively charged position 166 variants, 
differing by only a methylene group in a protein with a mo
lecular weight of 27 500. The elution order between these two 
variants was reversed from that found in CEC. 

From these results it may be concluded that IMAC probes 
the 81 subsite microenvironment of subtilisin. The selectivity 
shown at pH 6.2 was probably due to a combination of the 
net charge differences found in the variant 81 subsites, in
complete ionization of His 64, partial ionization of the imid
azole displacer, and, for H166, the addition of a second his
tidine which could interact with the support. Conclusive 
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Figure 3. IMAC gradient elution of wild-type subtilisin at acidic pH. 
Comparison of sample retention and peak shape using the same 
conditions reported in Figure 2 at (A) a mobile-phase pH of 6.2 and 
(B) a mobile-phase pH of 5.0. 

evidence, taken from the retention maps, pointed to pH 6.2 
as the optimum pH for subtilisin variant gradient elution 
separations on the IMAC column. 

The results presented here also indicate that strongest 
affinity was generally obtained at more alkaline pH as reported 
in the literature. In contrast, the greatest selectivity did not 
always occur at the conditions giving highest affinity. Perhaps 
at these conditions, the strong interactions between electron 
donors and acceptors mask the contributions of adjacent 
amino acids. 

Variants with three to five substitutions were also examined. 
All of these variants had a phenylalanine for methionine 
substitution at position 50, a glutamine for glutamate sub
stitution at position 156, and a lysine for glycine substitution 
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Figure 4, IMAC retention map of wild-type subtilisin and position 166 
neutral substitution variants. Retention time plotted against mobile
phase pH using a 20-min linear gradient from 0 to 100 % buffer B. 

at position 166. Subtilisin with these three substitutions will 
be referred to below as the FQK enzyme. Other subtilisin 
species examined in this study were FQK R275, FQK R170, 
FQK R43, and FQK R27-R43, each containing an arginine 
substitution at the corresponding primary sequence position. 
The fact that some of these variants were substituted outside 
the SI binding site, particularly on the side of the molecule 
opposite the catalytic cleft, allowed a more extensive survey 
of the subtilisin chromatographic contact region in IMAC. 
The pH retention maps of wild-type and FQK variants (Figure 
8) reveal that they are qualitatively similar to those of the 
single substitution variants with all of the variants coeluting 
across the entire pH range examined. This means that sub
stitutions made on the back side of the molecule either did 
not alter the affinity of adjacent electron-donor groups for the 
immobilized Cu(II) or were not in a favorable location to 
actively participate in the retention process. A survey of 
interatomic distances revealed that positions 27, 43, and 170 
are all greater than 15 A away from the surface accessible 
tryptophan and histidine residues. The carboxy terminal 
substitution at position 275 is approximataly 5 A away from 
His 238 and 6 A away from Trp 241; however, no significant 
changes in retention were observed with the FQK R275 
variant. There are two possible conclusions that can be made 
from this data: (1) neither His 238 nor Trp 241 are within 
the subtilisin/IMAC contact surface region, thus the micro
environment perturbation caused by the glutamine to arginine 
substitution is not chromatographically significant, or (2) the 
substituted arginine may be interacting with another residue(s) 
and does not influence either His 238 or Trp 241. In contrast, 
the wild-type enzyme showed slightly different retention at 
pH 6.2 compared to FQK variants. This indicates that the 
active site histidine microenvironment was perturbed by the 
FQK substitutions. In view of the fact that the position 166 
single site substitution of lysine for glycine had little influence 
on retention, it is probable that either the position 50 phe-
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from 0 to 100% buffer B. 

nylalanine substitution or the position 156 glutamine sub
stitution caused the decrease in retention. 

Further examination of the contribution of position 156 was 
carried out with double substitution variants at positions 156 
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Figure 8. IMAC retention map of wild-type subtilisin and FQK series 
variants. Retention time plotted against mobile-phase pH using a 
20-min linear gradient from 0 to 100 % buffer B. 

and 166. Three variants were used in this study: a position 
156 glutamine for glutamate substitution and position 166 
lysine for glycine substitution designated the QK variant, a 
position 156 glutamine for glutamate substitution and position 
166 aspartate for glycine substitution designated the QD 
variant, and a position 156 serine for glutamate substitution 
and position 166 aspartate for glycine substitution designated 
the SD variant. As in all the other variants, some discrimi
nation of these double variants was observed at pH 6.2 (Figure 
9). It was seen in the single substitution variants that sub
stitution of aspartate for glycine at position 166 decreased 
retention 2.5 min. However, this substitution in the SD and 
QD variants had little effect. This means that the position 
156 substitution of serine for glutamate in the case of the SD 
enzyme and glutamine for glutamate in the QD enzyme 
moderated the contribution of the position 166 substitution. 
This also indicates that position 156 plays a role in retention. 
The importance of position 156 is further substantiated by 
elution of the QK variant 1 min earlier than wild type enzyme. 
The neutral contribution of lysine at position 166 again im
plicates position 156 in the retention process. 
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Figure 9. IMAC retention map of wild-type subtilisin and double mu
tation variants, retention time plotted against mobile-phase pH using 
a 20-min linear gradient from 0 to 100% buffer B. 
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Figure 10. Triangle representing proximity of pOSitions 64, 156, and 
166 to each other. The distance was measured from X-ray structure 
coordinates (25) corresponding to the following atoms: His 64 C", GJu 
156 Co' and Gly 166 Ca' 

The close proximity of positions 156, 166, and histidine 64 
makes it possible to represent these three sites with a triangle 
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Table I. Some Proteins Purified by IMAC 

protein Me2+ reference 

human serum proteins Zn,Cu Nature 1975,258, 598. 
lactoferrin Cu FEBS Lett. 1977, 75, 89. 
<X2-SH glycoprotein Zn FEBS Lett. 1977,80, 351. 
fr2-rnacroglobulin Zn Anal. Biochem. 1979, 99, 415. 
plasminogen activator Zn Biochem. Biophys. Acta 

1979,580, 140. 
lysozyme Cu Biochem. Biophys. Acta 

1979,576, 385. 
D. bitlcrus lectin Ca FEBS Lett. 1981, 130, 194. 
non-histone proteins Cu Anal. Biochem. 1981, 115, 

109. 
human serum albumin Cu J. Chromatogr. 1981,215, 

333. 
phosphotyrosyl-protein Zn Biochemistry 1982, 21, 5577. 

phosphatase 
superoxide dismutase Cu J. Appl. Biochem. 1982,4, 

203. 
human serum proteins Ni Biochemistry 1983,22, 1621. 
human serum proteins Zn,Cd J. Chromatogr. 1984,315, 

167. 

(ABC) having histidine 64 at vertex A, position 156 at vertex 
B, and position 166 at vertex C (Figure 10). It has been 
established in the FQK and position 166 single substitution 
variants that C - A interactions indirectly alter retention, 
with the exception of H166 which directly interacted with the 
IMAC sorbent. The strongest C - A contribution in single 
substitution variants occurred at pH 6.2 with either aspartate 
or glutamate at position 166. The effect of these negatively 
charged substitutions was to decrease retention. In contrast, 
the strongest C - A effect at pH 5.0 occurred with histidine 
at position 166. 

The question of how position 156 contributes to retention 
is more difficult to determine. Theoretically the effect could 
be either direct (B - A) or indirect (B - C - A). Carbox
yl-carboxylate interactions in proteins have been reported to 
partly counteract negative charge (26). It is known from X-ray 
crystallography (21) that glutamate 156 is capable of forming 
a hydrogen bond with aspartate 166 at pH 5.0 and a less 
ordered bond scheme with glutamate 166. The removal of 
glutamate at position 156, by means ofthe double substitution 
variants, eliminates the hydrogen bonding scheme with the 
aspartate at position 166. This moderates the effect of the 
substituted aspartate 166 on histidine 64, as witnessed by the 
change in variant chromatographic behavior. Therefore, 
position 156 perturbs the SI binding site microenvironment 
in variable ways depending on the surrounding amino acids. 
On the basis of the X-ray crystallographic data it is probable 
that the difference in retention between the wild-type and QK 
variant is because position 156 has a direct contribution to 
the microenvironment surrounding His 64. 

The final query involving IMAC was to survey the affmity 
of subtilisin for alternative metal complexes. Although these 
metals were found to be chromatographically inferior to Cu(ll), 
Ni(II) and Zn(II) have some utility with respect to special 
protein applications (Table I). A venture was made at both 
pH 6.2 and 7.5, to retain all the subtilisin variants discussed 
above on Ni(II), Zn(Il), and Fe(III) loaded supports. For all 
proteins, the attempts were unsuccessful. Subtilisin only 
interacts with the Cu(II) metal complex. 

Hydroxyapatite Chromatography. HAC is a relatively 
new high-performance chromatographic mode, even though 
it has an established record for protein purification in soft 
gels. Figure 11 reviews the possible types of interactions 
between a protein and a HAC column. With the charged 
substitutions present at position 166, it was believed that this 
technique would at least partially resolve certain variants. 

The use of a single mobile-phase pH precluded the need 

Figure 11. Schematic representation of possible interactions between 
protein charged residues and a hydroxyapatite sorbent. 
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Hydroxyapatite 
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Figure 12. HAC gradient elution of wild-type subtilisin, elution per
formed using a 20-min linear gradient from 0 to 100 % buffer B. 

for the assembly of a retention map. Strong retention and 
good peak shape were recorded for the wild-type subtilisin 
in Figure 12. Unfortunately, all the variants were retained 
in exactly the same manner. Retention times varied by a 
maximum of 0.5 min in a 20-min linear gradient, hardly 
enough to even form a shoulder away from the main protein 
peak. Apparently, the SI subsite is not part of the subtili
sin/HAC contact surface area. Although the results from the 
HAC study were disappointing, this technique may still dis
criminate site-specific mutsnts providing the location of amino 
acid substitution is recognized by the hydroxyapatite column. 

CONCLUSION 
These studies have shown that IMAC is superior to HAC 

in the resolution of subtilisin variants, particularly at position 
166. Even though HAC is a powerful chromatographic 
technique, the chromatographic contact region for the tech
nique apparently falls outside of those areas in subtilisin that 
were modified in this study. Once again it has been demon
strated that the chromatographic contact region varies be
tween chromatographic methods and that various separation 
modes probe different parts of a protein's surface. 

It is well documented that histidine, tryptophan, and 
cysteine in polypeptides interact most strongly with immo
bilized metals (6) and that vicinal substitution of charged 
amino acids in peptides can moderate this interaction (9). 
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From this study it may be concluded that both neutral and 
charged amino acids in the microenvironment surrounding 
a histidine center can secondarily influence chromatographic 
retention of a protein by moderating histidine interaction with 
an IMAC column. The exact mechanism by which other 
amino acids moderate the interaction of histidine with an 
IMAC column remains to be determined. 

It may be concluded that IMAC can be a powerful tech
nique for recognizing changes in protein structure within 15 
A of histidine centers in proteins providing the histidine 
residue is recognized by the IMAC column. Moreover, it has 
been demonstrated that IMAC is an effective analytical 
technique for the separation of genetically engineered proteins 
differing by as little as a single methylene group in a protein 
of 27500 M" 
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Subambient Temperature Modification of Selectivity in 
Reversed-Phase Liquid Chromatography 

Lane C_ Sander* and Stephen A. Wise 

Center for Analytical Chemistry, National Institute of Standards and Technology (formerly National Bureau of 
Standards), Gaithersburg, Maryland 20899 

The effect of column temperature on selectivity was studied 
for the separation of polyCyClic aromatic hydrocarbon (PAH) 
mixtures. Three commercial columns prepared by using 
monomeric and polymeriC surface modification chemistry 
were employed. Selectivity was evaluated through the use 
of a three-component PAH mixture previously developed for 
phase type evaluation. Column selectivity was found to vary 
continuously with temperature, regardless of the type of phase 
used. The shape recognition ability of each phase, I.e., the 
ability of the phase to separate closely related isomers, was 
observed to be highest at subamblent temperatures. A model 
for the temperature Induced selectivity changes is proposed 
based on the morphology of the bonded phase. 

INTRODUCTION 
Unlike in gas chromatography, temperature often serves 

only a minor role in the development of separation methods 
in liquid chromatography (LC) (1). Instead, solute retention 
is usually controlled by easily adjusted parameters such as 
mobile phase composition and flow rate. In contrast to gas 
chromatography, the allowable range for column temperatures 
in LC is restricted by the properties of the mobile phase. 
Increased viscosity and freezing are limiting factors at low 

temperatures; at high temperatures boiling is a limiting con
sideration (2). Separations are commonly carried out under 
ambient conditions, although greater reproducibility in re
tention and quantitation result when isothermal conditions 
are established (3). The use of elevated column temperature 
has been reported as a way of increasing separation efficiency 
(4), particularly for large molecular weight solutes (5). Ele
vated column temperatures have also been used to advantage 
with solutes with limited solubility in the mobile phase, and 
in ion-exchange chromatography (5). 

Thermodynamic aspects of solute retention have been 
studied in some detail (6-11). In general, solute retention is 
inversely related to temperature, i.e., retention decreases with 
increasing temperature. Morel and Serpinet (12-16) and 
others (17-19) have presented evidence for the existence of 
phase transitions within the bonded phase, occurring over a 
narrow temperature interval. The presence of a "break" or 
offset in a plot of log k'vs liT (Van't Hoff plot) indicates a 
change in the way in which the solute interacte with the 
stationary phase, i.e., a phase transition. Although the effect 
is of considerable theoretical interest, in practice the shift in 
retention times caused by the transition is small and does not 
apply if isothermal conditions are maintained. Other tem
perature-dependent changes have been reported. Stalcup et 
al calculated relative enthalpies and entropies of transfer for 

This article not subject to U.S. Copyright. Published 1989 by the American Chemical Society 
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various polycyclic aromatic hydrocarbons (PARs) to describe 
retention mechanisms in methanol and acetonitrile environ
ments (20). Chmielowiec and Sawatzky (11) calculated 
thermodynamic parameters for P AHs and observed changes 
in elution order as a function of temperature. These changes 
were attributed to "entropy dominated retention effects". 

Changes in phase morphology that occur with temperature 
have been investigated by a variety of techniques including 
calorimetry (12, 13,21,22), inelastic neutron scattering (23), 
nuclear magnetic resonance (NMR) spectroscopy (24-28), and 
infrared (IR) spectroscopy (29). Using an NMR technique, 
Claudy and co-workers (13) concluded that bonded phase 
chain mobility is increased at elevated temperatures. As might 
also be expected, chain mobility increases with the distance 
along the chain from the silica surface (27). Sander et al. (29) 
compared the IR spectra of alkyl-bonded silicas at various 
temperatures to the spectra of the corresponding alkyl silanes 
and alkanes. Spectral changes reSUlting from crystal lattice 
ordering were observed in the neat liquid/solid phase spectra 
but not in bonded phase spectra. However, overall bonded 
phase ordering resulting from a reduction in gauche-gauche 
(tggt, bend), gauche-trans-gauche' (gtg', kink), and end gauche 
conformations was observed at low temperatures. 

In this paper, the effect of column temperature on selec
tivity will be examined for the separation of PAH mixtures. 
Observed changes in selectivity will be compared with se
lectivity differences previously reported for CIS phases pre
pared by monomeric and polymeric surface modification 
chemistries. A model for temperature induced selectivity 
changes is proposed based on the morphology of the bonded 
phase. This representation, which can be considered an ex
tension of the "slot model" (30,31), suggests that changes in 
selectivity are a result of changes in phase rigidity that occur 
at different temperatures. 

EXPERIMENTAL SECTION 

Reagents and Columns. HPLC grade solvents were used in 
all separations. Phenanthro[3,4-c]phenanthrene (PhPh) was 
obtained from Aldrich Chemical Co. (Milwaukee, WI), 
l,2:3,4:5,6:7,8-tetrabenzonaphthalene (TEN, dibenzo[g,p]chrysene) 
was obtained from Rutgers (Castrop-Rauxel, Federal Republic 
of Germany), and benzo[a]pyrene (BaP) was obtained from BCR 
(Community Bureau of Reference, The Netherlands). Limited 
quantities of a solution containing these three solutes are available 
from the authors upon request. A mixture containing 16 priority 
pollutant PAHs, SRM 1647a, was obtained from NIST (Gaith
ersburg, MD). Three commercial CIS columns were employed in 
this work: Zorbax CIS (a monomeric CIS column; MAC-MOD 
Aoalytical, Wilmington, DE), Bakerbond wide pore CIS (a heavily 
loaded polymeric CIS column; J. T. Baker Chemical Co., Phil
lipsburg, NJ), and Vydac 201 TP CIS (a polymeric C18 column; The 
Separations Group, Hesperia, CAl. All columns were of the same 
physical configuration, i.e., 25 em X 4.6 mm, with 5 I'm diameter 
spherical particles. The Vydac 201TP C's column was packed 
in our laboratory with commercial C18 silica (Vydac 201TP C18 
phase). 

Apparatus. Column temperature was regulated through the 
use of an insulated column jacket. Ethanol was circulated through 
the jacket by an external refrigerated fluid bath. Column tem
peratures within the range of -30 to 55°C were possible with this 
apparatus; for temperatures greater than 55 °C, a column block 
heater was used. Column temperature was measured by using 
a thermometer immersed in the column jacket and temperatures 
were maintained to within ±0.2 °C (±1 °C for the block heater). 
Separations were carried out with a chromatograph consisting 
of an autosampler with loop injector, reciprocating piston pump, 
and UV detector (254 nm). 

RESULTS AND DISCUSSION 

In previous work we have shown that significant differences 
in selectivity exist among commercial and experimental CIS 
columns for the separation of polycyclic aromatic hydro-

carbons (30-36). These differences result from variations in 
a number of parameters in the preparation of the phase, 
including alkyl chain length (31), phase loading (34, 37, 38), 
and, most importantly, the type of surface modification 
chemistry employed (32, 39). Phases prepared under an
hydrous conditions, or using monochlorosilane reagents (i.e., 
"monomeric phases"), have properties distinctly different than 
phases synthesized using polymeric surface modification 
procedures (i.e., "polymeric phases"). Typical polymeric 
synthesis schemes employ trichlorosilane reagents in con
junction with measured quantities of water (32). This type 
of phase is distinct from and should not be confused with 
cross-linked or immobilized phases of the type used in capillary 
GC columns. 

An empirical classification scheme has been developed for 
grouping phases with similar selectivity toward PAHs (35). 
The elution order of a mixture of three PAH solutes (PhPh, 
TBN, BaP; see Experimental Section) varies with bonded 
phase type and gives an accurate assessment of phase prop
erties for the separation of a wide variety of P AH samples. 
By calculating the selectivity factor "TBN/BaP, a numerical 
measure of selectivity can be made, and columns can be 
grouped into similar classes. We have classified phases as 
follows: aTBNjBaP ~ 1.7, "monomeric-like" selectivity; aTBN/BaP 

< 1, "polymeric-like" selectivity; and 1 :::; "TBN/BaP < 1.7, 
"intermediate" selectivity. 

In the present work, a mixture of PhPh, TBN, and BaP 
was chromatographed on polymeric (Vydac 201TP CIS) and 
monomeric (Zorbax CIS) columns at various temperatures. 
Dramatic shifts in solute elution were observed over the 
temperature interval investigated. Characteristic separations 
for the polymeric phase are illustrated in Figure 1. Sepa
rations were carried out at elevated temperatures using 75:25 
acetonitrile-water mobile phase; subambient separations were 
made with 85:15 acetonitrile-water. Under ambient condi
tions, the mixture was fully resolved with three nearly equally 
spaced peaks. At elevated temperatures, the elution of BaP 
decreased relative to TBN; thus the selectivity factor "TEN/SaP 

increased. By use of the classification scheme described above, 
phase selectivity was more "monomeric-like" at elevated 
temperatures. At subambient column temperatures, the op
posite trend was observed. The retention of BaP increased 
relative to TBN, decreasing "TEN/SaP' Polymeric-like column 
selectivity increased with decreasing temperature. 

Similar trends were observed for the separation of the phase 
selectivity test mixture at various temperatures on the Zorbax 
CIS column. Overall column selectivity, as designated by 
"TEN/SaP, became more "polymeric-like" at low temperatures. 
At elevated temperatures phase selectivity changed only 
slightly, becoming nearly constant above 45°C. 

Selectivity is plotted as a function of temperature for 
polymeric and monomeric columns in Figure 2. Monomeric 
data points reflect measurements carried out at a mobile phase 
composition of 85:15 acetonitrile-water; polymeric data points 
are for multiple mobile phase compositions. Selectivity was 
observed to be nearly independent of mobile phase compo
sition for the polymeric column; however, the slight scatter 
in the polymeric data in Figure 2 is the result of a minor 
compositional dependence. 

Several trends are apparent in Figure 2. The selectivity 
of both monomeric and polymeric columns becomes more 
"polymeric-like" at reduced temperatures. At elevated tem
peratures, the two columns have similar "monomeric-like" 
phase selectivity. The selectivity plots suggest that for a rmite 
range of selectivities, column retention behavior of one column 
type (e.g., polymeric) can be achieved by using a column of 
the other type (e.g., monomeric) at a different temperature. 
For example, at ambient temperature (~26 °C) the selectivity 
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Figure 2. Phase selectivity (aTBN/BaP) plotted as a function of tem
perature for monomeric and polymeric C18 columns: mobile phase, 
Zorbax Cta, 85:15 ACN-H,O; Vydac 20HP C,., various ACN:H,O 
compositions, 

coefficient "'TBN/B,p for the polymeric phase is 0.71. About 
the same value for "'TBN/B,p is obtained for the monomeric 
phase at -4.6 cc, and it is expected that PAR separations at 
this temperature would be comparable to separations carried 
out at ambient conditions on the polymeric column. 

To test this idea, a mixture of 16 PARs was separated on 
the Zorbax C's column at ambient and subambient conditions 
(Figure 3). Gradient elution conditions were adjusted in each 
case to give similar overall retention times. At 25 cc, partial 
resolution of the components was achieved, characteristic of 
that observed for most monomeric phases (32, 36). Fourteen 
of the 16 components were resolved at -8 cC, with two early 
components coeluting (fluorene and acenaphthene). The 
elution order and overall spacing of the components in the 
chromatogram are very similar to separations achieved on 
polymeric C's phases (32, 36). 

Another possibility is suggested by the selectivity plots in 
Figure 2. At low temperatures, "'TBN/B,p values are reduced 
and phase selectivity is more "polymeric-like" for both of the 
phase types. In general, a high degree of shape recognition 
ability ("shape selectivity") exists for phases with low "'TBN/B,p 

values (30). Separations of isomers and other similarly 
structured compounds can sometimes be achieved with such 
columns that cannot be achieved for columns with 
"monomeric-like" selectivity. The use of polymeric phases 
at low temperatures should result in phase selectivity and 
shape recognition ability not obtainable in any other way. 
Although, in theory, comparable phase selectivity might also 
be obtained with monomeric phases at low temperatures, in 
practice the temperature necessary to achieve such a change 
in selectivity is below the working limits for most mobile phase 
solvents. 

To examine this possibility, a mixture of the six possible 
methylchrysene isomers was used to probe phase shape rec
ognition ability at ambient and subambient temperature 
conditions. Because these isomers differ only in the ring 
position of the methyl group, it is difficult to separate all six 
methylchrysene isomers by liquid and gas chromatography. 
The quantification of the individual isomers is of some epi
demiological interest, since 5-methylchrysene is significantly 
more carcinogenic than the other isomers. The first attempt 
to separate methylchrysene isomers by LC was made by Wise 
and co-workers (40). Four of the six isomers were resolved 
with a Vydac 201TP C's column; however 5- and 6-methyl
chrysene were not resolved. Separation of all six isomers was 
first achieved by Markides et aL using capillary GC and ex
perimental smectic (41) and nematic (42) liquid crystalline 
polysiloxane stationary phases. Such liquid crystalline GC 
phases are highly shape selective and in fact have retention 
properties closely corresponding to polymeric C's phases in 
LC (43). Resolution of these isomers is not possible on more 
conventional GC phases, e.g., with SE-52 or SE-54 phases. 
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Figure 3. Separation of SRM 1647a, priority pollutant polycyclic 
aromatic hydrocarbons, at ambient and subambient temperatures on 
a Zorbax C18 column: mobile phase, -8 ee, gradient elution, 80:20 
ACN-H,O to 80:20 ACN-MTBE over 20 min, 1.5 mLimin; 25 °C, 
gradient elution, 50:50 ACN-H,O to 100 % ACN over 30 min, 1.5 
mLimin. 

Separations of the methylchrysene isomers at ambient and 
subambient temperatures are illustrated in Figure 4. An 
isothermal separation of a mixture of the six methylchrysene 
isomers was carried out at 27 °C, with gradient elution, using 
a heavily loaded polymeric CI8 phase (Baker bond wide pore 
CI8). Four of the six isomers were resolved (5- and 6-
methylchrysene coeluted), similar to the separation previously 
reported (40). Under the same conditions, only three isomers 
were resolved by using the monomeric column (not shown). 
In Figure 4, all six isomers are resolved with the Bakerbond 
CI8 column under isocratic conditions using a subambient 
temperature program. Separation of 5- and 6-methylchrysene 
could only be achieved at low temperature. However, under 
isothermal conditions (-20 °C) the 1-, 2-, and 3-methylchrysene 
isomers were strongly retained, even using a pure acetonitrile 
mobile phase. By use of a temperature program, it was 
possible to separate the critical isomers, while permitting the 
more easily separated later eluting isomers to be eluted in a 
reasonable period of time. This separation demonstrates not 
only an exceptional degree of shape selectivity but the fea
sibility of temperature programming as an alternative to 

Methylchrysene Isomers 

Temperature Program 
Isocratic Elution 

Isothermal 
Gradient Elution 

4 

4 

5,6 

3 

Figure 4. Separation of methylchrysene isomers on a 8akerbond wide 
pore C18 column: (a) temperature 27 ee, gradient elution, 60:40 
ACN-H,O to 85:15 ACN-H,O over 40 min, 1 mL/min; (b) isocratic 
elution (100% ACN), temperature program, -25 to 20 °C over 40 min. 

gradient elution in liquid chromatography. 

RETENTION THEORY 
In previous studies we have advanced a picture of solute 

retention referred to as the "slot model" (30, 31). This model 
suggests that ordering within the bonded phase layer may be 
represented schematically as slots in a layer. Stated simply, 
solute penetration into these slots results in retention. Viewed 
in this way, predictions can be made on the effects that solute 
shape and bonded phase morphology will have on retention. 
A few trends can be summarized. Long narrow solutes are 
retained longer than square solutes of the same molecular 
weight. Similarly, planar solutes are retained longer than 
nonplanar solutes with similar overall structure. To view these 
trends in terms of the model, imagine a surface with a mixture 
of narrow and wide slots. Long narrow solutes, i.e., solutes 
with large length-to-breadth ratios (LIB) (44), will penetrate 
a larger number of the slots than square solutes. Because of 
this enhanced interaction with the bonded phase, retention 
is increased for long narrow solutes. A similar argument can 
be made for planar and nonplanar solutes with similar LIB 
ratios. Nonplanar solutes are more restricted from the slots 
than corresponding planar solutes. Interaction with the 
bonded phase is reduced, and retention is decreased for 
nonplanar molecules. 

Phase morphology is an important aspect of this model. It 
is clear that changes in phase structure in some way affect 
the chromatographic properties of LC columns. For example, 
monomeric and polymeric CI8 phases are both prepared from 
silanes with the same (CI8) alkyl substituents, yet the two 



phases differ markedly in selectivity toward PAH and other 
classes of solutes. In previous work we suggested that these 
differences originate primarily from phase order (30. 43). In 
a comparison of phase selectivity between selected LC and 
GC columns, a close correspondence in retention behavior was 
observed between polymeric CIa columns in LC and a smectic 
liquid crystalline phase in GC (43). A high degree of shape 
recognition ability was observed for each column. Various 
PAH isomer mixtures were separated, and the elution orders 
for the two columns were nearly identical. In contrast, little 
shape recognition ability was found for monomeric CIa LC 
columns or methylsilicone GC columns and little separation 
of isomers was possible. Liquid crystalline phases have a 
higher degree of order resulting from alignment of the rodlike 
substituent molecules. By analogy, this suggests that, as with 
liquid crystal GC phases, phase ordering within polymeric CIa 
LC phases may be responsible for the selectivity exhibited 
by these phases. This order may result from loss of alkyl chain 
mobility within a rigid polymer layer. 

Bonded phase length is another aspect affecting phase 
selectivity. In previous work we have shown that the highest 
degree of shape recognition was achieved with long chain 
length alkyl phases (31). This trend was observed for both 
monomeric and polymeric phases but was most dramatic with 
polymeric phases. As with liquid crystalline GC phases, the 
more extended alkyl phases exhibited the greatest shape se
lectivity for PAH isomers. This observation is consistent with 
the changes in selectivity that result from changes in phase 
morphology occurring at low temperatures. 

The temperature-dependent change in retention behavior 
for monomeric and polymeric CIa phases observed in this study 
can thus be explained in terms of chain mobility and order. 
For pure long chain alkanes (e.g., octadecane), chain mobility 
decreases with temperature, ultimately forming an ordered 
crystalline solid. In the crystalline state, alkyl chains exist 
in the all-trans conformation, i.e., fully extended. Such 
crystalline ordering is not possible for bonded phases since 
alkyl chain spacing is constrained by the covalent point of 
attachment to the surface. However, reduction in bonded 
ligand mobility with temprature has been clearly demon
strated by NMR (13) and inelastic neutron scattering (23). 
Furthermore, bonded alkyl chains have been shown to 
straighten at reduced temperatures (29). Bends and kinks 
in alkyl chains give rise to specific transitions in IR spectra. 
These transitions decrease as a function of temperature. It 
can be concluded that alkyl bonded phases become more rigid 
and more rodlike at low temperatures and thus take on some 
of the characteristics of liquid crystals. This low-temperature 
ordering is most pronounced for polymeric bonded phases, 
for which chain motion is somewhat constrained even at am
bient temperature. 

It is informative to examine Van't Hoff plots for the three 
probes used in this work (Figure 5). Evidence for a phase 
transition is present in the plots for monomeric (Zorbax CIa) 
retention data. The transition appears to occur over an in
terval from about 40 to 50°C. This transition temperature 
is similar to that reported by Morel and Serpinet (14) for 
densely bonded monomeric CIa phases. The presence of a 
transition is not observed for the polymeric phase. The lack 
of a transition may reveal much about polymeric phase 
morphology. Over the temperature interval investigated, alkyl 
chain association does not change abruptly with temperature. 
This suggests that constraints to chain mobility exist for 
polymeric phases that do not exist with monomeric phases. 
In contrast, it appears that sufficient freedom exists in mo
nomeric phases to permit a transition in which alkyl chains 
are mOfe associated with each other below the transition 
temperature. Selectivity does not change abruptly as a con-
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Figure 5. Van't Hoff plots for the phase selectivity test mixture on 
Zorbax C18 (monomeriC) and Vydac 201TP C18 (polymeriC) columns. 

sequence of the transition. This is contrary to the proposed 
retention theory of Jinno et al. (45). They predicted that a 
critical change in selectivity toward PAHs would occur near 
the phase transition, due to a change from "solidlike" to 
"liquidlike" behavior. We have observed instead gradual 
changes in shape selectivity over the range -20 to 100 °C, for 
both monomeric and polymeric C'8 phases (Figure 2). It 
should be noted, however, that the probes employed by Jinno 
et al. are substantially larger than those used in this work, 
and the results may not be directly comparable. Because 
changes in selectivity occur continuously as a function of 
temperature, it seems likely that the presence or absence of 
a phase transition is of secondary importance to the ordering 
of individual chains. The possibility of solvent-induced 
conformational changes for large nonplanar PAH has been 
advanced by Fetzer (46). He suggests that changes in retention 
behavior may be partly due to such conformational changes 
for the solute. However, because the conformation of planar 
PAH would be unaffected by changes in temperature, cbanges 
in selectivity for planar solutes that occur as a function of 
temperature would still be attributed to conformational 
changes of the bonded phase. A clear example is illustrated 
in Figure 3 for the separation of chrysene and benz[a]
anthracene. The elution order observed at -8°C (benz[a]
anthracene, chrysene) is characteristic of polymeric CI8 phases; 
at 25°C the solutes coelute (characteristic of monomeric C'8 
phases). 

Further insight can be obtained through thermodynamic 
evaluation of the data. In k' has been shown to be related to 
temperature through the following relation: 

In k' = -t:J/ m-,/ RT + t;"Sm .... s! R + In ¢ 
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where t::.Hm~ and tl.Sm~ are respectively enthalpies and en
tropies of transfer (mobile to stationary phase), R is the ideal 
gas constant, T is the absolute temperature K, and <I> is the 
phase ratio (volume stationary phase/volume mobile phase). 
The slopes of the curves in Figure 5 are related to the enthalpy 
of the retention process, whereas the intercepts are related 
to the sum of the entropy change in solute retention plus the 
phase ratio. Numerical evaluation of the phase ratio is difficult 
at best, since the volume of the stationary phase available to 
the solute during retention must be estimated. Consequently, 
the calculation of absolute entropies of transfer is probably 
not justified. Enthalpies of transfer may be calculated without 
difficulty since knowledge of the phase ratio is unnecessary. 
Such calculations have been carried out for retention data at 
elevated temperatures (20). Below about 25°C, slopes of the 
Van't Hoff plots for PhPh and TBN are similar, indicating 
that the enthalpies of transfer for these solutes at subambient 
temperatures are similar for the monomeric and polymeric 
CI8 columns. For BaP, this condition is achieved at tem
peratures lower than 12°C. Above these temperatures the 
curves diverge, indicating different enthalpies of transfer, 
perhaps due to dissociation of bonded phase chains with the 
monomeric phase at higher temperatures. The slopes of the 
BaP curves are significantly greater than for the other solutes. 
Thus, the enthalpy of transfer for BaP is greater than the 
other solutes. This suggests that BaP is able to interact more 
strongly with the bonded phase than with the other solutes, 
perhaps as a result of the planar nature of BaP compared to 
the nonplanar nature of PhPh and TBN. 

The asymptotic nature of the Van't Hoff plots for BaP may 
be of some consequence, yet the significance is difficult to 
prove rigorously, since absolute entropies of transfer cannot 
be calculated. It is interesting, however, to assume that the 
phase ratios for the monomeric and polymeric columns are 
about the same. For PhPh and TBN, this means that these 
solutes are more ordered (i.e., the entropies of transfer are 
smaller) in the polymeric stationary phase than in the mo
nomeric phase, at any given temperature. For BaP, the degree 
of ordering would be about the same for both phases, below 
about 12°C. This ordering is consistent with the observations 
presented earlier for the polymeric phase compared to the 
monomeric phase. It can be stated without assumption that 
the sum tl.Sm~/ R + In <I> is about the same for BaP on the 
two columns «12°C). 

CONCLUSIONS 
The variation in column selectivity with temperature is a 

universal effect that is not specific to a particular column 
brand or phase type. Because selectivity changes continuously 
and uniformly with temperature, retention characteristics may 
be adjusted as required for a given separation. The permissible 
temperature range is restricted only by the physical properties 
of the mobile phase employed. To a limited extent, phase 
selectivity previously attributed to polymeric phases can be 
mimicked by monomeric phases at low temperatures. 

A major application of subambient liquid chromatography 
is the enhancement of shape selectivity in polymeric CI8 
phases. It has been demonstrated that this technique can be 
used to separate isomers previously not separable by LC. 
Evidence suggests that this increase in shape recognition 
ability is a result of an increase in phase order that occurs at 
low temperatures. Alkyl chain rigidity and reduced chain 
mobility result in a phase with Iiquid-crystal-Iike retention 
properties. Although the greatest shape selectivity effects are 
observed at -10 to -20°C or lower, practical benefits may be 
achieved at more modest temperature reductions, e.g., between 

o and 10°C. This work has concentrated on the effects of 
temperature on selectivity for polycyclic aromatic hydro
carbons. Studies of changes in selectivity with temperature 
for other classes of compounds (e.g., carotene isomers) are in 
progress, and similar trends have been observed. 
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A micromethod for the fluorometrlc determInation of sulfHe Is 
presented. This method is based on a coupled enzyme assay 
(sulfite oxidase, NADH-dependent peroxidase) the product of 
which (NAD) is amplified by enzymatic cycling. The assay 
Is linear down to 150 Imol (standards, wine samples). With 
extracts of freeze-dried needle tissue (Plcea abies L. (Karst)) 
the lower limit of detection was 290 fmol. 

Sulfite has a long tradition in food chemistry as a preser
vative, an antioxidant, and an inhibitor of enzymatic and 
nonenzymatic browning (1). Especially in wine production 
the use of sulfite was customary for several centuries. The 
effects caused by S02 (or sulfite, when dissolved) depend not 
only on the initial levels applied but also on the actual amounts 
present in the respective tissue or food product during storage. 
As sulfite is not considered to be harmless to health (2), 
methods for a sensitive detection of sulfite are necessary. 

In additon to its role in food chemistry S02 constitutes one 
of the major air pollutants in industrial and urban areas. It 
is now well documented that long-term exposures to S02, even 
at concentrations that do not result in any visible signs of 
injury, cause reductions in plant yield (3). Possible interac
tions of sulfite with metabolic reactions are either deduced 
from in vitro experiments with cellular organelles or tissue 
extracts (4) or from calculations on model systems (5). In 
order to correlate these observations with in vivo effects the 
actual concentration of sulfite in polluted tissue has to be 
known. Methods currently available (and lower limit of de
tection; l/mL), such as iodometry (7.5 nmol (6)), reaction with 
5,5'-dithiobis(2-nitrobenzoic acid) (3 nmol (7)) or with 3-
methyl-1,2-cyclopentanodione dithiosemicarbazone (10 nmol 
(8», sulfite oxidase electrode (about 15 nmol (9», HPLC (30 
nmol (10, 11), or HPIC (12), are not sufficiently sensitive to 
assay sulfite levels in plant tissue (4, 11). These are obviously 
very low (12). 

As we are interested in pollution-dependent alterations in 
cellular biochemistry (in connection with forest decline) we 
tried to establish a method for the determination of tissue 
sulfite with increased sensitivity. In this paper we present 
an assay which measures sulfite at concentrations of below 
200 fmol. 

EXPERIMENTAL SECTION 
Experimental Rationale. The assay principle is based on 

the following reactions: 

* Author to whom correspondence should be addressed. 
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S01- + O2 + H20 _",rid~, SO;- + H20 2 (1) 

NADH pero:ridase 
H20 2 + NADH + H+ --'----- 2H20 + NAD+ (2) 

Sulfite oxidation yields H20 2 which is then reduced by an 
NADH·dependent peroxidase. The stoichiometrical consumption 
of NADH is recorded (13). With UV spectroscopy or fluorometry 
of NADH, the lower limit of detection is between 0.2 and 1 nmol. 
The sensitivity of this assay can be significantly increased by using 
the above reactions as a "specific step" which is coupled to an 
enzymatic cycling procedure for one of the products, i.e., NAD 
(14,15). 

Reagents. Enzymes. Sulfite oxidase (Sulf-OD, EC 1.8.3.1 from 
chicken liver, 12 units/roLl, NADH peroxidase (NADH·POD, 
EC 1.11.1.1 from Streptococcus faecalis, 45 units/mL), and 
horseradish peroxidase (HRP, EC 1.11.1.7 from horseradish, 250 
units/mg), as well as the enzymes used for cycling, were obtained 
from Boehringer Mannheim. Sulf-OD and NADH·POD were 
dialyzed against 25 mM TRIS buffer. HRP (lyophilized) was 
dissolved in reaction buffer. 

Buffers. 2-Amino-2-methyl-1·propanol (AMP), N-tris(hy
droxymethyl)methyl-2-aminoethanesulfonic acid (TES), and 
3-(N-morpholino)propanesulfonic acid (MOPS) were obtained 
from Sigma (Deisenhofen, FRG), 2-(N-morpholino)ethanesulfonic 
acid (MES), imidazole, N-(2-hydroxyethyl)piperazine·N'·2· 
ethanesulfonic acid (HEPES), triethanolamine hydrochloride 
(TEA), and tris(hydroxymethyl)aminomethane (TRIS) were from 
Boehringer Mannheim. 

Stabilizing Reagents. Ethylenediaminetetraacetic acid (EDT A) 
was obtained from Sigma, and water-insoluble poly(vinyl
pyrrolidone) (PVP) was obtained from Serva (Heidelberg, FRG). 

Extraction Medium. MOPS-NaOH (50 mM, pH 7), containing 
1.7 mM EDT A, was used for the dilution of sulfite stock solutions 
or wine samples and for the extraction ofiyophilized spruce needle 
homogenates. 

Sulfite Solutions. Sodium sulfite (20 mM, Merck, Darmstadt, 
FRG) was dissolved in doubly distilled water. This stock solution 
was used for stability tests and for the assay with HRP. A stock 
solution with higher stability (4 mM sulfite, containing 18 mM 
acetaldehyde) was prepared according to Beutler (16). 

Sulfite Reagent. The reagent stock was made from TEA
NaOH (300 mM, pH 8), NADH (0.1 mM), and EDTA (3 mM). 
Assay concentrations were obtained by dilution (1:3). 

Apparatus. Spectrophotometry. Absorption measurements 
were made with a Uvicon 860 UV-vis spectrophotometer (Kontron, 
Munchen, FRG). Fluorometry was with a Farrand ratio-2 fluo
rometer (Farrand, New York). Narrow-band interference filters 
with a half-width of about 10 nm were used for excitation (340 
nm) and emission (450 nm). 

Homogenization of frozen needle samples (-80 'C) was under 
cooling with liquid nitrogen with a Micro Dismembrator II (Braun, 
Melsungen, FRG). This resulted in an average particle size well 
below 100 I'm. 

© 1989 American Chemical SOCiety 
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Figure 1. Kinetics of the photometric determination of sulfite. The 
difference in extinction (~A) is determined by extrapolation. 

Sampling. Spruce needle material (Picea abies L. (Karst.)) 
was obtained from two open top chambers (University of Ho
henheim, FRG) (17). In both chambers young spruce trees (about 
5 years old) were permanently fumigated with SO, (between 0.01 
and 0.04 ppm) and sprinkled with water of pH 4 (17). Other 
samples were from spruce trees exposed to environmental levels 
of SO, (Edelmannshof, Welzheimer Forst, near Stuttgart, FRG; 
3 h mean values for SO, during summer 1986 (May through 
September) 34-130 p.g/m3 air; 0.013 to 0.05 ppm). In April, 
August, and November 1986, needles (up to 3 years old) were 
collected and metabolically quenched in liquid nitrogen. Hom
ogenization under cooling with liquid nitrogen (see above, 90 s) 
was in the presence of freshly distilled acetaldehyde. Acetaldehyde 
forms a stable adduct with sulfite, and this was shown to be a 
prerequisite for a quantitative recovery of added, internal sulfite 
standards. Reconstitution of needle Iyophilizates resulted in a 
pH of 4. At this pH the equilibrium in aqueous solution between 
sulfite, bisulfite, and SO, is shifted toward SO,. Subsequent loss 
of SO, to the gas phase is prevented by acetaldehyde. Two 
milligrams of the lyophilized powder was mixed with 5 mg of 
insoluble poly(vinylpyrrolidone) (PVP, Polyclar AT, Serva) and 
extracted with 1 mL of hot (95°C) extraction medium (5 min). 
After cooling on ice insoluble material was pelleted (10000 g, 8 
min,4°C). 

Wine samples (white German wines Silvaner Scheurebe, 
Qualitiitswein, Riesling, and Morio-Muskat and rose wine Por
tugieser rose) were diluted 1:50 with extraction solution and 
assayed without further manipulation. 

Sulfite Determination. Spectrophotometric Method, 10-" 
mol. The assay described by Beutler and Schiitte (13) was used 
in a modified way. The sulfite reagent contained the following 
(final concentrations in the assay): TEA-NaOH (pH 8),0.1 M; 
NADH, 0.033 mM; EDT A, 1 mM. The amounts of enzymes were 
equivalent to 33 munits (NADH-POD) and 20 munits (Sulf-OD) 
per milliliter assay volume. A feature of this assay is a background 
reaction caused by some kind of NADH-oxidase activity which 
is part of the NADH-POD. This unspecific NADH consumption 
is independent on the presence of sulfite (Figure 1) and has to 
be corrected for (compare legend to Figure 1). Efforts to decrease 
this side reaction (addition of Mn2+ as radical scavenger, Cu+/2+ 
(18,19), ascorbic acid (18), reduced glutathione (20), and cyanide, 
H.O. Beutler, personal communication) were not successful (21). 

In order to get a complete recovery of sulfite which, in the 
presence of cations such as Fe3+ and depending on pH, is easily 
oxidized (22), EDTA was added. EDTA also decreased the un
specific oxidation of NADH to some extent. 

Indirect Fluorometry, 10-13 mol (Cycling). In this case the 
specific step (reactions 1 and 2) was combined with an enzymatic 
amplification of NAD reSUlting from the NADH-POD reaction. 

Oxidation of sulfite with stoichiometric formation of NAD was 
in a total volume of 30 p.L and with decreased amounts of enzymes 
(munits/mL: NADH-POD, 17; Sulf-OD, 10). Typical sample 
volumes added to the assay were 2 p.L. All pipetting steps were 
on ice. The reaction was started by rapid warming to 25°C (water 
bath). Usually, after 15 min of incubation (complete oxidation 
of sulfite) the reaction was stopped with HCI (final concentration 

Table I. Effects of Different Buffers on the Recovery of 
Sulfite StandardsG 

solvent pH recovery, % 

Aqua bidest 6.5 18 
MES 6.0 80 
imidazole 7.0 55 
TES 7.0 81 
MOPS 7.0 100 
HEPES 7.5 79 
TRIS 8.0 77 
AMP 9.0 98 

a All solutions were kept at 95°C for 5 min. Recovery is given in 
percent of the content of the standardized solution before heating. 

0.2 M) and the samples were kept at 95°C for 5 min. This causes 
a quantitative breakdown of NADH without affecting NAD. 

Two-microliter aliquots were added to 50 p.L of NAD cycling 
reagent (350 mM ethanol, 2.5 mM /3-mercaptoethanol, 2.5 mM 
oxaloacetic acid, 0.025% (w Iv) bovine serum albumin (fraction 
V), 44 units/mL alcohol dehydrogenase (ADH), 15 units/mL 
malate dehydrogenase (MDH), 125 mM TRIS-HCI (pH 8.0)). In 
this step, which is performed in fluorometer tubes, the pyridine 
nucleotide is alternatively reduced (ADH) and oxidized (MDH). 
The amounts of enzymes added result in about 5000 cycles/h (25 
°C). After 1 h the cycling step is stopped by heating the samples 
in a boiling water bath for 3 min. Malate, formed during cycling, 
is assayed by oxidation (MDH) and stoichiometric formation of 
NADH (indicator step). The indicator reagent (1 mL) consisted 
of glutamic acid (sodium salt), 10 mM, NAD, 0.2 mM, MDH, 3 
units/mL, glutamate oxaloacetate transaminase, 0.5 units/mL, 
and 2-amino-2-methylpropanol hydrochloride, 50 mM (pH 9.9). 
For more detailed information see ref 14 and 15. 

Controls were run either with sample but no Sulf·OD or without 
sample addition (unspecific NADH oxidation). Recovery of sulfite 
was routinely checked with internal standards. 

All assays were run with at least three parallels. 

RESULTS AND DISCUSSION 

Stability of Sulfite in Different Buffers. In Table I 
the effects of different buffers (50 mM) on the stability of 
sulfite are compared. Sulfite solutions (1 mM) were prepared 
with the different buffers and photometrically standardized. 
These solutions were then used to determine a possible loss 
of sulfite during the extraction procedure (95°C, 5 min). The 
large difference in recovery of sulfite between buffered and 
unbuffered solutions is evident. Rates of recovery were highest 
with AMP and MOPS. Because of its lower pK. value (7.2) 
MOPS was used for sample extraction. 

Substitution of NADH-POD by Horseradish Per
oxidase (HRP). Owing to the unspecific NADH oxidation 
by NADH-POD (Figure 2a) we tested another peroxidase, 
HRP. Although HRP also exhibits some NADH oxidase 
activity, this unwanted reaction can be inhibited (18-20). 
With 0.033 mg/mL HRP direct assay) 1 I'M Cu'+ completely 
inhibited the unspecific oxidation of NADH without affecting 
the peroxidation activity of HRP (Figure 2b). However, the 
combination of this modified specific step with enzymatic 
cycling was only possible with sulfite standards but not with 
extracts from spruce needles. Presumably, residual phenols 
contained in the needle extract (not completely removed by 
PVP) are responsible for this effect. According to Yang (23) 
the peroxidase-H20, enzyme complex promotes the oxidation 
of phenols to phenoxy radicals. With these radicals sulfite 
will start a chain reaction which leads to the complete oxi
dation of sulfite. Extremely reactive intermediates of this 
process can cause the destruction of NADH without producing 
NAD. Thus, needle extracts were assayed with the NADH
POD system. 

Cycling Assay. In order to check for interferences of 
specific step components with the NAD cycle, the fluores-



0 .. 25,----,----,-------,-----,---, 

0.2+···,····,·····, 

~ 

E 
c 

0 
-:t 
m 
L......J 

OJ 
0.26 

U 
C 
d 

.D 
t-
O 
Vl 

.D « 

0.21 

30 

t [min] 
Figure 2. Kinetics of the sulfite oxidation with the NADH-POD system 
(a) and the HRP system (including 1 I'M CuCI,) (b). In b there is no 
unspecific background reaction. Numbers indicate addition of (1) 
NADH·POD, (1') HRP, (2) Sull·OD, and (3) sullite standard (10 nmol), 

250rr----~----~----.-----~---., 
W 0 Su 1 fi te-Std. 
+1 <9 NAD-Std. 

§ 200 

rn 150 
Co 
w 
~ 100 
w 
u 
U1 

~ 50 
o 
=> 
~ 
u. 

/ 
/ 

/ 
/ 

/ 

/ 
/ 

STANDARD [pma 1] 

/ 

/ 
/ 

/ 
/ 

5 

Figure 3. Cycling assay for sulfite. fluorescence yield with sulfite (0) 
and NAD standards (0). 

cences resulting from sulfite and NAD standards at identical 
concentrations were compared, Figure 3 shows that NAD 
standards (0.5-5 pmol) added to the cycling system without 
the introduction of a specific step aliquot resulted in a higher 
fluorescence yield compared to the cycling of NAD resulting 
from sulfite oxidation (a 2-I'L aliquot of the specific step is 
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0.5 1.0 
SOl-added [pmol] 

Figure 4, Cycling assay lor sullite. Sullite standards (0.5 to 1 pmol) 
were assayed in the absence (0) and presence (e) of spruce needle 
extract. The difference between both curves (± extract), which is 112 
fmol, results from sample sulfite . 

introduced into the cycling assay), This decrease in cycling 
rate (about 40%; compare Figure 3) should thus be caused 
by a transfer of specific step solutes, However, due to internal 
standardization of the specific step reaction, this interference 
is not a problem. 

Linearity of the Sulfite Determination. Sulfite stand· 
ards with and without extracts from spruce needles (control 
needles: from trees showing no signs of pollution effects) were 
measured in order to check for linearity of the coupled assay, 
Figure 4 shows that under both conditions the fluorescence 
increase with increasing concentrations of sulfite was linear, 
with correlation coefficients higher than 0.999 (slopes, 1.01 
(plus extract), 1.0 (without extract); intercepts, 120 fmol (plus 
extract), 8 fmol (without extract)). The difference in both 
intercepts (112 fmol) should result from sample sulfite. As 
in the presence of needle extract the limit of detection (99% 
confidence interval) was 290 fmol, this sample content cannot 
be reliably determined. In the absence of needle extract the 
limit of detection was as low as 130 fmol of sulfite. For wine 
the lower limit was found to be in the same range as with 
buffer only (140 fmol). Linearity was maintained up to 10 
pmol. Possibly owing to extract constituents, increasing both 
the volume of the extract added to the specific step or the 
extract concentration above the values given in this paper 
resulted in a decrease in yield. 

Recovery of internal sulfite standards added to needle 
homogenates with the extraction buffer was about 90%. 

Snlfite in Spruce Needle MateriaL None of the samples 
(1- to 3-year·old needles) contained amounts of sulfite suf· 
ficiently high to permit its detection within the 99% confi· 
dence interval. 

With a level of probability of 95 % sulfite was detected in 
l-year·old needles from the open top chambers and in two 
samples (l·year·old and 3-year·old needles) taken from spruce 
trees at their natural location (Welzheimer Forst). The 
amount of sulfite detected in these samples was 1.1 to 1.3 
nmol/mg dry weight (needle dry weight was about 45% of 
fresh weight), This amount corresponds to a cell sap con· 
centration of about 1 mM. In spite of the high sensitivity of 
the assay, tissue levels of sulfite of less than 1 nmol/mg dry 
weight cannot be reliably assayed, However, tissue concen· 
trations of sulfite are more likely to be in the micromolar range 
(12). Thus the results given here for needle extracts indicate 
that only under increased levels of S02 pollution (or slow 
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decomposition of SO, within the tissue) sulfite can be detected 
with minor significance. 

Sulfite in Wine. With wine samples "sulfite cycling" 
worked without problems. Using this technique we were able 
to detect significant amounts of sulfite in different proveni
ences of wine which were declared as sulfite free (according 
to current determination methods). These wines contained 
between 50 and 90 I'M sulfite. 

A comparison between the limits of detection of sulfite in 
the original method (15 nmol) and in the cycling assay (130 
fmol) shows that the method reported in this communication 
offers an increase in sensitivity by a factor of 105. However, 
the degree to which this increase in sensitivity can be utilized 
depends on the sample properties. The determination of SOl
in spruce needle extracts is restricted to values of more than 
1 nmol/mg dry weight. This is possibly due to phenolic 
compounds or other ingredients. Nevertheless with this 
method the amount of sulfite in SO,-stressed plants can be 
determined. This may open access to other complex sample 
matrices. 
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Determination of Lead in Antarctic Ice at the 
Picogram-per-Gram Level by Laser Atomic Fluorescence 
Spectrometry 
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We present here preliminary results of the measurement of 
Pb In ancient Antarctic Ice down to the sub-pg/g level by laser 
excited atomic fluorescence spectrometry with electrothermal 
atomization. Detailed calibration of the spectrometer was 
successfully achieved down to the sub-pg/ g level by using 
ultralow concentration Pb standards. The ice core samples, 
which had previously been mechanically decontaminated, 
were directly analyzed for Pb by using very small volumes (20 
ILL only), without any preconcentration step or chemical 
treatment. The results are In very good agreement with those 
previously obtained for the same ice samples by isotope di
lution mass spectrometry. 

1. INTRODUCTION 
For 20 years there has been a growing interest in the in

vestigation of the occurrence of Pb (and of several other heavy 
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metals such as Cd, Cu, Zn, Hg, ... ) in the well-preserved dated 
snow and ice layers deposited in the central areas of the remote 
Antarctic and Greenland ice sheets (1-14). This is indeed a 
unique way to reconstruct the past natural tropospheric fluxes 
of this highly toxic heavy metal on a global scale and to de
termine to what extent these fluxes are now influenced by 
human activities. 

Such investigation has unfortunately proved to be very 
difficult because of the extremely low concentrations to be 
measured. As an illustration, Pb concentrations in Holocene 
Antarctic ice have recently been shown to be as low as about 
0.4 pg of Pb/g (6, 9). First of all, it is mandatory to decon
taminate the snow or ice samples before final analysis, since 
most available samples are more or less contaminated on their 
outside, regardless of the precautions taken to collect them 
cleanly in the field (2-4,6-9,11-14). Ultrasensitive analytical 
techniques must then be used. Due to the extremely low 
concentrations involved, ultraclean procedures are required 
throughout the entire analytical procedure, from sample de
contamination to final analysis (11, 14-16). 

Up to now, the analytical techniques that have been used 
for the final analysis of the decontaminated samples are either 
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isotope dilution mass spectrometry (IDMS) (1-3, 6-9) or 
flameless atomic absorption spectrometry (FAAS) (4,5,10, 
13). The first one of these two methods has the advantage 
of being absolute. Unfortunately, these two techniques do 
not allow a direct measurement of Pb at the extremely low 
concentration levels involved. For IDMS, a complicated 
chemical treatment, including an extraction into CHCIs and 
dithizone, is required (1-3, 6-9, 15). For FAAS, a precon
centration (by non boiling evaporation or by adsorption onto 
tungsten wire loops) is necessary (4, 10, 13, 17, 18). These 
time-consuming chemical treatments or preconcentrations are 
especially difficult to perform at the pg/g level, and rather 
large samples (-30 to 500 g) are required in order to get high 
enough Pb amounts for the final analysis and to keep these 
amounts higher than the contamination contributions from 
reagents and ware. 

The newly developed technique of laser excited atomic 
fluorescence with electrothermal atomization (LEAF-ETA) 
(19-29) offers a promising way to allow a direct and fast 
analysis of the decontaminated samples, using very small 
samples, without any preliminary chemical treatment or 
preconcentration. We present here the results of the first 
direct LEAF-ETA analyses of Pb down to sub pg of Pb / g 
concentration levels in Antarctic ancient ice using very small 
aliquots (20 J.tL only). These results are compared with those 
previously obtained for the same ice samples by IDMS (6, 9). 

2. SAMPLE PREPARATION 

The samples analyzed by LEAF-ETA in this work are 14 
sections of the 905 m Dome C deep Antarctic ice core (30). This 
core, which covers the past 40000 years (31) was thermally drilled 
at Dome C (77° 39'S, 124°10'E) in a dry hole that had not been 
filled with a wall-retaining fluid. They were decontaminated and 
prepared inside Patterson's clean laboratory (15) at the California 
Institute of Technology (Caltech, Division of Geological and 
Planetary Sciences), Pasadena, CA. 

Each core section (diameter 10.5 cm, length 15-30 cm) was 
transported frozen from Antarctica to Caltech packed in double, 
sealed polyethylene bags. It was then decontaminated inside the 
Caltech clean laboratory by mechanically chiseling successive 
veneers of ice progressing from the outside to the interior of the 
core using ultraclean stainless steel chisels, inside a cooled dou
ble-walled nitrogen-flushed ultraclean polyethylene tray. The 
chiseling procedure has been described in detail elsewhere (3, 6, 
12). The remaining inner core so obtained was 2 to 4 em in 
diameter. Only these 14 inner cores were analyzed by LEAF-ETA. 

Each inner core was melted overnight at room temperature 
inside the Caltech clean laboratory in ultraclean 1-L conventional 
polyethylene beakers. Twice distilled ultrapure RN03 prepared 
at the U.S. National Institute of Standards and Technology 
(NIST) (32,33) was then added to make a 0.1 % RN03 solution. 
The Pb content of the batch of acid had previously been shown 
by IDMS to be 8 pg of Pb/g (6, 7). The acidified solution was 
allowed to sit for 2 h. A 50-100-mL aliquot was then taken into 
250-mL conventional polyethylene bottles packed inside acid
cleaned polyethylene bags. It was immediately refrozen and 
transported frozen to the Laboratoire de Glaciologie et 
Geophysique de I'Environnement (LGGE), Saint Martin d'Reres, 
France. 

Inside the LGGE clean laboratory (17), these aliquots were 
melted at room temperature, and a 5-10-mL subaliquot was taken 
into 30-mL conventional polyethylene bottles packed inside 
acid· cleaned polyethylene bags. These subaliquots were then 
transported frozen to the Institute of Spectroscopy iIi Troitzk, 
USSR. Great precautions were taken during these successive 
aliquotings in order to ensure an even distribution of the solid 
micro particles which might be present in the ice. 

The l·L conventional polyethylene beakers and the 250-mL 
conventional polyethylene bottles had been cleaned inside the 
Caltech clean laboratory by a CRCI3 rinse, at least 3 days at 55 
°C in 25% reagent grade RN03 (Baker), at least 3 days at 55°C 
in 0.1 % RN03 (NIST twice distilled diluted in Caltech quartz 
distilled water (QDW); the Pb content of this water is 0.16 pg 
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Table I. Graphite Cup Atomizer: Working Conditions for 
Pb 

step temp,OC ramp rate, °C / s duration, s 

evaporation 95 40 30 
ashing 600 80 10 
atomization 1600 700 4 
firing 2000 700 5 
cooling 2000-20 20 

ofPb/g (34», and finally at least 3 days in another 0.1 % NIST 
RN03 bath at 55°C. The beakers were kept in the last bath for 
several months untill use. The bottles were kept filled with 0.1 % 
NIST RN03 diluted in QDW for several months at room tern· 
perature before use. 

The 30-mL conventional polyethylene bottles had been cleaned 
inside the LGGE clean laboratory with a procedure similar to that 
described in the previous section. The LGGE acid baths were 
however made from the LGGE Maxy ultrapure water (the Pb 
content of this water has been shown by IDMS to be 0.27 pg of 
Pb/g (34», and the bottles were allowed to sit in each of the three 
successive baths for at least 2 weeks. 

Pb contamination introduced during the mechanical chiseling, 
from the NIST RN03, from the walls of the beakers, bottles, and 
micropipets, and from the air in the clean laboratories was ac
curately determined from numerous blank determinations. For 
the 20-J.tL samples which will be used for the LEAF·ETA mea
surements, the corresponding Pb contamination value is found 
to be about 0.11 pg of Pb/g, originating mainly from chiseling 
(about 0.1 pg ofPb/g) and from RN03 (0.01 pg ofPbjg). This 
represents from 0.5 to 30% of total Pb present in these 20-J.tL 
samples, depending on concentrations. It must be emphasized 
that for the IDMS measurements of the same ice samples (6,9), 
the relative contribution of the Pb contamination to the total Pb 
present in the IDMS sample was higher (from 5 up to 75%) (6, 
9) because the chemical treatment from sample melting to the 
final sample of isolated Pb on the filament of the mass spec
trometer is much more complicated than for the LEAF-ETA 
measurements. 

3. LASER EXCITED ATOMIC FLUORESCENCE 
SPECTROMETER 

The LAFAS·1 spectrometer used in this work comprises four 
basic units: a radiation source, an electrothermal atomizer, a 
recording system, and a computer control system. Each of the 
four basic units is described in detail elsewhere (29). We give 
here only brief descriptions of tbese units. 

The radiation source consists of a tunable dye laser (DL) 
pumped by a XeCI excimer laser. An oscillator-amplifier scheme 
of DL is used. An original grating assembly and a control unit 
(35) enable tuning of the DL wavelength by a microcomputer. 
Second harmonic generation of the DL in a temperature-stabilized 
KDP crystal is used to obtain tunable UV radiation. The max
imum power of the second harmonic generation is about 3 kW. 
Pb atoms are excited at the 283.3-nm line (transition 6 p" Po-7 
S3 P10); fluorescence is recorded at 405.8 nm (transition 6 p23 P2-7 
S3 p,a), The graphite cup of the atomizer is pyrotically coated. 
Argon is used as purge gas (2 L/min). The heating regimes for 
the graphite cup atomizer are shown in Table I. 

Fluorescence radiation is collected at an angle of 90° by a 
telescopic system on the entrance slit of the compact mono
chromator (relative aperture 1:3.7, reciprocal linear dispersion 
of 6.3 nm/mm). Fluorescence is recorded by a photomultiplier 
tube (PMT) FEU-130 (or FEU·100) and a charge sensitive analog 
to digital converter (ADC). The ADC output code A (numerical 
value) is fed to the computer for further processing. Commercial 
neutral light filters are used before the entrance slit of the 
monochromator to attenuate the fluorescence signal. 

To reduce contamination problems, the whole spectrometer 
was located inside a specially designed room supplied with filtered 
air. Moreover, the electrothermal atomizer, the recording system, 
and a small table covered with polyethylene film onto which the 
samples and standards were handled were placed inside a clean 
chamber (2.5 X 1.7 X 2.8 m). The ventilation system of the 
chamber provided the high efficiency filtering of the air and 
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Table II. Preparation of the Very Low Concentration 
Multielemental Standards for LEAF-ETA 

volume diluted conen ranges 
in the in the 

chemical 200-mL final standards, 
element form solvent flask,l'L pg/g 

Ag metal HN03 20 0.2-100 
Al metal HCI 2000 20-10000 
As metal HN03 10 0.1-50 
Ca carbonate HN03 500 5-2500 
Cd metal HN03 10 0.1-50 
Co metal HNO, 10 0.1-50 
Cu metal HN03 100 1-500 
Fe metal HNO, 2000 20-10000 
Hg chloride H2O 200 2-1000 
K nitrate HN03 500 5-2500 
Mg oxide HN03 500 5-2500 
Mn metal HN03 100 1-500 
Mo metal aqua regia 10 0.1-50 
Na bicarbo- HNO, 500 5-2500 

nate 
Ni metal HN03 100 1-500 
Pb oxide HN03 100 1-500 
Se dioxide H2O 10 0.1-50 
Ti metal HCI 20 0.2-100 
Vd pentaox- HCI 20 0.2-100 

ide 
Zn metal HNO, 20 0.2-100 

laminar vertical flow of clean air inside the chamber. 
Both the samples and the standards were introduced into the 

graphite cup of the atomizer with a 20-I'L Eppendorf micropipet. 
The polypropylene tips of the micropipet were cleaned by dipping 
them for a few minutes into concentrated reagent grade HNOa 
and then several successive rinsings with 1 % RN03 (NIST twice 
distilled diluted in LGGE ultrapure water). The operator wore 
full clean room clothing and polyethylene gloves. 

4. RESULTS AND DISCUSSION 

4.1. Calibration of the Spectrometer. Detailed cali· 
bration was performed with synthetic acidified (0.1 % NIST 
RN03) multiel.emental standards. These standards contained 
19 elements, Table II, according to typical elemental con· 
centration ratios of Antarctic ice. They were prepared inside 
the LGGE clean laboratory from Baker or Fisher certified 
atomic absorption standards (1000 ppm solutions). An in· 
termediate solution containing all the 19 elements was first 
prepared by diluting 10-500 ILL of these standards in 200 mL 
of LGGE ultrapure water in a 200·mL polypropylene volu· 
metric flask, Table II. The low concentration standards were 
then made by diluting 2-1000 ILL of this intermediate solution 
in 1000 mL of LGGE ultrapure water in a preconditionned 
ultraclean 1000-mL conventional polyethylene bottle. The 
standards were immediately acidified inside the bottle by 
adding 1 mL of NIST RN 0 3 (measured in a specially designed 
FEP Teflon graduated cylinder). The standards were then 
stored frozen in 30-mL preconditionned conventional poly
ethylene bottles packed inside acid-cleaned sealed poly
ethylene bags. Cleaning procedures for the bottles and for 
the micropipet's tips were similar to those described in the 
previous section. Pb concentration in the standards ranged 
from 1 to 500 pg of Pb / g. The corresponding concentration 
ranges for the 18 other elements are given in Table II. 

Each of the standards was measured 2 to 3 times. Results 
of these determinations are shown in Table III. A regression 
line was constructed by using the least-squares method, in the 
form 

log Ai = log a + b log Ci (1) 

where Ai is the ADC code proportional to the intensity of the 
fluorescence (arbitrary units), Ci is the Pb concentration in 
the ith standard, and b is the slope of the regression line. 

Table III. Calibration of the Spectrometer: Measured 
Analytical Signals and Mean Calculated Net Signals for 
Each of the Standards' 

Pb concn 
in std, pg/g 

(0.28)' 
1 
2.5 
5 
7.5 

10 
25 
50 

100 
250 

analytical signal A, AU 

272, 69, 229, 145 
527, 270, 417 
570,790 
1175,1040 
1453, 1230, 1256 
2225, 2202, 2344 
4120, 4700, 4446 
9104,7843 
15650, 16494 
40447,38874 

mean net 
signal S,b 

AU 

76 
302 
577 

1005 
1210 
2154 
4319 
8371 

15969 
39558 

a The signals obtained for LGGE ultrapure water are also given. 
b The net signal is calculated using relation S = A - B where A 
represe~ts the mean analytical signal and B the mean background 
value (B = 103 AU). 'LGGE ultrapure water. 

Table ~V. Comparative Determination of Ph in the Inner 
Core of 14 Sections of the Dome C 905 m Antarctic Ice Core 
by LEAF-ETA and IDMS 

sample depth,a m 

172.8 
300.6 
373.9 
451.9 
476.3 
500.5 
527.2 
545.1 
602.2 
658.2 
670.5 
704.2 
775.7 
796.9 

measured Pb concn,b pg/g 

LEAF·ETA CI' lDMSd 

1.44 
0.69 
0.84 
0.32 
0.16 
4.6 
6.8 
7.3 
9.9 

13.8 
19.7 
13.4 
6.2 
1.84 

0.7 
0.45 
0.5 
0.2 
0.2 
2.2 
3.1 
3.3 
4.4 
6.1 
8.8 
5.9 
2.8 
1.0 

0.76 
0.47 
0.94 
0.43 
0.32 
3.81 

10.5 
10.2 
11.4 
14.0 
29.3 
15.2 
7.2 
1.25 

a Age of the ice ranges from 3800 to 34000 years BP (31). 'Both 
LEAF-ETA and lDMS concentrations have been corrected for 
blanks. C Confidential interval at the 0.95 confidence level calcu
lated by using eq 2, see text. d Pb concentrations measured in the 
same samples by lDMS (6, 9). 

When the regression line was constructed, the points 1 pg/ g 
and 7.5 pg/g were not taken into account. The value measured 
for the 1 pg/ g standard lies indeed significantly above the 
curve, because at this extremely low concentration level, the 
Pb content of the LGGE ultrapure water used for the prep
aration of the standards (0.27 pg of Pb/g (34» becomes sig
nificant and must be taken into account. The true Pb content 
in this 1 pg/ g standard determined from the regression line, 
1.28 pg/g, is indeed in excellent agreement with that calculated 
when adding the Ph content of this water (34) to that intro
duced into the standard. The 7.5 pg/ g standard gave sys
tematically low values in all series of experiments, possibly 
because of errors in its preparation (the Pb content in this 
standard calculated from the regression line is 5.4 pg/ g instead 
of 7.5 pg/g). 

As an additional standard, we also analyzed LGGE ultra
pure water 3 times, Table III. The Pb content of this water 
determined from the regression line is found to be 0.28 pg/g. 
This value is in excellent agreement with that previously 
determined for that water by IDMS (34). 

4.2. Dome C Antarctic Ice Samples. Pb concentrations 
directly measured by LEAF-ETA in the inner cores of the 14 
sections of the Dome C ice core using sample volumes of 20 



",L are shown in Table IV (after correction for chiseling and 
nitric acid blanks, see section 2). Each inner core was mea
sured only once. The calibration was based on the two 
standards 2.5 pg/g (which was measured 2 times) and 25 pg/g 
(3 times). 

The confidential intervals (Cn given in Table IV were 
calculated by using the equation 

CI = tp,fS,I;x/N'/2 (2) 

where ex represents the mean measured Ph concentration in 
the ice sample, tp f the Student's coefficient, N the number 
of parallel measur~ments of concentration ex> S,,' the relative 
standard deviation of the measured values ex> P the confi
dential level (P = 0.95), m the number of points used to 
construct the calibration curve, and f the number of degrees 
of freedom (f = m - 2). 

S,,' is calculated by using eq 8 of ref 36 

2.35S02 [ 1 (log Ax - ~)2 
S", = -b- 1 + ;; + m __ + 

b2[I;(log e;l'+ m(log e)2] 
i=l 

0.189(1 +~) ~I; 2]'/2 (3) 
nb So Ax 

where b is the slope of the calibration curve, nb the number 
of background measurements, SIb the standard deviation of 
the background, Ax the analytical signal for the Xth sample, 
and So, log A, and log e are defined by the following equa
tions: 

m 
I; (log A;,oxp - log Ai,oaHb.l' 

S02 = :..;=-=''-----------
m - 2 

-- 1 m 
log A = - I; log A; 

mi=l 

-- 1 m 
log e = - I; log e; 

mi=l 

(4) 

(5) 

(6) 

The first three members of eq 3 represent the part of total 
relative standard deviation originating from the fluctuations 
of the experimental points around the calibration curve. The 
last one is the part caused by the precision of the background 
measurements. 

It can be seen that the CI values given in Table IV at the 
95% confidence level are rather large: they range from about 
30% up to 50% of the measured concentrations. These wide 
CI values are mainly due to the small number of measure
ments of the samples, the small amount of experimentally 
measured standards (m), and the small amount of background 
measurements. Indeed, we preferred to analyze a larger 
number of ice samples with wide CI values, rather than to 
analyze a small number of samples with smaller CI values. 
In this first use of LEAF-ETA for the direct measurement 
of Pb in Antarctic ice, the main goal was indeed to compare 
the results with those previously obtained by IDMS (see 
section 4.3) for a range of concentration as large as possible 
and for samples taken from different parts of the Dome C core 
(there might have been systematic differences since the 
speciation of Pb might not be the same during the Holocene 
(depths smaller than about 480 m) and during the Last Glacial 
Maximum (depths between about 480 and 780 m). Obviously, 
it will be necessary in the future to perform much more nu
merous measurements both for the samples and for the 
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standards and the background fluctuations, in order to get 
smaller CI values. 

The lowest Pb concentration values we measured with the 
spectrometer for the Dome C core were 0.27 pg/g (depth 476.3 
m) and 0.43 pg/g (451.9 m). After substraction of the 0.11 
pg/g blank (see section 2), this gave final net concentration 
values of 0.16 and 0.32 pg/ g, respectively, Table IV. The 
sample volume introduced into the spectrometer being only 
20 ",L, the absolute Pb mass that was detected in these two 
core sections was as low as about 5-8 fg (or - (1.5-2) X 107 

Pb atoms). This confirms the outstanding sensitivity of the 
LEAF-ETA technique, which is several orders of magnitude 
more sensitive for Pb than any other available analytical 
technique. 

4_3. Comparison with the IDMS Data_ The inner cores 
of the 14 sections of the Dome C core that we measured by 
LEAF-ETA had previously been analyzed for Pb by the ul
traclean IDMS technique in Patterson's laboratory at the 
California Institute of Technology (6, 9). In that procedure, 
50- to 200-g samples had to be used. Ultrapure NIST HN03 
was first added to make a 0.1 % HN03 solution. A 208Pb spike 
was added and then the solution was allowed to equilibrate 
for 2 h. The pH was adjusted to 8-9 with high-purity am
monium hydroxide. Then Pb was extracted into 19.5 mL of 
ultrapure CHCl3 and 0.5 mL of ultrapure dithizone. The 
CHCl3 layer was acid stripped into 5 mL of 5% ultrapure 
HN03; this acid solution was washed with 5 mL of ultrapure 
CHCl3 and then evaporated to dryness. The residue was 
transferred to a rhenium filament with ultrapure water, 
treated with purified silica gel and H3PO,. The filament was 
then inserted into a thermal ionization mass spectrometer, 
and the 208Pb /207Pb ratio was measured to determine Pb 
concentration in the samples from the weights of the sample 
and the spike and the 208Pb /207Pb ratios in them. Each 
analysis was very carefully corrected for total Pb contami
nation from labware, reagents, and operations, as described 
in details in ref 3 and 6-9. The precision of these IDMS data, 
which are shown in Table IV, was estimated to range from 
about 50% (for the very low concentrations at the 0.5 pg/g 
level) down to about 10% (for the high concentrations at the 
5-30 pg/g level). 

As shown in Table IV and Figure 1, LEAF-ETA and IDMS 
data are in very good agreement, which strongly supports the 
accuracy of both sets of data. It must however be emphasized 
again that for the LEAF-ETA measurements only 0.02-g 
samples were required even at the pg/ g concentration level 
and that there was no need for any preconcentration or 
chemical treatment; one sample determination took only 3-5 
minutes. For the IDMS measurements on the other hand, 
50-200-g samples were required at the pg/ g concentration 
level, and a difficult and time-consuming chemical treatment 
was required; one sample determination took at least half a 
day. 

5. CONCLUSION 

Our preliminary data confirm that LEAF-ETA is a very 
promising technique for the direct measurement of Pb at 
extremely low concentration levels in decontaminated samples 
of ancient Antarctic ice, using very small volumes of sample. 
It will be however necessary in the future to get better ana
lytical precisions by increasing the number of measurements 
both for the standards and for the samples. 

It will also be interesting to investigate the possibility of 
using LEAF-ETA for the direct measurement of other heavy 
metals such as Cd, Hg, and Bi at very low concentration levels 
in Antarctic and Greenland ice and snow. Finally, it will also 
be interesting to investigate the possibility of using laser 
photoionization spectroscopy (37-40) for the direct analysis 
of heavy metals and possibly of Pb isotopes in these samples 
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Figure 1. Comparative analysis of the inner core of various sections 
of the Dome C deep Antarctic ice core by LEAF-ETA: this work (open 
circles, solid line) and by IDMS (6, 9) (triangles, dashed line). 

at very low concentration levels. 
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Microhole array electrodes have a unique characteristic of 
exhibiting steady-state current. Cyclic voltammograms at 
microhole array electrodes are treated theoretically for a re
versible redox-electrode process, and analytical expressions 
for current-potential curves are presented. Cyclic voltam
metry of a [Fe(CN).14-13- couple is carried out at these mi
crohole array electrodes constructed from a carbon fiber
epoxy composite. The theoretical results are applied to the 
analysis of the experimental results, and a reasonable value 
for the diffusion coefficient is obtained from the analysis of 
the ratios of maximum (peak) currents of cyclic voltammo
grams to the steady-stale currents. 

Microhole array electrodes, which can be fabricated by 
electrochemical etching of a carbon fiber-epoxy composite, 
have proved to be promising as an oxygen senSor (1), a 
biosensor (2), and a flowmeter (3). One of the most important 
features of the microhole array electrodes is that the 
steady-state current is readily reached. This is because the 
convection of the bulk solution has little effect on the mass 
transfer within the microholes, and thus a linear concentration 
gradient of the electroactive species is established when its 
concentration just outside of the microholes is kept constant 
by stirring the solution. Extensive applications of these 
electrodes for electroanalytical purposes are under consider
ation, and their design also shows promise in the analysis of 
kinetic studies. However, since an easy means of construction 
has only recently been achieved (1), the theory for various 
voltammetric methods including kinetics with these electrode 
has not been solved as yet. Understanding of the fundamental 
characteristics of such microhole array electrodes is desirable 
for their use in the sensors mentioned above as well as in other 
fields. 

Recently Bond et al. (4) reported a comparison of the 
chronoamperometric response at inlaid and recessed disk 
electrodes. They obtained equations for the transient current 
response at a single recessed disk electrode under conditions 
of stirred and quiescent solution. The microhole array elec
trode fabricated from the carbon fiber-epoxy composite can 
be regarded as an ensemble of a number of such recessed disk 
electrodes. This allows amplification of signals. 

Cyclic voltammograms obtained with the microhole array 
electrodes are quite similar in shape to those for stationary 
rotating disk, ultramicrosphere or ultramicrodisk electrodes. 
In other words, sigmoidal voltammograms are obtained at slow 
potential sweep rates, which is expected from the linear 
concentration gradient in the microholes at the steady state 
(1,4). 

This paper is devoted to the derivation and the calculation 
of reversible current-potential curves at microhole array 

I Present address: Toin University of Yokohama. 1614 Kuroga~ 
necho, Midori~ku, Yokohama 227, Japan. 

0003-2700/89/0361-1763$01.50/0 

electrodes and presents analytical expressions for all sweep 
rates. Theoretical results have been compared with experi
mental ones obtained for the redox-electrode reaction of 
hexacyanoferrate(IIjIII) at carbon fiber microhole array 
electrodes of various depths. Relatively good agreement be
tween experimental and theoretical results has been obtained. 

THEORY 
Mathematical Model of the Electrodes. We consider 

the microhole array electrode as an ensemble of N recessed 
microdisk electrodes of equal diameter d and depth L as shown 
in Figure lAo Although the scanning electron micrographs 
of the etched carbon fibers (1) have revealed that the surfaces 
of the carbon fibers are not flat but conical or bullet shaped 
as schematically shown in Figure IB, it is assumed in the 
model that each microhole electrode has a surface area equal 
to the cross-sectional area of the carbon fiber or that of the 
microhole. Thus the total geometric surface area of the 
electrode A is equal to N(7rd2 j 4). Since each microhole 
electrode is regarded as an independent unit, it may suffice 
to consider mass transport in the single microhole and then 
the total current will be obtained from multiplying the current 
density by the total electrode area A. When the solution is 
well stirred, the concentration of the electroactive species at 
the mouths of the microholes may be maintained at its initial 
value. 

Consider a simple redox-electrode reaction 

(1) 

for which we make the following assumptions: (a) both species 
Rand 0 are soluble in solution; (b) the reaction proceeds so 
rapidly that the Nernst equation holds at the electrode surface; 
(c) these species have equal diffusion coefficients D; (d) the 
solution contains an excess of the supporting electrolyte; (e) 
before electrolysis only the reduced form R of the redox couple 
is present in the solution, the concentration of which is de
noted by CRo; and (f) initially the electrode potential E is set 
at a value Ei which is sufficiently less positive than the formal 
potential EO' of reaction I so that virtually no faradaic current 
flows in the cell. 

The potential sweep is performed according to the program 

E = Ei + vt for 0 :S t :S t, (forward sweep) (2) 

and 

E = E, - v(t - t,) 
= Ei - vt + 2vt, for t 2: t, (reverse sweep) (3) 

where v is the potential sweep rate, t, is the switching time 
when the direction of the potential sweep is reversed, and E, 
is the switching potential given by 

E, = Ei + vt, (4) 

which may be chosen to be sufficiently positive of EO'. 
We seek expressions for reversible current-potential curves 

for forward and reverse sweep separately. 

© 1989 American Chemical Society 
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Figure 1. (A) Schematic diagram of the mathematical model of mi
crohole array electrodes used for theoretical treatment of the diffusion 
problems: (c) carbon fiber, (e) epoxy resin, and (m) microhole. (6) 
Schematic illustration of the model used in the analysis of experimental 
data, where I. is length of the etched electrode, I, is the thickness of 
diffusion boundary layer, and h is the depth of microholes. 

Forward Potential Sweep. Since diffusion is the only 
mode of mass transfer of species Rand 0 in the microholes, 
we can utilize the one·dimensional diffusion equation 

aCB/at = Da2CB/aX2 (B = R, 0) (5) 

where CB denotes the concentration of species B, t is the time 
elapsed from the beginning of the potential sweep, and x is 
the distance measured from the electrode surface along the 
hole. If we introduce, for convenience, new variables defined 
by 

7 = Dt/L" and ~ = x/L (6) 

where L is the depth of microholes, then eq 5 may be rewritten 
as 

aCB/a7 = a2CB/a~2 

The initial conditions are given by 

(7) 

CR = cR 0 , Co = 0 for ~ ;:: 0, 7 = 0 (8) 

The boundary conditions for a position just outside of the 
microholes are 

CR = cR 0 , Co = 0 for ~ = 1, 7 > 0 (9) 

The other boundary condition is given by the Nernst equation 

CO/cR = exp{(nF /RT)(E - EO,)! for ~ = 0, 7 > 0 (10) 

where E is the electrode potential and other symbols have their 
usual significance. The final boundary condition is given by 
the relation between the fluxes and the current density i / A 

aCR/a~ = -aco/a~ = iL/nFAD for ~ = 0, 7 > 0 (11) 

This boundary value problem is solved by using the Laplace 
transformation (5), as explained in Appendix 1. The con
centrations of Rand 0 at the electrode surface are given by 

CR' = CRo - .(02(0; 7 - u)ii(u)L/nFADI du (12) 

cos = foT02(0; 7 - u)ii(u)L/nFADI du (13) 

where superscript s indicates that C is taken at the electrode 
surface and 82(0;7) is one of the theta functions (6). 

SUbstituting eq 12 and 13 into the Nernst equation (10) and 
rearranging give 

foT02(0; 7 - u)[i(u)L/nFAD] du = cRO{l + exp(-t)j-l 

(14) 

where U is an auxiliary variable and I is a dimensionless 
potential defined by 

1= (nF /RT)(E - EO') 

Combining eq 2 and 6 with eq 15 yields 

I = Ii + p7 

where 

Ii = (nF / RT)(Ei - EO') 

and 

p = nFvL2 / RTD 

(15) 

(16) 

(17) 

(18) 

Integral eq 14 can be solved as shown in Appendix 2 and 
the result is 

i = (nFAD/L) foT03(0; 7 - u) X 

(d/du)(CRO[1 + exp{-I(u)lr' ) du (19) 

where 83(0;7) is also one of the theta functions and is given 
by (6) 

03(0;7) = (7rTJ-' /
2[1 + 2L: exp(-p /7)] (20) 

j=l 

or, in the alternative representation, by 

03(0;7) = 1 + 2L: exp(-p1r7) (21) 
j=l 

In general, the behavior of the voltammograms is independent 
of the choice of Ei as long as Ei has sufficiently negative value 
compared to EO' as discussed in a previous paper (7). Thus 
changing the variable as y = 7 - U and letting Ii - -00 (Ei -
-00) (7), we have an expression for the forward sweep volt
ammogram (the anodic wave): 

i. = (nFADcRo /L) fooo03(O;Y) exp(l- PY) X 

{I + exp(1 - py)j-2 dy (22) 

Subscript a has been added in order to denote that current 
is anodic or potential sweep is in the position direction. The 
value of the integral in eq 22 is unity for large values of I, as 
will be shown below, and steady·state current i" is attained 

iss = nFADcRo /L (23) 

It is interesting to note that eq 22 is exactly the same as 
the expression for the anodic current in potential sweep 
voltammetry at a thin-layer cell where two opposing parallel 
electrodes separated by a distance L serve as the working and 
the auxiliary electrodes and the regeneration of one of the 
redox couple consumed at the work electrode takes place at 
the auxiliary electrode (8). 

Reverse Potential Sweep. If the potential is swept up 
to a value sufficiently positive of EO', then a steady state is 
established for the current and for the concentration distri· 
bution in the microholes. If we select such a potential as the 
switching potential E" then the corresponding switching time 
may be regarded as an initial time for the calculation of current 
for the reverse potential sweep. Then, the initial condition 
for eq 7 is given by 

CR = CRo~ and Co = CR°(1- 0 at 7 = 0 (24) 

The boundary conditions are as follows: 

aCR/a~ = -aco;a~ = iL/nFAD for ~ = 0, 7 > 0 (25) 

col CR = exp{(nF / RT)(E, EO,) - p7j 
for ~ = 0, 7 > 0 (26) 

and 

CR = CR 0 , and Co = 0 for ~ = 1,7> 0 27) 

This boundary value problem is also solved using the La· 
place transformation as shown in Appendix 3. The concen-



trations of Rand 0 at the electrode surface are given by 

CR' = .(02(0; T - U)!cRO - i(u)L/nFADj du (28) 

co' = CRo - .(02(0; T - u)icRO - i(u)L/nFADj du (29) 

Introducing eq 28 and 29 into eq 26 and following the pro
cedure similar to that employed for the forward potential 
sweep, we obtain an expression for the reverse sweep volt
ammogram (the cathodic wave) 

i, = (nFADcRo /L)[l- fo~03(0;y) exp(l + py) X 

{1 + exp(l + py)j-2 dyj (30) 

Thus, analytical expressions for current-potential curves have 
been evaluated and can be used for all sweep rates. 

EXPERIMENTAL SECTION 
Microhole array electrodes were prepared from high strength 

carbon fibers (TORA YCA T-300; the number of fibers in a single 
electrode is 1000; 6.93 I'm in diameter) using fabrication techniques 
described in the previous paper (1). Depths of microholes were 
controlled by the amount of charge used during the etching process 
of the carbon fibers. Seven microhole array electrodes of different 
depths were employed in the present work. After the electro
chemical measurements were finished, the actual depth of the 
microholes were determined from the scanning electron microR 
graphs of the cross-sectional view of the microhole array electrodes. 

Solutions of 1.0 mmol/ dm' potassium hexacyanoferrate(lI) in 
0.4 mol/ dm' potassium sulfate were prepared from reagent grade 
chemicals without further purification in water purified with an 
ultrapure water supplier (TORAYPURE LV-08). 

Electrochemical measurements were carried out by use of a 
potentiostat (Model HA-301, Hokuto Denko, Tokyo) and a 
function generator (Model HB-104, Hokuto Denko, Tokyo) with 
an x-y recorder (Type 3086, Y okogawa Hokushin Electric, Mitaka, 
Japan). The electrochemical cell used was a 100-mL beaker with 
a silicone rubber lid having holes for installation of electrodes and 
for a nitrogen inlet tube. A saturated calomel electrode (SCE) 
was used as the reference electrode and all potentials were referred 
to this electrode. The auxiliary electrode was a platinum wire. 
The solutions were deaerated with nitrogen. They were stirred 
by a magnetic bar covered with Teflon during the measurements. 
Electrochemical measurements were conducted at 30 ± 0.5 °c. 

Scanning electron micrographs of crossRsectional view of the 
microhole array electrodes were obtained with a Hitachi S-800 
scanning electron microscope with a field emission gun. 

RESULTS AND DISCUSSION 
Characteristics of Cyclic Voitammograms. Theoretical 

cyclic voltammograms were calculated from eq 22 and 30 on 
a personal computer (NEC PC-9801RA). The integral from 
o to 00 was evaluated by dividing it into three integrals over 
the subintervals [0, 0.04], [0.04, 1.4] and [1.4, 00]. Though 
O,(O;y) is singular at y = 0, we can avoid the singularity by 
replacing 03(0;y) by ( .. ytl/2 in the region of 0 < Y :5 0.04 (see 
eq 20) and by integrating by parts. In the region of y :<: 1.4, 
03(O;y) is virtually equal to 1 (see eq 19) and the integration 
is trivial. Other integrals were evaluated by using Simpson's 
1/3 rule. The current-potential curves thus calculated are 
shown in Figure 2 for several values of p = nFv£' / RTD. It 
should be notad that the anodic and the cathodic waves are 
symmetric with respect to the point (EO', nPACRoD/2L). This 
will be apparent from the relation 

(31) 

which can readily be derived from eq 22 and 30. 
When p is less than 0.02, the voltammograms are inde

pendent of p, indicating steady-state behavior. Traces of the 
forward (anodic) sweep and the reverse (cathodic) seeep 
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Figure 2. Theoretical cyclic voltammograms for a reversible redox
electrode process. Values of p are (A) :50.02, (8) 1.0, (C) 3, (0) 5, 
(E) 10, (F) 15, (G) 20, (H) 30, and (I) 40. 
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Figure 3. Dependence of the normalized maximum current or the ratio 
of i max to iss on square root of p. Dashed line corresponds to the case 
of the semiinfinite linear diffusion conditions. 

voltammograms are completely identical and these can be 
expressed by 
i = (nFAcRoD/L)/[l + exp{-(nF /RT)(E - EO')ll (32) 

Thus the current-potential curves are sigmoidal in shape and 
the limiting current plateau, Le., the steady-state current i", 
is easily obtained. This behavior is the same as that for 
conventional polarograms and rotating disk voltammograms 
or at ultramicroelectrodes. In this case the half-wave potential 
EI/2 equals EO' since DR = Do = D. 

With an increase in the value of p, EI/2 of the anodic wave 
moves from EO', toward less positive values and the cathodic 
half-wave potential moves toward more positive values. It has 
been found theoretically that if p :5 2, then the sigmoidal form 
is retained and the reciprocal slope of the conventional log
arithmic plot, Le., plot of log liN" ill vs E, is equal to 
2.3RT / nF. The shift of EI/2 is not due to the change in 
reversibility but is caused by the transition from the 
steady-state mass transport condition (Le., a fixed diffusion 
layer thickness) to a time-dependent diffusion layer thickness. 
When p is less than 2, the maximum current imax is equal to 
!". 

When the value of p exceeds ca. 2.5, peaks appear on both 
the forward sweep and the reverse sweep waves. In this case 
we denote the peak current ip as imax• Figure 3 shows variation 
of imaxL/nFADcRo or im~/i" with pl/2. When p :<: 15, im",/i" 
is proportional to pl/2 and the slope is equal to 0.446. Then 
we have 

ip/i", = imaxL/nFADCRo = 0.446pl/2 

or using eq 18 

ip = 0.446nFAcRoDI/2(nF/RT)I/2vl/2 

(33) 

(34) 
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Figure 4. Dependence of the potential of the half-maximum current 
E maxl2 on P 1/2 (anodic wave). Right ordinate is for n = 1 and 25 cG. 
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Figure 5. Cyclic voltammograms for oxidation and rereduction of 
[Fe(CN),J4- in 0.4 mol/dm' K2SO, aqueous solution at microhole array 
electrodes of h = 11 I'm (A) and h = 156 I'm (B): potential range, 
-0.20 to +0.60 V; potential sweep rate (A1) 5 mV/s, (A2) 20 mV/s, 
(A3) 50 mV/s, (B1) 1 mV/s, (B2) 5 mV/s, and (B3) 10 mV/s; S = 50 
nA (A) and S = 10 nA (B). 

This is the same equation as for the peak current of the 
reversible potential sweep voltammogram under semiinfinite 
diffusion conditions (9, 10), indicating that when the potential 
sweep rate v is high enough or the depth of micro holes L is 
deep enough to satisfy p ~ 15, then the diffusion layer 
thickness is less than L at the time the peak appears. 

The shape of voltammograms is also characterized by the 
potential of the half-maximum current E_/2' the dependence 
of which on pl/2 is shown in Figure 4 for anodic wave. For 
values of p :$ 0.25, Em",/2 = EO' within (2In) mV at 25°C, 
which corresponds to the steady-state condition. When p ~ 
15, on the other hand, Em"'/2 = EO' - 1.09(RTlnF). This 
corresponds to the half-peak potential for semiinfinite dif
fusion. This behavior is the same as that in the thin-layer 
cell mentioned above (8). 

In order to apply the theoretical results, the redox-electrode 
reaction of hexacyanoferrate(II/IIl) was chosen as a reversible 
system. Typical cyclic voltammograms obtained experimen
tally for oxidation of 1.0 mmoll dm3 [Fe(CN)61'- in aqueous 
0.4 moll dm3 K2S04 solutions are shown in Figure 5 for the 
microhole array electrodes having depths of about 10 and 150 
I'm. 

At the electrode of 10 I'm depth, sigmoidal current-potential 
curves were obtained for the sweep rate range between 2 and 
50 m V I s. Some noise seen on the limiting current plateau 
was due to the turbulent flow caused by the agitation of the 
solution. Noise of less amplitude was observed at the electrode 
of 20 I'm depth but could not be seen at the 50 I'm depth. 
Since the solution was stirred with a magnetic bar stirrer, the 
flow in the cell was turbulent. When the electrodes were 
placed in a laminar flow, such noise was found to be greatly 
reduced. 

The traces of the forward and the reverse sweep completely 
overlapped and showed no hysteresis at the sweep rate of 2 
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Figure 6. Plots of reciprocal of steady-state current against depth of 
the microhole h (A) and plots of (pRTlnFv)"2 obtained from peak 
current against h (B). 

mV Is (10 I'm depth), indicating that the redox-electrode 
process of the hexacyanoferrate couple is reversible under the 
conditions employed. Although the effect of charging current 
became more apparent in the higher sweep rate range, the 
limiting current values were found to be the same when a 
correction of the charging current was made as described 
below. The fact that the steady-state behavior is observed 
at the microhole array electrode of 10 I'm depth is predicted 
from the theoretical results because the value of p lies in the 
region from 0.01 to 0.38 for 2 m V I s :$ v :$ 50 m V I s and for 
representative D values ranging from 5 X 10-6 to 1 X 10-5 

cm2/s. 
Cyclic voltammograms at the microhole array electrode of 

150 I'm depth showed well-defined peaks on both anodic and 
cathodic waves for v ~ 2 m V I s, but the voltammogram re
corded at v = 1 m V I s was almost sigmoidal. These voltam
mograms were almost symmetric as expected from the theo
retical results. 

Analysis of the Steady-State Current. The reciprocal 
of the steady-state current is expected from eq 23 to be 
proportional to the depth of microholes. In order to compare 
the theoretical and experimental voltammograms, it is de
sirable to have values of the depths of the microholes. Al
though the depth of the microholes can approximately be 
controlled by the amount of electricity consumed in the 
etching process as mentioned previously (1), a more reliable 
value of the actual depth is determined from the scanning 
electron micrographs of the cross-sectional view of the mi
croholes. The etched tips of carbon fibers were not flat but 
had a shape like a bullet head as shown in Figure 1 of the 
previous paper (1) and schematically in Figure 1B, and the 
average length I, of the etched carbon fiber tips ranged from 
2.5 to 13 I'm depending on the total microhole depth; the larger 
the total depth, the larger I,. We will define the depth of 
microholes h as a sum of the average distance from the mouths 
to the tipe of the carbon fibers and half of I, as shown in Figure 
lB. 

Figure 6 shows plots of the reciprocal of the steady-state 
current against the microhole depth. The steady-state current 
values were determined from the chronoamperometric ex
periments but they agree completely with the limiting current 
values obtained from cyclic voltammograms with a correction 
of the charging current. This correction was carried out on 
the voltammograms by subtracting the current value calcu
lated from the linear extrapolation of the residual current 
curve preceding the initial rise of the wave, and was used 
throughout this work. These plots fallon a straight line (line 
A) which has an intercept at -13 I'm on the abscissa. Thus 
we may write as 

I/iss = (h + 11)/nFADcRo (35) 



where II may be regarded as a length which must be taken into 
account to include the effect of a layer outside of the mouths 
of microholes on the diffusion process. This behavior is the 
same as that for oxygen reduction reported in the previous 
paper (1) and II was considered to be the thickness of the 
diffusion boundary layer formed on the surface of microhole 
array under the stirring condition. Thus the thickness of the 
diffusion layer L is regarded as the sum of h and II as shown 
in Figure IE. The value of 13 p.m for II found in this work 
is somewhat larger than the average value of 7.6 p.m found 
in the previous work for the reduction of oxygen (1). However, 
a range of II values from 4.1 to 12.8 p.m was observed in the 
previous work (1), and the discrepancy may result from 
possible variation of stirring conditions in the solution. 

From the slope value of line A in Figure 6, the product of 
the diffusion coefficient by the total area was evaluated to be 
3.46 X 10-9 em' / s. If we assume that the diameter of the 
microholes is equal to that of carbon fibers and the tips of 
the carbon fibers are flat, the total electrode surface area A 
is estimated to be 3.8 X 10-4 em', which yields D = 9.1 X 10-<; 
em' Is. Inspection of micrographs of the surfaces of microhole 
array electrodes revealed that some neighboring microholes 
were connected to each other by thin crevices formed in the 
epoxy resins during the electrochemical etching process. If 
we take this observation into account, then, since the effective 
surface area is larger, the value of D would become somewhat 
smaller than 9.1 X 10-<; cm2/s. 

It is also necessary to consider the effect of the difference 
in the surface areas of the real electrodes and of the electrode 
model in Figure lA on the current intensity. As mentioned 
above, the real surface area of the electrode is obviously larger 
than the one estimated above since the carbon fiber tipes have 
a shape like a bullet. At the early stage of the electrolysis, 
the diffusion layer has not developed and thus the current 
value reflects the real surface area. As time passes, however, 
the diffusion layer develops, the thickness eventually well 
exceeds l" and the steady-state current i" would become 
insensitive to l,. Thus it is expected that the effect of l, on 
i" or on the D value evaluated from i" would be relatively 
insignificant and i" may be determined by the geometric 
cross-sectional area of the microholes. However, since it has 
not been clarified quantitatively how large this effect is, ex
ploration of etching methods to make flat carbon fiber tips 
is under way. 

An alternate means of estimating the D value, which is 
independent of the surface area value, is described below. 

Analysis of the Cyclic Voltammograms. When cyclic 
voltammograms show peaks, we can evaluate p values from 
the ratio of the peak current to the steady-state current, ip/i", 
using the working curve shown in Figure 3. Values of 
(pRT/nFv)I/' thus calculated are plotted against h in Figure 
6. These plots also fall on a straight line (line B), which has 
an intercept at about -13 p.m on the abscissa. It is interesting 
to note that both intercept values of lines A and B are almost 
the same. This linearity is expected from eq 18 when we write 
L = h + II 

(pRT InFv)1/2 = D-I/2(h + iI) (36) 

From the slope of this line, D is evaluated to be 6.7 X 10-<; 
cm2/s. 

A value of 5.9 X 10-<; cm2/s has been reported for D of 
[Fe(CN)6]'- in 0.4 mol/dm3 K,SO, at 25°C (11). If we take 
into account a temperature coefficient of about +2%;oC for 
diffusion coefficients in aqueous solution (12), then we have 
6.5 X 10-<; cm2/s at 30°C. This value is very close to that 
evaluated from the ratio of im.,/ i". 

There is some discrepancy (about 30%) between the D value 
obtained from the steady-state current measurement (line A) 
and that from cyclic voltammetry (line B). Evaluation of the 
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D value from i" requires the value of the electrode surface 
area A, and thus some uncertainty in A directly influences 
the estimated D value. The higher value of D obtained from 
i" may partly result from the used value of A which would 
be smaller than the real one. 

When ima> is attained, the diffusion layer has well-developed 
although the development is not complete as in the steady 
state. Thus the shape of carbon fiber tips may affect more 
or less equally both i" and ima>' The effect of uncertainty of 
the electrode surface area on the evaluated value of p from 
imox/ i" is ruled out because only the ratios of experimental 
values are used and this may be the reason why a reasonable 
value of D was obtained from line B in Figure 6. 

It is concluded that relatively good agreement has been 
obtained between the theoretical and experimental results for 
reversible cyclic voltammograms at microhole array electrodes. 
Extension of the work to examine kinetically controlled sys
tems is also being considered. 

The amplified current at the microhole array electrode is 
a great advantage over the single hole electrode (4). The 
microhole array electrode may be most suited for measure
ments in stirred solutions or in flow-through systems. Under 
these conditions, concentrations of the species outside the 
holes are regarded to be uniform and thus there is no com
plexity resulting from the overlapping of diffusion layers, 
which must be taken into account in the case of ensembles 
of inlaid microdisk electrodes. Application of the microhole 
array electrode to electrochemical detectors in liquid chro
matography and flow injection analysis is under way. 

APPENDIX 
Appendix 1. Application of the Laplace transformation 

with respect to T to eq 7, 9, and 11 yields 

d2L[cBl/d~2 = (sID)L[cBl- CBo ID (AI) 

with 

dL[cRl/d~ = -dL[col/d~ = L[iLlnFADl for ~ = 0 
(A2) 

L[cRl = CRo Is, L[col = 0 for ~ = 1 (A3) 

where L[j] denotes the Laplace transform of function f and 
8 is the dummy Laplace variable. General solutions of eq Al 
for B = Rand 0 may be written as 

L[cRl = CRo Is + AR exp(-sI/20 + BR exp(sl/20 

L[col = Ao exp(-sI/20 + Bo exp(sl/20 

(A4) 

(A5) 

where coefficients AR, BR, Ao, and Bo are functions of 8 to 
be determined from the boundary conditions. Using eq A2-
A3, we have 

AR = -Ao = -L[iLlnFADls-1/2(1 + exp(-2s' /
2)1-' 

BR = -Bo = L[iLlnFADls-'/2(1 + exp(2s1/2W' 
Substituting these equations into eq A4-A5 and rearranging 
the resulting equation yield 

L[eRl = 
eRo - S-I/2 sinh (s'/2(1 - 01 sech (s'/2)L[iLlnFADl 

(A6) 

L[eol = s-1/2 sinh (8'12(1 - 01 sech (s'/2)L[iLlnFADl 
(A7) 

At the electrode surface (i.e., ~ = 0), these equations reduce 
to 

L[cR'l = eRo - 8-1/ 2 tanh (sI/2)L[iLlnFADl (AS) 

L[co' J = S-I/2 tanh (81/2)L[iLlnFADJ (A9) 
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The Laplace inversion transform of eq A8 and A9 by use of 
the relation (5) 

L-I[S-I/2 tanh (as l / 2)] = a-102(O;T la2) (a, constant) 
(AlO) 

yields eq 12 and 13, respectively. In the above equation, L-l 
is the inverse Laplace transform operator. 

Appendix 2. Applying Laplace transformation to eq 14 
and rearranging, we have 

L[i(T)LlnFAD] = S-I/2 coth (SI/2)sL[CR°!1 + exp(-S)I-I] 
(All) 

Inverse transform of eq All is obtained by making use of 
relations (5) 

and 

L-l[S-I/2 coth (as1/2)] = a-103(O;Tla2) (a, constant) 
(A12) 

and we have eq 19. 
Appendix 3. Application of the Laplace transformation 

with respect to T to eq 7, 25, and 27 using eq 24 yields 

d2L[cRl/de = (sID)L[cR]- cR°I.jD (A13) 

d2L[co]/d~2 = (sID)L[co]- cR°(1- OlD (A14) 

with 

dL[cRl/d~ = -dL[co]/d~ = L[iLlnFAD] for ~ = 0 
(A15) 

L[CR] = cRo Is, L[co] = 0 for ~ = 1 (A16) 

Following the procedure similar to Appendix 1, we obtain 

L[CR] = CR°I.jS 

S-I/2 sinh Isl/2(1 - 01 sech (sl/2)iL[iLlnFAD]- CRo lsi 
(AI?) 

L[co] = CRO(! - !Jls + 
S-I/2 sinh Isl/2(1 - 01 sech (sl/2)iL[iLlnFAD] - CRo lsi 

(A18) 

Letting ~ = 0 in eq A17 and A18 and inverse transforming by 
use of eq A10 gives eq 28 and 29. 
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Fiber-Optic Time-Resolved Fluorescence Sensor for the 
Simultaneous Determination of A13+ and Ga3+ or In3+ 

Mary K. Carroll, Frank V. Bright,1 and Gary M. Hieftje* 

Department of Chemistry, Indiana University, Bloomington, Indiana 47405 

A fiber-optic fluorescence sensor for simultaneous two-ele
mental determinations has been developed. The sensor is 
based on the formation of a complex between specific metal 
Ions and a metal ion chelator. Several chelator-ion systems 
and several means of chelator immobilization were studied. 
The successful fiber-optic sensor design is based on a pool 
of chelator solution trapped behind a membrane made of 
Nafion. The chelator ultimately chosen, lumogallion, forms 
strongly fluorescent complexes with trivalent aluminum, gal
lium, and Indium Ions. Because of the difference in fluores
cence lifetimes of the various lumogallion complexes, time
resolved fluorometry enables simultaneous determination of 
two of these ions. 
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INTRODUCTION 

Many chelators form strongly fluorescent complexes with 
metal ions. Often, the fluorescence of the chelator itself is 
weaker than that of its complexes. As a result, the extent of 
complexation and, thus, the concentration of an ion in solution 
can be found from a measurement of fluorescence intensity. 
However, a chelator will frequently form complexes with 
several different ions, and the emission spectra of the different 
complexes are sometimes similar. Hence, interferences plague 
the determination of any particular metal ion in the presence 
of one or more of the others. 

This report describes the development of a fiber-optic-based 
fluorescence sensor capable of simultaneous two-element 
determinations under the conditions described above. 

Others have developed fiber-optic sensors for the deter
mination of metal ions (1-5). Generally, these sensors are 
fabricated by immobilizing a metal indicator or chelator on 
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the distal end of the fiber and measuring the fluorescence of 
the complex formed when the optrode contacts an appropriata 
ion-containing solution. Seitz and co-workers have published 
data on sensors of this type based on the complexes of morin, 
calcein, and quinolin-8-ol sulfonate (l-4). Unfortunately, these 
sensors are subject to severe interferences from ions other than 
the one targeted. 

In this paper, we avoid these interferences through the use 
of time-resolved fluorometry. Lytle and co-workers have 
shown that this method can be used to determine two or more 
metal ions in solution when the lifetimes of their fluorescent 
complexes are different (6, 7). Vitense and McGown have 
performed simultaneous determinations of metal ions through 
the use of phase-resolved fluorometry (8, 9). We have com
bined the advantages of fiber-optic sensors with the method 
of time-resolved fluorometry to create a sensor that is capable 
of simultaneously determining the concentrations of AJ3+ and 
Ga3+ or A13+ and In3+ ions in solutions containing a mixture 
of these ions. Detection limits obtained for aluminum, gallium, 
and indium ions by using this sensor are 2 X 10-8,2 X 10-7, 

and 3 X 10'" M, respectively, and dynamic ranges are between 
2 and 3 orders of magnitUde. Relative errors encountered 
when mixtures of ions are determined range from 4 to 20%. 
Response times of a new chelator-pool sensor lie in the range 
of 4-5 min. 

THEORY 
The method employed to determine fluorescence lifetimes 

is called the phase-plane method, described in detail by Demas 
and co-workers (l0, 11). When applied to a mixture of che
lator-ion complexes with overlapping fluorescence spectra, 
the phase-plane method utilizes simultaneous equations and 
the fluorescence lifetime for each complex to calculate the 
contribution of each complex to the observed emission in
tensity (11). 

EXPERIMENTAL SECTION 
Reagents. Lumogallion was purchased from Pfalz and Bauer. 

Perfluorinated ion-exchange powder, 5% solution by weight, and 
marin hydrate were purchased from Aldrich Chemical Co. 
Gallium(III} chloride and indium(III} chloride were obtained from 
Aesar; aluminum(III} nitrate nonahydrate was obtained from 
Fisher Scientific Co. All of the above reagents were used without 
further purification. Mordant Blue 31 was synthesized following 
the procedure outlined by Hiraki (12). Fluorescein (Sigma 
Chemical Co.) and Rhodamine 6G (Exciton) were used as reference 
fluorophores for the time-resolved measurements. Solutions were 
prepared by using distilled, deionized water, spectral grade acetone 
(Fisher Scientific), absolute ethanol (Aaper Alcohol and Chemical 
Co.), or a combination of these solvents. Commercial buffers 
(Fisher Scientific) were used for the pH study. 

Immobilization Procedures. Morin and the morin-A13+ 
complex were immobilized On microcrystalline cellulose (J. T. 
Baker Chemical Co.) following the procedure of Saari and Seitz 
(2, 3). The immobilized marin was compared with a sample 
donated by W. R. Seitz and was found to have the same emission 
spectrum. 

Lumogallion, its aluminum, gallium, and indium complexes, 
and marin and its complexes were immobilized by soaking AG1-X4 
ion-exchange resin (Bio-Rad) in a solution of chelator or complex. 

Conventional Fluorescence Measurements. The instru
ment used for conventional fluorescence measurements is shown 
in Figure 1. The beam (150-250 m W of the 514.5-, 488.0-, or 
457.9-nm line) from a Spectra-Physics Model 171 argon ion laser 
is reflected from two mirrors, Ml and M2, passes through an iris, 
I, and is focused by lens L1 into one end of a 0.5-m-long bifurcated 
optical fiber (2oo-l'm diameter, donated by Galileo Electro-Optics). 
Fluorescence from the sample is collected by the other end of the 
optical fiber and is carried 0.5 m to a Spex double monochromator 
(Model 1680B). A Hamamatsu R928 photomultiplier tube in a 
Pacific Model 3150,S PMT housing collects the emission signal. 
The PMT is powered by a Pacific Photometric Instruments Model 
203 high-voltage power supply, operated at -1000 V dc, and its 
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Figure 1. Schematic design of instrument used for conventional 
fluorescence measurements: M, mirror; I, iris; L, lens. 
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Figure 2. Schematic design of instrument used for time-resolved 
fluorescence measurements: M, mirror; L. lens; xyz. translation mount; 
PM, photomultiplier tube. 

output is sent to a Keithley 414S picoammeter. The output of 
the picoammeter is connected to a DEC MINC-ll/23 computer. 
The computer also functions to drive the monochromator. No 
attempt was made here to improve signal-to-noise ratios in the 
steady-state spectra by means of computer-based time averaging. 
Indeed, if the spectra were plotted on a strip chart recorder the 
apparent signal-to-noise ratio would be higher. 

Time-Resolved Fluorescence Measurements. Figure 2 
shows the instrument used for fluorescence lifetime measurements. 
A similar instrument has been described previously (13), and only 
its general features will be outlined here. The 514.5-, 488.0-, or 
457.9-nm output of a mode-locked Spectra-Physics Model 171 
argon ion laser (Spectra-Physics Model 342 mode-locker, Model 
452 mode-locker driver) is reflected from two mirrors, M1 and 
M2, mechanically chopped, and focused by L1 into one end of 
a bifurcated optical fiber (200 I'm diameter, Galileo Electro-Op
tics). The beam travels 0.5 m through the fiber to the sample 
(either an optrode or a solution). The resulting fluorescence is 
collected through another 0.5-m length of fiber and carried to a 
Kratos Model GM100-1 monochromator set to the wavelength 
of maximum emission for the compound being studied. Detection 
of this fluorescence is accomplished with a Harnamatsu R928 PMT 
in a Pacific Model 3150,S PMT housing. The output of the PMT 
is sent to a sampling oscilloscope (Tektronix Model 7844 main
frame, Model S4 sampling head, Model 7S11 sampling unit), which 
is triggered by the mode-locker driver. The fluore'scence decay 
of the sample is recorded by the oscilloscope, the output of which 
is sent to an EG&G Princeton Applied Research Model 5101 
lock-in amplifier. The lock-in amplifier, used to reduce noise 
introduced by the sampling oscilloscope, is referenced to the 
mechanical chopping frequency. The output of the lock-in am
plifier is sent to a MINC-ll/23 computer for data collection. The 
computer controls the scan rate of the oscilloscope time base; thus, 
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Figure 3. Chelator pool optrode; original design. Not to scale. 
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Figure 4. Improved version of chelator pool optrode. Not to scale. 

independent monitoring of individual points on the fluorescence 
decay curve can be performed. 

OPTRODE DESIGN 
Figure 3 is a schematic diagram of a new kind of chemical 

sensor based on a pool of chelator solution trapped behind 
an ion-permeable membrane. A solution of anionic chelator, 
placed behind a plug of Nafion film, cannot pass through the 
film into the sampled metal ion solution, because Nafion 
contains anionic "pores". In contrast, the positively charged 
metal ions can diffuse through the membrane into the chelator 
pool where complexation occurs. 

To prepare the optrode of Figure 3, a drop of Nafion so
lution is suspended in the tip of an inverted 250-I'L plastic 
disposable pipet tip (Rainin, Inc.). The solvent is allowed to 
evaporate, leaving a plug of Nafion in the tip. A razor is then 
used to cut through the Nafion plug to obtain a thinner film 
of Nafion. It is necessary to cut the plug at an angle to avoid 
shattering the rather brittle Nafion film. The pipet tip is then 
righted and a pool of chelator solution added to it (typically, 
125 I'L is added). The optrode is fixed onto the end of the 
bifurcated fiber optic by Teflon plumbing tape. A hole is 
punched out of the side of the pipet to relieve back pressure 
and to enable ions to traverse through the membrane without 
producing a pressure differential. 

This preliminary design suffered from sensor-to-sensor 
irreproducibility, as discussed later. A modified chelator pool 
optrode was therefore designed (see Figure 4). The top 
segment of a 250-I'L plastic disposable pipet tip is set upright 
on a Parafilm-covered microscope slide. The Nafion film is 
then formed by adding a fixed amount, generally 50 or 60 I'L, 
of Nafion solution to the pipet tip segment and letting the 
solvent evaporate. The Nafion film thus prepared is about 
35 I'm in thickness. The sensor is peeled off the Parafilm, 
leaving the Nafion film intact across the end of the pipet tip 
segment. 

Table I. Fluorescence Lifetimes of Selected Chelator-Ion 
Complexes 

complex 

morin-AI(lIl) 
morin-Ga(III) 
morin-In(III) 
lumogallion-AI(III) 
lumogallion-Ga(III) 
lumogallion-In(III) 
Mordant Blue 31-Al(III) 
Mordant Blue 31-Ga(III) 
Mordant Blue 31-Mg(II) 

lifetime, ns 

4.11 
4.07 
3.92 
2.41 
1.33 
0.94 
1.65 
0.96 
1.54 

std dev, ns 

0.13 
0.21 
0.24 
0.10 
0.20 
0.16 
0.16 
0.13 
0.08 

RESULTS AND DISCUSSION 

Several chelator-ion chemical systems have been tested. 
The requirements are that the chelator be relatively non
fluorescent and that it form complexes with metal ions that 
are strongly fluorescent. The fluorescence lifetimes of the 
various complexes must be sufficiently different to allow 
distinction among their individual contributions to a total 
fluorescence signal. We have found that, for our instrumental 
system, the lifetimes must differ by at least 1 ns to meet this 
criterion. In addition, the 12.2-ns interpulse spacing of the 
mode-locked laser renders examination of lifetimes greater 
than 10 ns difficult. 

Morin. Morin is a metal ion chelator that has been used 
successfully in previous fiber-optic sensors (2, 3). Morin is 
known to form complexes with a variety of metal ions, in
cluding AI3+, Ga3+, and In3+. These specific complexes, in 5 
I'M concentration, visibly fluoresce when exposed to ordinary 
room lighting. Morin is itself only weakly fluorescent when 
excited with the 457_9-nm argon ion laser line. The AJ3+, Ga3+, 
and In3+ complexes of morin all show emission maxima at 
about 525 nm when excited with 457.9-nm light and in a 1:1 
morin:ion concentration ratio in absolute ethanol. These 
spectra all overlap strongly, and the morin complexes are 
therefore difficult or impossible to distinguish by conventional 
fluorometric techniques. 

Lifetime measurements for the three morin complexes in 
solution were obtained with time-resolved fluorometry. The 
fluorescence lifetimes of the species, calculated from the decay 
curves, are listed in Table 1. Our instrument cannot be used 
to determine one ion in the presence of either of the others, 
because the lifetimes of the three species are so similar (within 
0.2 ns). 

Morin immobilized on cellulose (2, 3) produces a relatively 
weak fluorescence signal. Moreover, the fluorescence lifetimes 
of the morin-ion complexes do not change appreciably when 
the complexes are immobilized. Thus, a sensor based on morin 
and the formation of its complexes with Aj3+, Ga3+, and In3+ 
is not suitable for multielemental determinations using 
time-resolved fluorometry. 

LumogaIlion. Lumogallion (LMG) by itself can be excited 
by using the 488.0-nm argon ion laser line. In pH 5.0 acetate 
buffer solution, the wavelength of maximum emission is found 
to be about 595 nm (Figure 5). Although lumogallion itself 
fluoresces, it forms complexes with group IlIA elements (9, 
14-20) that are at least 2 orders of magnitude more strongly 
fluorescent. The LMG-AI3+ complex exhibits the greatest 
intensity, followed by the LMG-Ga3+ complex and the 
LMG-In3+ complex. The fluorescence spectra of all three 
complexes are quite similar (see Figure 6), so determination 
of one ion in the presence of the others is difficult or im
possible by conventional fluorescence measurements. 

Fluorescence decay curves for the 20-I'M lumogallion com
plexes are shown in Figure 7 and the corresponding lifetimes 
collected in Table 1. The fluorescence lifetime of the LMG
A13+ complex, 2.41 ns, is at least 1 ns longer than that of either 
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Figure 5. Fluorescence spectrum of lumogaliion in pH 5.0 acetate 
buffer. Excitation wavelength = 488.0 nm. 
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Figure 6. Fluorescence spectra of lumogallion-ion complexes in pH 
5.0 buffer: excitation wavelength, 488.0 nm; lumogallion concentration, 
2.5 X 10-5 M; cation concentration. 5 X 10-4 M; relative vertical scale, 
30:100:1000 In:Ga:AI complexes, taking intensity of LMG alone equal 
to 1 (in Figure 5). 

TIME (ns) 

Figure 7. Fluorescence decay curves for lumogallion-ion complexes: 
concentration of LMG, 8.0 X 10-5 M; of AI3+, 3.1 X 10-4 M; of Ga3+, 
7.7 X 10-' M; and of In, 3.7 X 10-4 M. 

the Ga3+ or In3+ complexes. Thus, the contributions of the 
individual complexes should be discernible with our instru
ment through time-resolved fluorometry. 

Immobilization of Lumogallion. Although lumogallion 
can be immobilized on Bio-Rad AGI-X4 anion-exchange resin, 
the immobilized LMG does not then form complexes with 
Al(III), Ga(III), or In(III) ions. Presumably, the active che
lating site is sequestered by immobilization. Alternatively, 
lumogallion complexes can be immobilized on AGI-X4 resin 
and the metal ions subsequently removed by immersion of 
the resin in a basic solution. Even then, the chelating agent 
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Table II. Determination of Mixtures of Aluminum and 
Galliuma 

prepared, I'M 
Al(II1) Ca(II1) 

10 
20 

5 

found, I'M 
Al(II1)b Ca(III)' 

1.3 
1.2 
1.8 

9.2 
18.6 
5.1 

a Conditions: lumogallion concentration, 30 ,uM; pH 5; excitation 
wavelength, 457.9 nm; emission wavelength, 600 nm; laser average 
power, 160 mW. b Average relative error for Al(II1) was 20%. 
C Average relative error for Ga(III) was 4%. 

Table III. Determination of Mixtures of Aluminum and 
Indiuma 

prepared, ,uM 

Al(II1) In (III) 

40 
90 
20 

found, I'M 
Al(III)b In (III)' 

1.06 
0.90 
1.92 

43 
97 
23 

a Conditions: lumogallion concentration, 30 J.LM; pH 5.0; excita
tion wavelength, 457.9 nm; emission wavelength, 600 nm; laser av
erage power, 160 roW. b Average relative error for Al(IlI) was 7%. 
C Average relative error for In(IlI) was 9%. 

remaining on the resin will not form complexes with the 
trivalent ions when it is subsequently immersed in a buffered 
solution containing them. 

It is for these reasons that the pool optrodes of Figures 3 
and 4 were designed. They are inexpensive and relatively easy 
to prepare. One optrode can be used many times and is readily 
regenerated simply by rinsing out the pool of lumogallion and 
soaking the optrode in acid to remove any ions that remain 
in the membrane. The optrode is very sensitive and gives 
steady-state (single-ion) detection limits of 2 X 10-8,2 X 10-7, 

and 3 X 10-6 M for aluminum, gallium, and indium ions, 
respectively. (The detection limit is defined here as the 
concentration of analyte that yields a signal equal to 3 times 
the standard deviation of the background fluctuation.) A 
linear dynamic range of 3 orders of magnitude is obtained for 
both aluminum and indium complexes, and a range of 2 orders 
of magnitude is obtained for gallium. 

The principal disadvantage of the design of Figure 3 is its 
slow response time. Figure SA shows that its response begins 
to level off only after 20 min of immersion is a metal-ion
containing solution. Another disadvantage of the sensor design 
of Figure 3 is that a reproducible Nafion film thickness could 
not be guaranteed. 

The design of Figure 4 performs as well as the sensor shown 
in Figure 3 but has a response time of under 5 min (see Figure 
SB) and exhibits good sensor-to-sensor film thickness repro
ducibility. 

A previous study has described the pH-dependence of 
fluorescence intensities and lifetimes of the lumogallion-ion 
complexes (9). Here, the effect of pH on the chelator pool 
optrode is minimal. Buffered solutions covering the range 
from pH 3.0 to S.O were used as the matrix for both the 
lumogallion pool optrode and the aluminum-ion-containing 
sample solution. In all cases, the ions traverse the Nafion 
membrane and form fluorescent complexes with lumogallion. 
The response time of the sensor is less than 10 min at every 
pH. No leakage of lumogallion is noted at any pH. Thus, the 
sensor is useful over a wide range of solution pH. 

Multielemental Determinations. It can be seen in Table 
II that the values calculated by using the time-resolved 
fluorometry technique are within 2-20% of the true values 
for the aluminum and gallium mixture. Results for the si-
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Figure 8. (A) Time response of a typical chelator pool optrode of the 
design shown in Figure 3. (B) Time response of a typical chelator pool 
optrode of the design shown in Figure 4. 

multaneous determination of aluminum and indium ions are 
even better (all within 10%), as seen in Table III. 

Application to Other Chemical Systems. The chelator 
pool optrode described here for lumogallion should be useful 
for other complexing reactions that involve an anionic chelator. 
For example, Mordant Blue 31 is similar in structure to lu· 
mogallion. As a result, it is likely to undergo a conformational 
change when it forms a complex with metal ions such as 
AI(III), Ga(III), and Mg(II). Unfortunately, synthesis of 
Mordant Blue 31 in our laboratory has resulted in a very 
impure product, due to significant amounts of NaCI contam· 
ination. Nonetheless, conventional fluorescence spectra ob-

tained from an unknown concentration of Mordant Blue 31 
and excess metal ions agree well with those reported in the 
literature (12). Also, measurements of the fluorescence life
times of the Mordant Blue 31 complexes indicate that time
resolved fluorometry could be used to determine aluminum 
and either gallium or magnesium in a mixture (see Table n. 
Further purification will be necessary before simultaneous 
determination of the ions is possible; the concentrations of 
the Mordant Blue 31 solutions are as yet unknown. None
theless, the Mordant Blue 31 system appears to be well-suited 
for use in the chelator pool optrodes. 
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Split Zone Flow Injection Analysis: An Approach to 
Automated Dilutions 
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A simple, automated, on-line dilution system based on flow 
injection analysis (FIA) has been developed. The method 
relies on the reproducible cleavage of a dispersed sample 
zone, thereby attenuating the resulting peak's area and in
creasing its dispersion coefficient. Salient and practical fea
tures of previous dilution systems, developed by this and other 
groups, have been incorporated, making this system versatile 
and practical. Four methods lor achieving dilutions were 
studied. These systems were evaluated lor durability, repro
ducibility, range 01 dilution, and speed. A 0.0023 M solution 
01 bromocresol green dye was used as a test solution lor the 
dilutions. Other lactors that might affect the dilutions, such 
as viscosity, were studied. A method lor calculating the delay 
time required lor a given dilution lactor is discussed. 

Flow injection analysis (FIA) is widely accepted as a means 
to perform rapid analyses. However, the samples that are used 
to test the method are often formulated to be as uncompli
cated as possible, which allows examination of the chemistry 
of the analysis. For example, the test sample is usually present 
in concentration ranges amenable to direct determination and 
the matrix typically has a low viscosity. However, to analyze 
a sample of industrial origin, for example, manual pretreat
ment is often necessary prior to performing the analysis. The 
time necessary for such pretreatment increases the turnaround 
time accordingly. Furthermore, manual pretreatment is often 
a source for experimental error and is undesirable when the 
sample is toxic or originates from a hostile environment. 
Inasmuch as this work was initiated to develop a rapid method 
for the determination of a highly concentrated, highly viscous 
photographic dye, a method was needed to perform an ex
tensive, adjustable dilution with simultaneous detection. 

FIA is suitable for automated sample handling and pre
treatment through reproducible manipulation of the concen
tration gradient of the injected sample. In a single-line FIA 
system the most common methods to perform a dilution are 
to increase the dispersion coefficient by decreasing the sample 
volume or by increasing the radius or length of the flow system 
tubing (1) or to utilize gradient dilution (2). Using a gradient 
chamber-based system is a practical means to achieve high 
dispersion coefficients in a single-line system (1,3,4). The 
use of a multiline FIA system, however, enables one to sample 
a portion of the concentration profile or add diluent to the 
sample. Zone sampling (5), cascade dilution (6), and gradient 
chamber-based zone sampling (7, 8) utilize the multiline ad
vantage of FlA. 

In this paper we describe an automated dilution system 
using FIA based on a variant to zone sampling, which relies 
on the reproducible cleavage of a portion of the trailing edge 
of the sample's concentration profile. Dilutions may be 
achieved by cleaving a portion of the trailing edge of the 
sample zone. The dilutions may be expressed in terms of the 
dispersion coefficient or the inverse mole fractions. Salient 
features of previous designs were incorporated into the current 
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design. A means to calculate the parameters required to preset 
the dilution factor is discussed. 

EXPERIMENTAL SECTION 

Reagents. A 0.01 M sodium tetraborate solution (borax) was 
used throughout as the carrier and diluent streams as well as 
solvent for the dye samples. 

A 0.0023 M bromocresol green (BCG) stock solution was pre
pared by dissolution of 0.8 g of the indicator in 30 mL of 0.01 M 
NaOH and diluting to nearly 500 mL with the stock borax so· 
lution. The pH of the resulting solution was measured with a 
Radiometer glass pH meter, and was adjusted to pH 8.5 using 
6 M NaOH. The final volume of 500 mL was made up with the 
stock borax solution. The pH transition range (yellow to blue) 
of BCG is 3.8-6.4 (9). By the above adjustment of pH, less than 
1 % of the BCG is in the protonated, yellow form. Any change 
of peak height or area is assured to be due to dilution or dispersion 
instead of chemical conversion by the basic borax solution. 

Dilutions of 25-fold to lOOO-fold were made of the 0.0023 M 
BCG stock solution for calibration purposes. The appropriate 
volume of the stock BCG solution was added to a lO-mL volu· 
metric flask, and the final volume made up with the stock borax 
solution. 

Samples of BCG with viscosities ranging from 1 to 167 cP were 
prepared by adding an appropriate weight of glycerol (9) to a tared 
50·mL volumetric flask to which was added 5 mL of the 0.0023 
M BCG solution. A volume of nearly 50 mL was made up with 
the stock borax solution, and then the pH of the solutions was 
adjusted to 8.5 by using 6 M NaOH. The final volume of 50 mL 
was made with the stock borax solution. 

Apparatus. Optical and Digital Components. The flow 
injection systems used were similar to one described previously 
(10, 11). The microconduits manifolds used in this study are 
shown in Figures 2-5. 

An IBM PCjXT personal computer was used for data ac
quisition and experiment control. A computer program, described 
in ref 11, controlled the pumps and collected data beginning at 
the time of injection. The program also managed data storage, 
display, and calculation of pertinent run parameters such as area 
or first moment. An IBM data acquisition and control adapter 
(DACA) was used to interface the computar with the pumps for 
speed and direction control, with the detector via an amplifi
er/filter for data acquisition, and with a microswitch on the 
injection valve to start the experiment. 

Flow Conduits and Experimental Operation. Two ma
nifolds were used in this study and were individually configured 
for the four flow systems studied. They were prepared by pressing 
the flow pattern into a PVC block (for more details see ref 10, 
p 248). In one, the three flow systems shown in Figures 2-4 were 
constructed. The use of one manifold for the three flow systems 
conserved the channel geometry and the total reactor volume 
between the three systems. In the other manifold, the gradient 
chamber-based system shown in Figure 5 was developed. A 25'I'L 
injection volume was used throughout. The reagents were pro
pelled by using TYgon pump tubing from Cole-Parmer and Alitea 
C6-V peristaltic pumps provided by Alitea USA (P.O. Box 26, 
Medina, WA 98039). Micro-Line tubing, with an inside diameter 
of 0.51 mm, was used as connection tubing throughout. 

A confluence point between PI and P2 (in the first three 
systems) was created by using a tee with the confluent channels 
merging at a 60° angle and the exit stream juxtaposed between 
the two confluent streams, such that the angles between the inlet 

© 1989 American Chemical Society 
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Figure 1. Two computer-generated peaks demonstrating split zone 
dilution method: (A) peak with zone split 3.5 s after injection (t del = 
3.5 s); (B) peak with zone split 5.4 s after injection (tool = 5.2 s). The 
shaded area in each profile is sampled. 
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Figure 2. Schematic of the split zone (SZ) dilution system. P1, P2, 
and P3 are peristaltic pumps. S is the sample or standard, with sample 
volume Sv, 0 is the flow cell-detector apparatus. T denotes the 
confluent tee. C1 and C2 are carrier solutions (same solution as C 
or a separate reagent). W is waste. Go/Stop and Stop/Go indicate 
timed on/off and off/on cycles of the pumps, P2 and Pl, respectively. 
The thin arrows denote liquid flow. F1, F1', and F2 are flow rates (see 
text for further information). Not diagrammed for clarity are data and 
control connections to the computer via the DACA board. 

and outlet streams are 300
. This arrangement has been found 

to ensure optimal mixing conditions (12). 
Procedure. The dilution method relies on the cleavage of the 

sample concentration profile into a portion that is analyzed and 
a portion that is discarded. This process is illustrated in Figure 
1. The shaded area in parts A and B of Figure 1 indicates the 
fraction of the initial concentration profile to be sampled, while 
the unshaded portion is discarded. The process of splitting the 
sample zone reduces the number of moles in the detected, analyzed 
zone. Figure lA shows a peak undergoing cleavage at a time that 
corresponds to roughly the peak maximum, while in Figure IB 
the peak is being cleaved at a time corresponding to a beight of 
1/3 peak maximum. 

After the sample is injected, the sample proceeds toward the 
tee or gradient chamber, as dictated by the experiment. After 
a preset time following the injection, tdeb the computer stops pump 
2 (P2) and the fraction of the zone still between the injection valve 
and the tee (or still in the gradient chamber) is propelled to the 
detector and analyzed. The individual system configurations are 
discussed below. 

Split Zone (SZ) System (Figure 2). Prior to td,b PI is off 
and P2 is on. The sample is injected into a carrier stream labeled 

C Fl 

M F1 ' 

s w 

w 

Figure 3. Schematic of the 82eS dilution system. C is the carrier 
solution. M is the make-up stream (same solution as C or a separate 
reagent). Other nomenclature is identical with that found in caption 
to Figure 2. 

w 

Figure 4. Schematic of the SZRS dilution system. Nomenclature is 
identical with that found in caption to Figure 3. 

Cl. The sample is being aspirated toward the confluence tee by 
the aspirant stream at a flow rate F2 = 1.05 mL/min. (In Figure 
2 this is shown to be to the left, direction 1.) The flow rate (F2') 
of Cl, is 1.85 mL/min. F2' is set greater than F2 so that some 
carrier is always perfusing the detector (which is important in 
some detectors such as atomic absorption spectrometers). At the 
delay time, tdeb when the desired fraction of the sample zone is 
between the tee and the injection valve, a second carrier stream, 
C2, is started and the aspirating stream and Cl are stopped. The 
carrier flow direction is effectively reversed (direction 2) and the 
fraction of the original sample zone remaining between the tee 
and the injector proceeds to the detector and waste. The flow 
rate of C2 is set to be 1.0 mL/min. This and the other flow rates 
were measured by collecting the output from the Tygon pump 
tubing for 3 min and calculating the average flow rate. 

If a dilution corresponding to Figure IB is desired, the delay 
time for stopping P2 and starting the PI would be approximately 
5.2 s. The peak height and area of the resulting zone (shaded 
gray in Figure 1) would be recorded. For this study the delay 
times were chosen to be longer than the time at peak maximum, 
for reasons discussed below. Methods for quantification of the 
dilution provided are described below. 

Split Zone Confluent Streams (SZCS) System (Figure 3). 
The manifold from the SZ system was modified for the SZCS 
system. PI and P2 are both on initially, with flow rates Fl = 1.0 
mL/min, Fl' = 4.0 mL/min, and F2 = 1.5 mL/min. The sample 
and carrier (C) flow through P2 to waste. The differences in flow 
volumes between Fl and F2 are made up by the make-up stream, 
M, with a flow rate ofFl' = 4.0 mL/min. At the appropriate time, 
P2 is stopped. The sample remaining between the injector and 
tee is directed toward the detector. It undergoes confluence with 
the make-up stream, M, and is further diluted. 

Split Zone Reagent Saver (SZRS) System (Figure 4). The 
SZRS system is essentially identical with the SZCS system, except 
that the make-up stream is propelled by P2. The make-up stream 
is thereby stopped at the delay time. This serves to conserve 
carrier solution, which is continually used in the SZCS system. 
The decreased carrier consumption volume is, however, gained 
at the loss of the extra dilution that would be provided by the 
confluence point. 

Split Zone Gradient Chamber (SZGC) System (Figure 5). 
The SZGC system, employing a gradient chamber was used in 
the fourth part of this study. It was constructed so that the 
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Figure 5. Schematic of the SZGC dilution system. V m is the volume 
of the gradient chamber. Other nomenclature is identical with that 
found in caption to Figure 3. 

distance from the injection valve to the gradient chamber was 
minimized. 

Construction and Characterization of the Gradient Chamber. 
The gradient chamber was created by milling a circular domed 
depression in a microconduit block. Inlet and outlet channels 
were prepared by pressing the pattern in the PVC block. A 
channel to P2 was created by drilling a 0.72 mm diameter hole 
in the dome of the gradient chamber. Micro-Line tubing was 
inserted and the end was cut flush with the ceiling of the chamber. 
A miniature stir bar was placed in the chamber. The conduit was 
sealed with silicone rubber and held rigid with a FIAlab device 
(Alitea USA). A magnetic stirrer was mounted in the FIAlab 
device, underneath the conduit to provide stirring. The volume 
of the chamber was calculated by using eq 1 (ref 10, p 32) 

v =~S 
m emax v 

(1) 

The steady-state absorbance value (CO) of the 1.15 X lO-s M 
bromocresol green sample was 0.606. A 25.0-I'L sample (S") was 
injected and a peak height (cmu) of 0.0244 was measured. The 
volume of the chamber (V m) was then calculated to be 680 I'L. 

Experimental Operation. Initially PI and P2 are running. The 
carrier flow rate, FI, is 1 mL/min, and the make-up stream flow 
rate, FIt, is 4.98 mLjmin. The flow rate of the aspirant stream, 
F2, is 1.4 mL / min. All of the sample and carrier stream is directed 
through P2 to waste. At the appropriate time P2 is stopped. The 
remaining sample is cleared from the gradient chamber and un
dergoes further dilution at the confluence tee by the makeup 
stream flowing at Fl' and is detected. 

Numerical Considerations For the SZGC System. One can 
measure the height and area of the resulting peaks. The dispersion 
coefficient may be taken as an expression of the dilution occurring 
in the FIA stream. Whitman and Christian (6) introduced a term 
that also defines dilution and that is valid for an open or multiline 
system. They defined the dilution in terms of the inverse mole 
fraction X-I, given as the ratio of the number moles injected (nO) 
to the number of moles detected (nd,,) 

(2) 

The area of a peak is proportional to the number of moles, and 
if a sample of known concentration is prepared by a k-fold dilution 
of the calibration standard, eq 2 can be written in terms of the 
areas of the resulting peaks 

(3) 

where A ° is the area of the peak for the manually diluted cali
bration standard detected without further dilution and Ad,t is the 
area of the calibration standard peak recorded after dilution of 
the original sample by the system. 

If the exact function of the concentration profile were known 
at the tee, X-I for a given td,l could be easily calculated. Gisen 
et al. (4) suggested concentration profiles for a gradient chamber, 
for which the dilution model will be discussed here 

(4) 

where 8 is the reduced time, given by 8 = (Q/VJt, and the reduced 
volume, v, is given by u = Vi/Vt• Q is the volumetric flow rate, 
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Vi is the injected volume. V t is the total volume, V t = Vi + V" 
where V, is the volume of the dominant dispersing unit (gradient 
chamber). 

Integrating the concentration profile in eq 4, from the injection 
time to the long time limit of the experiment, yields the area for 
the nondiluted (full) peak 

v roo uVt 
Atot = 1 _ 2u Jo (e-</(1-,) e-'I') dt = Q(1 _ 2u) (1 -2u) (5) 

Likewise, integrating eq 4 from the delay time, tdeb to the long 
time limit of the zone yields the area of the resultant profile (the 
area of the shaded region in Figure 1) 

uVt 
Ad,l = Q(1 _ 2u) ((1 - u)e-Qto.I/(V,(I-'» - ue-Qt,j·I/(V,'») (6) 

Dividing eq 5 by eq 6 yields an expression for X-I 

(7) 

When no cleavage is made, corresponding to a delay time of 
zero, the inverse mole fraction (dilution factor) is calculated to 
be unity, using eq 7. Conversely, for a large delay time, the inverse 
mole fraction is very large. It is important to remember that this 
model (eq 4-7) is valid only for the gradient dilution chamber
based system, the trailing portion of the zone profile being an 
exponentially decreasing one. 

RESULTS AND DISCUSSION 

The 25-fold to 1000-fold diluted BCG standards were in
jected into a carrier stream flowing directly into the detector. 
Heights and areas of the resulting peaks were recorded. A 
quadratic regression was performed relating the peak heights 
as a function of concentration. The resulting calibration 
equation was 

PkHt = 
(6.524 X 10-3) + 8623[BCG] - (2.455 X 1O-5)[BCG]2 

(8) 

where PkHt is the peak height and [BCG] is the concentration 
of the calibrant il) I'M. The heights of the peaks resulting 
from the dilution system are used to calculate Cm=, the con
centration of the analyte at the peak maximum. The dis
persion coefficients are then calculated by dividing the con
centration of the injected material by Cm .. 

D = Co lemax (9) 

The inverse mole fractions, X-I, for the peaks obtained by 
using the dilution system are more precisely calculated than 
D values for the two-line system since the inverse mole fraction 
calculations are based on mass balance. A 75-fold dilution 
was made of the 0.0023 M calibrating standard and this di
luted sample was injected into the FIA system without the 
dilution system. The area, A 0, was found to be 0.867. When 
an area is found of a peak with unknown dilution, eq 3 can 
then be used setting k = 75 and AO = 0.867. 

SZ, SZCS, and SZRS Systems. The SZ, SZCS, and SZRS 
systems described above were evaluated for range and pre
cision of dilution, dependence on concentration of analyte, 
and sample viscosity. The different approaches were taken 
to develop systems with certain characteristics for flexible use, 
such as for low reagent consumption and low viscosity de
pendence, among others. 

Figure 6 shows the resulting dispersion coefficients as a 
function of the delay time for the SZ, SZCS, and SZRS sys
tems. A plot of the inverse mole fractions, X-I, as a function 
of the delay time for these systems results in similar curves 
with numerical values about one-fourth of those for D. From 
these two plots it is shown that the SZCS system provides the 
highest dilution (expressed in dispersion coefficient, D, and 
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Figure 6. Dispersion coefficient versus delay time in the three non
gradient device dilution systems (SZ, SZCS, and SZRS): filled triangle, 
SZCS; open square, SZ; filled diamond, SZRS. 

inverse mole fraction, X-I). All three provide reproducible 
dilutions with low relative standard deviations (RSD). 

As the dilution factors increase (increasing delay times) the 
RSD increases. A practical limit of the RSD was chosen as 
3%. The SZ, SZRS, and SZCS maintained RSD's below this 
limit for dispersions up to 300, 2600, and 5000, respectively. 

Samples with BCG concentrations between 0.00023 and 
0.0023 M were subjected to dilution by using the SZ, SZCS, 
and SZRS systems. These systems each had a set delay time; 
however this time was not the same for each because the 
residence time of the sample to the splitting tee varied between 
the systems. Figure 7 shows a plot of the resulting peak 
heights for each of these samples (after dilution) as a function 
of concentration. The plot shows no dependence of the di
lution on sample concentration. 

Viscosity Effects. The SZ, SZCS, and SZRS systems were 
tested for viscosity dependence. There was no viscosity effect 
on the dilution for samples with viscosities less than 10 cPo 
However, for samples with identical concentrations of BCG 
but with increasing viscosities greater than 10 cP, the resultant 
peak heights for these three systems decreased. This indicated 
that the increasing viscosity affected the development of the 
sample's concentration profile, leading to changed cleavage 
of the sample zone. Vanderslice et al. demonstrated that when 
the diffusion coefficients vary, even by a factor of 5, the bolus 
shape is changed dramatically (13). According to the 
Wilke-Chang formula for the diffusion coefficiimt, the dif
fusion coefficient is inversely proportional to the viscosity (I4). 
Thus the change in sample viscosity would affect the devel
opment of its concentration profile in an FIA experiment. 
Since the three systems rely on reproducible development and 
cleavage of the concentration profile, it is not expected that 
they perform the same when the viscosity changes. Nor is 
it expected that these three methods will dilute samples re
producibly which have solutes of varying molecular weights 
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Figure 7. Peak height vs concentration of bromocresol green dye in 
the three nongradient device dilution systems (SZ, SZCS, SZRS): open 
square, SZ (40-fold dilution); filled diamond, SZRS (15-fold dilution); filled 
triangle, SZCS (45-fold dilution). 

or shapes, since both are known to affect the molecular dif
fusion coefficient (I5). 

The SZGC System. Our sample requirements dictated 
that the dilution technique under development must function 
well for sample viscosities which range from 1 to 167 cPo This 
range of viscosities corresponds to a range of diffusion coef
ficients that vary over 2 orders of magnitude. Accordingly, 
and to provide greater dilutions, the split zone gradient 
chamber (SZGC) approach was developed. The gradient 
chamber provides an external source of mixing which reduces 
the impact of the sample viscosity on the concentration profile 
which develops. 

The same standards used to test the other systems were 
subjected to the SZGC dilution system. The experimental 
peak areas and inverse mole fractions for the SZGC system 
are plotted as a function of the delay time in parts A and B 
of Figure 8, respectively. A plot of dispersion coefficients 
results in a curve similar to Figure 8B, with numerical values 
about lO-fold greater. A dispersion coefficient of 15000 is 
accomplished in under 2 min with an RSD of 3%. 

Larger dispersion coefficients and inverse mole fractions 
were achieved with the SZGC system than with the other three 
systems discussed above, and precision was greater for higher 
dilutions. However, the increased dilution and precision were 
gained at the expense of increased residence times. Two 
minutes was often required between injections. The volume 
of reagent consumed was also much larger than for the pre
vious three systems. Sample peaks for the SZGC system are 
shown in Figure 9. The decaying exponential feature of the 
peaks is clearly evident, as well as the increased peak width. 
The trailing edges are qualitatively similar, as expected. The 
gradient chamber is the dominant dispersing unit, and the 
injected bolus is cleaved at varying times along its trailing edge. 
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Figure 8. (A) Peak area versus delay time for SZGC (X). Also plotted 
are pOints (+) calculated by nonlinear regression using eq 10. (8) 
Inverse mole fraction versus delay time for SZGC (X). Also plotted 
are pOints (+) calculated by nonlinear regression using eq 11. 

Table I. Fitted Parameters and Regression Coefficients for 
SZGC System Model 

A B c D R' 

area (eq 10) 22.09 0.0728 -12.68 4.405 0.9993 
X-I (eq 11) 18.497 0.1479 163.8 4.400 0.9963 

Therefore, all material left in the chamber after the delay time 
is flushed to the detector and empties at a decaying expo
nential rate (J6). 

The curves reflect an exponential increase in X-I and D 
values with increasing delay times. Equation 6 reflects ex
ponential increases in X-I for the SZGC system using mass 
balance relationships. Nonlinear regressions based on eq 6 

Table II. Merits and Drawbacks of Each Dilution Method 

system figure no. merits 

SZ provides rapid means for medium dilution 

SZCS 
SZRS 

SZGC 

3 
4 

provides large, rapid dilutions 
provides moderate dilution with low reagent 

consumption 
provides very large, precise dilutions, with no 

viscosity dependence 
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8 Minutes 

Figure 9. Typical SZGC peaks. Shown are dilutions using delay times 
ranging from 1.95 to 29.30 S, corresponding to dispersion coefficients 
of 24.1-226, respectively. The inverse mole fractions for these peaks 
are 3.35-25.2, respectively. 

and 7 were performed. The nonlinear regression for eq 6 was 
calculated by using eq 10 

(10) 

Likewise, nonlinear regression calculation for eq 7 was 
performed by using eq 11 

(ll) 

The regression coefficiente A, B, C, and D in eq 10 and 11 are 
listed in Table L The value for D in both cases is approx
imately 4.4, which effectively removes the contribution of the 
second exponential from the equation. The contribution of 
the first exponent in each equation is simply the integral of 
the decaying exponential function which approximates the 
decaying portion of the gradient chamber concentration profile 
(1,4). 

In any case, these equations allow the calculation of the 
dilution factor (X-I) achieved for a specific delay time or the 
delay time required to achieve a particular dilution. This 
result is especially useful if the sample presented is too con
centrated for measurement at a preestablished dilution factor 
and if the dilution factor needs to be adjusted. The dilution 
factor required to achieve a measurable response could be 
calculated by using this equation. This would also allow 
back-calculation of the concentration of the sample. Calcu
lated areas and dilution factors are compared with experi
mental values in Figure 8. Good agreement between the 
experimental and calculated points is seen. 

The SZGC approach was examined for dependence on the 
viscosity of the sample. With the exception of experimental 
error, no variation in the peak height was seen at sample 
viscosities up to 167 cPo The mechanical radial stirring is 
assumed to be responsible for reducing viscosity dependence 
which was dramatic in the other three systems. 

Gisen et al. (4) pointed out that experiments which exploit 
the gradient do so with greater reproducibility when using the 
trailing edge rather than the leading edge since the trailing 
edge has smaller gradient than the leading edge. It was also 

dilution 
range drawbacks 

300 large viscosity dependence, sensitive to dead volume 

5000 
2600 

15000 

errors 
large viscosity dependence, large reagent consumption 
large viscosity dependence, residence times somewhat 

longer than SZCS 
high reagent usage, very long residence times (on order 

of 1.5-2 min/sample) 
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shown (4) that precision associated with peaks obtained by 
using a gradient chamber as the primary dispersing component 
surpasses the precision associated with peaks originating in 
a capillary tube. These two observations clearly manifest 
themselves in this technique. The trailing edge of the peak 
is always used and the SZGC system provided the highest 
dilutions with the best precision. 

CONCLUSION 
When the dilution systems are compared for use, several 

aspects must be considered: speed, reproducibility, range of 
dilution, and ability to set or calculate dilution factors for 
analyte calibration. By far the most simple dilution system 
offered to date is a simple single-line system or one with a 
gradient chamber. The D values for these gradient chamber 
systems have a practical limit of 1000 and are fixed for a 
particular configuration. They have the added advantage of 
not requiring computer control. The cascade dilution system 
(6) also has the advantage of not requiring computer control 
and adds a further advantage in offering a range of dilutions 
that may be calculated by knowing the flow rates of the diluent 
and aspirant streams. The dilutions provided are on the order 
of 500-fold. Reis et al. reported total dispersions near 1000 
obtained by using the original zone sampling approach (5). 
The zone sampling as well as the split zone methods require 
a source of timing, making the systems inherently more 
complicated Using a zone sampling method that was modified 
to include two gradient chambers, an automated injection 
valve, and buret pumps, Gam and co-workers (8) were able 
to achieve dispersion coefficients on the order of lOB-fold, 
clearly the largest dilutions provided by FIA thus far. The 
split zone systems here, however, using a manually controlled 
injection valve and peristaltic pumps, offered dispersion 
coefficienta on the order of 104. While their use has sometimes 
been questioned, peristaltic pumps are more commonly used 
in FIA than alternative fluid propUlsion devices. The current 
method was designed and optimized for the most common of 
experimental configurations. 

The relative precision of the dilutions as a function of the 
delay time is similar among the first three of our systems, 
usually better than 3 %, while the gradient chamber system 
generally provides somewhat improved precision for a given 
dilution. Increasing delay times are needed to provide larger 
dilutions, and the precision decreases at large delay times. 
This is likely due to small, random fluctuations of analyte 
concentration at the trailing edge of the zone. Practical limits 
for dilutions are listed in Table II for the systems using 3% 
RSD as a cutoff. Also noted in Table II are the advantages 

and disadvantages each system offers. The following guide
lines are suggested for the use of these systems: 

1. The time base of the dilution could be adjusted to a 
particular need by adjusting the flow rate. In any case the 
dilution provided will have to be calibrated for the individual 
system. 

2. For moderate dilutions (D < 2500) with minimal reagent 
usage, the split zone reagent saver (SZRS) system should be 
used. There is at least a 50% reduction in carrier reagent 
usage compared with the SZCS system. 

3. For moderate to high (D < 15000) and fast dilutions (td,j 
< 12 s) the split zone confluent streams system (SZCS) should 
be used. This approach is the method of choice when the 
samples have low viscosity. This approach also provides a 
means to employ a second carrier for further reactions. 

4. For very high dilutions and when sample viscosities are 
greater than 10 cP, the split zone gradient chamber system 
(SZGC) should be used. This method, however, requires a 
longer time, on the order of 2 min, between samples. This 
time can be somewhat shortened by increasing the flow rate 
after cleavage of the sample zone has occurred. It was shown 
by Gisen et al. (4) that increasing the flow rate of samples 
eluted from gradient chambers resulted in no loss in precision. 
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Titanium Dioxide Based Substrate for Optical Monitors in 
Surface-Enhanced Raman Scattering Analysis 
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An optical monitor was Investigated for in situ surface-en
hanced Raman scattering (SERS) analysis. This optical 
monitor consists of a solid surface such as a glass plate 
coated with TiO, and covered with a silver layer. The TiO, 
provides the necessary surface submicrometer roughness for 
the SERS process; the nominal particle diameter of TiO, used 
in this study is 0.2 I'm. The effect of substrate conditions 
such as silver thickness and amount of TiO, on SERS intensity 
was investigated. Other experimental parameters including 
the solvent, the laser power, and the excitation geometry 
were found to have an effect on the SERS intensity of the 
model compound in solution. "was also shown that the 
solution SERS Signal obtained with this method was very 
stable with lime, and the SERS intensity did not appear to be 
affected significanlly by exposure to laser radiation. The 
analytical figures of merit of this technique such as spectral 
features, signal reproducibility, and limits of detection were 
investigated to demonstrate the analytical potential of this new 
substrate that can be used as an optical monitor for in situ 
analysis of liquid samples. 

INTRODUCTION 
The discovery of an enhancement in the Raman scattering 

efficiency of molecules on electrochemically roughened elec
trodes by factors up to 107 has sparked renewed interest in 
the field of Raman spectroscopy during the past decade. 
Numerous reports have been published on the theoretical 
aspects of the surface-enhanced Raman scattering (SERS) 
phenomenon. Several models have been proposed to explain 
the SERS effect. One model attributes the SERS enhance
ment to the modification of the molecular polarizability caused 
by complex formation between the molecule and the atom of 
the metal surface (1). Another chemical concept called 
"adatom" involves the chemical adsorption between the an
alyte and the substrate (2). A third model attributes the SERS 
enhancement to increased local electric fields at the metal 
surface. This increased field strength is a result of excitation 
of the collective oscillations of the conduction electrons 
(surface plasmons) on the metal surface (3-5). 

Recently, several analytical applications of SERS have 
appeared in the literature. The analytical usefulness of SERS 
as a new spectrochemical tool for the analysis of polycyclic 
aromatic compounds has been reported (6). SERS was also 
used to analyze organophosphorus chemical agents (7) and 
chlorinated pesticides (8). A SERS postcolumn detection 
system for high-performance liquid chromatography using a 
silver sol substrate has also been developed (9). Other ap
plications of SERS with silver particles on quartz posts (10, 
11), metal island films (12), and silver sols (13) have also been 
reported. 

In most previous works involving SERS-active solid sub
strates (6-8, 10, ll), the sample was spotted on the substrates, 
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was allowed to dry, and then was subjected to measurements. 
In this paper, a new approach to performing in situ SERS 
measurements using SERS-active solid substrates is reported 
for several carboxyl aromatic compounds. This technique 
allows in situ measurement of the SERS signal of an ethanolic 
solution of the analyte. The development of a new type of 
SERS optical sensor consisting of a glass plate coated with 
silver-coated TiO, is also described. Experimental conditions 
and the analytical aspects of this technique were investigated 
in detail. 

EXPERIMENTAL SECTION 
Instrumentation. SERS measurements were conducted with 

a SPEX Model 1403 double-grating spectrometer equipped with 
a gallium arsenide photomultiplier tube (RCA, Model C31034) 
operated in the single-photon counting mode. A SPEX Datamate 
computer was used for data storage and processing. A detailed 
description of the experimental setup has been described pre
viously (10). The 514.5-nm line of an argon ion laser (Spectra 
Physics Model 166) was used for excitation. The laser power was 
set at 50 m W for most of the experiments. A right angle geometry 
of the laser excitation source and the scattered radiation was used. 
The monochromator bandpass was 2 em-I. 

Chemicals. Ti02 (Titanox 1000) was provided by N. L. 
Chemicals (Highstown, NJ). Terephthalic acid (Pfaltz and Bauer), 
p-aminobenzoic acid (Aldrich), gallic acid (Eastman Kodak), 
phthalic acid (Aldrich), and isophthalic acid (Pfaltz and Bauer) 
were used without further purifications. Sample solutions were 
prepared in spectroscopic grade ethanol (Warner-Graham Co.). 

Procedure. SERS optical sensors were prepared in the fol
lowing manner. Microscope slides were cut into rectangular strips, 
cleaned with dilute nitric acid, distilled water, and ethanol, and 
finally dried in an oven before use. Drops of an aqueous sus
pension of Ti02 were delivered on the glass slide, which was then 
spun at 2000 rpm for 20 s with a spin-coating device to uniformly 
spread the Ti02 on the surface of the glass. Silver was then 
thermally evaporated onto the Ti02-coated glass strips under 
vacuum (6). Approximately 1 mL of the sample solution was 
pipetted into a standard fluorescence cuvette. Then, the sil
ver-coated Ti02 SERS substrate was inserted directly into the 
cuvette, and the SERS spectrum was recorded. 

RESULTS AND DISCUSSION 
SERS has heen observed from various solid substrates such 

as metal electrodes, metal island films, and glass or cellulose 
coated with silver-coated microparticles. However, with the 
exception of metal electrodes, studies performed to date with 
solid substrates have been limited to dry-state analysis. The 
need for easily fabricated SERS-active optical monitors that 
can be used in solution is important for the application of 
SERS in in situ analyses. Although metal electrodes have been 
used in solution SERS studies, the difficulty in obtaining 
reproducible surface roughness from one electrode to another 
can be a problem with this substrate. Another medium where 
SERS enhancement can be observed is the silver sol solution. 
Although a very low SERS limit of detection can be obtained 
with silver sols, a very elaborate and precise procedure is 
usually required to obtain the right silver particle size in the 
sol necessary to induce the SERS signal. Hence, glass or 
cellulose coated with silver-coated micro particles should be 
ideal substrates for in situ SERS analysis because these 

© 1989 American Chemical Society 



1780 • ANALYTICAL CHEMISTRY, VOl. 61, NO, 15, AUGUST 1, 1989 

(a) 

RAMAN SHIFT (em-I) 

(b) 

lOCO 1200 10 1600 1BOO 

RAMAN SHIFT (em-!) 

Figure 1, (aj In situ SERS spectrum of 500 ppb TPA in ethanol 
obtained with Ti02 optical sensor. Laser power was 50 mW. (b) 
Dry-state SERS spectrum of 500 ng of TPA adsorbed on TiO, sub
strate. Laser power was 50 mW. 

substrates usually give a good, reproducible SERS signal and 
are easily fabricated, Furthermore, a large number of com
pounds have been shown to exhibit a SERS signal On these 
substrates, 

SERS Spectrum with Ti02-Based Substrate, Figure 
1a shows the in situ SERS spectrum of a 500 ppb ethanol 
solution of terephthalic acid (TPA), obtained with a Ti02-

based substrate, As shown in Figure la, the SERS spectrum 
of TP A shows five sharp bands, with the strongest band at 
1618 cm-!, The bands observed at 1618, 1142,868, and 400 
cm-! correspond to Ag mode vibrations ofTPA (14). On the 
other hand, the band at 1406 cm-! corresponds to a symmetric 
OCO stretch (15). It is also noteworthy that the characteristic 
CO stretching-vibration band at about 1650 cm-! is noticeably 
absent in the solution spectrum of TPA (Figure 1a). This 
indicates that the carboxylate form of TPA was the one ad
sorbed on the metal surface (15). In addition, the spectrum 
of TP A shown in Figure 1a is very similar to the one described 
in the literature for terephthalate ion adsorbed onto metal 
surfaces (14). The solution (ethanol) SERS spectrum ofTPA 
was also obtained by using a silver-coated polystyrene bead 
(0.364 I'm) on glass. The SERS spectrum ofTPAobtained 
with this substrate was exactly the same as that obtained with 
the Ti02-based substrate (Figure 1a). 

The excitation beam used to obtain the in situ SERS 
spectrum of TPA shown in Figure 1a was the 514.5-nm line 
of the argon ion laser with a power of 50 m W. It has been 
reported in the literature that a broad background band oc
curring at the 1300-1600-cm-! region is usually found in the 
dry-state SERS spectra of compounds such as phthalic acid 
and benzoic acid adsorbed on silver-coated microspheres on 
glass when the samples are excited with the 514.5-nm line, 

(a) 

RAMAN SHIFT (em-!) 

(b) 

RAMAN SHIFT (em-!) 

Figure 2. (aj In s~u SERS spectrum of 8 ppm isophthalic acid obtained 
with TiO, optical sensor. Laser power was 50 mW. (bj In situ SERS 
spectrum of 8 ppm phthaliC acid obtained with Ti02 substrate. Laser 
power was 50 mW. 

even with 30-mW laser power (16). These broad bands cen
tered at 1337 and 1587 cm-! have been attributed to Raman 
scattering from an amorphous carbon layer produced by the 
laser decomposition of an organic monolayer. The presence 
of the carbon bands in this region is a problem because they 
can obscure the SERS bands of the analyte that may occur 
in the 1300-1600-cm-! region of the spectrum. Figure 1b shows 
the dry-state SERS spectrum of 500 ng of TP A adsorbed on 
silver-coated Ti02 on glass, obtained with the 514.5-nm line 
and 50 m W of laser power. It is evident in Figure 1 b that the 
carbon layer Raman scattering is present in the dry-state 
SERS spectrum of TP A on the Ti02-based substrate and that 
some of the SERS bands of TPA were obscured by the carbon 
bands (1142 and 1406 cm-!). With the in situ SERS method, 
however, the amorphous carbon Raman bands are noticeably 
absent. As shown in Figure la, the solution SERS spectrum 
of TPA does not show any bands at 1337 and 1587 cm-'. The 
solution SERS spectra of other compounds that were inves
tigated, such as isophthalic acid and phthalic acid, shown in 
parts a and b of Figure 2, respectively, also did not show the 
amorphous carbon bands at 1300-1600 cm-!. The charac
teristic SERS bands of isophthalic acid and phthalic acid in 
the 1300-1600-cm-! region were clearly visible in the in situ 
SERS spectra of these compounds (Figure 2). Several factors 
may account for the absence of amorphous carbon bands in 
the SERS spectrum obtained with the in situ technique. One 
explanation for the absence of the amorphous carbon bands 
is that any substrate surface heating that may have been 
caused by the incident laser beam would have been dissipated 
immediately since the substrate was in contact with the liquid 
medium, which served as a heat sink. Furthermore, when any 
photodecomposition of the sample occurred at the substrate 



Table 1. In Situ SERS Intensities of a 500 ppb Ethanol 
Solution of TPA as a Function of Ti02 Suspensions Used 
To Produce the SERS-Active Substrates 

% TiO, reI intensa 

5 1.0 
10 2.0 
15 2.4 

a Results of two determinations. 

% TiO, 

20 
25 

reI intensa 

3.3 
2.8 

surface, the decomposed sample molecule could have diffused 
into the sample solution while being replaced by another TPA 
molecule from the bulk solution. 

Silver Thickness. In this study, a glass coated with silo 
ver-coated TiO, was investigated as an SERS optical sensor 
for in situ SERS determination. TiO, is an ideal substrate 
for SERS because it is a relatively good insulator and also 
yields about the right grain of surface roughness (0.025-0.5 
I'm). These two aspects of Ti02 are important parameters 
influencing the SERS signal. The TiO, material used in this 
work is only available in one particle size. The manufacturer 
listed the nominal particle diameter of the TiO, to be 0.2 I'm. 
Since TiO, is a new substrate, it was necessary to find the 
optimum substrate conditions for inducing SERS. With TPA 
used as the model compound, the silver thickness needed to 
coat the TiO, on the glass surface was optimized to yield the 
strongest SERS signal. The determination of the optimum 
substrate conditions was carried out in situ using a 500 ppb 
ethanol solution ofTPA. The 1618-cm-1 SERS band ofTPA 
was used as the SERS reference signal. Silver-coated TiO, 
substrates with three different silver thicknesses were prepared 
and used for comparative SERS measurements. The relative 
SERS intensities of TPA on substrates having silver thick
nesses of 250, 1250, and 1500 A were found to be 1.0, 1.1, and 
1.1, respectively. These results indicated that the SERS in
tensity of the model compound was constant for the various 
silver thickness layers investigated. Thus, all of the mea
surements performed in this study were made on a substrate 
having a 1200-A silver layer. 

Effect of Ti02 Concentration. It has been shown with 
substrates such as fumed silica that the concentration of 
microbodies on the surface has an effect on SERS intensity 
(17). For example, a low-concentration solution of the sub
strate may not be sufficient to form a uniform layer of the 
microparticle, while a very high concentration solution may 
lead to the formation of aggregates, both of which may cause 
the SERS intensity to be less than optimal. We have therefore 
performed extensive studies to determine the optimal con
centration of Ti02 for SERS analysis. The amount of Ti02 
deposited onto the glass plate was varied, and comparative 
SERS measurements were conducted. Table I lists the SERS 
relative intensity of the 1618-cm-1 band of an ethanol solution 
of TP A, obtained with substrates produced with TiO, sus
pension concentrations of 5%-25% TiO, (w/v). TiO, sus
pensions greater than 25% give a very viscous solution and 
do not spread out uniformly onto the glass support; therefore, 
suspensions greater than 25% Ti02 were not used in this 
study. Table I shows that an increase in the SERS intensity 
of the model compound was observed between 5 % and 20% 
TiO,. The most intense SERS signal was observed when 
substrates with 20% and 25% Ti02 were used. Thus, for a 
Ti02 substrate, at least a 20% TiO, solution should be used 
in order to obtain the optimum SERS intensity. 

Monitor Excitation Using Back-Side Geometry. An
other aspect of in situ SERS analysis that has a major effect 
on SERS intensity is the geometry of the substrate with re
spect to the laser beam. Figure 3 shows the geometry that 
was used with in situ solution SERS determination (Figure 
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Figure 3. Top view of the excitation-detection geometries used for 
SERS measurements: (a) in situ SERS analysis; (b) dry-state SERS 
analysis. 
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Figure 4. SERS relative intenSity of 500 ppb TPA in ethanol as a 
function of laser power in milliwatts. 

3a) and the geometry used normally with dry-state SERS 
analysis (Figure 3b). It was found that directing the laser 
beam onto the back side of the substrate and collecting the 
scattered radiation also from the back side of the substrate 
(Figure 3a) increased the SERS intensity obtained in solution 
by approximately ll-fold. This is an interesting result because 
usually dry-state SERS measurements are done by focusing 
the laser beam onto the silver-coated side of the substrate 
(Figure 3b). We have also observed a similar effect for the 
in situ SERS analysis ofbenzo[ajpyrene-tetrol obtained with 
a silver-coated microsphere substrate (18). Jennings et al. (19) 
also reported that the SERS intensity for copper and zinc 
phthalocyanine complexes adsorbed on silver-island films was 
greater if a back-side geometry was used. They attributed 
this to the discontinuous nature of the silver film, whereby 
excitation from the back side of the substrate results in the 
observed scattering being mainly due to molecules forming 
the first monolayer of the analyte. Although a 1200-A con
tinuous layer of silver was used in our work, our results suggest 
that the laser beam was able to penetrate the silver layer and 
that the Raman radiation could be transmitted through the 
silver layer. However, it should be emphasized that further 
studies are still needed to explain this enhancement observed 
from the back-side geometry. The excitation of the molecules 
forming the first monolayer may be only one contributing 
factor to the observed enhanced SERS intensity obtained with 
this geometry (Figure 3a). At present, we are studying various 
conditions that may be important factors in the SERS en
hancement effect observed from the geometry shown in Figure 
3a. 

Excitation Laser Power. The effect of the strength of 
the excitation laser beam on SERS intensity was also inves
tigated. Figure 4 shows a plot of the laser power in milliwatts 
as a function of the in situ SERS intensity of TPA in ethanol. 
It is evident from the results in Figure 4 that the SERS in
tensity increased linearly between 0 and 50 m W, and then 
beyond 50 m W, the SERS intensity increased slightly and 
appeared to level off. The leveling off of signal for laser power 
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Figure 5. SERS relative intensity of 500 ppb TPA in ethanol as a 
function of time: (a) equilibrium rate study; (b) photostability study. 
Laser power was 50 mW. 

greater than 50 m W is most likely caused by thermal decom
position of the molecule at these laser powers and with the 
beam focused to a small spot. It is also worth noting that even 
at only 5-m W laser power, the SERS intensity of TPA was 
still useful analytically. This is an important aspect of this 
technique for practical applications because of the possibility 
of using low-power, compact, and inexpensive lasers for field 
applications. 

Response Time and Stability of the in Situ SERS In
tensity. Response time and stability of the SERS signal with 
time are two important analytical parameters. Figure 5a shows 
the results of an experiment determining how fast TP A 
molecules would adsorb onto the surface of the SERS sub
strate. The procedure used to obtain the data in Figure 5a 
involved exposing the sample solution containing the SERS
active substrate to the laser beam for 1 min prior to data 
acquisition and then blocking the laser beam after each 
measurement to avoid sample exposure to laser irradiation 
between each data acquisition, thus preventing any photo
decomposition of the analyte. The abscissa in Figure 5a refers 
to the time elapsed after the substrate was immersed into the 
sample solution. As shown in Figure 5a, the SERS intensity 
of TP A was stable throughout the entire time range of the 
experiment (3-£0 min). The data shown in Figure 5a indicate 
that the rate of equilibrium of the TPA molecules between 
the ethanol solution and the SERS-active substrate was very 
fast, since the maximum SERS signal was reached in less than 
3 min. Therefore, with this method the analyst only has to 
wait for a maximum of a few minutes prior to the start of data 
acquisition to obtain the optimum SERS intensity. 

Figure 5b shows the photostability of the SERS intensity 
of TP A in ethanol. To obtain the data in Figure 5b, sample 
exposure to the laser beam and the start of data acquisition 
was initiated at 10 min after the substrate was immersed into 
the sample solution. This was done in order to let the TPA 
molecules equilibrate between the ethanol solution and the 
substrate. In addition, the sample was also not exposed to 
the laser beam during the equilibration period to prevent any 
photodecomposition that may occur during this period. It can 
be seen in Figure 5b that the SERS intensity of TPA was 
stable between 2- and 20-min laser exposures, and then the 
signal slightly dropped off beyond 20 min. This result in-

Table II. Solution SERS Limits of Detection (LOD) of 
Carboxyl Aromatics in Ethanol Obtained with a 
Silver-Coated TiO,-Based Substrate 

compound 

p-aminobenzoic acid 
isophthalic acid 
phthalic acid 
gallic acid 
terephthalic acid 

LOD,' ppb 

130 
1020 
980 
932 

17 

'Relative standard deviation ~ 10%. 

LOD,'M 

9.48 x 10-7 

6.14 X 10-6 
5.95 X 10-6 
4.05 X 10-6 
1.02 X 10-7 

dicates that TPA molecules were not thermally degraded by 
the laser beam with time. 

Analytical Figures of Merit. The signal reproducibility 
of in situ SERS analysis was also investigated. With the 
1618-cm-! SERS band of TPA used as the reference signal, 
the SERS intensity of TPA was obtained with 10 different 
silver-coated Ti02 substrates for an ethanolic solution of TPA 
(500 ppb). The result of our measurements shows that the 
SERS signal obtained with this technique has good repro
ducibility. The relative standard deviation (RSD) of the 10 
signals ofTPAis±10%. This RSD represents a Significant 
improvement over that of dry-state SERS measurements, 
where typical RSDs were 20%-30%. 

Table II lists the in situ SERS limits of detection (LOD) 
of five carboxyl aromatic compounds in ethanol obtained with 
the silver-coated Ti02 substrate. LOD values were determined 
from the SERS spectrum (by using the most intense band of 
the analyte and the noise associated in this region of the 
spectrum) of a solution of the analyte in the linear range of 
the calibration curve. In addition, the definition of LOD 
employed was the concentration of the analyte that would give 
a signal-to-noise ratio of 3 (8/ N = 3). As indicated in Table 
II, the LODs of the five carboxyl aromatics are excellent. The 
LOD range of the five compounds is from the low-parts
per-billion (~1 X 10-7 M) to the low-parts-per-million (~6 
X 10-6 M). The wide range of LOD is most likely due to the 
degree of adsorption of the different compounds onto the 
SERS substrate. 
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Exchange of Comments on the Simplex Algorithm Culminating in 
Quadratic Convergence and Error Estimation 

Sir: When they proposed their well-known simplex al
gorithm for minimizing an arbitrary nonlinear function of n 
parameters, Neider and Mead (1) suggested that a suitable 
way to end their procedure would be to fit the n + 1 function 
values of the final simplex to a quadratic equation. The 
necessary theory had been derived earlier by Spendley et al. 
(2). Recently, Phillips and Eyring (3) have reiterated this 
suggestion, stressing that, for least-squares problems, the 
quadratic approximation provides a sound basis for estimating 
the uncertainties in the optimized parameter values. 

The chief purposes of this contribution are (a) to correct 
a number of serious errors in the literature; (b) to draw at
tention to a particularly efficient method of implementing the 
quadratic approximation that is applicable in dealing with 
least-squares problems; (c) to stress the value of the quadratic 
approximation in locating the precise minimum after the 
simplex algorithm has progressed to a suiteble point; and (d) 
to point out that under certain circumstances the quadratic 
approximation is unsuccessful, although the simplex algorithm 
itself very rarely fails. 

ERRORS IN THE LITERATURE 

The expression given by Phillips and Eyring (3) in their 
Table I, for calculating the elements of the matrix Q, is in
correct and should be eq 1. In other words the ith column 

(1) 

of Q is equal to ei - eo. Equations 5--7 in the paper of Phillips 
and Eyring are also incorrect. To be consistent with their 
definition of ii, the term QB-1ii in eq 5 ought to be multiplied 
by '/2. In eq 6, the constant should be 4, not '/4. Equation 
7 reiterates an error, or possibly a misprint, in ref 1; the 
multiplier 2 is not required. It may be shown that the matrix 
(Q-l)'BQ-l is equal to the curvature matrix, lX, as defined by 
Bevington (4), not as incorrectly defined in ref 3. It follows 
on the basis of equations derived in ref 4 that the multiplier 
2 is not required. 

These corrections are incorporated in Table I and eq 2-4 
of this paper. Here and subsequently, the symbols used by 
Neider and Mead (1) are mainly adhered to. For example, 
the parameter vector at vertex i is Pi = (Pil> ... , Pin), and the 
corresponding function value is Yi. An exception is a, which 
conforms with the definition of Spendley et al. (2), not that 
of Neider and Mead (1). Before a, B, and Q are calculated 
according to Table I, the indexing is adjusted so that Yo is the 
minimum function value (the other Yi need not be sorted), and 
the function values Yi/i "" j) at the halfWay points (i.e. midway 
along the sides of the simplex) are computed. 

0003-2700/89/0361-1783$01.50/0 

Table I. Rules for Calculating the Elements of Vector a 
and Matrices Band Q 

ai = 4Yoi - Yi - 3yo 
hii = 2(yi + Yo - 2yOi} 
hij = 2(Yij + Yo - YOi - YOj) 
qji = Pii - POj 

i = 1, "', n 
i = I, ... , n 
i"'j 
i = 1 •. '", n; j = 1,. "' n 

The parameter vector corresponding to the minimum of the 
quadratic function is given by eq 2. 

Pmm = Po - %QB-1a (2) 

If the quadratic approximation is satisfactory, the calculated 
Pmin ought to lie within the parameter space adequately 
mapped by the simplex. This requirement is expressed by 
the inequality (3). The constant 4 in inequality 3 corresponds 

(B-1a)'(B-1a) < 4 (3) 

to a suggestion made in ref 2: The inequality could be made 
slightly less restrictive by substituting a larger constant, say 
16. 

For a least-squares problem, i' is calculated as Yminl (N -
n) (where N is the number of observations), and the vari
ance-covariance matrix, E, is calculated by using eq 4. The 

E = 112QB-1Q' (4) 

uncertainties in the parameters may now be calculated as the 
square roots of the diagonal elements of E. 

LEAST-SQUARES PROBLEMS 
Experimentalists are frequently concerned with the dif

ferences between observed and calculated quantities. These 
differences are sometimes named residuals. In least-squares 
problems, the aim is to minimize the sum of the squares of 
the residuals. Equations 2-4 may be used to deal with 
least-squares problems, but their use is inefficient. For this 
type of problem, the quadratic approximation implies that 
the residuals vary linearly with respect to the parameters. It 
follows that function evaluations at the n + 1 points of the 
simplex are sufficient to define the quadratic function, and 
it is unnecessary to calculate the additional n(n + 1)/2 
function values at the halfWay points. The following procedure 
is based on theory given by Spendley (5). The simplex pro
cedure may require minor surgery, since it is necessary to 
retain in memory the N residuals, f.(p,) (k = 1, ... , N), as 
well as the function value Yi = L.:f=1Ifk(P,)}2, associated with 
each of the n + 1 vertices of the simplex. On exit from the 
simplex algorithm, the first step is to adjust the indexing so 
that Yo is the minimum function value. One then calculates 
elements Mik ) (i = 1, ... , n; k = 1, ... , N) using eq 5. The 
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(5) 

elements M/k l may be stored in the array previously used for 
the residuals, ensuring that the !k(po) are not overwritten. 
Next, one constructs an n X n matrix, n, using eq 6 and an 

N 
nij = "L.M/kIMPI (6) 

k=1 

n-element column vector, F o, using eq 7. Like B and a, n 
N 

FOi = "L.fk(Po)M/kl (7) 
k=l 

and F ° contain the coefficients of a quadratic approximation 
in a convenient coordinate system, but whereas n is directly 
comparable to B, F ° is comparable to _1/ ,a. In terms of n 
and Fo, eq 2-4 are replaced by eq 8-10, respectively Equa-

Pmin = Po + Qn-IFo 

(n-IFo)t(n-IFo) < 1 

• = a2QQ-IQt 

(8) 

(9) 

(10) 

tions 8-10 have the advantage over the analogous eq 2-4 in 
that their use avoids the need to calculate the function values 
at the halfway points. A possible disadvantage is that the N 
residuals at the n + 1 vertices must be stored in memory
when microcomputers are used to analyze large data sets, this 
can pose a problem. 

THE FLOW DIAGRAMS 
Flow diagrams applicable to any minimization problem and 

exclusively to least-squares problems are shown in Figure 1 
and 2, respectively. In these diagrams some of the Fortran 
variable names that were employed by O'Neill (6) are used. 

The upper part of Figure 1 is a slightly simplified version 
of the flow diagram of Neider and Mead (1), to which a few 
minor corrections have been made. a, (3, and 'Y are coefficients 
for which values of 1, 1/2, and 2 were recommended (1). The 
simplification, which has been used by other workers (7), is 
that whenever a contracted vertex is calculated, it always 
replaces the previous worst vertex. This simplification had 
no effect on the rate of convergence with five of the six test 
functions listed in the following section, but with test function 
4, it led to a worthwhile reduction in the number of function 
evaluations. After an expansion, Neider and Mead incorpo
rated the expanded (as opposed to the reflected) vertex if y** 
< Yl' It has been suggested (8, 9) that the appropriate con
dition ought to be y** < y*. It is not clear that this modi
fication is an improvement, when one considers the desirability 
of shifting the simplex as rapidly as possible in a moderately 
good direction. With the six test functions listed in the fol
lowing section, the modification was advantageous in two 
cases, was detrimental in two cases, and in two cases did not 
influence the rate of convergence. The modification has not 
been incorporated into Figure 1. 

A feature of Neider and Mead's original flow diagram is 
that, with each cycle through the procedure, the value of Yl 
does not necessarily improve (decrease). For practical pur
poses, it seems useful to distinguish between such a cycle and 
an iteration, meaning a succession of cycles culminating in 
a lowering of Yl' In a computer program written by Daniels 
(10) an iteration was considered complete only when an ex
pansion was attempted; however, this overlooks the fact that 
a succession of cycles in which an expansion is not attempted 
may result in a lowering of Yl' In Figure 1, after each cycle 
a check is made to determine whether Yl has decreased. Only 
if Yl has decreased is a check made to see if a further iteration 
is required. This is an alternative approach to that of O'Neill 
(6), who checked the convergence criteria every KONVGE 
cycles, where KONVGE was a number supplied by the user. 

One should aim to proceed to the final stage of fitting the 
Yi values to a quadratic function as soon as the vertices of the 
simplex are sufficiently close to the desired minimum for the 
quadratic approximation to be satisfactory. How does one 
determine when this point has been reached? A good com
promise between rigor and efficiency seems to be provided 
by monitoring the variance of function values, calculated as 
("L.7:i(y;)2 - ('2:.7:iy;)2/(n + l»/n. When this quantity be
comes smaller than a preset value (named REQMIN, in 
conformity with O'Neill), the simplex iterations are stopped. 
REQMIN should be neither too large, in which case the 
quadratic approximation may be unsatisfactory, nor too small, 
when round-off errors may be a problem. Practical experience 
is helpful in selecting a suitable value, and some pertinent data 
is given in the following section of this paper. 

Figure 1 includes an addendum, below the broken line, 
which exploits eq 2-4 and is applicable to any kind of un
constrained minimization problem. Figure 2 shows an al
ternative addendum that exploits eq 8 and 10 and is restricted 
to least-squares problems. These addenda are intended to 
show possible ways in which the principles may be applied. 
Clearly, the details will depend on the intended 
application-for example a program unit intended for inter
active use will differ from a program unit for use in batch 
mode. Equation 8, since its use does not require additional 
function evaluations, can be incorporated into the simplex 
algorithm as an additional search strategy; this subject has 
been discussed by Spendley (5). 

PERFORMANCE OF THE PROGRAMS 

Computer programs to implement the flow diagrams shown 
in Figures 1 and 2 were written for the IBM PC in ASYST 
(a trademark of Asyst Software Technologies, Inc.). Program 
PI implemented the simplex algorithm above the broken line 
in Figure 1. Program P2 implemented the whole of the flow 
diagram. Program P3 combined the simplex algorithm with 
the addendum shown in Figure 2. 

ASYST uses the 8087 coprocessor, with an internal accuracy 
of about 18 digits, for all arithmetic. Because of this, calcu
lations are not significantly faster using single-precision 
variables (accuracy: 7 digits) than using double-precision 
variables (accuracy: 16 digits). For this reason, programs PI, 
2 used double precision throughout. To implement Figure 
2, a large amount of memory is often needed to store the N(n 
+ 1) residuals, as mentioned above. To alleviate this problem, 
in P3 the residuals were stored in single precision, although 
double precision was used for all other floating point variables. 
Fortran subroutines that use the same principles as Pl-3 were 
also written and tested initially on a V AX-ll: Single-precision 
versions of these subroutines did not always give the same 
numerical results as PI-3, possibly because of errors in cal
culating the variance of function values (11), but when they 
were converted to double precision the output was almost 
identical with that of PI-3. The double-precision subroutines 
were also compiled and run on an IBM PC (with 8087), with 
satisfactory results. 

The following six test functions were used: 
(1) Y = (X12 + 3 cos x, - 2)' + (cos XI + 2XIX2 - 4)'; starting 

point 1,1. See ref 10. 
(2) Y = 100(x, - XI')' + (1 - XI)'; starting point -1.2,1. Test 

function 1, ref 6. 
(3) (XI + lOx,)' + 5(X3 - x,)' + (x, 2X3)4 + 10(xI - X4)4; 

starting point 3,-1,0,1. Test function 2, ref 6. 
(4) Y = 100ix3 - 108(xj,x,)}' + iv'(x,' + x,') - I}' + xl; when 

XI > 0, 27r8(X"X,) = arctan (x,j x,); when X, < 0, 27r8(xj,X2) = 
7r + arctan (x,/ x,); when XI = 0 and x, = 0, Y = 10000; starting 
point -1,0,0. Test function 3, ref 6. 

(5) Y = 2.:!2,X;'; starting point 1,1, ... , 1. Test function 4, 
ref 6. 
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Start 

Assign values to certain variables, e.g. the maximum 
number of function evaluations, N MAX, and the 
maximum flnal variance of function values, REQMIN. 
Calculate the vertices, Pj.. of the Inltlal simplex, and the 

corresponding function values, Yr 
Oetermlnettle Inlt!aJ hand I, such Ihat Yh Is the 

maximum and Y/lha minimum function velue. 

No 

OUtput a waming thaI the quadratic 
approximation has faUed. 

Yes 

OUtput the new PI- Ylo If required. 

DetermIne the current number of 
function evaluations, N_CURR, and 
the current variance of function 
values, CURMIN. 

and the corresponding function value, Y· 

Figure 1. Flow diagram showing a slightly modified Neider-Mead simplex algorithm with an addendum (below the broken line) exploiting eq 2-4. 
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Output awaming that Ihe quadratK: 
approximation has lalled 

Figure 2. An addendum to the simplex algorithm (above the broken 
line in Figure 1) that exploits eq 8 and 10. 

Table II. Performance of Programs PI and P2 with Five 
Test Functions 

no. of 
function function 

function program REQMIN evaluations min 

PI 10-13 60 3.8 X 10-8 

P2 10-10 49 9.1 x 10-13 

PI 10-13 151 3.1 x 10-"' 
P2 10-10 142 1.7 x 10-"' 
PI 10-13 206 1.1 x 10-7 

P2 10-10 203 a 
PI 10-13 238 1.9 x 10-7 

P2 10-10 230 5.5 x 10-10 

PI 10-13 457 8.2 X 10-7 

P2 10-10 349 a 

a Quadratic appr0ximation failed. 

(6) Y = L;:'I!Ai - Xl(l- exp(-x2t.l)j2; starting point 1,1. This 
corresponds to the least-squares problem defined in ref 12, 
where the 18 observed values of A and t are listed. 

For these test runs the side length of the initial simplex was 
1, and the maximum number of function evaluations allowed 
(N.MAX) was 1000. For the maximum allowed variance of 
function values, REQMIN, various values were tried: It was 
found that with program PI a suitable value was 10-13, and 
with programs P2 and P3 a suitable value was 10-10• Results 
with functions 1-5 are reported in Table II. These functions 
all have minima of zero. The table shows that whenever the 
quadratic approximation did not fail, P2 achieved a lower 
function minimum after a smaller number of function eval
uations than PI. Of course, the value of REQMIN could be 
adjusted so as to achieve a different trade-off between speed 
and accuracy. 

Functions 3 and 5 do not approximate to a quadratic form, 
even in the close vicinity of the minimum. In both cases the 
failure of the quadratic approximation was clearly shown by 
the fact that the inequality (3) was not satisfied. It seems 
likely that this kind of situation would be rare in dealing with 
least-squares problems; if it did arise, one would clearly need 
to disregard any errors derived via eq 4 or eq 10. 

Phillips and Eyring (3) did not use the quadratic approx· 
imation to help locate the function minimum, but only as a 

Sir: In an earlier paper (1), we discussed a method proposed 
by Neider and Mead (2) for estimating parameter errors in 
nonlinear least-squares data analysis using the sequential 
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Table III. Performance of Programs PI, P2, and P3 with 
Test Function 6 

no. of 
function 
evalua~ param 

program REQMIN tions function min uncertainties 

PI 10'13 76 0.0036029589 
P2 10-10 67 0.0036028120 0.0088; 0.0104 
P3 10-10 64 0.0036028090 0.0083; 0.0098 

means of estimating errors. With their method, a relatively 
small value of REQMIN must be used to locate the minimum 
precisely. As Table II shows, the method is less efficient than 
the kind of strategy used in P2, except when the quadratic 
approximation fails. Because of the smallness of REQMIN, 
the variations in Yi (at any rate when calculated by using single 
precision) may be strongly influenced by round-off errors, 
necessitating enlargement of the simplex before proceeding 
with the quadratic approximation, as originally suggested by 
Neider and Mead (1). Such an enlargement compounds the 
inefficiency of the method, because of the additional function 
evaluations needed. 

Results with function 6 are reported in Table III. This 
function has a minimum of 0.0036028045 .... Clearly P2 and 
P3 are superior to PI, both in rate of convergence and in 
providing estimates of the errors. P2 and P3 give similar 
results, but P2, unlike P3, requires n(n + 1)/2 function 
evaluations at the halfway points. This is not a problem for 
simple functions such as 6, but for complex functions of many 
parameters it can be a problem. We regularly use a program 
similar to P3 to adjust spectral parameters so as to minimize 
the deviation between calculated and observed electron spin 
resonance spectra (13). In a typical example the number of 
parameters might be 13, and a function evaluation might take 
40 s, using an IBM PC. In this situation the additional n(n 
+ 1)/2 function evaluations required by P2 would take about 
1 h. 
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simplex method. There were several errors in the paper, and 
a correction has appeared in print (3). In the preceding paper 
Brumby (4) discusses a second approach to this problem due 
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to Spendley (5) and corrects some mistakes in the literature. 
It should be noted that ref 3 and 4 use different definitions 
in Table L 

It is the purpose of this comment to clarify several misre
presentations of our article (1), not to dispute the validity of 
Brumby's approach. The following discussion will use the 
notation of ref 4. In this notation, P1 is a modified simplex 
method without quadratic convergence (5), P2 uses P1 plus 
the method of ref 1-3, and P3 uses Brumby's method added 
to PI. 

(1) Reference 4 states that single- and double-precision 
versions of programs Pl-3 did not always give the same results 
"possibly because of errors in calculating the variance of 
function values". It should be noted that ref 1 codes the 
simplex algorithm in single precision except for the function 
values, Yi, and variance calculations, which are done in double 
precision to avoid round-off errors. The work of Chambers 
and Ertel (6) was cited in ref 1 to reinforce this point. 

(2) Reference 4 incorrectly states that Phillips and Eyring 
use the quadratic approximation only fo( error estimation, 
and not in locating the precise minimum of the function. 

(3) Brumby is also mistaken when he states that P2 requires 
an extremely small value of REQMIN to locate the precise 
minimum. For example, the six test functions considered in 
ref 4 used the same value of REQMIN for P2 and P3 and a 
value 3 orders of magnitude smaller for PI. 

(4) It is not our contention that the simplex must be con
tracted until round-off error strongly influences the result, 
Rnd the simplex then enlarged. The simplex is enlarged only 
if required to obtain reliable error estimates. 

TECHNICAL NOTES 

Finally, a general comment concerning execution times is 
in order. The last paragraph of ref 4 discusses the routine 
use of P3 to fit a 13-parameter function. Results in ref 2, 4, 
and 7 suggest such a problem will require several hundred 
iterations and several hours for minimization and is not a 
typical example. Simplex routines are fairly competitive with 
other methods for a small number of parameters, but become 
much less efficient than Newton-Raphson or quasi-Newton 
routines for more than five parameters (6-11). 
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Construction of an Optically Transparent Thin-layer-Electrode Cell for Use with 
Oxygen-Sensitive Species in Aqueous and Nonaqueous Solvents 

Matthew B. G. Pilkington, Barry A. Coles, and Richard G. Compton' 

Physical Chemistry Laboratory, Oxford University, South Parks Road, Oxford OX1 3QZ, England 

We present a design for a reusable optically transparent 
thin-layer-electrode (OTTLE) cell, which is easy to assemble 
and does not require technical skills or services. All the 
complex parts are obtainable as standard items from the 
manufacturers quoted (vide infra). Designs for O,-free 
nonaqueous OTTLE cells have appeared in the literature 
(1-8). However, unlike the cell reported here, these all re
quired instrument-making facilities for construction. The cell 
can be reused without dismantling for either aqueous or 
nonaqueous work. Leakage is not a problem over the lifetime 
of several experiments, and an additional advantage is the 
ability to thermostat the cell (0-40 °C). 

EXPERIMENTAL SECTION 
The main cell body was an Hellma optically transparent 

flowthrough cell available in UV-visible and IR quartz glass 
(catalog no. 136K, light path lengths of 100, 200, and 500 p.m, 
Hellma (England), Ltd., Westcliffe-on-Sea, Essex, England). The 
working chamber was formed by sandwiching a semitransparent 
gold minigrid (100 wires/in., 80% transmittance, Buckbee Mears 
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Co., St. Paul, MN) between the two cell plates (Figure 1). The 
solution under investigation could flow in the direction indicated. 
This aided cleansing and drying of the cell for experimentation 
on different solutions. The dimensions of the working chamber 
were as shown (Figure 1). In order to prevent leaks due to the 
Au minigrid passing out through the gap between the cell plates, 
the cell was heated while being held together firmly by a Hellma 
metal flowtbrough cell holder (catalog no. 013.000) and low-melting 
wax (facial depilatory wax, Vychem, Ltd., Poole, Dorset, England) 
fed into the gap by capillary action. This wax has excellent 
adhesion to silica, melts at 50 °C, sets rigidly on cooling, and 
dissolves (for dismantling/cleaning purposes) in ethanol. This 
provided an adequate seal for acetonitrile, dichloromethane, and 
water. The cell was jacketed with flowing argon to prevent 0, 
from diffusing through the wax seal. A slot could be ground with 
simple glassworking facilities to allow the electrode to be intro
duced without altering the path length of the original cell, but 
an O,-free seal would still be required at the point of entry of the 
minigrid. The use of a thermoplastic material for sealing allows 
easy assembly and disassembly with little risk of breakage-an 
important consideration with silica components-and justifies 

© 1989 American Chemical Society 
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Figure 1. Diagram of a Hellma flow-through cell converted for spec
troelectrochemistry. 

the acceptance of a finite life for the seaL The wax seal is slowly 
degraded with a lifetime of at least 1 h of continuous experi
mentation in dichloromethane, 10 h in acetonitrile, and longer 
with water. Intermittent use may extend over a long period if 
the flow system is drained by drawing dry air through after each 
experimental session. Some solvents (e.g. dimethylformamide) 
or higher temperature experiments would require a different 
sealant, but we would expect to use the same method. We have 
found no evidence of electroactivity caused by exposure of these 
solutions to the wax. Optical absorption for dissolved wax in 
acetonitrile, dichloromethane, and water is too low at the con
centrations involved to affect the UV-vis spectrum at A " 250 
nm. 

The cell and cell holder assembly fits a standard water ther
mostated Perkin-Elmer cell holder (Europe catalog no. BOO8-0819) 
and was used mounted in a Perkin-Elmer Lambda-5 spectrometer. 
The OTTLE cell plus holder have the same external cross sectional 
dimensions of 12.5 X 12.5 mm as a standard 10 mm path leng1h 
UV -vis ceIL The cell was fed via a gravity feed reservoir mounted 
outside the spectrometer where degassing of 02-sensitive solutions 
with argon could take place. Connection from the reservoir to 
the cell was via 1.5 mm bore Altex poly(tetrafluoroethylene) 
(PTFE) tubing (Anachem, Luton, England). This was jacketed 
with an argon-purged tube to prevent ingress of O2. The electrical 
connection to the Au minigrid was made by silver paint (RS 
Components, part no. 555-156) to a copper wire. A silver wire 
quasi-reference electrode was placed within the PTFE tubing close 
to and upstream of the cell but sufficiently close to avoid excessive 
ohmic drop. This electrode was brought out for connection via 
an Altex "tee" connector and an Araldite seaL The PTFE flow 
tubing was connected to the cell by using short lengths of AI 
jacketed silicone rubber tUbing. The Pt counter electrode was 
placed in a wider section of tubing downstream from the cell to 
prevent interference by counter~electrode products in the working 
electrode chamber. The Pt was in the form of a 60 x 20 mm, 
52-mesh gauze ofO.l-mm wire coiled into a spiral. Electrochemical 
measurements were made with a potentiostat, scan generator, and 
potential step module (Oxford Electrodes, England, Ltd.). 

I-Bromo-9,10-anthracenedione (BA) and l-iodo-9,10-
anthracenedione (lA) were prepared by D. Bethell at Liverpool 
University to 99% purity. Acetonitrile was triply distilled and 
dried over calcium hydride pellets and stored over 4A grade 
activated molecular sieves under dry N2. Tetra-n-butylammonium 
perchlorate (TBAP) was dried as received (Fluka, purum) under 
vacuum for 24 h prior to use. The solutions were prepared in a 
drybox and were degassed by purging with dry 02-free Ar. 
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Figure 2. Development of the thin-layer spectrum with time for the 
reduction of 1.1 X 10-3 M SA in acetonitrile with 0.1 M TSAP at 25 
°C: (-) SA at (= 0, (---) SA and SA'- at t < 130 sand ( ... ) SA'
at t" 130 s. The time elapsed to reach exhaustive electrolysis was 
130 s. 
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Figure 3. Parallel current and absorption transients in a stationary 
solution: (a) absorption against time at 565 nm; (b) current against time. 
At (i) the potential was stepped from 0 to -0.9 V vs an Ag wire pseudo 
reference electrode, and at (ii) the potential was stepped back to 0 
V. This corresponded to stepping from a zero current to what would 
be a limiting current potential under flowing conditions. 

RESULTS AND DISCUSSION 

The performance of the 500-l'm cell was evaluated by using 
the BA/BA'- redox couple. BA undergoes a one-electron 
reversible reduction to BA ,- on gold in 0.1 M TBAP in dry 
acetonitrile (9). The electrochemistry was carried out while 
solution was flowing through the cell at 10-3 cm3 S-I. Potential 
was slowly swept in a cathodic direction until a limiting current 
was reached. The solution and potential were then held 
stationary, and the spectrum was observed to change. The 
current decayed to zero as exhaustive electrolysis occurred 
over a time scale of about 130 s. The spectra displayed (Figure 
2) describe the change in absorption as the parent molecule 
BA underwent l-e- reduction to BA'-. Absorption/current 
transients were produced by potential steps (Figure 3). The 
cell thickness was confirmed from the absorption of BA at 335 
run (, = 4.01 X 10-3 M-1 em-I (9)) using the Beer-Lambert law. 
The optical path leng1h was 560 I'm, longer than the original 
cell path leng1h due to the Au minigrid_ The 100-l'm cell was 
similarly found to have a l60-l'm optical path leng1h with the 
minigrid in place. The 100-l'm cell was used to observe the 
spectrum of the unstable lA'- radicaL lA undergoes a l-e-
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reduction to IA"- on gold in 0.1 M TBAP in dry acetonitrile. 
The UV-visible absorption spectrum ofIA"- was not observed 
with the 560-l'm cell, but was observed with the l60-l'm cell. 
When stationary IA solution was reduced in the 100-lLm cell, 
the IA"- spectrum grew to a maximum over 10 s and disap
peared over a total period of 35 s. Decreasing the cell thickness 
(I) from 560 to 160 I'm produced a l2-fold decrease in the time 
taken (t) to achieve exhaustive electrolysis for electroactive 
species with similar diffusion coefficients (D). This agrees 
with the approximate relation 

The compound under observation must have a molar ex
tinction coefficient above a certain limit, with the minimum 
requirements being' > 200 M-' cm-' for the 560-1Llli cell and 
, > 600 M-' cm-' for the l60-l'm cell. The flow operation of 
this system permits cleaning and O2 removal so that the cell 
need not be removed from the spectrometer between exper
iments on different solutions. Thus the cell has an application 
for photoelectrochemical detection in high-performance liquid 
chromatography and for flow injection analysis (10, 11). 

To conclude, we have shown that a well controlled spec
troelectrochemical system may be constructed without in-

strument workshop facilities, thus making the technique much 
more widely available. 
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Application of a Nested-Loop System for the Simultaneous Determination of Thorium 
and Uranium by Flow Injection Analysis 

Jose Luis Perez Pavon, Bernardo Moreno Cordero,* Jesiis Hernandez Mendez, and Rosa Maria Isidro Agudo 

Department of Analytical Chemistry, Bromatology and Food Sciences, University of Salamanca, Salamanca, Spain 

Numerous methods have been described for the determi
nation of uranium (1-6) and thorium (7-11), most of them 
colorimetric. However, owing to the low concentrations in 
samples of interest and the presence of interferents, direct 
determinations are difficult, and separation or preconcen
tration techniques such as liquid-liquid extraction, ion-ex
change chromatography, and extraction columns are always 
employed prior to analytical measurement. 

Continuous automated or semiautomated analytical tech
niques are to be preferred over wet methods when one is 
dealing with hazardous materials or when large numbers of 
samples have to be analzyed. Several flow injection analysis 
(FIA) procedures have been proposed for the determination 
of uranium (12-15) and thorium (16); in this work we propose 
for the first time a sensitive and selective FIA method for the 
simultaneous determination of thorium and uranium without 
previous separation from the matrix; Arsenazo III is used as 
the reagent, with monitoring of the systems at A ~ 665 nm. 

The proposed FIA system is a two-channel manifold with 
a two-valve nested-loop injection system, the loop of one valve 
being a lead powder reducing column (Figure 1). The injected 
sample is split into two sections, one of them passing through 
the reducing column. 

EXPERIMENTAL SECTION 
Reagents. Stock solutions of uranium and thorium at a 

concentration of 2.0 X 10-3 M were prepared by dissolving ap
propriate amounts of uranyl nitrate hexahydrate (Merck) and 
thorium nitrate pentahydrate (Merck) in water. Stock solutions 
of Arsena20 III were prepared by dissolving 0.4100 g of the solid 
product (Fluka) in 250 mL of water. Aqueous 10% (w/v) solutions 
were of Triton X-lOO (Analema). The reagent solution was 
prepared by mixing 25.0 mL of the stock Arsenazo III solution, 
25.0 mL of the 10% (w/v) solution, and 75 mL of concentrated 
HCI and then diluting with water up to 250 mL. All chemicals 

0003-270018910361-1789$01.5010 

reagents were of analytical grade. 
Apparatus. The flow system comprised a peristaltic pump 

(Gilson Minipuls 2 HP-4) and a Perkin-Elmer Coleman 55 with 
a 1-cm flowthrough cell (18 ILL, Hellma 178 12-QS). All con
nections were 0.5 mm i.d. Teflon tubing. 

Injection System (Figure 1). Dasgupta and Hwang (17) report 
a configuration of a six-port injection valve installed within the 
loop of another six-port injection valve for the determination of 
aqueous peroxides; the loop of the nested (inner) valve contains 
an immobilized packed reactor with differentiating action on the 
analyte components. We have adapted this system for the si
multaneous determination of thorium and uranium; the loop of 
the inner valve contains a lead reductor minicolumn. The min
icolumn was a 5-cm length of 2 mm i.d. glass tubing; it was packed 
with lead powder (0.1-{).3 mm) with small glass wool beds at each 
end to prevent the escape of the material. 

How the nested-loop device should be handled is described in 
the original paper (17) and summarized in our procedure. The 
resulting detector output is two separate sequential signals. When 
a uranium solution is injected into the system, the first peak 
(section L" nonreduced sample) is much lower than the second 
peak due to the low molar absorptivity of the U(VI)-Arsenazo 
III complex; the second peak (section L" reduced sample) cor
responds to the U(IV)-Arsenazo III complex and is similar to the 
peaks obtained when a thorium solution is injected into the 
system. 

Procedure. The system is started with both valves in the inject 
mode; this allows the filling of the column and R, with carrier 
solution. Later. both valves are switched to the loading mode 
and the sample (thorium and/or uranium, 3.6 M HCl) is pumped 
to fill L, and L,. Then, V, is switched first, followed by V" and 
the carrier solution (3.6 M HCl) directs the sample toward the 
reagent stream (2.0 x 10-< M Arsenazo III, 3.6 M HCl, 1 % (w Iv) 
Triton X-lOO); the signal is recorded at A ~ 665 nm. 

The conditions under which these determinations were carried 
out were as follows: carrier, 3.6 M Hel; reagent, 2.0 X 10-4 M 
Arsenazo III (3.6 M HCl, TX-100 1 %); L, ~ 143 ILL; L, ~ 254 ILL; 
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Figure 1. Injection system. 

R, = 100 em; R, = 50 em; lead column length = 5.5 em; Qt = 3.1 
mL/min, with flow rates kept the same in both branches of the 
setup. 

RESULTS AND DISCUSSION 
Arsenazo III is only sparingly soluble in concentrated acid 

media, but its solubility increases upon addition of Triton 
X-100 to the solutions. Al % (w/v) concentration of the 
surfactant is sufficient to stabilize 2.0 X 10-4 M Arsenazo III; 
for more concentrated solutions 2% Triton X-lOO is recom
mended. Preliminary studies showed that the presence of 
surfactant does not cause any modifications in the complex 
or spectra of the reagents. 

As a previous reduction process was necessary to obtain 
U (IV) from the uranyl cation, lead was chosen as the reducing 
agent (powder packed in a minicolumn) since it quantitatively 
reduces U(VI) to U(IV) without the production of hydrogen 
bubbles up to proton concentrations close to 4 M. A 3.6 M 
concentration of HCI was used for all the experiments. 

Influence of Variables. The effect of chemical and hy
drodynamic variables was studied by using four different 
column lengths (4.0, 5.5, 9.0, and 15.5 em); the signals did not 
vary appreciably. Regarding the influence of Arsenazo III 
concentration, the results show that the signal reaches a 
constant value when the reagent concentration was about 
10-fold that of the cation. For the rest of the variables studied 
(L

" 
L" R .. R" and Qt) the results were just as predictable. 

Final optimized values are reported in the Experimental 
Section. 

Analytical Characteristics of the Determination. For 
cation concentrations ranging between 1.0 X 10-7 and 2.0 X 

10-5 M, when two columns of different lengths (5.5 and 9.0 
em) and two concentrations of Arsenazo III (2.0 X 10-4 and 
4.0 X 10-4 M) were used, the signal was found to be propor
tional to the cation concentration. The increase in column 
length or in the concentration of Arsenazo III did not lead 
to significant increases in linearity or in the intensity ofthe 
signal, although it did cause an increase in the stability of the 
base line, such that it was preferable to use short columns and 
the minimum concentration of reagent that would ensure 
linearity within the concentration range studied. 

Under the optimum experimental conditions straight lines 
were obtained for the following calibrations: 

uranium 

thorium 

hI = 1832[U] + 0.002 (r = 0.9973); 
h, = 32507[U] + 0.001 (r = 0.9997) 

h, = 42553[Th] + 0.005 (r = 0.9997); 
h, = 37157[Th] + 0.0002 (r = 0.9997) 

(h, : nonreduced sample; h,: reduced sample) 

In order to determine the precision of the method, triplicate 
injections of 10 identical solutions of each of the cations were 

Table I. Simultaneous Determination of Thorium and 
Uranium in Synthetic Mixtures 

metal metal 
added/ppm recovered/ppm 

Th U Th U 

0.93 0.94 -0.03 
0.95 -0.01 0.97 

0.93 0.47 0.92 0.47 
0.46 0.95 0.45 0.96 
0.23 1.43 0.22 1.37 
1.39 0.24 1.36 0.26 
0.09 1.43 0.09 1.43 
1.39 0.09 1.36 0.10 
1.39 0.47 1.36 0.46 

made (2.0 X 10-<; M) for all the experimental conditions under 
which the straight lines for the calibrations were obtained. 
For the column of 5.5-cm length and Arsenazo III at 2.0 X 10-4 
M, the relative standard deviation for the second peak was 
2.1 % for U and 0.9% for Th. No significant differences were 
found under the other experimental conditions. 

Calculation of the detection limita was carried out from the 
measurements of noise (width of the base line), considering 
as the minimum amount detectable that which yielded a signal 
double the width of the base line. With this criterion, the 
values obtained were 1.23 X 10-7 M for uranium and 9.4 X 10-8 
M for thorium. 

Simultaneous Determination of Thorium and Urani
um. Nine synthetic mixtures of varying composition were 
used as unknown samples for the determination. In order to 
check the validity of the procedure for ores, analysis was 
performed on a standard ore (pitchblende S-12) supplied by 
the Atomic Energy Agency and prepared by the Junta de 
Energla Nuclear (Madrid, Spain) for contrast analysis in which 
only the content of uranium was specified (0.014%). 

The procedure followed by attacking the rock was as follows: 
0.5 g of rock was treated with 5 mL of HN Oa and heated until 
dry. The residue obtained was treated with HCI and brought 
to dryness again. The new residue was suspended in 0.1 M 
Hel, filtered, washed, and brought up to volume in a 50-mL 
flask after addition of HCl to adjust the acid concentration 
to 3.6 M. 

After determination of the straight lines of the corre
sponding calibrations, a system of equations was postulated 
as follows: 

hi = LmijCj 

where hi is the height of the two peaks obtained on injecting 
mixtures and mij are the slopes of the straight lines of the 
corresponding calibrations. With this system of equations it 
was possible to calculate the concentration of each of the 
components of the sample. 

From the resulta obtained for the synthetic mixtures (Table 
I), the proposed method may be used for the determination 
of small amounta of thorium (0.09 ppm) even in the presence 
of amounts uranium up to 16-fold higher. It is possible to 
determine uranium in the presence of thorium for ratios of 
the same order. 

The results obtained in the case of the standard ore were 
as follows: found, % UaOs = 0.0147 and % Th = 0.0005; 
reference, % UaOs = 0.014; % Th, not certified. 

Registry No. U, 7440-61-1; Th, 7440-29-1. 
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On-Line Dilution Scheme for Liquid Chromatography 

Javier N. Oquendo*,l and Joseph A, Leone* 

ARCO Oil and Gas Company, Research and Technical Services, Plano, Texas 75075 

INTRODUCTION 
In our laboratories, dilution is the most frequent pre

treatment for the ion chromatographic analysis of samples. 
A commercial dilutor, whose operation was independent of 
that of an automated ion chromatograph, was used to handle 
a large number of samples. The advantages of operating both 
pieces of equipment as a single unit were obvious and 
prompted an investigation into an on-line dilution scheme. 

On-line dilution is the subject of several publications dealing 
with spectroscopic techniques (1-5). However, the idea does 
not appear to have been exploited in liquid chromatography. 
The on-line chromatographic dilution scheme utilized in this 
work combines a sample stream, provided by a stepper motor 
driven syringe, with that of the eluent after it has passed 
through the column or the detector. 

EXPERIMENTAL SECTION 
Apparatus. A schematic diagram of the ion chromatographic 

system used in this work is shown in Figure 1. The equipment 
consisted of a Model 2120 dual channel ion chromatograph 
equipped with autoion 300 software (Dionex, Sunnyvale, CAl, a 
Model 401 stepper motor driven syringe (Gilson Medical Elec
tronics Inc .• Middleton, WI), a Model 212B syringe controller 
(Gilson Medical Electronics Inc., Middleton, WI), and a Model 
32297 autosampler (Dionex, Sunnyvale, CAl. 

Modifications and optional parts for the ion chromatograph, 
all Dionex brand unless otherwise indicated, were as follows. Two 
injection valves (P /N 35913) placed in series and referred to here 
as valves A and B, an in-line filter (P /N 35331), a 250 X 3 mm 
anion separator (HPIC-AS4A, P /N 037041), an anion micro
membrane suppressor (P /N 038019), and a mixing tee (P /N 
24313). Valve C was a two-stack four-way valve (P/N 35914) with 
plugs as shown in Figure 1. The volumes of injection of valves 
A and B were 25 and 10 ILL, respectively. The mixing coil was 
a 50 em long piece of tubing packed with glass beads that was 
prepared by cutting a reaction coil (P /N 37556) used for po
stcolumn derivatizations. Tubing connections between the au
tosampler and the sample waste were made with 0.5 mm i.d. 
Teflon tubing (P /N 35519). All other liquid connections utilized 
0.3 mm i.d. Teflon tubing (P /N 35548). 

A computer program was written for the syringe controller that 
allows the user to select among several modes of operation. The 
operation of the syringe controller was synchronized to that of 
the ion chromatograph by means of a contact closure relay. All 
work was performed with a 1.0-mL glass syringe. 

The analytical pump was operated in the constant flow / con
stant pressure mode. All ion separations were carried out with 
a solution of 2.2 mM NaHCO, and 0.8 mM Na,CO, as eluent at 
a flow rate of 2.0 mL/min. The regenerant solution was 0.025 
NH,S04· 

1 Present address: South American Petrolite of Venezuela, 
Apartado 5685, Caracas !OlOA, Venezuela. 
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Procedures. Unless otherwise stated, the syringe operates at 
250 ILL/s. With valves A and B in the load position, and valve 
e positioned so as not to allow any mixing, the syringe pumps 
2.0 mL of sample in four aliquots of 0.5 mL. For a given total 
volume of sample, carryover decreases with the volume of these 
aliquots. At this stage, nondiluted samples can be injected via 
valve A. If the mode of operation calls for sample dilution, the 
syringe draws a volume of sample that equals 70 ILL plus the 
sample dilution flow rate times a constant (55). Next, valve C 
is positioned so as to allow the combination of the sample and 
eluent streams while the syringe pumps 70 ILL of sample at 7 ILL/s, 
and the remaining volume at the rate selected by the user. 
Carryover in the lines between valve C and the mixing tee is largely 
reduced by pumping sample at an initial flow rate much higher 
than that required for the on-line dilution of the sample. One 
minute later, valve e is switched to the nonmixing position and 
the diluted sample injected via valve B. Eluent dilution flow rates 
different from that used for the ion separation can be utilized 
after allowing sufficient time for equilibration (~30 s). 

RESULTS AND DISCUSSION 

The performance of the instrument was evaluated with 
brines since brine characterization is of considerable interest 
in the oil industry. 

Dilution factors (DF) were calculated from 

DF = (Qs + Qe) /Qs (1) 

where Qs and Qe are the sample and eluent dilution flow rates, 
respectively. A plot of peak area of the on-line diluted samples 
of a 20000 ppm chloride solution versus the inverse of the 
dilution factors obtained from all combinations of sample 
dilution flow rates (6, 12, 24, 48, 96, 192, and 384 ILL/min) and 
eluent dilution flow rates (1.00, 2.00, and 3.00 mL/min) was 
linear. The resulting linear equation was peak area = (396 
± 0.3)DF-l - (0.7 ± 0.3), with a correlation coefficient (r) of 
0.999. Peak-area relative standard deviations (RSDs) of six 
consecutive injections of each of these samples ranged from 
0.4% to 3.0% and were under 2.1 % for dilution factors of up 
to 250. RSDs of similar samples diluted manually with an 
adjustable pipet were in the range from 0.6% to 2.2%. 

The system is capable of handling the dilution of highly 
concentrated samples. A plot of peak area versus the con
centration of the solutions placed in the autosampler was 
linear for concentrations of chloride of 0.5, 1.0, 2.0, 5.0, and 
10.0% when operating with fixed eluent and sample dilution 
flow rates of 2.00 and 0.06 mL/min, respectively. The cor
responding linear equation was peak area = (64.8 ± 0.4)C1(%) 
- (0.31 ± 0.08) with a correlation coefficient (r) of 1.000. 

"Water dips" for samples diluted with the nonsuppressed 
eluent were much smaller than those of samples diluted with 
the suppressed eluent. This observation is consistent with 
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Figure 1. Schematic diagram of the ion chromatographic system. In 
some instances, valve C was placed after the detector. 

the reduced levels of CO2 present in the suppressed eluent 
(6). 

The placement of valve C after the detector and the use 
of a similar dilution and separation eluent flow rates turned 
out to be advantageous. Sample throughput could then be 
increased by diluting a sample while simultaneously recording 
the chromatogram of a previous sample. In this mode of 
operation sample dilution had a negligible effect on the de
tector response and was carried out without contamination 
from the ions of the injected sample. 

In a series of experiments, oil-producing sands were placed 
along with concentrated solutions of NaCI in an autoclave and 
subjected to conditions that simulate those of EOR processes. 
The resulting brines contained anions at vastly different 
concentrations. Changes in the chloride concentration and 
the presence of other anions such as bromide, nitrate, phos
phate, and sulfate at low concentration provided an indication 
of sand reactivity. Following the on-line dilution of the sample, 
the time controlled injection of the nOn diluted and diluted 
samples allowed us to determine both major and minor com
ponents in a single run. Figure 2 shows the chromatogram 
of a standard solution obtained when operating in this manner. 
The subscripts A and B are used to identify a peak as coming 
from injection valves A and B, respectively. The relative 
position of the chloride B peak can be changed by adjusting 
the time elapsed (Llt) between the moments the nondiluted 
and diluted samples are injected. 

Advantages of the above mode of operation over the usual 
approach of determining major and minor components in 

CLA 

CLs 

6 
Minutes 

Figure 2, Chromatogram of a standard solution containing 10000 ppm 
of chloride, 20 ppm of each bromide and nitrate, 50 ppm of phosphate, 
and 40 ppm of sulfate (Qe = 2.00 mL/min, Os = 0.03 mLimin, Llt = 
2.49 min). 

different runs without on-line dilution were (1) savings in 
analysis time and disk memory, (2) a single set of standard 
solutions sufficed for the determination of all components, 
(3) the autosampler could be loaded with twice the number 
of nondiluted samples, (4) results for all components were 
obtained in a single computer printout, and (5) a single 
chromatogram showed how all components were determined. 

CONCLUSIONS 

This work shows that a number of advantages can result 
from replacing the sample pump of an automated liquid 
chromatographic system with a stepper motor driven syringe 
and appropriate valve configuration. Our test results also show 
that this system can be used for the analysis of samples 
needing preconcentration. 

It is possible to interface the syringe to the computer, in 
which case there is no need for a syringe controller. This 
modification would lower the cost of a similar chromatographic 
system. 
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