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EIlVironmental sample 

matrices can be Il([i,arcl

ous to your productivity. 

If you're struggling to 

detect water contaminants 

at the required levels, 

you'll be glad to know 

Dionex has an easier way 

Crash the ppb 

barrier in complex 

matrices. 

Alkali and alkaline earth 

metals rob ICI' spec

troscopy of its sensitivity 

for measuring transition 

metals in sea water

unless you do a lot of 

sample prepping. 

Couple Dionex Che

lation Ion Chromatog

raphy to an ICP spec

trometer and get those 

fractional ppb levels 

with a direct introduc

tion of your sea water 

or acid digest sample. 

Find a drop 

of chrominm in 

a bucket of 

interferences. 

Direct Metals Detectioll ill Sea Water* 
Detection Limit (ppb) 

Direct Chelation 
Metal Nebulization] Concentration1 

Cd 10 0.1 
Co 10 0.1 
ell 10 0.1 
Fe 10 0.1 
~ln 5 0.1 
Nj 10 0.1 
Pb 50 09 
Zn 10 0.1 

]\\'Ilhlr.l(kwo!llldmIThIlOIl 
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Hexavalent chromiumt in waste 

water is not unlike a needle in 

a haystack: so elUSive, It devours 

your time. 

capacity ion exchange column, 

non-metallic postcolumn 

chemistr): and photometric 

detection, you'll get 0.1 ppb 

sensitivity and no interferences 

in a 6-minute analysis. 

With our new Ie method, 

incorporating a very high-

Determine chlorite 

and chlorate in a 

single run. 

How do you measure oxy

halides in drinking water to the 

required 0.1 ppm' Until now, 

with great difficulty and not 

much reliability Fortunatel): 

the new, highly selective Ilionex 

10nPac® AS9 column, combined 

with chemically sup

pressed conductivity 

detection, does the iob 

in one easy run. 

Series 4500i. 

The right solutions. 

Right now. 

When you want solutions, you 

need Ilionex. Find out how 

Ilionex columns and the Series 

4500i Systems can solve your 

environmental analysis prob

lems - wet or dry. Contact your 

local Dionex representative or 

(in lJ.SA) call 

1-800-227-1817. ext.42 toda)'. 

Series 4500i 

Ion Chromatograpb 

.DIONEX 
~ wm ~mll~! 
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MUUbL305 
Modular HPLC Pump 

The new Gilson Model 305 
Master Pump. For analytical or 
preparative HPLC in the isocratic, 
binary or ternary modes. 

The Pump. 

Now you can program gradients 
without a computer. Upgrade your 
isocratic system without major expense. 
Switch from analytical to preparative 
and back again. Use the special 
dispense mode for repetitive injection 
in automatic preparative systems. 

The heads. 

For micro-analytical up to laboratory 
preparative scale (0.025 - 200 mLlmin). 
For aqueous or s.alt-concentrated 
solutions. In titanium for ion-free work. 
All completely interchangeable so 
you can choose the optimum combi
nation for your separation. 

This compact new pump (only 32 cm 
wide) can handle any HPLC application. 

To find out more about Gilson's new 
Master Pump, please contact your near
est Gilson representative. 



Because each step 
is aitica1 for peak 
.performance in 
chromatography. 

J.T.Baker High Purity 
Solvents 

For HPLC and GC analyses 
that place you on the leading 
edge of separations technology, 
J.T.Baker high purity solvents 
assure you accurate, repro
ducible results. 

J.T.Baker manufactures high 
pUrity solvents by methods that 
push purification technology to 
the limits. 

When there's no time to retrace 
your steps, select the high per
formance solvents that are 
manufactured and characterized 
for your specific application: 
'BAKER ANALYZED'® HPLC 
grade for HPLC mobile phases; 
'BAKER RESI-ANALYZED'® and 
'BAKER CAPILLARY-ANALYZED" 
grades for demanding trace 
ana1yte extractions. 

Specify J.T.Baker high purity 
solvents for your next requirement. 

World Jading rock dimbcr Sceflm GJowacz of 
West ~:my, during his free ascent of the 5.12C 
rated (Extreme Difficulty) world class "Chain Reac
tion" at Smith Rocks, Oregon. 

~ JIBakef' 
"'-'® 

J.l'.Baker Inc:.. 222 Red School Lane 
Pbillipsburg, NJ 08865 
1-800-)TBAKER; in NJ 201-859-2151 
~ex: 299514c BAKR UR • FAX: 201-859-9318 
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FOCUS 1001 A 
On the cover. Tracking geneti
cally engineered microorgan
isms. Field tests of recombinant 
DNA microorganisms are finally 
under way. To assess the environ
mental impact of these unique or
ganisms, researchers are closely 
monitoring them by adapting tradi
tional analytical methods and de
veloping some clever new ones 

BRIEFS 

EDITORIAL 

INSTRUMENTATION 951 A 
LC detector linearity. Failure to 
take note of nonlinear detector re
sponse or to use appropriate data 
reduction methods can lead to seri-
0us inaccuracies in quantitative de
terminations, Brian A, Bidling
meyer and co-workers of Waters 
Chromatography Division of Milli
pore Corporation examine the prob
lem and propose solutions 

934 A 

945 A 
Planetary rock analysis. Twenty years ago, Apollo 11 returned the first lunar 
samples (48 pounds of rocks and soil), giving analytical chemists the chance to 
make unique contributions toward the understanding of our solar system 

NEWS 941A 
1990 ACS award winners include Barry Karger (analytical chemistry), Peter 
Jurs (computers), John Knox (chromatography), Henry Freiser (separations), 
and Evan and Marjorie Horning (mass spectrometry), ~ 1. M. Kolthoff 
Award winners 

MEETINGS 971 A 
The 16th annual meeting of the Federation of Analytical Chemistry and 
Spectroscopy Societies will be held Oct. 1-6 in Chicago, IL. ~ Conferences. 
~ Short courses and workshops, ~ Call for papers 

NEW PRODUCTS lDD4A 

AUTHOR INDEX 1793 
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BRIEFS 

Articles 

Scanning Electrochemical Microscopy. Apparatus and Two
Dimensional Scans 01 Conductive and Insulating Substrates 

1794 
The instrumentation for SECM is described. Topographic 
information for several different conductive and insulating 
substrates immersed in electrolytic solution is obtained with 
micrometer-scale resolution. 
Juhyoun Kwak and Allen J. Bard*, Department of Chemistry, 
The University of Texas, Austin, TX 78712 

Poly(2-vinylpyrazine) as a Soluble Polymeric Ligand and as an 
Electrode Coating. Reactions with Pentacyanolerrate(lI) 1799 
The rate and extent of reaction between H20Fe(CN)~- and 
poly(2-vinylpyrazine) is measured with both reactants in 
homogeneous solution and with the polymer in the form of 
cross-linked coatings on electrode surfaces. 
Paolo Ugo and Fred C. Anson*. Arthur Amos Noyes Laboratories, 
Division of Chemistry and Chemical Engineering, California Insti~ 
tute of Technology, Pasadena, CA 91125 

Measurement of Nanomolar Dopamine Diffusion Using Low
Noise Perlluorinated lonomer Coated Carbon Fiber 
Microelectrodes and High-Speed Cyclic Voltammetry 1805 
Electrode noise reduction and signal averaging facilitate de
tection of 35 nM dopamine with untreated, Nafion-coated 
carbon fiber volteunmetric microelectrodes (10-12jLm o.d.). 
Response time is evaluated using diffusion analysis. 
Margaret E. Rice* and Charles Nicholson, Department of 
Physiology and Biophysics, New York University Medical Center, 
550 First Avenue, New York, NY 10016 

Transientlnlrared Emission Spectroscopy by Pulsed Laser 
Excitation 1810 
IR emission spectra from optically thick samples are ob
tained by analyzing the emitted radiation from very thin, 
heated layers produced by a pulsed laser. The spectra are 
almost saturation-free. 
Roger W. Jones and John F. McClelland*, Center for Advanced 
Technology Development, Iowa State University, Ames, IA 50011 

* Corresponding author 
• Supplementary material available 

Element Selective Detection alter Supercritical Fluid 
Chromatography Using a Radio Frequency Plasma Detector 

1815 
A He rf plasma detector is evaluated as an element selective 
detector for capillary SFC. Spectral backgrounds are de
scribed for both CO2 and N20, and selective detection of S 
and Cl is demonstrated for several pesticides. 
R. J. Skelton, Jr., P. B. Farnsworth * , K. E. Markides, and M. L. 
Lee*, Department of Chemistry, Brigham Young University, Provo, 
UT 84602 

Spin Dynamics in the Analysis 01 Carbonaceous Deposits on 
Zeolite Catalysts by Carbon-13 Nuclear Magnetic Resonance 
with Cross Polarization and Magic-Angle Spinning 1821 
Relaxation measurements and other experiments indicate 
that the carbonaceous deposits formed in cracking reactions 
on zeolite HY can be analyzed with reasonable confidence, 
especially for lower reactor temperatures. 
Benny R. Richardson and James F. Ha w* , Department of Chern
istry, Texas A&M University, College Station, TX 77843 

Characteristics of Aerosols Produced by the Spark Discharge 
1826 

Compositionally biased aerosols are produced from the 
spark sampling of brass. The corresponding erosion surfaces 
on the electrode also differ in composition from the original 
bulk material. 
Robert L. Watters, Jr.*, James R. DeVoe, Francis H. Shen, 
John A. Small, and Ryna B. Marinenko, Center for Analytical 
Chemistry, National Institute of Standards and Technology, Gaith
ersburg, MD 20899 

Determination 01 Silicon in Nalionallnslilute of Standards and 
Technology Biological Standard Relerence Materials by 
Instrumental Epithermal Neutron Activation and X-ray 
Fluorescence Spectrometry 1834 
Good agreement between the two methods is obtained for 11 
different materials at Si concentrations ranging from 100 gig 
(the methods' detection limit) to 12,000 gig (the highest 
concentration in the samples). 
Ernest S. Gladney*, Health and Environmental Chemistry, Group 
HSE-9, MS K·484, Los Alamos National Laboratory, Los Alamos, 
NM 87545 and Peter E. Neifert and Nathan W. Bower, Chemis
try Department, Colorado College, Colorado Springs, CO 80903 
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800 provides the stability, signal-to
fierf',Wln2""'''', and repeatability required for 

U<,."ilall,mug applications. Whether your p"!)Pcir",·,,," 
long-term dm:! ,!C,m;sitio'ns 

spectroscopy applications. 
to solve your problems with confidence, 

in,201ro,[)r<lte's the features demanded 
;n'v.-"ti'>ators throughout tIle 

optical bench 

communications, optical hench 
configuration monitoring and 
status, mpid spectral range 
conversion, ultra-quiet electronics 
train, highest throughput optical 
design, dynamiC alignment, fully 
expandahle optical path, ultra 

high-output sources, and simplified experimental design 
for multiple modulation techniques, 

The System 800 supports the full r:mge of experiments 
including FT-Raman, Emission, Microspectroscopy, 
GC/FT-IR, SFC/FT-IR, and more, Multiple beam paths 
allow several different experiments or applicatiOns to be 
configured simultaneously 

Nicolet sets tbe standard for researcb performance. 
Let us sbow you tbe future of FT-Spectroscopy. 

Nicolet 
F,STRnIE~TS OF DISCOVERY 

--------~ ~,------~--- ----- ----------~--"-----"-----------
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BRIEFS 
'WIIIW 

Thin-Specimen X-ray Fluorescence Analysis of Major Elements 
in Silicate Rocks 1837 
Small volumes of finely ground rock, mixed with an internal 
standard and spread as a monolayer in an organic binder, are 
analyzed by wavelength-dispersive X-ray spectrometry. The 
matrix-independent calibrations yield accurate analyses. 
Lewis H. Cohen*, Department of Earth Sciences, University of 
California, Riverside, Riverside, CA 92521 and David K. Smith, 
Earth Sciences Department, Lawrence Livermore National Labora~ 
tory. Livermore, CA 94550 

Determination of Total Inorganic Carbon in Aqueous Samples 
with a Flame Infrared Emission Detector 1841 
The detector, using the 4.42-,um (2264 cm-1) band emitted 
by vibrationally excited CO, in a H/air flame, is found to 
provide accurate TIC results when compared with values 
obtained from total alkalinity titrations. 
S. Wayne Kubala, David C. Tilotta, Marianna A. Busch, and 
Kenneth W. Busch*, Department of Chemistry, Baylor University. 
Waco, TX 76798 

Limitations of Spectrophotometric Multicomponent Analysis of 
Metal Ions with Mixed Reagents 1847 
The influence of experimental conditions is studied by com
puter simulations in a model using a two-component reagent 
(Tiron and 2-pyridinealdoxime). Fe, Ti, and Cu can be de
termined simultaneously in aluminum reference samples 
with errors of < 10%. 
Matthias Otto*, Department of Chemistry, Bergakademie Frei
berg, Akademiestrasse 6, 9200 Freiberg, German Democratic Re
public and Wolfhard Wegscheider, Institute for Analytical Chem
istry, Micro- and Radiochemistry, Graz University of Technology, 
Technikerstrasse 4, A~8010 Graz, Austria 

Determination of Iron. Cobalt. Copper. Zinc. Rubidium. 
Molybdenum. and CeSium in Human Serum by Inductively 
Coupled Plasma Mass Spectrometry 1851 
The accuracy and precision of the technique are tested by 
the analysis of second-generation human serum reference 
material. Results obtained by rcp /MS for the seven ele
ments considered show good agreement with the certified 
values. 
Hans Vanhoe, Carlo Vandecasteele*, Jacques Versieck, and 
Richard Dams, Laboratory of Analytical Chemistry, Rijksuniversi~ 
teit Gent, Institute for Nuclear Sciences, Proeftuinstraat 86, B~9000 
Gent, Belgium 

Determination of Trace Metals in Reference Water Standards by 
Inductively Coupled Plasma Mass Spectrometry with On-Line 
Preconcentration 1857 
On-line preconcentration improves the detection limits by a 
factor of 2-7 times. It is used for the determination of Mn, 
Co, Cu, Pb, and U in certified riverine water SLRS-l, and 
Mn, Mo, Cd, and U in reference open ocean water NASS-2. 
Diane Beauchemin * and S. S. Berman, Analytical Chemistry 
Section, Chemistry Division, National Research Council of Canada, 
Ottawa, Ontario KIA OR9, Canada 

Development of an Optical Relative Humidity Sensor. Cobalt 
Chloride Optical Absorbency Sensor Study 1863 
The optical absorbency of CoCl2 on cellulose as a function of 
relative humidity exhibits a large hysteresis effect and is 
dependent on the concentration of CoCI2, temperature, and 
prior treatment of the substrate. 
Francisca Boltinghouse' and Kenneth Abel, The ABEL Compa
ny, SR 774 Box 192-A, Pembroke, VA 24136 

Atomic Absorption Determination of Lead at Picogram per Gram 
Levels by Ethylation with in Situ Concentration in a Graphite 
Furnace 1867 
Tetraethyllead is generated by digestion from natural wa
ters and biological tissues by the reaction of Pb(II) with 
sodium tetraethylborate. A detection limit of 14 pg is 
achieved. 
R. E. Sturgeon*, S. N. Willie, and S. S. Berman, Division of 
Chemistry, National Research Council of Canada, Montreal Road, 
Ottawa, Ontario KIA OR9, Canada 

Characterization of Single-Ply and Poly laminate Films by 
Nuclear Magnetic Resonance Spectroscopy 1870 
Solid-state 13C NMR using cross-polarization and magic
angle spinning techniques is used to obtain structural and 
morphological information on each layer of multilayer films 
containing ethylene, Nylon 6, Surlyn, and/or ethylene-vinyl 
acetate copolymers. 
Galen R. Hatfield, Corporate Technology, Allied·Signal, Inc., 
Morristown, NJ 07960 

Gas Chromatographic Sample Introduction into the Collision 
Cell of a Triple Quadrupole Mass Spectrometer for Mass 
Selection of Reactant Ions for Charge Exchange and Chemical 
Ionization 1874 
Reactant ions are mass-selected by the first quadrupole and 
react in the collision cell with the effluent from a gas chro
matograph. Highly selective ion-molecule reactions are 
demonstrated with detection limits in the picogram range. 
Mark E. Hail, David W. Berberich, and Richard A. Yost', De· 
partment of Chemistry, University of Florida, Gainesville, FL 32611 

Radio Frequency Powered Glow Discharge Atomization/ 
Ionization Source for Solids Mass Spectrometry 1879 
The use of rf power to sustain the discharge allows for direct 
analysis of insulating materials. Observed analyte ion cur
rents are similar for both alloy and oxide (glass) matrix 
materials. 
Douglas C. Duckworth and R. Kenneth Marcus*. Department 
of Chemistry, Howard L. Hunter Chemical Laboratories, Clemson 
University, Clemson, SC 29634-1905 
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System Gold: 
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performed by 
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Beckman has been 
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BRIEFS , 

Determination of the Concentration and Stable Isotopic 
Composition of Oxygen in Organic Maller Containing Carbon, 
Hydrogen, Oxygen, Nitrogen, and Sulfur 1887 
A method that measures the concentration and isotopic 
composition of oxygen in glucose doped with thioguanine 
(which contains no oxygen) gives the same results as meth
ods that use glucose alone. 
Michael J. DeNiro' and Samuel Epstein, Division of Geological 
and Planetary Sciences, California Institute of Technology, Pasade
na, CA 91125 

Isomer Discrimination of Disubsliluted Benzene Derivatives 
through Gas-Phase Iron(l) Ion Reactions in a Fourier Transform 
Mass Spectrometer 1889 
Reactions of Fe+ with the isomers of several disubstituted 
benzene derivatives produce spectra that, in many cases, 
reveal isomer differentiation. EI spectra are too similar and 
are not helpful in isomer identification. 
Asgeir Bjarnason and James W. Taylor*, Department of Chem
istry, University of Wisconsin-Madison, Madison, WI 53706 and 
James A. Kinsinger, Robert B. Cody, and David A. Wei!, Nicolet 
Analytical Instruments, Madison, WI 53711 

Amino Acid and Tripeptide Mixture Analysis by Laser 
Desorption Fourier Transform Mass Spectrometry 1895 
The 1064-nm laser desorption efficiencies of amino acids 
correlate with their sublimation enthalpies. Less discrimina
tion and greater sensitivity are seen with laser desorption 
than with FAB-MS. 
M. Paul Chiarelli and Michael L. Gross', Midwest Center for 
Mass Spectrometry, Department of Chemistry, University of Ne
braska, Lincoln, NE 68588 

Dual-Column Immunoassays USing Protein G Affinity 
Chromatography 1901 
An LC column switching system is used to perform on-line 
immunoassays. Antibody titers are determined with a preci
sion of ±2'1'0, and a detection limit of 0.7 pmol of human 
transferrin is obtained with a precision of ±3.5'1'0. 
Linda J. Janis and Fred E. Regnier*, Departments of Chemistry 
and Biochemistry, Purdue University, West Lafayette, IN 47907 

Direct Coupling of Planar Chromatography to Gas 
Chromatography by Laser Desorption 1906 
The coupling of TLC to GC is demonstrated using a laser 
desorption interface. Detection and identification of the 
TLC separated zones is now possible by a broad spectrum of 
GC detectors. 
Jianzhong Zhu and Edward S. Yeung', Ames Laboratory-US
DOE and Department of Chemistry, Iowa State University, Ames, 
IA50011 

Resonant Two-Photon Ionization Spectroscopic Analysis of 
Thin-Layer Chromatography Using Pulsed Laser Desorption/ 
Volatilization into Supersonic Jet Expansions 1911 
Using pulsed laser desorption, it is possible to vaporize TLC 
spots directly into the gas phase for identification by reso
nant two-photon ionization spectroscopy and MS. 
Liang Li and David M. Lubman', Department of Chemistry, The 
University of Michigan, Ann Arbor, MI 48109 

Examination of the Automated Solute-Independent Calibration 
Technique 1915 
A universal calibration method for ion chromatography 
using conductivity detection is examined for long-term use. 
The completely automated method includes sampling, chro
matographic separation, data collection, and analysis. 
Curtiss N. Renn and Robert E. Synovec*, Center for Process 
Analytical Chemistry, Department of Chemistry, BG-10, University 
of Washington, Seattle, WA 98195 

Polyamine Detection System for High-Performance Liquid 
Chromatography Involving Enzymatic and Chemiluminescent 
Reactions 1921 
The substrate specificity of the enzymes allows the specific 
detection of polyamines in urine despite the presence of 
many other coexisting amino compounds. The sensitivity 
and precision are comparable to the OPA method. 
Sachiko Kamei' and Akiyuki Ohkubo, Department of Labora
tory Medicine, Faculty of Medicine, University of Tokyo, 7·3·1 
Hongo, Bunkyo·ku, Tokyo 113, Japan and Shin Saito and Shi
geyuki Takagi, The Medical Equipment Technical and Engineer
ing Division, JEOL, Ltd., 1418, Nakagami·cho, Akisima-shi, Tokyo 
196, Japan 

Determination of Chloride in Platinum-Rhenium Alumina-Based 
Reforming Catalyst by Ion Chromatography 1924 
The chloride is extracted quantitatively with 1 M NaOH at 
150°C in a Parr bomb. The analysis time is 1 h, the detection 
limit is 0.1% by weight, and the RSD is about 3%. The 
analysis is confirmed by XRF spectroscopy. 
Raj P. Singh*, Khurshid Alam, Dawoud S. Redwan, and Nur
eddin M. Abbas, The Research Institute, King Fahd University of 
Petroleum & Minerals, Dhahran 31261, Saudi Arabia 

Chemically Bonded Liquid Crystals as Stationary Phases for 
High-Performance Liquid Chromatography. Effects of Mobile
Phase Composition 1928 
A phase transition in a bonded liquid crystal is detected by 
examination ofthe plot oflog k' versus percentage of organic 
solvent in the mobile phase. Variable-temperature experi
ments also support this finding. 
Joseph J. Pesek*, Department of Chemistry, San Jose State Uni
versity, San Jose, CA 95192 and A.ntoine M.Siouffi, Laboratoire de 
Chimie ApJiquee, Universite d'Aix-Marseille, F13390 Marseille Ceo 
dex 13, France 
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"I switched to Ohaus 
because 1 needed 

balance with the brawn to 
withstand heavy use and 
the brains to interface 
with my titrator." --:;--

Werner Friedrich 
Research Chemist 
Chevron Chemical Co. 
Richmond, CA 

Solid, sensible balances & scales 

CIRCLE 120 ON READER SERVICE CARD 

Ohaus GA Series electronic 
analytical balances are easy to 
use and ruggedly built to take 
the abuse of everyday use. RS232 
bi-directional data interface 
connects the balance to Ohaus 
GP200 printer or any other 

for 
easy, 
[ions. features include 
automaric calibration, variable 
integration and a fluorescent 
display. For more or 
a demonstration, call or write 

P.O. Box 900, Florham 
07932, (800) 672-7722. 



BRIEFS 

Laser-Based Indirect Fluorometric Detection and Quantification 
in Thin-Layer Chromatography 1931 
By scanning a low-power He-Ne laser over pretreated TLC 
plates, analytes can be detected by indirect fluorescence at 
picogram levels. 
Yinfa Ma, Lance B. Koutny, and Edward S. Yeung*, Ames 
Laboratory-USDOE and Department of Cbemistry, Iowa State 
University, Ames, IA 50011 

Density Determination of Low-Density Polymer Latexes by 
Sedimentation Field-Flow Fractionation 1934 
Sedimentation FFF can be used to determine the particle 
density of copolymer latexes with densities <1.02 g/cm3. 

Methanol is used to decrease the density of the mobile 
phase. 
D. J. Nagy, Air Products and Chemicals, Inc., Corporate Research 
Services, 7201 Hamilton Boulevard, Allentown, PA 18195 

A Different Perspective on the Theoretical Plate in Equilibrium 
Chromatography 1937 
The differential rate model for equilibrium chromatography 
is used to derive both the continuous (Martin and Synge) 
plate model and the stepwise (Craig) model. 
Paul J. Karol, Department of Chemistry, Carnegie Mellon U niver
sity, Pittsburgh, PA 15213 

Robust Statistics and Functional Relationship Estimation for 
Comparing the Bias of Analytical Procedures over Extended 
Concentration Ranges 1942 
Two nonclassical statistical methods are applied successive
ly to data from parallel collaborative trials. The benefits of 
these methods are demonstrated. 
Michael Thompson, Department of Chemistry, Birkbeck College, 
Gordon House, 29 Gordon Square, London WCIH OPP, U.K. 

Factors Affecting Precision and Accuracy in Quantitative 
Analysis by Secondary Ion Mass Spectrometry 1946 
Misalignment of samples and differences in ion energy dis
tributions contribute to errors in quantitative analysis by 
SIMS. Precision is 1.9% RSD from 12 measurements on a 
carefully aligned sample. 
Ray-Chern Deng and Peter Williams*, Department of Chemis
try, Arizona State University, Tempe, AZ 85287-1604 

Linearized Model for Error-Compensated Kinetic 
Determinations without Prior Knowledge of Reaction Order or 
Rate Constant 1949 
An algorithm is described for calculating reaction orders, 
rate constants, and initial and final values of detector signal 
from several signal-versus-time data points. 
Jan A. Larsson and Harry L. Pardue*, Department of Chemistry, 
Purdue University, West Lafayette, IN 47907 

Electrochemical Behavior of N-Acetylpenicillamine Thionitrite at 
Glassy Carbon and Carbon Fiber Electrodes 1954 
A detection limit of 3 I'M is obtained using square-wave 
voltammetry in combination with a carbon fiber micro
cylinder electrode (CFME). The construction and the pre
treatment procedure for the CFME are described. 
Michael J. Nuwer and Janet Osteryoung*, Department of 
Chemistry, State University of New York at Buffalo, Acheson Hall, 
Buffalo, NY 14214 

Influence of Mass Transfer Kinetics on the Separation of a 
Binary Mixture in Displacement Liquid Chromatography 1960 
Band profiles in displacement chromatography depend on 
the displacer concentration, the loading factor, and the com
bined effect of mass transfer kinetics and axial diffusion. 
When mass transfer kinetics are slow, the separation is im
proved by increasing the column length at constant loading 
factor. 
Sadroddin Golshan-Shirazi, Bingchang Lin, and Georges 
Guiochon*, Department of Chemistry, University of Tennessee. 
Knoxville, TN 37996·1600 and Division of Analytical Chemistry, 
Oak Ridge National Laboratory, Oak Ridge, TN 37831-6120 

Ionic Equilibria of Picric Acid in Mixed Amphiprotic Solvents. 
The 2-Methoxyethanol/Water Solvent System 1971 • 
Picric acid is used to verify the applicability of an empirical 
treatment describing the dependence of the dissociation 
constant on temperature and composition of the solvent 
mixture. The dissociation constants are evaluated by the 
conductometric method at temperatures from -10 to 80 cC. 
Andrea Marchetti, Emanuele Picchioni, Lorenzo Tassi, and 
Giuseppe Tosi*, University of Modena. Department of Chemistry. 
via G. Campi, 183, 41100 Modena, Italy 

Correspondence 

Vollammetric Detection with Gradient Elution for Open Tubular 
Liquid Chromatography 1977 
Mary D. Oates and James W. Jorgenson*, Department of Chem
istry, University of North Carolina, Chapel Hill, NC 27599·3290 

Crystal-Face-Specific Response of a Single-Crystal Cadmium 
Sulfide Based lon-Selective Electrode 1980 
Kohei U osaki, Yasuyuki Shigematsu, Hideaki Kita, and Y oshio 
U mezawa *, Department of Chemistry, Faculty of Science, Hokkai
do University, Sapporo 060, Japan and Ryutaro Souda, National 
Institute for Research in Inorganic Materials, Namiki, Tsukuba 305, 
Japan 

Pseudo Molecular Ions in Ion Trap Detector Electron Impact 
Mass Spectra: Practical Consequences 1983 
Ian Horman* and Helmut TraitIer, Nestle Research Centre, Nes
tee Ltd., Vers·chez-les·B!anc, CH-I000, Lausanne 26, Switzerland 
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enables you to adjust the balance to your 
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Optical Resolution 01 Enanliomers with Chiral Mind Micelles 
by Electrokinetic Chromatography 
Akira Dobashi, Tamami Ono, and Shoji Hara * 1 Tokyo College of 
Pharmacy, 1432,1 Horinouchi, Hachioji, Tokyo 192,03, Japan and 
Junko Yamaguchi, Gasukuro Kogyo, Inc., 237-2 Sayamagahara, 
Iruma, Saitama 358, Japan 

Quantitative Supercrilical Fluid Exlraclion/Supercrilical 
Chromalogrpahy 01 a PhoSpho nate from Aqueous Media 1986 
J. Hedrick and L. T. Taylor*. Department of Chemistry, 
Polytechnic Institute and State University, Blacksburg, V A 
0212 

Technical Notes 

In Silu laser Activation 01 Glassy Carbon Electrochemical 
Detectors lor Liquid Chromatography: Demonstration 
Improved Reversibility and Detection limits 19119 
Kent Sternitzke and Richard L. M"C'~.>o~'''* 
Chemistry, The Ohio State University, 120 West 
lumbus, OH 43210 and Craig S, Bruntlett and Peter T, 
ger, Bioanalytical Systems, 2701 Kent Avenue, West Lafayette, IN 
47906 

Diffusion Apparatus lor Trace level Vapor Generation 
Telramelhyllead 1993 
P. R. Fielden* and G. M. Greenway, Department ofInstrumenta
tion and Analytical Science, UMIST, P,O. Box 88, Manchester M60 
1QD, U.K. 

Preparation 01 Organic Maller lor Stable Carbon 
Analysis by Sealed Tube Combustion: A Cautionary 1996 
Michael H. Engel* and Rick J, Maynard, School of Geology and 
Geophysics, The Energy Center, 100 East Boyd Street, The Univer
sity of Oklahoma, Norman, OK 73019 

Foam Countercurrenl Chromatography oillacilracin 
Nitrogen and Additive-Free Water 19911 
Hisao Oka, Ken-ichi Harada. Makoto-Suzuki, Hiroyuki Na
kazawa, and Yoichiro Ito*, Laboratory of Technical Develop
ment, National Heart, Lung, and Blood Institute, National Insti
tutes of Health, Bethesda, MD 20892 
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Planetary Rock Analysis 
This past July 20 marked the twentieth 
anniversary of the first landing of man 
on the moon. Apollo 11 astronauts Neil 
Armstrong, Edwin (Buzz) Aldrin, Jr., 
and Michael Collins returned to Earth 
with 48 pounds of lunar rock and soil. 
These samples were then studied by 142 
principal investigators from laboratories 
around the world who had been selected 
by the National Aeronautics and Space 
Administration (NASA) for the Lunar 
Analysis Program. Between 1969 and 
1974 a total of six missions (Apollo 11, 
12, 14, 15, 16, and 17) returned a wealth 
of samples from different locations on 
the moon. 

Study of the Apollo lunar samples rep
resented a unique scientific adventure 
and an intellectual challenge of the first 
magnitude. As one might expect, chemi
cal analysis-particularly trace analy
sis-played a very important role in the 
Lunar Analysis Program. In addition to 
chemical and isotopic analysis, mineral
ogy and petrology, physical studies, and 
organic and biochemical analyses were 
performed. 

By comparing the elemental abun
dance patterns of lunar material with 
those of solar, meteoritic, and terrestrial 
materials, some insight into the cosmo
logical history of the moon was obtained. 
The chemical composition of the lunar 
surface was found to reflect at least three 
major processes: chemical fractionations 

during accretion of the moon from the 
solar nebula, magnetic differentiation, 
and infall of meteorites and cosmic dust. 

Among the analytical techniques used 
to study lunar materials were activation 
analysis, atomic spectroscopy, Auger 
spectroscopy, gamma spectrometry for 
radioactive isotopes, inert gas fusion and 
combustion chromatographic analysis, 
mass spectrometry, electron and ion mi
croprobe analysis, M6ssbauer spectros
copy, scanning electron microscopy, 
spectrophotometry, wet chemistry, and 
X-ray fluorescence spectroscopy. 

This monumental analysis program 
has contributed significantly to our cur
rent knowledge of the moon. However, 
further planetary studies are vitaily 
needed to better understand our solar 
system. Much of the future success of 
such studies will depend upon high
quality chemical analysis. 

For historical interest, I suggest seeing 
a 16-mm film, "Museum of the Solar 
System," which was presented by the 
American Chemical Society in 1971. The 
film presents scientific studies of the lu
nar samples by seven investigators, in
cluding the Nobel laureate Harold C. 
Urey. 
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NEWS 

1990 ACS Award Winners 
Six researchers in the analytical chemistry community 
have been selected to receive five of the 1990 American 
Chemical Society Awards. All of the awards will be present
ed in April 1990 at the 199th ACS Spring National Meeting 
in Boston. MA. 

Barry L. Karger of Northeastern University will receive 
the ACS Award in Analytical Chemistry. Sponsored by the 
Fisher Scientific Company, the award recognizes outstand
ing contributions to the science of pure or applied analyti
cal chemistry. 

Peter C. Jurs of The Pennsylvania State University has 
been selected to receive the ACS Award for Computers in 
Chemistry, sponsored by the Digital Equipment Corpora
tion. The award recognizes and encourages the use of com
puters for the advancement of chemical science. 

John H. Knox of the University of Edinburgh (U.K.) will 
receive the ACS Award in Chromatography, sponsored by 
Supeleo, Inc. The award honors outstanding contributions 
made to the field of chromatography. 

Henry Freiser of the University of Arizona will receive 
the ACS Award in Separations Science and Technology. 
The award, which recognizes outstanding accomplishments 
in fundamental or applied research directed toward separa
tions science and technology, is sponsored by the Rohm 
and Haas Company. 

Evan C. Horning and Marjorie G. Horning, both mem
bers of the faculty of the Baylor College of Medicine, will 
be the co-recipients of the Frank H. Field and Joe L. 
Franklin Award for Outstanding Achievement in Mass 
Spectrometry. Sponsored by the Extrel Corporation, the 
award recognizes outstanding achievement in the develop
ment or application of mass spectrometry. 

Brief biographical sketches of the awardees follow. 

Barry L. Karger received a B.S. de
gree from the Massachusetts Institute 
of Technology (1960) and a Ph.D. 
from Cornell University (1963) before 
joining the faculty of Northeastern 
University in 1963. He became the 
founding director of Northeastern's 
Barnett Institute of Chemical Analy
sis and Materials Science in 1973. 
Karger was involved with the develop
ment of HPLC in the 1970s and has devoted his research 
efforts to the study of biochemical separations and analyti
cal biotechnology. He has been instrumental in the devel
opment and application of HPLC to peptide and protein 
separations and in the development of hydrophobic inter
action chromatography. More recently, Karger has studied 
protein aggregation, the measurement of protein fluores
cence on chromatographic surfaces, and capillary electro
phoresis. 

Along with Fred Regnier, Karger organizes an annual an
alytical biotechnology seminar that brings together analyti
cal chemists, biochemists, biotechnologists, and immunolo
gists to advance the field of analytical biotechnology. In ad-

dition, he was the organizing chairman of the first 
international symposium on high-performance capillary 
electrophoresis (see FOCUS, p. 795 A). 

Karger has received numerous awards and honors in
cluding the Dal Nogare Award (1975), the ACS Award in 
Chromatography (1982), and the Tswett Chromatography 
Award (1986) and is a former member of the ANALYTICAL 
CHEMISTRY Advisory Board (1977-79). 

Peter C. Jurs joined the faculty of 
The Pennsylvania State University as 
an assistant professor in 1969, was ap
pointed associate professor in 1972, 
and professor in 1978. He received a 
B.S. degree from Stanford University 
(1965) and a Ph.D. in chemistry from 
the University of Washington (1969). 
He is best known for his work in ana-

-" lytical data analysis using pattern rec
ognition methods, molecular structure-physicochemical 
property relationship studies, and molecular structure-bio
logical activity relationship studies. A member of the re
search group that published the first paper on pattern rec
ognition analysis of low-resolution mass spectral data, Jurs 
applied these methods to other analytical data such as in
frared spectral analysis. His latest work deals with the 
analysis of complex analytical data that serve as finger
prints for membership classes (e.g., classification ofbiologi
cal samples based on capillary chromatograms). 

Jurs has also made contributions in computer-assisted 
studies of structure-property relationships (SPR) and 
structure-activity relationships (SAR) that required the 
development of the automated data analysis and pattern 
recognition toolkit (ADAPT) computer software system. In 
addition, Jurs has studied the prediction of 13C NMR 
chemical shifts directly from the structure of organic com
pounds. He is currently serving on the ANALYTICAL 
CHEMISTRY Advisory Board. 

John H. Knox, professor emeritus at 
the University of Edinburgh, received 
a B.Sc. degree from the University of 
Edinburgh (1949), a Ph.D. from the 
University of Cambridge (1953), and a 
D.Sc. (1963) from the University of 
Edinburgh. Knox's early interests in 
chromatography arose from his work 
on the kinetics and mechanisms of 
gas-phase reactions using GC. He 
quickly became interested in the kinetics of chromatogra
phy and developed a theory for maximizing the speed of 
separations. This led to more detailed studies on how band 
spreading occurred and can be controlled. In 1972, Knox 
was awarded a grant from the Wolfson Foundation to inte
grate his expertise in LC with industry, a project that led to 
the development of several commercial packing materials. 
Knox has made major contributions to the understanding 
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NEWS -
of preparative LC, :ion-pair LC, and size exclusion LC. Cur
rently he is working on capillary electroseparation systems 
and the application of porous graphite to LC. 

Knox's numerous honors include the 1983 Dal Nogare 
Award and the 1985 Tswett Chromatography MedaL 

Henry Freiser received his B.S. de
gree from the City College of New 
York (1941) and an M.S. degree (1942) 
and a Ph.D. (1944) from Duke Univer
sity. After appointment to the facul
ties of North Dakota State College 
and the University of Pittsburgh, he 
joined the faculty at the University of 
Arizona in 1958. 

Freiser's research has centered 
around his interest in the role of molecular structural fac
tors affecting chemical and physical properties. Based on 
systematic studies of solvent extraction processes from a 
fundamental point of view, he has developed techniques to 
examine intimate details of the mechanism of such process
es; novel, highly selective and sensitive metal extractants; 
and highly selective and sensitive electrochemical sensors. 
His studies have made an impact in illuminating the rele
vance of solvent extraction concepts to surface chemistry at 
liquid-liquid interfaces. 

In 1957, Freiser and G. H. Morrison published the first 
book on the principles and practices of solvent extraction, 
Solvent Extraction in Analytical Chemistry. This classic 
work has been translated into five languages and is current
ly being revised. 

Freiser was the recipient of the 1987 Division of Analyti
cal Chemistry Award for Excellence in Teaching. 

Evan C. Horning received a B.S. de
gree from the University of Pennsyl
vania (1937) and a Ph.D. from the 
University of Illinois (1940). He joined 
the faculty at the University of Penn
sylvania in 1945, and moved to the 
National Heart Institute (National In
stitutes of Health) in 1950, where he 
headed the laboratory of chemistry of 
natural products. 

In 1961, Horning was appointed professor of chemistry at 
the Baylor College of Medicine. In addition to his current 
position with Baylor's chemistry department, Horning 
serves as adjunct professor of biochemistry at Rice Univer
sity and is the director of Baylor's Institute for Lipid Re
search. 

Horning's numerous awards and honors include the 1975 
Tswett Chromatography Medal, the 1979 ACS Award in 
Chromatography, and the 1980 Dal Nogare Award. 

Mariorie G. Horning received a B.A. 
degree from Goucher College (1938), 
and her M.S. degree (1940) and Ph.D. 
(1943) from the University of Michi
gan. She worked as a research chemist 
at the National Heart Institute from 
1951 to 1961 and joined the staff at 
the Baylor College of Medicine in 
1961. She currently serves as a profes
sor of biochemistry with the depart
ment of biochemistry and the Institute for Lipid Research 
and as an adjunct professor of biochemical and biophysical 
sciences at the University of Houston. She is also a special 
member of the graduate faculty at the University of Texas 
Graduate School of Biomedical Sciences. 

Horning was the recipient of the Garvan Medal in 1977 
and is a former member of the Advisory Board of ANAL YT
leAL CHEYlISTRY (1975-77). 

The Hornings were pioneers in promoting and establish
ing GC/MS as a tool for biochemistry and medicine. Their 
early research focused on synthetic organic chemistry; in 
the 1960s, their interests expanded to include GC. They es
tablished many procedures for isolating samples from bio
logical matrices prior to GC analysis, and the principles of 
these procedures have been subsequently applied to the 
field of GC/MS. The Hornings developed new chemical 
derivatization procedures to facilitate vapor analysis of a 
variety of compounds including fatty acids, hydroxamic 
acids, steroids, phospholipids, and barbiturates. 

They were instrumental in developing atmospheric pres
sure ionization MS in the early 1970s. The success of this 
technique resulted in methods with detection limits at the 
femtogram and attomole levels. Specifically. their work has 
involved trace-level determination of nicotine and other 
drugs in biological fluids. 

Kolthoff Enrichment Awards 
Seven undergraduates have been awarded the first I. M. 
Kolthoff Enrichment Awards. These awards, sponsored by 
the ACS Division of Analytical Chemistry, were established 
in 1987 and are given annually to undergraduates demon
strating a special interest and competency in analytical 
chemistry. The students are entering their final year of un
dergraduate studies. Up to $1000 comes with the award, 
and the money is to be used for an activity (such as re
search or meeting attendance) that falls outside the curric
ulum requirements for a degree. 

This year's winners are Cheryl Davis, Mary Washington 
College; Harvey Fishman, The Pennsylvania State Univer
sity; Trent Peterson, Fort Lewis College; Mary Staton, 
Tennessee Technological University; Linda Szabo, Welles
ley College; Christopher Thomas, University of Wyoming; 
and Sheryl Tucker, Kent State University. Honorable men
tions were awarded to George Mickelson, State University 
of New York, College at Brockport; Jeffery Pilgrim, Uni
versity of Georgia; and Radha Pyati, The Ohio State Uni
versity. 

For Your Information 
Nominations are being solicited for the Tomas Hirschfeld 
Award in Near Infrared Analysis. The $3000 award is 
given to a graduate, postgraduate, or industrial researcher 
who is not employed by an instrument manufacturer. 
Nominations must be submitted by October 2 to Gabor Ke
meny, Bran + Luebbe Analyzing Technologies, Inc., 103 
Fairview Park Drive, Elmsford, NY 10523 (914-524-8112). 

The American Association of Clinical Chemists (AACC) 
has formulated guidelines for instructional materials 
that accompany home clinical test kits, such as preg
nancy kits. For more information, contact Lynnette Wash
ington (202-835-8718). In addition, AACC is seeking un
common clinical tests for its 1990-91 Directory of Rare 
Analyses. For more information, contact Tina Edwards, 
AACC Press, 2029 K St., N.W., Suite 700, Washington, DC 
20006 (800-892-1400). 
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Craig A. Dorsci1el, Juris L 
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F. Vincelll Warrell, Jr., alld 
Briall A. Bidlingmeyer 

Waters Chromatography Division of 
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For accurate quantitation in LC, test
ing for detector linearity is of para-
mount The relationship 
between output signal of the detec-
tor and the concentration ofthe sample 
in the detector must be defined, and 
the characteristics of the detector re

must be understood. 
the LC detector to 
is linear to concen

and conventional calibration 
pf()cedu:res often emphasize the fitting 

calibration data. It is 
to overlook the fact that modern 

may be nonlinear or that 
system contributions may cause the de
tector response to become nonlinear. 
Neither situation is in itself a problem; 
however, failure to take note of non lin-

or to use an appropriate method 
of reduction can lead to serious 
inaccuracies in quantitative determi
nations. 

This article will examine the defini
tion of linearity, describe procedures 
by which the linearity of a detector may 

0003-2700/89/0361-951 A/$O 1.50/0 
© 1989 American Chemical Society 

be evaluated, illustrate the practical 
implications of assumed linearity, and 
discuss appropriate ways of handling 
signals from nonlinear detectors so 
that quantitative analyses can be 
achieved. The procedures are then ap
plied to two specific cases. The first 

will be for the UV -vis photo-
the most popular de

tector for LC. commonly used 
detector, the differential refractive in
dex detector, requires some special 
considerations that are described as 
part of the second example. Other LC 
detectors (e.g., fluorescence, electro
chemical, conductivity) will not be dis
cussed but can be evaluated according 
to the general procedures described 
here. 

Definition 01 linear range and 
dynamic range 

The terms linear range and dynamic 
range are widely used in descriptions of 

and dynamic range apply 
(1-5). In casual 

use) the two terms are often combined 
or used This can lead 
to considerable For exam-
ple, one author, while stressing that the 
terms are not refers to 
"dynamic 
range" (6). latter term, viewed 
alone, can blur the distinction between 
the concepts, and the simpler phrase 
linear range is preferable. 

The dynamic of an LC detec-
tor is usually than the 
linear range. It is defined ASTM (1) 
as "that range of of the 

INSTRUMENTATION 
detector performance. A clear under
standing of these two terms is a neces
sity for the discussion that follows. 
This article follows usage adopted by 
the Arr,erican Society for Testing and 
Materials (ASTM), in which the terms 

test substance, over which a change in 
concentration produces a change in de
tector signal." (Note that the dynamic 
range may encompass both linear and 
nonlinear behaviors.) The 
lower limit 
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problems of general interest for 
discussion and solution 
AND MUCH MOREl 

Instructors: J J Kirkland and 
Lloyd R Snyder 

For more information CALL 
COLLECT (202) 872-4508, ext 
1013. Or, use the coupon below 
to request a free descriptive 
brochure on this dynamic course. 

American Chemical Society 
Dept. of Continuing Education 
Meeting Code PHM89100 
1155 Sixteenth Street, N. W 
Washington, DC 20036 

Please send me a free brochure on the 
ACS Short Course, PractICal HPLC Method 
Developm"" IPHMD891O), to be held 
October 13"14, 1989, in ChIcago, JIllnois 

Name ______________________ __ 

Title ______________________ ~ 

Organization __________________ _ 

Addreso; ____________________ ~ 

City, State, ZIP ----------P;::H-:-M:-:-S.,-9.,-1O-:'O 

J!'ISTRUMENTAT/CN 

fined as the concentration producing a 
detector output signal equal to a speci
fied multiple of the detector's short
term noise level (usually 2X). Short
term noise is defined (1-5) as that por
tion of the signal that consists of 
random, periodic variations in the de
tector signal having a frequency of 1 
min-lor greater. The lower limit of the 
dynamic range has also been termed 
the "minimum detectability" (1-5). 
However, the focus of this article is on 
linearity rather than detectability, and 
the latter will not be discussed here in 
any detail. We note only that the limit
ing concentrations for linearity and de
tectability are not necessarily the same. 

The upper limit of the dynamic 
range is the concentration at the point 
where the slope of the curve obtained 
by plotting detector response as a func
tion of concentration becomes zero. If 
the response curve never flattens to 
zero slope, the highest measured con
centration is taken as the upper limit of 
the dynamic range. (Under ordinary 
circumstances, this would represent a 
full-scale response at the detector's 
least-sensitive setting.) 

Before defining the term linear range 
as it applies to an LC detector, it is first 
necessary to define a linear detector. A 
detector is linear when the relationship 
of the detector output signal to the con
centration of the sample in the cell is 
rigorously described by a linear equa
tion of the form 

R =SC+Ro (1) 

where R = detector response (signal 
output) 

S = sensitivity (or response fac
tor) 

C = concentration 
Ro = response at zero concentra-

tion 

Note that the value for R is always 
measured relative to the baseline de
tector output, either as part of the pro
cess of area or height determination for 
a chromatographic peak or in the mea
surements required for a static test. 

Because, by definition, the detector 
response must be zero for zero concen
tration, the intercept, Ro, must equal 
zero for a linear detector. The equation 
then becomes 

R = SC (2) 

The slope of the line obtained by plot
ting response as a function of concen
tration (i.e., the response curve) is the 
constant S. For any point on this line, 
the value of S is obtained by dividing 
response by concentration: 

RIC =S (3) 

We therefore define a linear detector as 
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one for which the sensitivity (or re
sponse factor) of the detector, and 
therefore the slope of the response 
curve, has a constant value at all con
centrations. In practice, the linearity of 
a detector can be assessed by calculat
ing RIC over a range of concentrations 
and observing whether the values thus 
obtained are in fact constant to within 
some defined limit. 

The linear range of a detector can 
now be defined as the range of concen
trations over which the sensitivity (S) 
is constant to within a defined toler
ance. The ASTM practices for evaluat
ing GC detectors (1-5) employ this def
inition and specify a tolerance of ±5%. 
Similar definitions are likely to be in
cluded in ASTM practices for LC de
tectors (7). 

Observed linear ranges may vary 
considerably among detector types, 
and even from unit to unit. Among 
commonly used chromatographic de
tectors, the flame ionization detector 
used in GC has one of the broadest lin
ear ranges. The sensitivity (RIC) for 
this detector has been reported to be 
constant over 6 to 7 orders of magni
tude (2). 

The response of many detectors can 
be treated according to Equations 2 
and 3, at least for a limited range of 
concentrations. For cases in which non
linearity is found, a different mathe
matical approach may be required. 
Later we will discuss an approach that 
can be applied to the case of an "al
most-linear" detector. 

Experimental considerations 

To properly evaluate the detector in an 
LC system as a component, it is useful 
to isolate the detector from other sys
tem components. For nondestructive, 
concentration-sensitive detectors such 
as the LC detectors discussed here, an 
off-line (static) test is appropriate be
cause it allows the exact concentration 
of the test solution in the cell to be 
known at the time of measurement. 
With the detector disconnected from 
the LC system, test solutions may be 
introduced directly into the cell via a 
syringe, a pump, or another appropri
ate device. Measurements are then tak
en in a static mode (i.e., no flow 
through the detector cell). 

Note that a static test is inappropri
ate for destructive detectors (e.g., elec
trochemical detectors), which are less 
commonly used in Le. In cases for 
which a static test is inadvisable, some 
workers (8) have removed the LC col
umn and have introduced the test solu
tions directly into the flowing system. 
This approach may lead to erroneous 
conclusions regarding linearity unless 
care is taken to ensure that all system 



1~1.-------------------------------' 

(a) (b) 

/ 
,/ 

1~3 - IX Noise 

1~4i/ 
... ~ Minimum detectability 

10-5 ,----------

1~6 10-5 1~4 

O'~ ______ J-______ ~ ______ ~ 

10-3 10-2 
0,0 0,1 0,2 0,3 

Concentration (giL) Concentration (giL) 

Figure 1. Plot of photometric (UV) detector responses at 254 nm obtained from introduction of solution of acenaphthene into the 
flow cell, 
(a) Detector responses plotted as a function of concentration. Data point for lowest concentration omitted for clarity. (b) Enlarged plot on logarithmic axes of pho
tometric detector data. 

components (e.g., injector, pump) are 
operating correctly. However, for de
structive detectors, use of a flowing sys
tem is the only realistic approach. 

The experiment required for the 
measurement of the linear and dynam
ic ranges of a nondestructive detector is 
simple. Solutions of known dilutions of 
a standard substance having known de
tection properties (e.g., UV absor
bance, refractive index, conductivity) 
are introduced into the detector cell, 
and the response is noted. Between test 
solutions, the detector cell is flushed 
with clean solvent until a stable base
line is achieved. 

The chromatographer must be aware 
that the choice of test compound and 
detector operating parameters can af
fect the results of a linearity test. For 
instance, Pfeiffer et al. (9) note that the 
linearity of photometric detectors, 
which is adversely affected by an in
crease in the source slit width of the 
detector, is most pronounced with 
compounds whose spectra are changing 
significantly around the nominal wave
length of the detector. 

The existing ASTM practice for 
fixed-wavelength photometric detec
tors (10) specifies use of a compound 
having a broad spectral band in the vi
cinity of the wavelength chosen for the 
test (e.g., biphenyl or uracil at 254 nm). 
This could be regarded as a best-case 
scenario. However, Pfeiffer and co
workers suggest that only rarely will a 
single wavelength fall at a maximum or 
on a broad band for each compound in 
a mixture. They recommend testing 
under worst-case scenario conditions, 
such as benzaldehyde at 214 and 254 
nm or benzoic acid at 280 nm. The 
spectra of these substances are sharply 

sloped at these wavelengths, and it is 
anticipated that a narrower linear 
range would be determined under 
these conditions relative to the condi
tions specified by ASTM. 

It may be useful to test both the best
and worst-case conditions to obtain the 
most complete assessment of the detec
tor's performance. 

Evaluation of a photometric detector 

The response curve for a single wave
length photometric detector (I.e., UV 
detector) operated at 254 nm was ob
tained from the database collected dur
ing development of the existing ASTM 
standard recommended practice (10, 
11). As such, the source ofthe response 
data can be considered anonymous 
with respect to manufacturer, model 
number, and so forth. For this evalua
tion, acenaphthene was used as a test 
substance. Because the spectrum of 
acenaphthene has a broad, level valley 
in this wavelength region and because 
the detector's mercury lamp provides a 
narrow, intense band at this wave
length, this choice of test substance 
and wavelength represents the best
case scenario. 

The detector response, plotted as a 
function of concentration in Figure la, 
appears to generate an unexceptional 
response curve. All data points (except 
the one at the highest concentration) 
appear to fallon or near the straight 
line drawn from the origin to the penul
timate data point, implying detector 
linearity. Because Beer's law fails at 
high concentrations, the low response 
corresponding to the highest concen
tration is not unexpected. However, 
one needs to look at this situation more 
closely before conclusions regarding 

linearity can be drawn. 
We begin by determining the dy

namic range of this photometric detec
tor, based on Figure lao In keeping with 
ASTM procedures (7), the highest test
ed concentration (0.250 giL) is taken as 
the upper limit of dynamic range be
cause the curve in Figure la does not 
reach a plateau. The lower limit of the 
dynamic range (twice the short-term 
noise) is indicated on the enlarged plot 
(Figure lb). Because the noise level is 
far below the detector response for the 
lowest measured concentration, a plot 
with logarithmic axes is used to illus
trate the required extrapolation. A 
concentration of 1.75 X lO-6 gIL is de
termined to be the lower limit of the 
dynamic range. The dynamic range is 
expressed as the ratio of the upper and 
lower limits and is calculated to be 1.43 
X 105 in this case. 

To determine the linear range for 
this detector, we note that the points in 
Figure la appear to indicate a linear 
response that trails off slightly at the 
highest concentration tested. In this 
situation, many analysts would exclude 
the highest concentration standard 
and fit a least-squares line to the re
maining data. The correlation coeffi
cient would then be examined to deter
mine whether the use of a linear model 
is justified. For Figure la, r = 0.9999 
according to this approach, and most 
analysts would conclude that the de
tector is linear. However, it is well 
known (12) that nonlinear response 
curves can lead to r values of 0.9 or 
higher. The correlation coefficient pro
vides a useful check on linearity, but it 
cannot be relied upon exclusively. 

Another approach to determining 
the linear range is provided by ASTM 
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Standard Practice E685 (10-11). This 
practice explicitly assumes that a pho
tometric detector will be linear 
throughout most of its range, becoming 
nonlinear at high absorbance values 
because of deviation from Beer's law. 
The points are first fitted to a smooth 
curve (which need not be linear) as in
dicated by the solid trace in Figure 2. 
The method then specifies that a best
fit line be drawn from the origin 
through the data points (upper dashed 
line in Figure 2). A second line having 
slope equal to 95% of that ofthe best-fit 
line is then constructed (lower dashed 
line in Figure 2). The concentration 
corresponding to the point where the 
smooth curve through the data points 
intersects this second line is taken as 
the upper limit of the linear range; the 
lower limit is the same as for the deter
mination of the dynamic range. For the 
photometric detector, application of 
this procedure leads to a value of 1.36 X 
105 for the linear range. 

Although the ASTM standard prac
tice provides an approach to linearity 
assessment that is intuitive, it explicit
ly assumes the detector to be linear and 
therefore fails to convincingly demon
strate its linearity. In fact, the process 
of fitting a straight line tends to 
smooth the data and obscure any evi
dence of nonlinearity, especially for the 
lowest concentration standards (13). 

As described earlier, the linearity of 
a detector is most appropriately deter
mined by noting whether Equations 2 
and 3 hold true. Following this reason
ing, the linear range was previously de
fined as the concentration range for 
which S is constant to within a toler
anee of ±5%. We now apply this defini
tion to the example photometric detec
tor. For this detector, the response ide-

ally follows the Beer-Lambert law and 
Equation 2 becomes 

A = ,bC (4) 

where A = absorbance (detector re
sponse, R) 

, = extinction coefficient (a 
constant) 

b = optical pathlength (a con
stant) 

C = concentration 

In terms of Equation 2, A = Rand ,b = 
S. After making these substitutions, 
Equation 3 becomes 

RIC = AIC = ,b = S (5) 

The linearity plot. It is a simple 
matter to divide each of the measured 
detector responses by the correspond
ing concentration and observe whether 
the resulting sensitivity values are con
stant. This can be graphically repre
sented by a plot of sensitivity versus 
the logarithm of concentration. Such a 
plot, termed a linearity plot, is speci
fied in the ASTM Standard Practices 
for several GC detectors (1-5) and in 
the proposed Standard Practice for dif
ferential refractive index LC detectors 
(7). The same plot has previously been 
recommended over a log-log plot for 
the evaluation of deviations from lin
earity (13). 

Using calculated values of sensitiv
ity, a linearity plot was prepared for 
this photometric detector (Figure 3). 
For comparison, the response curve is 
presented in Figure 1a. Note that the 
linearity plot is a straight line sloping 
downward from left to right with no 
clearly defined horizontal region; that 
is, there is no region where the calculat
ed response factor (Equation 5) is con
stant. The appearance of Figure 3 sug-
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gests that the example photometric de
tector is really not linear at all 
according to the definitions we have 
given. This finding may come as a 
shock to some, especially given that the 
response curve in Figure 1a appears to 
be linear with the exception of the last 
point. 

To complete the determination of 
the linear range, a tolerance of ±5% 
must now be applied. Because there is 
no level portion of the linearity plot, 
the positioning of the tolerance region 
must be done arbitrarily. For this ex
ample, we select the 0.031 gIL standard 
to serve as the center of the linear 
range. The horizontal dashed lines in 
Figure 3 are constructed at 95% and 
105% of the S value corresponding to 
the chosen standard. The linear range 
for the example photometric detector 
is the concentration range for which 
the linearity plot lies between the hori
zontal dashed lines, and this spans just 
under 1 decade of concentration. Note 
that similar values for the linear range 
are determined if other standards are 
selected as the center of the linear 
range. 

Two treatments of the same data set 
have now generated strikingly differ
ent values for the linear range, ranging 
from 1.36 X 105 for the ASTM Stan
dard Practice to 9.52 for the linearity 
plot. The significance of this discrep
ancy becomes apparent only when the 
linear model is put into practice for the 
quantitation of unknown samples. The 
errors that may result from a mistaken 
assumption of linearity are discussed in 
the next section and lead to the conclu
sion that the linearity plot provides the 
most rigorous and useful evaluation of 
the suitability of a linear model for the 
detector response. 
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INSTRUMENTATION 

As indicated by the linearity plot, 
the example photometric detector is 
strictly linear over a narrow concentra
tion range. However, this situation 
does not preclude the use of this detec
tor for quantitative analysis over a 
broader concentration range if the cali
bration method is carefully chosen and 
properly applied. Even linear calibra
tion methods will give accurate results 
for selected concentration ranges (see 
below). A point-to-point or nonlinear 
calibration may also be used. (One spe
cific nonlinear calibration method is 
discussed in a later section on almost
linear detectors.) The important con
tribution of Figure 3 is to facilitate the 
recognition of nonlinearity. It is not the 
existence of nonlinearity but rather the 
analyst's failure to anticipate and ad
just for nonlinear behavior that can 
lead to poor quantitation. 

Possible errors due to assumed 
linearity. For the photometric detec
tor used in our example, the foregoing 
discussion suggests that a nonlinear 
calibration will provide the best model 
of detector response as a function of 
concentration over the full dynamic 
range. Many chromatography data sys
tems now allow for such calibration 
methods. Chromatographers, however, 
tend instinctively to use linear meth
ods or are limited to linear calibration 
by older data systems. It is useful 
to examine the extent to which lin
ear approximations may be applied to 
the photometric detector in question 
while simultaneously keeping inaccu
racies to a minimum. The static test 
data set of Figure 1a will be used as 
an example in the discussion that fol
lows. 

The simplest form of linear calibra
tion is single-point calibration, in 
which the calibration line is construct
ed between the origin and the response 
for a single standard. If the actual re
sponse curve is nonlinear, concentra
tions predicted on the basis of single
point calibration will only be correct 
for measured responses that fall within 
a narrow region centered around that 
of the calibration standard. The width 
of this region is determined by the ana
lyst's requirement for accuracy and 
amounts to about 1 decade for the pho
tometric detector in our example if a 
5% tolerance is specified. Response val
ues falling outside this range indicate a 
need to recalibrate at a concentration 
closer to that of the unknown and to 
reanalyze the sample. 

The linearity plot of Figure 3 pro
vides a clearer view of the problems 
introduced by this calibration method. 
The solid and dashed horizontal lines 
used previously to determine the linear 
range also enclose the range in which 

the single-point calibration will yield 
acceptable performance, assuming that 
the 0.031 gIL standard is now used as 
the calibration point. Should the actual 
concentration of acenaphthene in an 
unknown fall within the linear range 
indicated in Figure 3, concentrations 
calculated on the basis of this single
point calibration will be within 5% of 
the correct value. Outside this region, 
errors will exceed 5% and will become 
increasingly large (on a percentage ba
sis) the further the concentration is 
from the calibration point. 

Another common linear calibration 
approach is the fitting of a least
squares line to several data points. A 
nonzero intercept is generally allowed 
in this approach. Use of a least-squares 
line fitted to all but the highest concen
tration standard of the present data set 
expands the concentration range for 
which acceptable quantitation can be 
obtained. For example, if the ±5% tol
erance used in the previous discussion 
is allowed, the concentration range giv
ing acceptable quantitation is expand
ed from 1 decade to nearly 3 decades by 
adopting a least-squares line in place of 
single-point calibration. 

The apparent goodness of fit over 
most of the dynamic range of the detec
tor is seen in Figure 4. At first glance, 
the least-squares line appears to pro
vide an excellent fit for all but the high
est concentration standard. Because 
chromatographers are conditioned to 
expect their detectors to be linear, the 
eye is easily deceived by the appear
ance of Figure 4 and linearity is accept
ed. Closer inspection reveals that the 
least-squares line lies above the re
sponses for both the highest and lowest 
standards, revealing the underlying 
curvature of the actual response plot. 
This lack of fit leads to substantial er
rors when the least-squares line is used 
for quantitation of unknowns having 
concentrations at either extreme of 
Figure 4. One price that must be paid 
for the smoothing inherent in the fit
ting of a least-squares line is the intro
duction of a nonzero y intercept value 
(the Ro term in Equation 1). This will 
result in gross errors in calculated con
centrations at very low response levels. 
In fact, negative concentrations would 
be calculated for observed responses 
less than the Ro value (0.0099 AU in 
this case). 

Neither single-point calibration nor 
a least-squares line provides an ade
quate model of the detector's response 
behavior throughout its dynamic 
range. Alternate mathematical treat
ments, now available on many chroma
tography data systems, can provide a 
much more satisfactory model. One 
particularly useful mathematical mod-
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Figure 4. Least-squares calibration line 
for photometric detector. 

el is considered in detail later in this 
article. 

The photometric detector discussed 
in this section was evaluated using a 
static test. However, a similar linearity 
plot can be obtained based on peak 
heights or integrated peak areas in a 
flowing system, as will be demonstrat
ed in the next section for a differential 
refractive index detector. For the spe
cific photometric detector discussed in 
this section, we conclude that linearity 
is strictly observed over only a narrow 
range of concentrations. This conclu
sion should not be regarded as specific 
to photometric detectors in general or 
to one particular manufacturer or de
sign type. It is our experience that 
many LC detectors exhibit nonlinear 
behavior that is overlooked by most 
users. For example, the next section 
presents evidence of nonlinear behav
ior in differential refractive index de
tectors representing different models 
and manufacturers. 

Evaluation of differential refractive 
index detectors 

The second most commonly employed 
detector in LC is the differential re
fractive index detector. Detection is 
based on measurement of the differ
ence in refractive index between a solu
tion of an analyte and the pure solvent. 
The solvent may itself be a mixture, 
provided that its composition remains 
fixed throughout the analysis. The re
sponse of a differential refractive index 
detector follows Equation 6 for analyte 
concentrations of ~5% or less (14): 

n-n2=v j (n j -nJ (6) 

where Vj = volume fraction of the ana
Iyte 

nj = refractive index of pure an
alyte 

n2 = refractive index of pure sol
vent (contained in a refer
ence cell) 

n = refractive index of solution 
in sample cell 

Equation 6 is in the same form as 
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Figure S. Response curves for three 
differential refractive index detectors. 
(a) Detector A. (b) Detector S, and (e) Detector C. 

Equation 2 (R = SC). The refractive 
index difference, n - n2, is the observed 
detector response (R). The volume 
fraction corresponds to the concentra· 
tion variable (C), and the difference in 
the refractive indices of pure analyte 
and solvent corresponds to the sensi
tivity constant (S). 

A full method for the evaluation of 
differential refractive index detectors 
is not currently available in the litera
ture. Glycerol-water solutions have 
been used as calibration standards in 
conjunction with log-log plots of re
sponse versus concentration data to es
timate linear range (J 5). For example, a 
solution of 0.871 g of glycerol in 1 L of 
water has a refractive index 10-4 Re
fractive Index Units (RIU) greater 
than that of water. Because a log-log 
plot establishes linearity only if its 
slope is unity, the existing literature 
approach was not considered suitable 
as a general approach to linearity eval
uation. 

A proposal entitled "Standard Rec
ommended Practice for Refractive In
dex Detectors Used in Liquid Chroma
tography" has recently been completed 
and submitted to the ASTM Commit
tee E19 on Chromatography (7). This 
proposal incorporates as standards the 
glycerol-water solutions recommended 
previously because of the stability of 
these solutions at room temperature. 
The standards are used to obtain de
tector responses, which in turn are used 
to prepare response curves and linear
ity plots. 

The response curves (Figure 5) and 
linearity plots (Figure 6) for three com
mercially available differential refrac
tive index detectors were determined 
as part of the development of the pro
posed ASTM Standard Practice (7). 

In Figure 5, the three detectors ap
pear at first glance to differ drastically 
in their linear range. However, the lin
earity plots of Figure 6 reveal that each 
of the detectors has a bona fide linear 
range, spanning 2 or 3 decades. This is 
much narrower than might be expected 
on the basis of Figure 5 but is clearly 
indicated by the linearity plots of Fig
ure 6. Detectors Band C show severe 
nonlinearity at high concentrations. 
Detector A, conversely, shows nonlin
earity primarily at the lowest concen
trations tested, with a trend to increas
ing values of sensitivity (RIC) as con
centration is reduced. The overall 
appearance of Figure 6a is similar to 
that observed for the photometric de
tector and will be examined further be
low. 

Special considerations when testing 
differential refractive index detectors 

An important difference between the 
evaluation of differential refractive in
dex detectors and photometric detec
tors arises from the fact that differen
tial refractive index detectors measure 
a bulk property of a solution rather 
than a molecular property of the ana
lyte. The response is therefore influ
enced by any factor that affects tbe re
fractive index of either the sample so
lution or the reference solvent. 

The refractive index of a solution is 
strongly dependent on changes in solu
tion density, which in turn is depen
dent on temperature and pressure. In 
commercial detectors, the temperature 
at the sample and reference cells is held 
constant by heat sinks or constant
temperature ovens, thus minimizing 
this potentially serious problem. Under 
the static conditions used in the ASTM 
proposal, there is no possibility of pres
sure fluctuations from a solvent deliv
ery system affecting the measure
ments. Atmospheric pressure changes 
during the course of a measurement 
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Figure 6. linearity plots for three differ
ential refractive index detectors. 
(a) Detector A, (b) Detector B, and (e) Detector C. 

should also not be a factor. 
The most difficult problem to con

trol is that caused by changes in the 
amounts of dissolved atmospheric gas
es in the test solutions vis-a.-vis the ref
erence solvent (which is normally iso
lated in a closed reference cell). The 
refractive index of fully degassed water 
is greater than the refractive index of 
water saturated with air at room tem
perature by 1.5 X 10-6 RID. As little as 
1 % of this difference is equivalent to 
the noise level of many contemporary 
refractive index detectors, which is on 
the order of 10-8 RIU or less. In prac
tice, it is difficult to maintain fully de
gassed solvent (and test solutions). 
Therefore, relatively small changes in 
the concentration of dissolved gases 
present in each test solution will lead to 
substantial baseline disturbances or 
drift, especially at the most sensitive 
detector settings. 

To assure a stable dissolved air con
centration, it is preferable to used air-
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saturated water to prepare the test and 
reference solutions, as these solutions 
will be in equilibrium with the atmo
spheric gases (14), Even with this pre
caution, small changes in ambient tem
perature could affect the dissolved gas 
concentration enough to seriously per
turb measurements of the very dilute 
test solutions required to give respons
es approaching the noise level. Accord
ingly, the proposed ASTM Recom
mended Practice specifies a glycerol
water solution with an expected refrac
tive index differential of 10-6 RIU as 
the most dilute test solution, Unfortu
nately, in the case of Detectors A and C 
this results in a need for extrapolation 
to find the lower limit of dynamic 
range. Because linearity cannot be as
sumed without proof, the required ex
trapolation may set an incorrect lower 
limit for the linear range of highly sen
sitive detectors capable of measuring 
refractive index differences well below 
10-6 RIU, 

On-line testing of detectors 

The static test recommended by the 
ASTM (7, 10) has the advantage of iso· 
lating the tested component (i.e., de
tector) from the remainder of the chro
matographic system. However) an on
line (dynamic) test offers several 
improvements over the static test in 
the case of the differential refractive 
index detector, First, the on-line test is 
easier to perform, although it does re
quire careful attention to the proper 
performance of all system components. 
In addition, an on-line test allows test
ing of the detector down to its lowest 
response levels, because dissolved at
mospheric gases (or other interfering 

components) can be chromatographi
cally resolved from the test solute. The 
limits imposed by dissolved gases (and 
other solutes) in the test solutions indi .. 
cate the need for on-line testing of the 
differential refractive index detectors 
considered here, 

Although liquid chromatographers 
rarely regard dissolved atmospheric 
gases as analytes to be separated, these 
sample components can in fact be re
tained under typical chromatographic 
conditions, as Figure 7 indicates. The 
separation of dissolved gases is also 
commonly observed in gel permeation 
chromatography, where certain "arti
fact peaks" that elute after the inclu
sian volume result from dissolved gas
es. Thus, an on-line LC test enables the 
assignment of responses to dilute stan
dards without interference from dis
solved gases. In this way, extrapolation 
can be avoided and the detector can be 
more adequately characterized over its 
full dynamic range. 

On-line testing is carried out by 
making injections of a series of dilu
tions of a test substance. The trade-off 
for the ability to evaluate the full range 
of detector responses is the possibility 
that the observed response may be in
fluenced by a system component other 
than the detector. All system compo
nents must be working to specification 
in order to ensure that conclusions re
garding linearity are attributed cor
rectly to the detector, 

For on-line testing, the dynamic and 
linear ranges are determined by treat
ing peak height or peak area data in the 
manner described for the static test, 
With proper choice of column and mo
bile phase, some of the problems en-

Figure 7. Chromatogram of glycerol and atmospheric gases, 
Waters Fast Fruit Juice column: 7.8 X 150 mm; column temperature: 50°C; Injection volume: 20 ILL; 
mobile phase: water, maintained at 70 °C, at 1.0 mLlmin. Peaks: glycerol (4.2 min) and atmospheriC gas
es (5.90 and 6.15 min). (Column and solvent temperatures selected to emphasize the response for dis
solved gases.) 
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Figure 8. Linearity plot for on-line test of differential refractive index Detector D. 
(a) Peak heights and (b) peak areas. 

countered in off-line testing may be ob
viated. In the case of refractive index 
detectors, the dissolved atmospheric 
gases in the sample solution can be 
made to elute separately from the stan
dard peak(s). 

The selection of column, eluent, and 
solute for the on-line test should ideal
ly reflect the analysis for which the test 
detector will be used. For example, if 
the differential refractometer is most 
often used for polymer analysis, the on
line test might involve GPC columns, 
THF eluent, and polystyrene stan
dards. For purposes of this article, the 
analysis of glycerol was selected to al
low the greatest possible consistency 
with the off-line ASTM test results. 

Peak height measurements were ob
tained for a series of aqueous solutions 
of glycerol that encompassed those 
used in the off-line (static) test. Detec
tor D was used in an LC system that 
included a Waters Fast Fruit Juice col
umn and water as eluent. The linearity 
plot prepared from this data set is 
shown in Figure 8a. Note that this fig
ure includes concentrations that corre
spond to detector responses below the 
limit of testing for Figure 6 because the 
LC column separates the atmospheric 
gases from the glycerol peak. 

Inspection of Figure 8a reveals three 
regions of different behavior: nonlinear 
regions at the highest and lowest con
centrations and a region of linearity at 
intermediate concentrations. The hori
zontal portion of the linearity plot 
spans approximately 2 decades of con
centration. Inspection of the chro
matograms from which Figure 8a was 
derived indicated peak broadening for 
the highest injected quantities. This 
suggested that column overload might 
be responsible for the drop in response 

factor based on peak heights for the 
most concentrated standards. To test 
this, peak areas were determined for 
the chromatograms corresponding to 
the top 11 standards in Figure 8a. The 
resulting linearity plot (Figure 8b) 
shows 3 decades of linearity for Detec
tor D when peak areas are used, an im
provement of 1 decade. This provides a 
good example of a system contribution 
to nonlinearity that should not be at
tributed to the detector. 

Also shown in Figures 8a and 8b are 
the ±1" range for each measurement, 
centered about the mean of the four 
individual measurements taken for 
each standard. Relative standard devi
ation (RSD) is ±4% or better across the 
entire test range for peak heights. For 
peak areas, precision is better than 
±3% down to the lower limit of the lin
ear range. (Note that the chromato
grams obtained for the lowest four 
standards represent a signal-to-noise 
ratio of 13 or less. Heights and areas 
derived from these chromatograms 
were useful for detector evaluation but 
would probably not be used for routine 
quantitation.) 

The "almost-linear" detector in LC 

The preceding discussions of linearity 
for the two most widely used LC detec
tor types imply that such detectors 
may be nonlinear in response through a 
portion of their dynamic range. De
pending on the specific detector, a 
strict linear model can be applied suc
cessfully over a 1-3 decade concentra
tion range. If it is necessary to use the 
detector outside the linear image, more 
accurate predictions of the concentra
tion corresponding to a given detector 
response will be obtained when nonlin
ear functions are used as mathematical 
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models. Fowlis and Scott (16) have de
vised a mathematical treatment to de
scribe a detector whose response curve 
displays a small degree of curvature 
throughout the dynamic range, which 
has been termed an "almost-linear" de
tector (6). For this detector, Fowlis and 
Scott suggest that Equation 2 be modi
fied by inclusion of an exponential 
term as follows: 

R = 8*ex (7) 

where Rand e are detector response 
and concentration as above and 8* is a 
constant corresponding to the appar
ent detector sensitivity at a concentra
tion of 1. The exponent x (termed the 
response index by Scott [6]) need not 
be an integer. 

When the response index x is exactly 
equal to 1, Equation 7 reduces to Equa
tion 2, and the detector is linear. As the 
value of x becomes either progressively 
greater than or less than 1, the curva
ture of the response curve increases. It 
is useful to know the numeric value of 
x, which can be determined from a log
log plot of the response data. Taking 
the logarithm of both sides of Equation 
7, we obtain 

log (R) = x [log (e)l + log (8*) (8) 

A plot of the log of detector response as 
a function of the log of concentration 
will give a straight line with slope x for 
detectors having response curves corre
sponding to Equation 7. Note that a 
straight line log-log plot implies actual 
linearity if, and only if, the slope, x, of 
the log-log plot is equal to 1. Fowlis and 
Scott claim that detectors having a re
sponse index between 0.98 and 1.02 can 
be treated as linear for most practical 
purposes (6). The fact that the re
sponse behavior of a detector follows 
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Equation 7 rather than Equation 2 can 
be easily diagnosed from the linearity 
plot. By dividing both sides of Equa
tion 7 by C, we obtain Equation 9: 

RIC = S'C(x-l) (9) 

Here RIC is not a constant but is de
pendent on concentration (except 
when x = 1). A linearity plot will not be 
horizontal in this case; a different value 
of RIC will be seen for each concentra
tion. 

Figure 9 shows linearity plots calcu
lated according to Equation 9 for sever
al values of x. All of the curves in the 
figure show a slight concave-up curva
ture, which becomes more pronounced 
as the x value departs from 1. When x is 
less than 1, the data points lie on a 
downward-sloping curve; when x is 
greater than 1, the values of RIC in
crease with concentration. When the 
linearity plot of a detector has the gen
eral appearance of one of the curves in 
Figure 9, a log-log plot following Equa
tion 8 should be prepared. If the data 
points of this log-log plot rigorously 
fall on a straight line, it may be safely 
assumed that the response ofthe detec
tor is described by Equation 7. Values 
of x and S· are then determined from 

\ 

the log-log plot, and a nonlinear rela
tionship is prepared. 

Photometric detector. The linear
ity plot prepared for the photometric 
detector in our example (Figure 3) sug
gests that the response behavior of the 
tested photometer will follow Equation 
7 more closely than Equation 2 and 
that the value of x will be less than 1.0. 
A log-log plot was therefore prepared 
for this detector. As expected from the 
appearance of the linearity plot, the 
log-log data fit a straight line with a 
high degree of confidence. Linear re
gression analysis gave a slope of 0.944 
for the log-log plot, which is thus the 
value of the response index x. A value 
of 7.00 was determined for S·. 

After substituting these values into 
Equation 7, we obtain 

R = 7.00 CO.944 (10) 

The fit between this nonlinear model 
and the actual response curve (Figure 
la) can be judged by comparing calcu
lated R values with actual measure
ments for each standard. When this is 
done, an agreement to within 5% of the 
observed response is observed at each 
concentration. By comparison, a fitted 
least-squares line led to predicted re-

/ 
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x = 1.00 

\ = 0.95 
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Figure 9. Hypothetical linearity plots for a detector conforming to Equation 7, using 
value of S' determined for Detector D. 
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sponses that differed by as much as 
29% from measured values. This clearly 
demonstrates the value of using a tool 
such as the linearity plot to reveal the 
need for a nonlinear model. 

Differential refractive index de
tector. Detector D provides a second 
example of an almost-linear detector. 
When peak heights from on-line test
ing are used, the linearity plot for this 
detector (Figure 8) has a more complex 
shape than that of the photometric de
tector, and it is not initially clear 
whether Equation 7 can be applied. 
Note, however, that the curves in Fig
ure 9 for x<1 resemble Figure 8a over 
much of the concentration range. 

Previous discussions of Detector D 
indicated that a linear model can be 
used over a range of about 2 decades for 
peak height (3 decades for peak area), 
giving agreement of 5% or better be
tween calculated and measured re
sponses for the standard solutions. Ap
plication of Equation 7 might expand 
the range that Can be accurately mod
elled' perhaps allowing the use of a 
greater portion of the detector's dy
namic range. 

Following the same procedure as for 
the photometric detector, values of x 
and S· for Equation 7 were determined 
from a log-log plot prepared from the 
peak-height data for Detector D. The 
resulting model was used to calculate a 
peak-height response corresponding to 
each standard; the predictions were 
generally within 15% of the actual re
sponse, except for the highest amount 
injected. The calculated response for 
this standard was 44% above the actual 
values. Thus the full 5.3-decade range 
of tested concentrations cannot be ade
quately fit by Equation 7. However, re
moving the two highest standards im
proved the overall fit dramatically. For 
this 4.7-decade range of concentra
tions, predicted peak heights agree to 
within 8% for all but one standard (the 
third-lowest standard, which appears 
to be an outlier). The average deviation 
for all of the standards is 4.8%. 

The 4.7-decade range of concentra
tions that can be treated by the almost
linear model is contrasted with the 2-
decade range for peak heights (3 dec
ades for peak area) over which Equa
tion 2 applies. The use of a least
squares line to model the response of 
Detector D fails to provide a solution, 
leading to errors as large as 4682% 
within the same 4.7 -decade range. 

As with the photometric detector, 
the linearity plot provides the essential 
diagnosis of nonlinear behavior for the 
differential refractive index detector. 
The choice of action is then left to the 
analyst. In this article, we have pro
posed either that a linear model be ap-
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plied over a restricted concentration 
range or that a nonlinear model be ap
plied over a broader range. Modern 
data systems permit many additional 
options that are not addressed here, in
cluding logarithmic, polynomial, and 
point-to-point models. It is not the 
purpose of this discussion to endorse 
anyone model but rather to emphasize 
the need for the careful testing of lin
earity with a tool such as the linearity 
plot. 

Conclusions 

LC detectors are generally rugged and 
reliable devices; nonetheless, they may 
not exhibit linear behavior under all 
operating conditions. Nonlinearity 
may be subtle. The usual linear plot of 
response versus concentration may 
look good at first glance, but if nonlin
earity is not taken into account, size
able errors in quantitative calculations 
may result. With today's emphasis on 
Good Laboratory Practice, Good Man
ufacturing Practice, and so on, it is im
portant that linearity be verified and 
not assumed. 

The procedure we have described is a 
straightforward approach to linearity 
testing that emphasizes deviations 
from linearity that some testing ap
proaches miss. Furthermore, this pro
cedure avoids the use of columns and 
separations whenever possible in order 
to focus the test on the detector itself 
and to avoid uncertainties introduced 
by injection and other possible vari
ables. However, problems such as those 
with dissolved gases may lead to a need 
for on-line testing for certain detector 
types. In addition, destructive detec
tors should be tested On line. The lin
earity testing and plotting approach 
presented here is equally useful for on
and off-line testing. 

Because linearity can be affected by 
both the specific operating conditions 
and the chemical nature of the sample, 
it is generally recommended that the 
linearity of an analysis be checked us
ing the exact conditions under which 
the analysis will be performed. Thus, 
when developing an analytical method, 
it is advisable to run a series of stan
dards spanning the expected unknown 
concentration range and to prepare a 
linearity plot for the analysis. This ex
ercise will establish the linearity or 
nonlinearity of the complete chromato
graphic system for the analysis and 
guide the user in determining the prop
er calibration method. 

We wish to thank T. Linkkila (Waters) for assist
ance with data collection, G. Dupre (Exxon) for 
valuable discussions, and C. Galgano and J. New
man (Waters) for assistance with the preparation 
of the manuscript. 
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chemistry from MIT, his M.S. degree in organic chemistry from Yale, and his 
Ph.D. in organic chemistry from Harvard. Ekmanis's research interests include 
viscometric detection of polymers and analysis of polymeric formulations. 

Brian A. Bidlingmeyer (back right) is vice president and technical director of 
Waters Chromatography Division of Millipore Corporation. He received his A.B. 
degree cum laude in chemistry from Kenyon College and his Ph.D. in analytical 
chemistry from Purdue. Bidlingmeyer's research interests include the investiga
tion of chromatographic retention mechanisms and the development of special
ized applications. He is currently chairman of ASTM Committee E19 on Chroma
tography. 
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NUPRO 
Valves 
and 
ilters 

for Analytical 
Applications 
NUPRO Valves and Filters offer these 

and choices: 
Connections: SWAGELOK@ Tube 

Tube Stub, Weld, 
& VCR" 

Service Ratings: vacuum to 6000 psi; 
temperatures to 900°F 

STOCKED FOR IMMEDIATE 
DELIVERY BY AUTHORIZED SALES 
AND SERVICE REPRESENTATIVES. 
Nupro Company, 4800 East 345th St., 
Willoughby, OH 44094 

FILTRATiON 
Inline and tee type filters to protect 
instruments by removing hard particle 
contamination from fluid lines 

choice of sintered and wire mesh 
elements from 0.5 to 440 microns 

CIRCLE 154 ON READER SERVICE CARD 
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Valves for precise flow control in laboratory 
and instrument systems 

accurate, repeatable flow adjustme!ll 
with no initial surge 

compact low dead space 

CHECK & RELIEF 

cracking pressures 1/3 to 6000 psi 



MEETINGS 

16th Annual Meeting October 1-6, 1989 

The 16th annual meeting of the Fed
eration of Analytical Chemistry 
and Spectroscopy Societies 

will be held Oct. 1-6 at the 
Inn and Towers in Chicago, IL. 

The meeting is sponsored by the Soci
for Applied Spectroscopy (SAS), 

of Analytical Chemistry of 
the American Chemical Society (ACS), 
the Association of Analytical Chemists 
(ANACHEM), the Analysis Instru
mentation Division of the Instrument 
Society of America, the Chromatogra-

Delaware Valley, and 
Society. 

More than 800 research papers and 
90 presentations are scheduled. 
An exhibit featuring state-
of-the-art equipment and services will 
run for four days in conjunction with 
the The exhibition will be 
housed in Hilton's Northwest Ex-
hibitHal1. 

The program will be highlighted by 
the presentation of several awards. The 
ANACHEM Award will be presented 

to Harry Pardue at a special sympo
sium on Wednesday, Oct. 4. D. M. Lub
man, C. H. Sin, and H. M. Pang will 
receive the Meggers Award, and C. 
Horlick, S. Tan, and M. Vaughan will 
be presented with the Lester Strock 
Award on Tuesday, Oct. 3. A. C. Al
brecht and M. E. Jacox will receive the 
1988 and 1989 Lippincott Awards, re
spectively, on Thursday, Oct. 5. The 
FACSS Student Award, the Tomas 
Hirschfeld Scholar Awards, and anum
ber of additional SAS awards will also 
be presented. 

The ACS is offering a series of short 
courses in conjunction with the meet
ing. For more information, see p. 999 A 
of this issue. Three SAS short 
courses-Plasma Spectrochemical 
Analysis, FT-IR Spectrometry, and 
Modern Experimental Spectroscopy
will also be offered. For information on 
these courses, contact Jo Ann Brown, 
Society for Applied Spectroscopy, P.O. 
Box 64008, Baltimore, MD 21264 (301-
694-8122). 

Chicago 

The meeting will a scientific 
software fair in conjunction with the 
instrument exhibit. Participating firms 
will display their software packages so 
that attendees may obtain hands-on 
experience with a variety of products. 
In addition, an employment bureau 
will operate during the meeting. For 
additional information, contact Foad 
Mozayeni, Akzo Chemicals, Inc., 8401 
W. 47th St., McCook, IL 60525 (312-
442-7100). 

Hours for registration will be Sun-
day, Oct. from 6 P.M. to 8:30 
Monday, 
P.M.; Tuesday, 3, through Thurs
day, Oct. 5, from 8:00 A.M. to 4:30 P.M.; 
and Friday, Oct. 6, from 8:00 A.M. to 
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10:00 A.M. Registration fees are as fol
lows: preregistration, $75; on-site regis
tration, $95; single day, $50; full-time 
student, $15. The deadline for advance 
registration is Sept. 15. For additional 
information, contact Sydney Fleming, 
24 Crestfield Road, Wihnington, DE 
19810 (302-695-4572). 

Hotel rooms have been reserved at 
the Chicago Hilton and Towers, Essex 
Inn, Blackstone, and Congress Hotels. 
For housing information, contact 
FACSS Housing Bureau, Chicago Con
vention and Visitors Bureau, McCor
mick Place on-the-Lake, Chicago, IL 
60616. 

Further information about the meet
ing is available from Paul Bourassa, 
General Chairman, Memphis Environ
mental Center, 2603 Corporate Ave., 
East, Suite 100, Memphis, TN 38132 
(901-345-1788) or Robert Michel, Pro
gram Chairman, Dept. of Chemistry, 
University of Connecticut, 215 Glen
brook Rd., Storrs, CT 06269-3060 (203-
486-3143). The complete preliminary 
program follows. 

Program 
MONDAY MORNING 

Surface Studies of Materials 

Arranged by T. Barr 

New Approaches in the Physical 
Characterization of Globally Amorphous 
Catalytic Materials. H. C. Foley, A. Saito, D. 
Latyatis, N. Bamsal, C. Oybowski, U of Delaware 

Characterization of Cobalt Clusters In 
Zeolites. S. Suib, U of Connecticut 

Optical and Electron Spectroscopy of Oxides. 
P. Stair, Northwestern U 

Advances In Spatially Resolved ESCA. 
B. Tonner, U of Wisconsin, Milwaukee 

Direct Recoil and Ion ScaHering 
Spectroscopy. A. Krauss, Argonne National 
Laboratories 

Application of EELS to the Study of Zeolites. 
G. Zajac, Amoco Chemical Co. 

Recent Advances in Auger Spectroscopy. 
J. Donner, Allied Signal 

Characterization of Green~State Ceramics via 
Proton (1H) NMR Imaging. S. L. Dieckman, N. 
Gopalsami, P. S. Wong, W. A. Ellingson, R. E. 
Botto, Argonne National Laboratories 

Forensic Applications of MS 

Arranged by D. D. Fetleroif 
Explosives Detection by MS. S. McLuckey, 

G. GUsh, Oak Ridge National Laboratory 
MS In Urine Drug Analysis. J. Cody, Dept. of 

the Air Force 
Forensic Applications of Pyrolysis GC/MS. 

T. Munson, St. Cloud State U 
MS of Fentanyl Analogues. D. Cooper, DEA 
Forensic Applications of Tandem MS. D. D. 

Fetterolf. FBI 

Meeting Officers 
General Chairman: Paul Bourassa, Memphis Environmental Center 

Program Chairman: Robert Michel, University of Connecticut 
Chairman of the Governing Board: Alexander Scheeline, University of Illinois 
Exhibits Chairman: Edward Brame, Jr., Crippen Consultants 
Secretary: Keith Olson, General Motors 

Treasurer: Ronald Schroeder, Wayne State University 

Automation and Robotics in Biological and 
Chemical Analysis 

Arranged by L. B. Fox 

Generic Automated Sample Preparation 
(GASP). R. Sharp, Upjohn 

Automated Approach to the Development of 
Sample Preparation Procedures. P. Beals, 
Waters/Millipore 

Track~Mounted Robot To Prepare Samples for 
HPLC. A. Solenki. R. Lipscomb, CyberFluor 

On~Llne Quality Control Checking of 
Pharmaceutical Products. M. P. Ramsay, R. 
Lipscomb, Parke Davis 

Smart Cell-An Approach to Networked 
Automation. A. Martin, Source for Automation 

Lab Automation through Intelligent Control 
and Networking. D. Cunningham, Ocean Spray 
Cranberries 

Application Of Robotics for Automation of a 
Water Testing Lab. R. L. Casselberry, Rohm and 
Haas 

APOCALYPSE-An Automated Protein 
Crystallization System. N. Jones, J. 
Swartzendruber, J. Deeter, O. Clawson, P. Landis, 
Eli Lilly 

Advances In New Sources for AtomiC 
Spectroscopy 

Arranged by A. Montaser 

Excitation Sources for Analytical Atomic 
Spectroscopy: SOme Views from the Sidelines 
on a Very Hot SubJect. V. Fassel, Iowa State U 

Characterization of a Laser~Produced Plasma 
from a Solid Target. J. M. Mermet, M. Autin, A. 
Briand, P. Mauchien, U Claude Bernard 

Atmospherlc~Pressure RF Sputtering Source 
for Direct Analysis of Solid and Liquid Samples. 
M. W. Blades, D. C. Liang, U of British Columbia 

Studies on a New Microwave Plasma Torch 
as an Excitation Source fOr AES. Q. Jin, C. Zhu, 
M. W. Borer, G. M. Hieftje, Indiana U 

Fundamentals of High-Frequency Plasma 
Generation Using Electromagnetic Surface 
Waves. M. MOisan, J. Hubert, Z. Zakrzewski, U of 
Montreal 

Hollow Cathode Ion Bombardment Furnace 
for AES. S. Tanguay, R. Sacks, U of Michigan 

Atomic Emission and MS of He ICPs Formed 
at 6 to 41 MHz. A. Montaser, I. Ishii, H. Tan, R. H. 
Clifford, George Washington U 

Fundamentals of the Graphite Furnace 

Arranged by J. A. Holcombe 

Temperature Dependence of Atomization 
Efficiencies tn a Spatially and Temporally 
Isothermal Graphite Furnace. W. Frech, D. C. 
Baxter, U of Umea, Sweden 

Study of ETA Profiles. D. R. Olivares, W. 
Olivares, lawrence Berkeley Laboratory 

Energetics of Initial Release and 
Redesorptlon of Analyte Atoms in GFAAS. R. 
Sturgeon, National Research Council of Canada 

Carbide Formation and Behavior In GFAAS by 
Real~Tlme MS. D. L. Styris, L. Prell, Battelle 
Pacific Northwest 

GFAAS Exit Ports. R. Lovett, West Virginia U 
Comparison of Experiment and Theory in the 

Formation of an Absorbance Signal in GFAAS. 
O. A. Guell, J. A. Holcombe, U of Texas 

Impact of Kinetics on Analyte Loss and Matrix 
Decomposition Mechanisms in Graphite Furnace 
Atomizers. G. Rayson, M. R. Fresquez, D. A. 
Lenhoff. New Mexico State U 

Use of Pattern Recognition Techniques To 
Discern Peak Shape Differences between 
Standards and Samples. J. Harnly, U.S. Dept. of 
Agriculture 

Recent Advances In Analytical 
Biotechnology 

Arranged by N. A. Farid 
Mlcroenvlronmental Contributions to the 

Chromatographic Behavior of Proteins. 
F. Regnier, Purdue U 

Application of Capillary Zone Electrophoresis 
to the Separation and Characterization of 
Recombinant Protein Products. R. G. Nielsen, 
R. M. Riggin. N. A. Farid, E. C. Rickard, Lilly 
Research Laboratories 

Separation of Immune Complexes of Human 
Growth Hormone without a Stationary Phase 
Using Capillary Zone Electrophoresis. G. S. 
Sittampalam, R. G. Nielsen. E. C. Rickard, Lilly 
Research Laboratories 

Recent Advances In LC/MS and CZE/MS In 
Bloanalytlcal Chemistry. R. M. Caprioli, U of 
Texas Medical School 

Curve Resolution Methods In 
Chromatography 

Arranged by P. J. Gemperline 

Interactive SeH~Modellng MultiVariate Mixture 
Analysis: Practical Examples from an Industrial 
Environment. W. Windig, Eastman Kodak 

Kalman FIHerlng Methods for Curve 
Resolution In LC and TLC. S. Rutan, T. L. Cecil, 
D. D. Gerow, Virginia Commonwealth U 

PurHy Analysis In Chromatography: 
EValuation of Univariate and MuHlvarlate 
Approaches. S. Ramos, Infometrix 

Improvement of SVD Properties by Empirical 
Rank~1 Weights. R. Shrager, NIH 

Tensorlal Approaches to Deconvolution. 
E. Sanchez, Infometrix/U of Washington 

Least~Squares Chromatographic Baseline 
Correction and Hs Effect on Peak Deconvolution. 
R. Lacey, Hewlett-Packard 
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Curve Resolution Using Nonlinear 
Optimization. S. Neal. U of Washington 

Maximum Likelihood Processing of Three
Dimensional Diode Array Chromatograms. L. K. 
DeNoyer, J. G. Dodd, G. E. Barringer, Spectrum 
Square Associates 

Glow Discharge MS 

Arranged by W. W. Harrison 

Glow Discharge MS: No Longer "Promising" 
Technique. W. W. Harrison, U of Florida 

Glow Discharge MS as a QuantHative 
Analysis Technique. W. H. Christie, Oak Ridge 
National Laboratory 

Ionization and Recombination Processes In a 
Low~Pressure Glow Discharge Ion Source. W. A. 
Vieth, J. C. Huneke. N. J. McKinnon, Charles 
Evans and Associates 

Planar Magnetron Low~Pressure, Hlgh~ 
Efficiency Ion Source for Glow Discharge MS. 
l. McCaig, R. Sacks, D. Lubman, U of Michigan 

Applications of the VG 9000 In Inorganic 
Solids Analysis. J. Clark, G. Ronan, D. Wheeler, 
VG MicroTrace 

Glow Discharge MS Employing a Double
Quadrupole Spectrometer. R. K. Marcus, D. C. 
Duckworth, Clemson U 

Sputter Ablation Studies In a Glow Discharge 
Ion Source. C. M. Barshick, W. W. Harrison, U of 
Florida 

Analysis of Ceramics by Glow Discharge MS. 
D. L. Dugger, G. P. Maklae, GTE Laboratories 

X-ray Spectroscopy 

Arranged byY. Gahshi 

CUrrent Trends In X-ray Spectroscopy. R. Van 
Grieken, U of Antwerp, The Netherlands 

Trends In QuantHlcation. B. A. Vrebos, G. T. 
Kuiperes, Philips Analytical 

Studies on Background X-rays In Wavelength 
Dispersive Spectrometry. T. Arai, Rigaku 
Industrial Corp. 

Total Reflection X-ray Fluorescence
Principles and Applications. R. Klockenkamper, 
Institute for Spectrochemistry, FRG 

Recent Developments and Results on Total 
Reflection X-ray Fluorescence Analysis. P. 
Wobrauschek, Atominstitut der Oesterreichischen 
Universitae, Austria 

Bragg-Polarized XRF. H. Alginger, Atominstitut 
der Oesterreichischen Universitae, Austria 

Thin-Film Characterization by X-ray 
Fluorescence. T. C. Huang, IBM 

Hyphenated AnalYSis Systems: Present 
Status and Future Prospects 

Arranged by C. Wilkins 

Alternative Approaches to GC/IR/MS. C. L. 
Wilkins, J. R. Cooper, U of California, Riverside 

Fuel Analysis by GC/FT-IR/ITD MS. E. S. 
Olson, J. W. Diehl, U of North Dakota 

High-Confidence Qualitative Analysis of Low
Level Components In Industrial Chemicals Using 
Combined HRGC/FT -IR/MS. R. Leibrand, W. 
Duncan, Hewlett-Packard 

Evaluation of GC/Matrix Isolation FT -IR 
Spectrometry as a QuantHatlve Technique. J. F. 
Schneider, K. R. Schneider, S. E. Spiro, Argonne 
National Laboratories 

Confirmed Quantltatlon by GCIIR/MS. 
D. Gurka, W. Duncan, I. Farnham, B. B. Potter, 
S. Pyle, R. Titus, U.S. EPA 

Supercrltlcal Fluid Extraction for SFC/FT -IR 
and GC/FT-IR Sample Introduction. P. R. 
Griffiths, K. L. Norton, H. Makishima, A. J. Lange, 
U of Idaho 

Atomic Fluorescence and Laser-Enhanced 
Ionization 

Arranged by G. J. Havrilla and M. D. Seltzer 

Laser Fluorescence and Ionization 
Spectroscopy at the Subfemtogram Level. J. D. 
Winefordner, B. W. Smith, N. Omenetto, U of 
Florida 

Determination of Sub nanogram per Meter3 

Concentrations of Metals In Air by Impaction 
GraphHe Furnace Laser-Excited Atomic 
FlUorescence or AtomiC Absorption. Z. Liang, 
G-T. Wei, R. L.lrwin, A. P. Walton, J. Sneddon, 
R. G. Michel, U of Connecticut 

Laser-ExcHed Atomic and Ionic Fluorescence 
Spectrometry In the Inductively Coupled Air 
Plasma. M. D. Seltzer, R. B. Green, China Lake 
Naval Weapons Center 

Study of Signal-to-Noise Ratio In 
Electrothermal Atomizer Laser-Excited Atomic 
FlUorescence with a SOO-Hertz Exclmer Pumped 
Dye Laser. R. L.lrwin, G-T. Wei, D. J. Butcher, 
R. G. Michel, U of Connecticut 

Collisional Transfer between and Quenching 
of ExcHed States of the Oxygen Atom Using 
Two-Photon Laser-Induced Fluorescence. B. E. 
Forch, J. B. Morris, A. W. Miziolek, P. J. 
Dagdigian, Aberdeen Proving Ground 

Laser Atomic Fluorescence with Metal 
Resonance Line Laser. J. Simeonsson, J. Vera, 
B. Smith, U of Florida 

One- and Two-COlor MuHlphoton Ionization In 
a Low-Pressure Sampling Cell. J. M. Ramsey, 
P. R. Blazewicz, W. B. Whitten, Oak Ridge 
National Laboratory 

Novel Sensors Applied to Process Analysis 

Arranged by J. Stetter and H. Wahltjen 

Ion Mobility Spectrometry: A New Technique 
for Chemical Detection In Process Control 
Applications. A. T. Bacon, J. E. Roehl, 
Environmental Technology Group 

Near-IR Optical Technology for Process 
Sensing. J. B. Callis, U of Washington 

Physical and Chemical Measurements with 
SAW Devices. H. Wohltjen, J. Unt, N. L. Jarvis, 
Microsensor Systems 

Liquid-Absorption Preconcentrators for the 
Analysis of Trace Air Constituents. S. Zaromb, 
K. C. Picel, R. A. Bozen, H. Carlson, L. S. 
Criscione, S. M. Spurgash, Argonne National 
Laboratories 

Solid-State Electrochemical Sensors. 
W. Buttner, Argonne National Laboratories 

Membrane Separator Technology for Process 
Analysis. R. Bredeweg, Dow Chemical 

Detection and Identification of 
Pharmaceuticals and Anesthetics by Ion 
Mobility Spectrometry. A. P. Snyder. D. A. Blyth, 
G. A. Eiceman, Aberdeen Proving Ground 

Vapor MonHorlng with Amperometrlc Sensors. 
J. R. Stetter, Transducer Research 

MONDAY AFTERNOON 

Characterization of Catalysts 

Arranged by S. L. Suib 

Characterization of Zeolite Supported Metal 
Clusters. W.M.H. Sachtler, C. Dossi, S. T. 
Homeyer, L. L. Sheu. Z. Zhang, Northwestern U 

27 AI NMR Studies of the Dealumlnatlon of 
MordenHe. D. Hasha, J. M. Garces, C. E. 
Crowder, G. S. Lee, Dow Chemical 

Raman Spectroscopic Studies of Zeolites. 
P. K. Dutts, Ohio State U 
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Recent Developments in the Characterization 
of Heterogeneous Catalysts. R. Von Sallmoos, 
Engelhard 

Imaging SIMS and Image Processing Methods 
for Petroleum Cracking Catalyst 
Characterization. D. Leta, E. L. Kugler, Exxon 

Composition, ProceSSing, and Aging Effects 
on a Regenerable H~ Absorbent. P. F. Schubert, 
F. M. Brinkmeyer, G. A. Delzer, Philips Petroleum 

EPR Studies of ZeolHe Catalysts. L. Iton, 
Argonne National Laboratories 

XPS Studies of PI Metal Catalysts. T. Barr, 
U of Wisconsin 

NMR of Surfactants 

ArrangedbyF. D. Blum 

Recent ResuUs In Surfactant NMR. F. D. Blum, 
U of Missouri, Rolla 

Nuclear Magnetic Relaxation in Surfactant 
Liquid Crystals. T. C. Wong, U of Missouri 

19F NMR Study of Molecular EXChange in 
Micellar Systems. B. M. Fung, W. Guo, E. K. 
Guzman, S. D. Christian, U of Oklahoma 

Diffusion In Mlcroemulslons. W. G. Miller, U of 
Minnesota 

Phase Continuity and Surface Properties of 
Dispersions of AOT/Water Liquid Crystals. E. I. 
Franses, A. H. Alexopoulos, J. E. Puig, Purdue U 

Deuterium Quadrupole NMR of Hexagonal to 
Biaxial Ribbon Phase Transitions In Alkali Metal 
Carboxylate-Water-Cosurfactant Mixtures. P. K. 
Kilpatrick, J. C. Blackburn, North Carolina State U 

2H NMR and X-ray Studies of POlymerlzable 
Liquid Crystals. F. D. Blum, Y-J. Uang, U of 
Missouri, Rolla 

Environmental/Dioxin Applications of MS 

Arranged by D. Kuehl 

Factors Affecting the Choice between Hlgh
Resolution MS and Low-Resolution MS In the 
GC/MS Analysis of Complex Samples for 
SpecHlc PCDD-PCDF Isomers. T. O. Tiernan, 
J. H. Garrett, G. F. Van Ness, J. G. Solch, D. J. 
Wagel, Wright State U 

Identification of Nonpolar Organic Toxicants 
In Effluents Using Toxicity-Based Fractionation 
wUh GC/MS. L. P. Burkhard, E. J. Durhan, M. T. 
Lukasewycz, U.S. EPA 

Analysis of Polychlorinated Dlbenzofurans 
and Polychlorinated Dlbenzo~p-dloxins in 
Samples from the Pulp and Paper Industry. S. E. 
Swanson, Argonne National Laboratories 

GC/MS Techniques Applied to the U.S. EPA 
National Dioxin Study-Phase II. P. J. Marquis, 
L. G. Holland. M. L Larsen, D. W. Kuehl, U of 
Wisconsin, Superior 

Application of LC/Electron Impact MS to 
Environmental Analyses. W. Budde, U.S. EPA 

Availability of Basic Spectroscopic Data 
for Analytical Atomic Spectroscopy 

Arranged by P. W. Baumans and A. 
Scheeline 

Review of Data on Atomic Wavelengths, 
Energy Levels, and Transition Probabilities. 
W. C. Martin, National Institute of Standards and 
Technology 

Measurement and Simulation of Atomic 
Spectra for Spectrochemical Analysis: An 
Electronic Publication. P. W. Boumans, Philips 
Research Laboratories 

Databases of Atomic Collisions Cross
Sections. J. W. Gallagher, National Institute of 
Standards and Technology 



DIAIDG 
ODUCES ANOIHER 

LE OF BASIC ELEMENTS 
FOR YOUR LAB. 

There's no symbol for information in the 
Periodic Table. Yet nothing could be 
more crucial to your research than 
complete, accurate technical and busi
ness information. 

That's why many chemists consider 
DIALOG an essential element in the 
modern lab. 

As the world's largest online knowl
edgebank, DIALOG gives you access to 
a whole world of critical information. 
Right in your own lab. 

For starters, you can tap into the 
crucial sc'lentific data. DIALOG has 
detailed information on everything from 

compound identification to chemical 
safety data, property data, substance 
and substructure. 

Then you can expand your focus 
by accessing important, related data 
that will enable you to look at your work 
in a broader context. 

For example, you can investigate 
patents, competitive projects, new prod
uct markets, and worldwide industry 
trends. In fact, you can investigate any 
topic, anytime. 

And you won't have to sacrifice 
depth for the sake of breadth. DIALOG is 
updated continuously, so the data is 

always comprehensive and current. 
And many citations can be conveniently 
retrieved in full text. 

Call today for more information and 
a free Periodic Table Reference Card. 
Once you've examined them, you'll see 
how DIALOG can become a basic ele
ment of all your research. 

Call us toll free at 800-3-0IALOG, 
(800-334-2564). Or request information 
by Fax at 415-858-7069. 

DI~I ,..",.,. INFORMATIONSERVICES,INC 
I~ A Krtlghl-RrdderCompany tal 

The world's largest online knowledgebank. 

c 1989 J:alog 1r::::'r:-'.2:lon Services. Inc ,3L60Hillv18W Avenue. PaloAito, California 943C4 All rights reserved DIALOG IS aservlcemarkofDlalog illformation SerVices, Inc Registered U S. Patental1d Trademark Office 
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Laser and FT Techniques for the 

Measurement of Atomic Transition Probabilities. 
J. E. Lawler, U of Wisconsin, Madison 

Spectroscopic Studies In Organized Media 

Arranged by I. M. Warner 

Luminescent Assays Utilizing Organized 
Assemblies. W. L. Hinze, Wake Forest U 

Studies of Organized Bile San Media. L B. 
McGown. Duke U 

Interactions In Solid Matrix .8~Cyclodextrln 
Luminescence Analysis. R. J. Hurtubise, M. O. 
Richmond, U of Wyoming 

Counterlons and the Properties of Ionic 
Micelles. A. L. Underwood, Emory U 

Study of Solute Micelle Interactions by 
Various Laser Spectroscopic Measurements. M. 
Wirth. 8-H. Chou, J. Burbage, U of Delaware 

Rotational Dynamics Studies In Organized 
Media. F. V. Bright. T. A. Betts. G. C. Catena, J. 
Huang, K. S. Utwiler, D. P. Paterniti, J. 
Zagrobelney, J. Zhang, SUNY, Buffalo 

Fluorescence and Thermal Lensing Detection 
of Lanthanide Ions through Solvent Extraction 
Using Crown Ethers. C. D. Tran, Marquette U 

Fluorescence Studies In Cyclodextrln 
Solutions. I. M. Warner. G. Nelson, J. Zung, V. 
Smith, Emory U 

The Graphite Furnace 

Arranged by J. A. Holcombe 

Comparison of Atomization from GraphHe and 
Metal Surfaces. B. Welz, B. Radziuk, 
Bodenseewerk Perkin..flmer and Co. GmbH 

Study of Some Gas~Phase Reactions In 
GFAAS. C. L. Chakrabarti. G. Gilcrest, Carleton U 

ton-Trap MS Using a GraphHe Furnace Atom 
Source. M. W. Blades. B. Daigle, U of British 
Columbia 

Flow~lnjectlon Thermospray Sample 
DeposHlon for Electrothermal Atomization AAS. 
P. C. Bank, M.T.C. deLoos-Vollebregt, L. de 
Galan, Delft U of Technology. The Netherlands 

Rotating Arc Tube Furnace for Atomic 
Emtsslon Analysis of Solution Residue Samples. 
D. Slinkman, R. Sacks, U of Michigan 

Atmospheric Pressure Plasma ExcHed Atomic 
EmiSSion Inside a GraphHe Furnace (Furnace 
Atomization Thermal ExcHation Source
FATES). M. W. Blades, D. C. Liang, U of British 
Columbia 

Preliminary Studies Comparing Aluminum 
Atomization EfficienCies In GFAAS Using Ta vs. 
Pyrolytlc GraphHe. D. A. Redfield, W. Frech, A. 
Cedegren. Northwest Nazarene College 

Surface and Ga&-Phase Investigation of Steps 
Leading to Atomization of Palladium In a 
GraphHe Furnace. J. A. Holcombe, V. Majidi, 
D. C. Hassel, U of Texas 

Spatial Mapping of Diatomic Molecules wHhln 
the GraphHe Furnace Atomizer. C. Huie, SUNY 

Recent Advances In Analytical 
Biotechnology 

Arranged by N. A. Farid 

New Methods for Carbohydrate Analysis of 
Recombinant Glycoprotelns. M. Spellman. 
Genentech 

MlcropurHlcation of Proteins for Structural 
Analysis. J. Pearson, Upjohn 

Mapping and Sequencing the Human Genome: 
New Challenges In Analytical Chemistry. L. M. 
Smith, U of Wisconsin 

Development of a Validated Assay for 
Residual DNA In a Protein Pharmaceutical 
Product. B. F. Ghrist, K. E. Roehr. Lilly Research 
Laboratories 

FT-IR Spectrometry 

Arranged by J. A. de Haseth 

Vibrational Circular Dichroism Techniques 
and Applications to Conformational Analysis. 
T. A. Keiderling. U of Illinois, Chicago 

Role of Surface Contact In Quantttative 
Internal Reflection Spectroscopy. F. M. 
Mirabella, Quantum Chemical 

Recent Ad.ances In FT-IR Technology. I. M. 
Hamadeh. Perkin..flmer 

Can IR Reflectance Spectroscopy Determine 
Monolayer Structure at Solid and LIquid 
Interfaces? R. A. Dluhy, Battelle Laboratories 

FT -IR ApplicatiOns wHh a Step-Scanning 
Interferometer. P. R. Griffiths, J. Perkins, B. 
Lerner, U of Idaho 

Fiber Optics Applications In the Mld-IR. J. A. 
de Haseth. J. E. Andrews, U of Georgia 

Glow Discharge MS and Atomic Absorption 

Effectiveness of a Low-Resolution Analyzer 
as Applied to Glow Discharge MS. R. C. 
Hoodless, NG MicroTrace 

Application of a Computer-Controlled 
Langmuir Probe In Glow Discharge Plasma 
Diagnostics. R. K. Marcus. D. Fang, Clemson U 

Design and Characterization of a Direct 
Insertion Probe for Radio Frequency Powered 
Glow Discharge MS. D. C. Duckworth, R. K. 
Marcus, Clemson U 

Fast Sequential Muttlelement AAS Analysis of 
Complex Alloys USing Sputter Rate Corrected 
Glow Discharge Atomization. H. L. Kahn, A. E. 
Bernhardt, T. Sciutto, MARS Co. 

Use of Atomic Absorption for the 
Determination of MuHlple Elements In powder. 
wHhout Dissolution and In Rapid Sequence. A. E. 
Bernhardt, W. Betle, H. L. Kahn, MARS Co. 

MuHlelement AAS Analysis of Oils for Metals, 
USing a Single 1-Mlnute Aspiration for Each 
Sample. W. Batie, A. E. Bernhardt, H. L. Kahn, 
MARS Co. 

Automatic Sample Dilution and 
Preconcentratlon for Flame AAS USing 
Continuous Flow Techniques. J. F. Tyson, S. R. 
Bysouth, P. B. Stockwell, U of Massachusetts 

Study of LIgand Interferences In Flames by 
Atomic Fluorescence Using UnHorm Isolated 
Droplet IntroclJctlon. G. L. Klunder, C. B. Boss, 
North Carolina State U 

Comparative Study of Furnace Atomic 
Absorption and Dlfferentlal Pulse Stripping 
VOHammetry for Determination of Selected 
Metals. M. Z. Mesmer, D. E. Braunlich, 
Southeastern Massachusetts U 

X-ray Spectroscopy 

Arranged by Y. Gohshi 

Chemical State Analysis by X-ray Emission 
Spectroscopy (XES), G. Andermann, U of Hawaii 

Compact SR Light Source for Soft X-ray to UV 
Region. H. Nakabushi, Sumitomo Heavy 
Industries 

Future Trends In X-ray Spectroscopy. Y. 
Gohshi, U of Tokyo 

Energy Dispersive X-ray Fluorescence Using 
an Electrically Cooled. Detector. A. R Harding, 
D. Leland, B. Glynn, Tracor X..-ray 

Energy Dispersive X-ray Fluorescence 
(EDXRF) Determination of Lanthanides after 
Chemlsorptlve Preconcentratlon on 
1-(2-Pyrldylazo) Naphthol ModHled 
Naphthalene. T. P. Rao. V. Bhagavathy, M.L.P. 
Reddy, A. O. Damodaran. CSIR, India 
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ICP-OES 

Induction Plasma Dynamics: Modeling and 
Measurements. M. I. Boulos, U of Sherbrooke 

Computerized Tomography for Studying 
Plasmas. L. Ebdon, B. Fairman, S. Hill. 
Polytechnic South West. Great Britain 

Effect of Easily Ionized Elements on the 
Fundamental Parameters In the ICP. M. Huang, 
D. S. Hanselman, G. M. Hieftje, Indiana U 

Statistical-Mechanical Theory of Electron 
Density In Plasmas. F. R. Meeks, U of Cincinnati 

Applications of High-Resolution FT 
Spectroscopy In Diagnostic Studies of NonR 
Argon ICP Discharges. A. Montaser, l. Ishii, B. A. 
Palmer, L. R. Layman, D. E. Hof, George 
Washington U 

Fluorescence and Emission Studies of Easily 
and Noneaslly Ionizable Element Matrix Effects 
In the ICP. E. J. Williamson, J. W. Olesik, U of 
North Carolina 

Recent Studies on Extraction Discharge 
Sources for Argon and Helium ICP-AES. H. Tan, 
A. Montaser, George Washington U 

Spectral Line Profile Recognition and 
Analysis for ICP Spectrometry Using a 
Photodlode Array-Based Spectrometer. S. W. 
McGeorge, R. W. Phillips, A. K. Weiss. Leco 
Instruments 

Atomic Fluorescence and Laser-Enhanced 
Ionization 

Arranged by G. J. Havrilla and M. D. Seltzer 

Nonlinear Laser Wavemlxlng Spectroscopy 
for Trace Elemental Analysis. W. Tong, K. Weed, 
G. Luena, San Diego State U 

Nonlinear Spectroscopy In Flames. J. C. 
Wright. B. K. Winker, U of Wisconsin 

Multlphoton Ionization and Stepwise LaserR 
Enhanced Ionization of PO In Flames for the 
Determination of Phosphorus. G. C. Turk, 
National Institute of Standards and Technology 

Laser~Enhanced Ionization in a Graphite Tube 
Furnace wHh Probe Atomization. D. J. Butcher, 
S. Sjostrom, R. G. Michel, U of Connecticut 

Laser Atomic Fluorescence and ResonanceR 

Enhanced Ionization Detection In Graphite 
Furnaces and Flames. G. Petrucci, C. Stevenson, 
J. Vera, N. Omenetto, B. Smith, J. D. 
Winefordner, U of Florida 

Laser Atomic Photolonization Spectroscopy 
as a Tool for Trace Element AnalYSis. 
C. Stevenson, G. Petrucci, J. D. Winefordner, U of 
Florida 

Investigation of a Pulsed ICP for Laser
Enhanced Ionization Spectroscopy. Y -L. Jian, 
R. L. Watters, Jr., G. C. Turk, J. C. Travis, 
National Institute of Standards and T echno[ogy 

Trace Detection In Conducting Solids Using 
Laser-Induced Fluorescence In a Cathodic 
Sputtering Cell. J. C. Travis, G. C. Turk, R. L. 
Watters. Jr., Y-L. Jian, National Institute of 
Standards and Technology 

Advances In HPLC Column Technology 

Arranged by R. K. Gilpin 

Internal Surface Reversed-Phase HPLC 
Column: Concepts and Applications. J. A Perry. 
Regis Chemical Co. 

Developments In LC Columns for Proteins and 
Related Substances. F. E. Regnier, Purdue U 

Applications of Aligned Fiber Columns. R. K. 
Gilpin, M. E. Gangoda, Kent State U 

Developments tn Aligned Fiber Column 
Technology. R. Beaver, D. Coyne, PPG Industries 

Adamantyl and Other Novel Nonpolar HPLC 
Phases. M. E. Gangoda, R. K. Gilpin, Kent State U 



" The book is rich in content and well written. It is 
dijfzcult to resist the temptation oj reading it all. " Surface 

Scientist's 
Guide to 

Organometallic 
Chemistry 

Dr. Evgeny Shustorovich 
Eastman Kodak Company 

" This book does an excellent job of systematizing available data in tbe 
surface science and organometallic literature in an understandable and 

readable manner. " 

Wthin the field of surface science, 
concepts from the fields of organometallic and 
coordination chemistry are becoming more 
important as a means of understanding 
chemisorption systems. 
This valuable resource was written as a means of 
communicating to surface scientists the aspects of 
organometallic chemistry that are relevant to 
current surface science research. This book, 
divided into three sections, makes relevant 
organometallic chemistry issues understandable to 
the surface scientist. Specific topics covered 
include: 

• basic coordination chemistry 
• coordination ligands 
• bonding sites in clusters and their relationships 

to surface bonding sites 
• application of orbital symmetry and orbital 

overlap to surface band structure calculations 

Surface Scientist~ Guide to Organometallic Chemistry 
serves the dual purpose of being both a reference 
work and an overview of selected aspects of 
organometallic and coordination chemistry. 
Surface scientists whose backgrounds include 
physics, physical chemistry, and engineering will 
find this book an important addition to the 
literature of organometallic and coordination 
chemistry. 
by Mark R. Albert and John T. Yates, Jr. 
214 pages (1986) Clothbound 
LC 87·25937 ISBN 0·8412·1003·9 
US & Canada $49.95, Export $59.95 

Professor Cyntbia Friend 
Harvard University 

" This is the most useful volume for those of us who work 
in the field of structural surface chemistry. More and more it 
aRpears that the cluster bonding is best to describe the nature 
of the surface chemical bond. This book describes the various 
cluster bonding possibilities starting with good sound organo
metallic chemical principles. The book is well written . . . 
broad, and most useful to those surface chemists who are 
interested in bonding and applications of bonding to a variety 
of macroscopic surface phenomena. I am delighted to have 
this book on my book shelf. " 

Professor Gabor A. Somoriai 
University of California, Berkeley 

Order today! Mail the coupon below, or call1DLL FREE 
800-227-5558 and charge your credit card. 

r--------------------------------------Order Form 

US & 
Please send me: Qty. Can. Export Total 
Surface Scientist's 
Guide to 
Organometallic 
Chemistry 

OTB __ $49.95 $59.95 __ 

Total 
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(MC/ACCESS) 
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Address ________________ _ 
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ORDERS FROM INDIVIDUALS MUST BE PREPAID. 
Prices subject to change without notice. Please allow 4-6 weeks for 
delivery. Foreign payment must be made in US currency by 
international money order, UNESCO coupons, or US bank draft. 
Order through your local bookseller or directly from ACS. 
-Mail this order form with your payment or purchase order to: 
American Chemical Society, Distribution Office Dept. 241, P.O. Box 
57136, West End Station, Washington, DC 20037 
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Sensors 

Miniature Fiber-Optic Biosensor for Glutamine 
Based on Fluorlmetrlc Ammonia Gas Detection. 
S. Kar, M. A. Arnold, U of Iowa 

Design of a Fiber-Optic Neodymium pH 
Sensor. T. B. Colin, W. C. Stwalley, U of Iowa 

Acoustic Emission: On Sampling, Sensors, 
and Signal Interpretation. A. P. Wade, S. J. 
VanSlyke, I. H. Brock, P. D. Wentzell, U of British 
Columbia 

Development and Application of a Glutamate
Selective Fiber-Optic Biosensor. M. A. Stuever, 
M. A. Arnold, U of Iowa 

Planar Waveguide Optical Sensors. S. J. 
Choquette, R. Durst, L. Locascio-Brown, National 
institute of Standards and Technology 

Spectrometric Analysis of Samples under 
Vacuum Using a Dlffuse·Reflectance Fiber-Optic 
Probe. J. K. Drennen, B. D. Gebhart, R. A. Ladder, 
U of Kentucky 

Fiber-Optic Probes for Cyanide Using 
Porphyrins. M. K. Freeman, L. G. Bachas, U of 
Kentucky 

TUESDAY MORNING 

New Developments in Chromatographic 
Detectors and Systems 

Arranged by N. D. Danielson 

laser FlUorescence and Photoionization 
Detectors for LC. V. L. McGuffin, J. W. Judge, 
Michigan State U 

Flame IR Emission Detection (FIRE) In GC. 
M. K. Hudson, T. Fau, R. Henson, K. Underhill, S. 

Applequist, Southwest Missouri State U 
Optical Detection In Capillary Electrophoresis 

Using Photodlode Arrays. M. J. Sepaniak, D. F. 
Swaile, U of Tennessee 

Chemllumlnescent Detection of Blomolecules 
Using Trls(blpyrldlne)ruthenlum(III). N. D. 
Danielson, Miami U 

Practical Full Bandwidth IR Detector for lC. 
J. de Haseth, U of Georgia 

Use of Dichroic Ratios To Determine the 
Interactions between RPlC Stationary Phases 
and PAH Solutes. D. Cropek, P. W. Bohn, U of 
Illinois 

High-Speed GC System wHh Recycle 
Backflush for the Analysis of Common Solvents. 
M. Klemp, R. Sacks, S. Levine, U of Michigan 

High-Speed Repetitive GC System for Vapor 
Analysis. C. Rankin, R. Sacks, S. Levine, U of 
Michigan 

Optical Studies oj Ceramics and 
Semiconductors 

Spectroscopic Studies of Ceramic Binder 
Decomposition. R. L White, A. Nair, U of 
Oklahoma 

Growth and Characterization of Microwave
Assisted Chemical Vapor Deposited Free
Standing Diamond Films. W. A. Weimer, C. E. 
Johnson, China Lake Naval Weapons Center 

Picosecond Transient Absorption 
Spectroscopy of Semiconductor Colloids. P. V. 
Kamat, Notre Dame Radiation Laboratory 

IR Microanalysis of Thermally Sensitive 
Materials. S. L. Hill, Digilab Division, Bio-Rad 
Laboratories 

IR A TR Spectroscopic Studies on Hydrated 
DIelectric Thin Films. S. Badilescu, P. V. Ashrit, 
F. E. Girouard, T. Yo-Van, U of Moncton 

Determination of Optical Constants through 
Resonant Eigenmode Excitation in High-Speed 
Semiconductors. S. R. Kisting, J. E. Maslar, P. W. 
Bohn, U of Illinois 

DIffuse/Specular Reflectance Measurements 
of Coatings and Surfaces. L Ellis, P. 
Beauchesne, F. Baudais, Bomem International 

Real-Time Studies of Case II Diffusion in Thin 
Organic Films with Optical Guided Waves. N. F. 
Fell, Jr., P. W. Bohn, U of Illinois 

Characterization of Solids in Three 
Dimensions by Optical Microscopy. R. M. Miller, 
S. Singleton, V. Howard, M. Moss, Unilever 
Research 

NMR of Catalysts and Surfaces 

Arranged by T. W. Root 

13C NMR Studies of SlIlca·Supported Ru 
MuHlcarbonyl Species. T. M. Duncan, A. M. 
Thayer, AT&T Bel! Laboratories 

Quantum Size Effects and the NMR of 13CO on 
Supported Metal Catalysts. K. W. Zilm, Yale U 

Quantum Size Effects In Catalyst Particies. 
D. Durand, C. P. Slichter, U of !!Iinois 

13C High-Resolution NMR Studies of 
Adsorption and Reaction of Hydrocarbon 
Molecules on Supported Metal Catalysts. T. S. 
King, M. Pruski, J. C. Kelzenberg, B. C. Gerstein, 
Iowa State U 

Magnetic Resonance Applied to the Study of 
Zeolites: Xe. 13C. 2H. and 1H Measurements of 
Adsorbed Material. C. Dybowski, C. J. Tsiao, 
J. S. Kauffman, U of Delaware 

Surfaces and Colloids 
Langmuir is a bimonthly journal of broad coverage that 
brings together research from all aspects of the field: 
ultra-high vacuum surface chemistry and spectroscopy, 
heterogeneous catalysis, and all aspects of interface 
chemistry involving fluids, and disperse systems. 

Langmuir publishes peer-reviewed research in: 
• ''Wet'' Surface Chemistry • "UHV" Surface Chemistry 
* Disperse Systems * Electrochemistry 
• Surface Structure; tunneling electron microscopy 

EDITOR 
Arthur W. Adamson, University of Southern California 
ASSOCIATE EDITORS 
A.T. Hubbard, University of Cincinnati 
R.L. Rowell, University of Massachusetts 
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NMR Studies of Modified Zeolites. T. Apple, P. 
Molitor, U of Nebraska 

Hydroclenitrogenation Catalysis over Metal 
Nitrides. J. Reimer, P. Armstrong, U of 
California, Berkeley 

NMR Studies of 13CO Adsorbed on Alkaii~ 
Promoted Metal Catalysts. T. W. Root, D. B. 
Compton, U of Wisconsin 

The Graphite Furnace 

Measurement of Atomic Absorption 
linewldl:hs in the Graphite Furnace. T. C. 
O'Haver, J-C. Chang, U of Maryland 

Graphlie Surface and Gas-Phase Studies of 
Phosphate Matrix Modifiers for GFAAS. D. C. 
Hasse!], J. A. Holcombe, U of Texas 

Ana~yie losses for Group IIA Elements in 
GFAAS. L. J. Pre!!, D. A. Redfie!d, D. L. Styris, 
Pacific Northwest Laboratory 

of Signal-io-Noise Ratio in 
A. Holcombe, O. A. Guell, U of Texas 

Flow Injection-The Quantum Jump In 
GFAAS. B. Z. Fang, M. Sperling, Perkin~ 
Elmer and Co. 

Determination of Arsenic in Nlckel~Based 
Fi-HGAAS incorporating On~L1ne 

Removal. P. G. Riby, R. Grzeskowiak, S. J. 
Haswell, Thames PolytechniC, Great Britain 

Deiermination of lead in Natural Waters 
Ethylation and in Situ Concentration in 
Furnace. S. N. Willie, R. E. Sturgeon, 

National Research Council of 
Canada 

Identification and Effect of Preaiomlzalion 
losses on the Determination of Aluminum by 
GFAAS. D. A. Redfield, W. Frech, Northwest 
Nazarene College 

Ga.liIeo detectors for Mass Spectrometry 
and 

viding accurate and precise analysis. 

Sample Introduction into Plasmas 

Arranged by C. W. McLeod 

Drop Size, Desolvation, and Transport: Is It 
Blowing Hot and Cold? R. F. Browner, C. Pan, 
G. Zhu, Georgia !nstitute of Technology 

Phase Doppler Technique for Simultaneous 
Measurements of Drop Size and Velocity 
Distributions of Aerosols Produced by IC? 
Nebulizers. A. Montaser, R. H. Clifford, H. Tan, 
i. !shii, George Washington U 

Phase Doppler Laser Anemometry as a New 
Tool for Aerosol Characterization Spectrometry. 
G. Meyer, Dow Chemica! 

Aerosol Effects on FIA and HPLC InterfaCing 
to ICP-AES. J. A. Koropchak, L. Allen, Southern 
Illinois U 

Samples and Nebulizers, The Inseparable 
Combination. B. Sharp, Macaulay Land Use 
Research Institute 

Improved Analytical Capabilities of 
Spectrometry Using Sample Introduction 
Interfaces. A. Gustavsson, Royal Institute of 
Technology, Sweden 

Investigation of an Organic Desolvation 
System in ICP Spectrometry. C. Pan, G. Zhu, 
R. F. Browner, Georgia Institute of Technology 

Automation and Robotics in Biological and 
Chemica! Analysis 

Arranged by L. D. Kissinger 

Purdue Automated SynthesiS System. 
G. Kramer, P. Fuchs, Purdue U 

Lab Automation Using an Industrial Robot. 
K. Stelting. W. A. Schmidt, M. F. Fischer, Midwest 
Research Institute 

\Vhen research projects require frequent 
sample analysis over a long period of time, 
you'll want the latest and best technology 
backing you up. Galileo is the innovator in 
analytical instrument detectors. If you de~ 
mand performance and are con~ 
cern cd down time. analysis. 
dynamic range and cost, on Galileo 
scientific detectors. You'll wonder how you 
ever got along without us. 

CIRCLE 58 ON READER SERVICE CARD 

Increased Sample Throughput: The 
Combination 01 a Robotic Arm with a HighR 
CapaCity Overhead Manipulator for 
Microbiological Vitamin Assay. J. Zdunek, Kraft 

Emerging Trends in Robotic Dissolution 
Testing. E. C. Lewis, T. M. Chen, R. E. Daly, 
Warner Lambert 

Rotary or Cartesian Robots-Comparison and 
Contrast. G. Schoenhard, M. Chang, L. Kosobud, 
R. Schmidt, G. D. Searle 

Application of Robotics in the Clinical 
Chemistry Lab. C. Pippenger, Cleveland Clinic 
Foundation 

StrategiC Opportunities for Automation in the 
Biotechnology Lab. G. Hawk, Century 
International 

Automation and Economic Justification of the 
Chemical Oxygen Demand Assay for 
Environmental Samples Using Pytechnoiogy 
Robotics. L. W. Lindquist, F. X. Dias, B. R. HiE, 
WM! Environmental Monitoring Laboratories 

Meggers Award Symposium: Pulsed High
Pressure Liquid Injection of Biological 
Molecules into SupersoniC Beam/MS with 
Resonant Two~Photon Ionization Detection 

Arranged by P. N. Keliher 

Recent Developments in Sampie introduction 
for MS Using Pulsed High~Pressure Liquid 
Injection. D. M. Lubman, U of Mlchigan 

SFC/Supersonic Jet Spectroscopy. C. H. Sin, 
S. R. Goates, K. E. Markides, M. L. Lee, Brigham 
Young U 

laser-Enhanced Ionization as a Diagnostic 
Tool in Laser~Generated Plumes. H. M. Pang, 
E. S. Yeung, Iowa State U 

Laser Desorption MS of Biological Materials. 
P. Savickas, Dow Chemica! 

Write us and ask how to enSUre that your 
instruments have GaWeo scientific detectors. 

Galileo Electro-Optics Corp. 
Scientific Detector Products Group 
P.O. Box 550, Dept. AA 
Sturbridge, MA 01566 
(508) 347-9191 

•• GALILEO 
Galileo Electro-Optics Corp. 
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MEETINGS 
i0Wi1iiIl :- IImD0' 

FTMS: Shedding New light on Old Problems. 
R. B. Cody, Nicolet Analytical Instruments 

Vaporization and Ionization Processes in 
Particle Beam MS. R. F. Browner, J. D. Kirk, 
E. W. Harris, Georgia Institute of Technology 

!R Spectroscopy 

SMATCH/FTwlR (Simultaneous Mass and 
Temperature Change/FT-IR) Studies of 
Polymers Undergoing Fast Thermolysis. T. 8. 
Brill, M. O. Timken, J. K. Chen, U of Delaware 

LefFT -IR: Particle Dynamics of the MAGIC 
~nierface. K. R. Edman, R. F. Browner, J. A. 
de Haseth, Georgia Institute of Technology 

MAGIC-lC/FT-iR: No Compromise. R. M. 
Robertson, G. K. Ferguson, J. A. de Haseth, R. F. 
Browner, U of Georgia 

Optimization of Deso!vation Parameters for 
MAGIC-lC/FT-IR Spectrometry. G. K. Ferguson, 
J. A. de Haseth, R. F. Browner, U of Georgia 

Studies of Enaniioseiective Interaction in 
Chira! Separations by FT-iFl: Spectrometry. X-J. 
Lu, L. 8. Rogers, J. A. de Haseth, U of Georgia 

Advances in FT -IR Spectroscopy Using 
Phoioacoustic Detection. J. F. McClelland, R. W. 
Jones, Iowa State U 

FT-IR, NMR, and Thermal Studies of 
Mesogenic Compounds in Contact with 
Chemically Modified Surfaces. C. J. Hann, M. E. 
Gangoda. R. K. Gilpin, Kent State U 

New Measurement Technique for Highly 
Scattering Samples in FT-IR Spectroscopy. 
M. Kaihara, H. Mametasuka, N. Gunji, Y. Gohshi, 
NKK Corp. (Nippon Kokam) 

investigation of Spectra! interferences in 
Digitally Filtered FT MIR interferogram Data. A. S. 
Barber, G. W. Small, U of Iowa 

Analysis of Organic Compounds in the 
Environment 

Arranged by R, A, Hites 

Determination of Ionic Pesticide Residues in 
Foods by lon-Pair HPlC. D. M. Gilvydis, T. M. 
Chichila, S. M. Walters, U.S. FDA 

Application of Particle Beam lC/MS Systems 
to Environmental Analysis. T. D. Behymer, T. A. 
Bellar, W. L. Budde, U.S. EPA 

Environmental Applications of Open Tubular 
lC/MS. K. B. Tomer, National Institute of 
Environmental Health Sciences 

Application of MS/MS for the Rapid Analysis 
of Organic Contaminants in Environmental 
Samples. E. T. Furlong, U.S. Geological Survey 

Analysis of Halogenated Dibenzo-p--dloxlns 
and Dlbenzofurans by Hybrid MS. M. J. Charles, 
G. D. Marbury, 8. N. Green, V. G. Tondeur, J. R. 
Hass, U of North Carolina 

Gas~Phase and Surface-Catalyzed Reactions 
of PAH in Negative Ion Chemical Ionization MS. 
E. A. Stemmler, M. V. Buchanan, Bowdoin 
College 

isolation and Identification of Anthropogenic 
Chemical Contaminants in Marine Mammals. 
D. W. Kuehl, B. C. Butterworth, P. Marquis, E. 
Lundmark, M. Larson, L. Hoiland, J. Lindberg, 
U,S, EPA 

Absorption Characteristics of Ajmospheric 
Polychlorinated Biphenyls by Tree Bark. M. H. 
Hermanson, R. A. Hites, Center for Great Lakes 
Studies 

Eleciroanalysis in Gases, Solids, Fluidized 
Beds, and SupercriUcal Fluids 

Arranged by D, R, Rolison 

Fluidized Beds and Related Electrode 
Structures. M. Fleischmann, The University, 
Southampton, Great Britain 

Fluidized-Bed Electrochemistry and the 
Characterization of Particles and Electrolyte 
with In Situ Indicator Electrodes. J. W. Evans, 
F. M. Doyle, U of California 

Dispersion Electrolysis at Nanometer-Sized 
Electrodes. D. Rolison, Naval Research 
Laboratory 

Electrochemistry in the Gas Phase. S. Pons, 
U of Utah 

Solid-State Electrochemistry: Use of 
Poly(ethylene oxide) as a Polymer Electrolyte 
Solvent. M. L. Longmire, M. Watanabe, R. W. 
Murray, U of North Carolina 

Solid-State Voltammeiric Measurements and 
Polymer Electrolyte Plas~icizatlon as a Basis for 
an Electrochemical Gas-liquid Chromatography 
Detector. C. J. Barbour, J. F. Parcher, R. W. 
Murray, U of North Carolina 

Certification and Use of Reference 
Materials: An Overview of International 
Programs 

Arranged by M. S. Epstein 

Marine Certified Reference Materials: The 
FIshy Side of the Business. S. Berman, National 
Research Council of Canada 

NIES Certified Reference Material Program: 
The First Decade. K. Okamoto, National Institute 
for Environmental Sciences, Japan 

Certification of Reference Materials at NIST 
(NBS). S. D. Rasberry, National Institute of 
Standards and Technology 

Standards in Microanalysis. R. A. Velapoldi, 
D. E. Newbury, National Institute of Standards and 
Technology 

Molecular Fluorescence Spectrometry 

Molecular Fluorescence Spectrometer That 
Corrects for the Effects of Quenching. L. E. 
Bowman, S. R. Crouch, Michigan State U 

Compact Photodiode Array Fluorescence 
Spectrophotometer for HPlC. J. Wegrzyn, 
M. Ford, I. M. Warner, Emory U 

Fluorescence Detection with a Charge
Coupled Device Detector. K. J. Rubelowsky, R. 
Kaminski, Spex Industries 

Time-Resolved Fluorescence Microscopy 
Using Multichannel Photon Counting and CeD 
Detection. D. M. Coleman, W-X. Feng, T. Uchida, 
S. Minami, Wayne State U 

Electrogenerated Chemiluminescence 
Detection Using Immobilized Tris-(2,2 ' N 

bipyridine) Ruthenium(U). T. Downey, T. A. 
Nieman, U of Il!inois 

Chicago's historic Water Tower on the Magnificent Mile. 
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Search spectra online 

C13-NMR/IR 
Now available on STN® 

Now there's a new way to 
identify chemical substances 
online through their CNMR 
or IR spectra, Discover the 
Carbon 13 Nuclear Magnetic 
Resonance/Infrared file and 
see how invaluable it can be 
in your research! 

The file and its sources 
In C13-NMR/IR you'll find 
almost 120,000 spectra for 
90,000 compounds, Data are 
drawn from significant jour
nals, spectral catalogs, and 
unpublished spectra from 
BASF and other industrial 
labs, 

The workshop Not familiar 
with searching spectra 
online? Our workshop shows 

you how to 

• find spectra by searching 
a substance name or 
molecular formula 

• predict a C13 spectrum or 
shift 

• find exact or similar 
structures 

• find substances using CAS 
Registry Numbers 

How to get started The 
C13-NMR/IR file is available 
only through the STN Interna
tional network, If you're 
alreody an STN user, arrange 
access to C13-NMR/IR 
by calling Customer Service 
at 800-848-6538 or 
614-447 -3600, If you aren't 
yet using STN, return the 
enclosed coupon, 

,--------------------- ----------------------------------------. 
I I 

! 0 Yes! I'd like more information about C13-NMR/IR on STN i 
1 International. Please rush me my FREE information package. : 

~ 1 
t Name 1 
: 1 I Orgonizatlon I 
I Address 1 
I I 
I I 
I I 
I I 
I I 
I I 
I Phone I 

I Mail to: STN International, c/o Chemical Abstracts Service, I 
i Dept. 38389, P,O, Box 3012, Columbus, OH 43210 U,S,A, i 
I I 
i In Europe, contact STN International c/o FIZ Karlsruhe, P,O. Box 2465, i 
i D-7500 Karlsruhe 1, Federal Republic of Germany, Telephone: (+49) i 
i 7247/808-555. : 
L _____________________________________________________________ 1 

STN® 
INTERNATIONAL 

The Sctentlfic & Tech~K:aJ 
Information Network 

STN is operated in 
North America by 

Chemical Abstracts 
Service, a division of 
the American Chem M 

ieal Society; in Europe, 
by FIZ Karlsruhe; and 

in Japan, by JICST, the 
Japan Information 

Center of Science and 
Technology. 

ANALYTICAL CHEMISTRY, VOL. 61, NO. 17, SEPTEMBER 1, 1989 • 983 A 



MEETINGS 

Studies on the Luminol Reaction with Various 
Metallo-catalysts. T. A. Nieman, U of Illinois 

Investigation of Microscopic Solute 
Interactions with Mixed Solvent Systems. G. J. 
Blanchard, Bell Communications Research 

Industrial Use of the Fluorescence 
Microscope. D. A. Krueger, Dow Chemical 

Liquid-Liquid Extraction and Molecular 
Absorption Spectrophotometric Determination of 
Neodymium with 5,7 -Dlchlorooxlne and 
Rhodamine 6G. T. P. Rac, V. Bhagavathy, M.L.P. 
Reddy, A. D. Damodaran, CSIR, India 

Supercrilical Fluid and Ion 
Chromatographies 

Determination of Toluene Dilsocyanates In 
Polyurethane Prepolymers Using Capillary SFC. 
R. G. Ridgeway, Jr., A. R. Bandy, J. R. Quay, P. J. 
Maroulis, Drexel U 

Supercritlcal Fluid/Supersonic Jet 
Spectroscopy with a Sheath Flow Nozzle. S. R. 
Goates, C. H. Sin, M. R. Unford, Brigham Young U 

Optimization of Gas-Phase Detectors for SFC. 
D. J. Bornhop. J. G. Wangsgaard, N. L. Porter, 
B. E. Richter, Lee SCientific 

Evaluation of a He-HEMIP as a Detector for 
SFC. C. B. Motley, G. L. Long, Virginia 
Polytechnic Institute and State U 

Application of Supercrltlcal Fluid Extraction 
as a Sample Preparation ToOl lor Environmental 
Problems. R. HouCk, M. L. Kumar, A. Rosselli, 
D. Boyer, Suprex 

Separation of Hf from Zr In Geologic Materials 
by Extraction Chromatography. J. C. Cousins, 
C. M. JOhnson, U of Wisconsin 

Effect of Operational Variables on the 
Efficiency of Ion Chromatographic Separations. 
D. R. Jenke, Baxter Healthcare 

Ultratrace Analysis of Inorganic Anions in N
Methylpyrrolldone by Preconcentratlon High
Performance Ion Chromatography. R. M. 
Ianniello, GAF Chemicals 

Spectroscopic Instrumentation in Process 
Analyllcal Chemistry 

Arranged byG. Meyer and F. DeThomas 

Raman and Near-IR Spectroscopies as 
Noninvasive Techniques for Process Analytical 
Chemistry. J. B. Callis, D. A. Mayes, D. B. 
Dahlberg, U of Washington 

Argon/Helium ICP for Process Control. 
R. Romanoski, U.S. DOE 

On-Line AnalYSis Is Elemental with XRF: 
Technology, Applications, and Case Studies. 
R. Ramanujam, D. Kalnicky, Princeton Gamma
Tech 

Continuous Real-Time Monitoring of Airborne 
Metals Using an inductively Coupled Air Plasma 
Spectrometer. M. D. Seltzer, R. B. Green, China 
Lake Naval Weapons Center 

Applications of a Photodlode Array 
Spectrometer to Process Control. R. S. 
Saltzman, Du Pont 

On-Line IR for Measuring Polymer Coatings on 
Aluminum. C. Dobbs, J. Szalanski, K. Bowman, 
Alcoa 

Developments in the Use of Near-IR 
Spectrophotometers for Process/Product 
Control. T. Hosegood, Du Pont 

Moisture Measurements In a Powdered 
Pharmaceutical Using a Fluidized Bed Dryer 
with a Novel Sampling Device. M. Gardell, 
Moisture Systems 

Variable Matrix Problems In Process Control. 
L. Weyer, Hercules 

SIngle-Fiber Near-IR Measurements Using a 
Grating Instrument. D. Honigs, Pacific Scientific 

TUESDAY AFTERNOON 

Laser-Based Molecular Spectroscopy 

Arranged byT. Vo-Dinh 

Laser-Induced Ionization Spectroscopy of 
Small Biological Molecules in Supersonic 
Beams. D. M. Lubman, U of Michigan 

Nonlinear Laser-Excited IR Absorption as an 
Added Dimension for Speciation. S. E. 
Bialkowski, G. R. Long, Utah State U 

Linear and Nonlinear Spectroscopy of Surface 
Adsorbates. J. K. Steehler, U of Virginia 

Uranium Analysis Using Time-Resolved Laser 
Luminescence with EvalUation of Interferences. 
D. Eastwood, R. L. Udberg, A. Miller, Lockheed 
Engineering Sciences Co. 

Environmental Analysis with High-Resolution 
ShpOI'skll Spectroscopy. J. W. Hofstraat, DGW, 
The Hague 

AnalysiS of Multlcomponent Samples by 
Thermal Lens Techniques. C. D. Tran, 
Marquette U 

Analytical Laser Spectroscopy of Nitrogen 
Oxides over Aging Solid Nitric Esters. C. J. 
Seliskar, D. J. Schneider, L. R. Dosser, U of 
Cincinnati 

Laser-Induced Fluorescence Determination of 
Drugs at Plcogram-per-MillIllter Concentrations 
In Plasma. T. G. Nolan, C. H. Kiang, B. L. Huang, 
Syntex 

Deducing Molecular Structures Using Lasers 
and MS. M. V. Johnston, U of Colorado 

Organic Films and Polymers 

Fluorescence Photo bleaching in the Study of 
Surface Diffusion and Deposition. R. M. Miller, 
J. J. Birmingham, Unilever Research 

Use of FT -IR Spectroscopy in Polymer 
Chemistry. D. Prakash, Detroit Edison Co. 

Characterization of Dynamic Systems Using 
CCD Cameras. R. M. Miller, S. C. Joyce, S. 
Singleton, G. M. Hieftje, C. Monnig, Unilever 
Research 

Investigation of Polymer Kinetics with IR Fiber 
Optics. J. E. Andrews, J. A. de Haseth, U of 
Georgia 

Nondestructive Three-Dimensional Surface 
Characterization of High-Refractive-Index 
Polymers. R. J. Samuels, R. E. Pepper, Georgia 
Institute of Technology 

Direct Pyrolysis/FT -IR for Polymer Analysis. 
J. W. Washall, T. P. Wampler, CDS Instruments 

FT -IR AnalYSis of Nylon-6 Chain 
Conformations. G. E. Rotter, H. Ishida, Case 
Western Reserve U 

Dynamic Monitoring of Chromophore 
Distribution USing Thermal Wave Spectroscopy. 
R M. Miller, S. A. Johnson, Unilever Research 

Study on the Effect of CaZn Stabilizer on 
Thermal Stability of PVC. A. M. Aitani, J. H. 
Khan, S. H. Hamid, King Fahd U of Petroleum and 
Minerals 

Biological Applications of NMR 

Arranged by A. C. Bach 

Structure-Activity Relations in Catalytic 
RNAs. A. Pardi, H. Heus, O. C. Uhlenbeck, U of 
Colorado 

SynthesiS and Conformational Analysis of 
Cyclosporln A Analogs. D. H. Rich, D. Guillaume, 
J. Aebi, D. Deyo, C. Q. Sun, K. Miller, U of 
Wisconsin, Madison 

Solution Structure of Transforming Growth 
Factor-Alpha by NMR Methods. L. Mueller, S. C. 
Brown, T. T. Kline, F. K. Brown, J. C. Hempel, 
SmithKline and French Laboratories 
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Isotope Edited Proton NMR Studies of 
Enzyme/Inhibitor Complexes. S. W. Fesik, E. R. 
Zuiderweg, R. T. Grampe, Jr., E. T. Olejniczak, 
Abbott Laboratories 

MS 

Ion Dissociation Studies with a Tandem Time
of-Flight Fourier Transform Mass Spectrometer. 
D. A. Laude, Jr., S. C. Beu, D. Riegner, U of 
Texas, Austin 

OrganiC Analysis of Individual Meteorite 
Inclusions by Two-Step Laser MS. R. Zenobi, 
Stanford U 

Fourier Transform IOn Cyclotron Resonance 
MS Study of the GaS-Phase Reactions of Nb+ 
and Rh+ with Alcohols. J. R. Gord, S. W. 
Buckner, J. H. Ng, A. Chen, B. S. Freiser, 
PUrdue U 

Phase Synchronization of an Ion Ensemble by 
Frequency Sweep Excitation in Fourier 
Transform Ion Cyclotron Resonance. C. Hanson, 
M. E. Castri, D. H. Russell, Texas A&M U 

Progress Toward a Perfect Ion Trap for 
Fourier Transform Ion Cyclotron Resonance MS. 
M. Wang, A. G. Marshall, Ohio State U 

Comparison of Activation Methods: The Fe+
Nitrile System. L. M. Roth, B. S. Freiser, Purdue U 

Physical and Chemical Properties of Sc+ -
Benzyne In the Gas Phase. Y. D. Sun, Y. Huang, 
B. S. Freiser, Purdue U 

Improved Resolution in Tlme-of-Flight 
MS/MS. S. M. Colby, J. P. Reilly, Indiana U 

Gas-Phase Ion Chemistry of AgFe +: 
Reactivity with Small Hydrocarbons and 
Absorption and Binding Characteristics. J. H. Ng, 
J. R. Gord, B. S. Freiser, Purdue U 

Molecular Ionization in Hyperthermal 
Supersonic Molecular Beams: A Novel Mass 
Spectrometric Approach. A. Amirav, A. Danon, 
Tel Aviv U 

Sample Introduction Into Plasmas 

Arranged by C. W. McLeod 

Automated Liquid and Direct Solid Sampling 
In Mixed-Gas ICP Spectrometry. K. Ohls, 
Hoeschstahl AG, FRG 

ICP Spectrometry: The Merits Of Flow 
Injection and Laser Ablation. C. W. McLeod, 
Sheffield City Polytechnic, Great Britain 

Low-Cost Ultrasonic Nebulizer for Plasma 
Spectrometry. R. H. Clifford, A. Montaser, 
George Washington U 

Analysis of Biological Material by ICP-AES 
Employing Ultrasonic Nebulization for Sample 
Introduction. F. D. Bulman, D. D. Nygaard, Baird 
Corp. 

Enhancement Techniques for Detection of 
Iodine in Foods by ICP Spectrometry. S. A. 
Sinex, S. G. Capar, A. Montaser, R. H. Clifford, 
U.S. FDA 

Hybrid Thermospray Nebulizers for Sample 
Introduction to ICP-AES. J. A. Koropchak, S. 
Majumdar, Southern Illinois U 

Testing and Performance of Crossflow 
Nebulizers for ICP Spectrochemistry. J. Ivaldi, 
W. Slavin, Perkin-Elmer 

Lester Strock Award Symposium: New 
Developments in Optical Spectrometry 
with Glow and Sputtering Discharges 

Arranged by G. M. Hieftje 

Glow DisCharge FT-AES. G. Horlick, Y. Shao, 
U of Alberta 

Trends of Development in Glow DiSCharge 
Optical EmiSSion Spectrometry. J. A. Broekaert, 
G. M. Hieftje, Institut fur Spectrochemie, FRG 



Dissociation of Oxide Anaiyte Species in Glow 
Discharge Devices. R. K. Marcus, M. R. 
Winchester, Clemson U 

Use of a Solid-Siste Photodetector Array for 
G!ow AES. K. R. Brushwyler, G. M. 
Hieftje, 

Jei-Ennsl'1Iced Giow Discharge for Atomic 
and Emission. E. H. Piepmeier, H. J. 

Kim, E. Cranda!!, A. E. Bernard, Oregon 
State U 

Characterization of a Jet-Assisted Glow 
for AES. M. W. Blades, P. Banks, U of 

Pfanar Magnetron Glow Discharge for Atomic 
Spectroscopy at Millitorr Pressures. L. McCaig, 
N. Sesi, R. Sacks, U of Michigan 

Ele,cl,oa"al:ysis in Gases, Solids, Fluidized 
Beds, and ,,",len",",'ca' Fluids 

Arranged by D. R Rolison 

z. 
u. 

Oxygen at Perfluorosulfonaie 
lonomer Film-Coated Ultramicroelectrodes: 

and Kinetics. A. Parthasarathy, C. R. 
A&M U 

Eleclr<,ch,emlisl,y in Supercrltical Fluids. R. M. 
R. Cabrera, 

and Solid-State Electrochemistry 
Using Zeolite Matrices at Elevated 
Temperarures. K. E. Creasy, B. R. Shaw, U of 
Connecticut 

Hydration Effects in Ion Conduction on Clay
Modified Electrodes. A. Fitch, S. A. Lee, Loyola 
U of Chicago 

Electrochemistry in Water Tubules and Oil 
Phases of Bicontinuous Microemulsions. J. F. 
RusJing, M. Iwunze, U of Connecticut 

Microinterface-An Answer to 
Microelectrodes in Electrochemistry on 
immiscible Liquid Interfaces. I. C. Hernandez, 
P. Vanysek, Northern Illinois U 

IR Spectroscopy 

Quantitative Analysis of Digitally Filtered 
FT-1R Interferograms. J. M. Bjerga, G. W. Small, 
Uof iowa 

Quantitative Analysis of Single Copolymer 
Fibers Using IR Microscopy. E. G. Bartick, M. W. 
Tunga!, A. Montaser, FBI Academy 

Chemical Kinetics of Triplet Methylene from 
Tunable IR Diode Laser Flash Kinetic 
Spectroscopy. D. Darwin, U of California 

Detection of Transient Species Produced in a 
Thermal Plasma by IR Spectroscopy and MS. 
N. W, Currier, A. G. Severdia, G. A. Totten, 
Pitman-Moore 

Matrix-isolation IR Spectroscopy of Mass 
Selected Ions. R. L. White, R. E. Fields Ill, U of 
Oklahoma 

Comparison of the Analytical Utility of fR 
Emission, Absorption, and Fluorescence from 
Combustion Flames. D. C. THotta, M. A. Busch, 
K. W. Busch, Baylor U 

Theoretical Investigation of IR Emission from 
Combustion Products in Hydrogen! Air Flames. 
D. C. Tilotta, C. Lam, M. A. Busch, K. W. Busch, 
Baylor U 

Principal Component Regression Analysis of 
Polyurethane Plaques Using Attenuated Total 
Reflectance Spectra. J. W. Sherman, G. K. 
Ferguson, J. A. de Haseth, U of Georgia 

In Situ fR Chemical Analysis: A Progress 
Report. W. M. Doyle, B. C. McIntosh, Axiom 
Analytical 

Environmental Applications of ICP Atomic 
Emission and Mass Spectrometries 

Arranged by F. L. Fricke 

Alternative Sources for Plasma MS. J. A. 
Caruso, J. Creed, T. M. Davidson, B. Sheppard, 
W. L. Shen, U of Cincinnati 

Comparison of ICP !MS and ICP-ES for the 
Analysis of Environmental Samples. S. E. Long, 
E. Martin, T. D. Martin, U.S. EPA 

Investigation of a Tangential Flow Torch with 
Coupling Probe Injector for Microwave~lnduced 
Plasma MS. R. D. Satzger, T. W. Brueggemeyer, 
F. L. Fricke, U.S. FDA 

Applications of a low-Power Low-Flow lep to 
the AnalysiS of Complex Matrices. D. G. 
Golightly, F. B. McGee, A. S. Szabo, Ross 
Laboratories 

Constant-Pressure Microwave Oven Digestion 
of inorganic Analysis Samples. D. W. Mincey, 
R. C. Williams, Youngstown State U 

Reduced-Pressure Helium lep as a GC 
Detector. C. Story, J. Caruso, K. Wolnik, F. L. 
Fricke, U of Cincinnati 

Thai's the beauty of our ultra high 
speed MCP-PMT's. 
Hamamatsu microchannel plate Photomultiplier 
Tubes (MCP-PMTs) offer a broad spectral 
response, using various cathodes and windows 
from 115 to 1500 nm,* with rise times of less than 
150 psec. Some tubes feature an IRF faster than 
30 psec.* plus a dynamic range greater than 105.* 
Gatable types can switch >4 decades with 
<3 nsec. rise time, using low gate voltages. 
Multianode configurations are also available. 

These affordably priced tubes are ideal for 
making optical measurements in a variety of 
studies, including: 

Analog/Phase Fluorescence Decay 
Time Correlated Photon Counting (T.C.P.C.) 
Laser Radar Research (L.R.) 
Optical Communications (O.C.) at 1.3 or 1.5ILm* 
Synchrotron Radiation (S.R) 
Other fast timing applications 

~Measured In TCPC mode 

For application information call David Fatlowitz, 
Special Image Tubes Product Line Manager, 
at 1-800-524-0504, 1-201-0960 in New Jersey. 

HAMAMATSU CORPORATION' 360 FOOTHILL ROAD POBOX 6910 BRIDGEWATER NJ 08807 • PHONE 201/231-0960 

·c 1988. Hamama\su Corporation 

CIRCLE 63 ON READER SERVICE CARD 

ANALYTICAL CHEMISTRY, VOL. 61, NO. 17, SEPTEMBER 1, 1989 • 985 A 



MEETINGS 

MOdeling of Inorganic Ion Distribution in the 
Mahonlng River. D. W. Mincey, S. C. Martin, L. A. 
Schroeder, Youngstown State U 

Application of ICP to the Analysis of Brines. 
J. D. Hwang, G. D. Guenther, J. P. Diomiguardi, 
H. P. Huxley, W. J. Vaughn, Occidental Chemical 

Bloanalytlcal Chemistry 

Use of a Biochemical Oscillator for 
Quantitative AnalysiS. O. L. Olson, A. SCheeline, 
U of illinois 

Protein Conformational Effects in Reyersed~ 
Phase HPlC: A Direct Spectroscopic 
Investigation. A. W. Grab!n, C. H. Lochmuller, 
Duke U 

Determination of Amphoterlcln~B in Plasma 
by Reversed-Phase HPLC. A. M. Rustum, Abbott 
Laboratories 

LC Analysis of Amphetamines and Related 
Compounds In ForenSic Samples. F. T. Noggle, 
Jr., C. R. Clark, J. DeRuiter, Alabama Dept. of 
Forensic Sciences 

Improving the Detection Limits of Enzyme 
Immunoassays through the Use of Modified 
Binders. L. G. Bachas, M. Barbarakis, S. Daunert, 
U of Kentucky 

Measurement of Interstrand Distances Using 
Bls~Analytes. R. S. Readnour, W. H. Pirkle, U of 
Illinois 

ElectriC Birefringence Densitometry of DNA. 
M. Lanan, R. A. Shick, S. Parus, M. D. Morris, 
U of Michigan 

Properties and Applications of Analyte 
Velocity Modulation Capillary Electrophoresis. 
C-Y. Chen, M. D. Morris, U of Michigan 

Electric Birefringence Frequency Dispersion 
of Unseparated DNA Restriction Fragments. 
R. A. Shick, M. Lanan, S. J. Parus, M. D. Morris, U 
of Michigan 

Certification and Use of Reference 
Materials: An Applications Workshop 

Arranged by M. S. Epstein 

Combining Data from Independent Chemical 
Analysis Methods. S. Schiller, K. Eberhardt, 
National Institute of Standards and Technology 

Use of Standard Reference Materials In ICP 
and AAS Quality Assurance Programs. R. L 
Watters, Jr., National Institute of Standards and 
Technology 

Use of Ion Chromatography for the 
Certification of Anions In Standard Reference 
Materials. W. F. Koch, National Institute of 
Standards and Technology 

Sample Preparation of Standard Reference 
Materials for Atomic Spectroscopy Analyses. 
T. C. Rains, T. A. Butler, T. A. Rush, National 
Institute of Standards and Technology 

"Independent Method" Concept for Certifying 
Reference Materials. How Realistic? M. Epstein, 
National Institute of Standards and Technology 

Analysis of High-Temperature Materials 

Arranged by F. R. Preli, Jr .. and J. Brenner 

Requirements for Modern Physicochemical 
Analysis: Hlgh~Temperature~Reslstant Materials 
and Structural Ceramics for Use In Hlgh~ 
Temperature and Fusion Reactors. H. Nickel, 
Nuclear Research Center 

Evaluation of Mixed Gas Plasmas for the 
Analysis of Refractory Slurries. I. B. Brenner, 
G. L. Long, Virginia Polytechnic Institute and 
StateU 

New Approaches to the Analysis of 
Refractory Ceramics Using the Glow Discharge. 
R. Avni, Negev Center for Nuclear Research 

Application of Laser Sampling ICP/MS to the 
Analysis of Hlgh~Temperature Materials. R. D. 
Ediger, E. Denoyer, E. Pruszkowski, J. Hagar, 
Perkin-Elmer 

Determination of Boron and Silicon in High 
Refractory Metals by Solid Sampling ICP. 
F. PreH, Jr., J. P. Dougherty, Pratt and Whitney 
Aircraft 

Trace Element Analysis of Alumina by 
GFAAS. J. Genna, M. Ruschak, J. Stobe!, Alcoa 
Technical Center 

Trace Element Analysis of Nlckel~Based 
Alloys by Laser~Exclted Atomic Fluorescence 
Spectrometry In a Graphite Furnace with Solid 
Sampling. J. Takahashi, G. T. Wei, R. L. Irwin, 
R. G. Michel, U of Connecticut 

Raman Spectroscopy 

Arranged by T. M. Cotton 

Surface Raman Spectroscopy In the Study of 
Electrochemistry. J. Pemberton, R. L. 
Sobocinski, D. A. Carter, M. A. Bryant, U of 
Arizona 

Hadamard Raman Microscopy. M. D. Morris, 
P. J. Treado, U of Michigan 

FT Raman Spectroscopy of Biological 
Assemblies. I. W. Levin, E. N. Lewis, NIH 

Dynamics and Reactivity In Hemoglobin: 
Tlme~Resolved Raman Studies. J. M. Friedman, 
AT&T Bell Laboratories 

Surface~Enhanced Resonance Raman 
Scattering of Heme~Contalnlng Proteins at Low 
Temperatures. V. Schlegel, T. M. Cotton, U of 
Nebraska, Lincoln 

Spectroscopic Instrumentation In Process 
Analytical Chemistry 

Rugged Multlwavelength, Near~IR Analyzer 
for In~L1ne Process Measurements. T. Hyvarinen, 
J. Malinen, Technical Research Centre of Finland 

On~Llne IR Spectroscopy of Solid Materials in 
Motion. R. W. Jones, J. F. McClelland, Iowa 
StateU 

Process FT ~IR Spectroscopy-Progress and 
Potential. B. Mcintosh, D. Peters, Laser Precision 
Analytical 

Applications of Discriminant Analysis In the 
Mld~IR. D. Kuehl, J. Duckworth, Galactic 
Industries 

011 Concentrations in "Dirty" OIl-ln~Water 
Emulsions as Determined by Quantitative Near~ 
IR Transflectance Spectroscopy. K. R. Carduner, 
A. Eilert, D. L. Wetzel, R. S. Marano, Ford Motor 
Co. 

Tar Sands Process Analysis Using a Fiber 
Optic Coupled Spectrometer. P. Beauchesne, 
J. Giroux, E. Migneault, G. Tremblay, H. Buijs, F. 
Baudais, Bomem International 

Quality Control of Amlne~Activated Epoxies 
by IR Microscopy. D. J. Johnson, S. L. Hill, 
Digilab Division, Bio-Rad Laboratories 

Poster Session 
AAS, Biotechnology/Biomedical/ 
Pharmaceutical/Clinical, Chromatography, 
Molecular Optical Spectroscopy, IR 
Spectroscopy, Raman Spectroscopy, NMR 
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WEDNESDAY MORNING 

Laser-Based Molecular Spectroscopy 

Arranged byT. Vo-Oinh 

FT Raman and Wavelength~Dependent 
Sensors. D. B. Chase, B. Parkinson, Ou Pont 

Ultrasensltlve Detection of Molecular Species 
by Surface~Enhanced Raman Microscopy. J. J. 
Laserna, S. Sutherland, J. O. Winefordner, U of 
Malaga, Spain 

Quantitative Resonance Raman 
Spectroscopy. T. J. Vickers, C. K. Mann, Florida 
State U 

Near~IR Surface~Enhanced Raman 
Spectroscopy. S. M. Angel, M. L. Myrick, 
Lawrence Livermore National Laboratory 

Flber~Optlc Surface~Enhanced Raman 
Spectroscopy for Environmental Monitoring. 
M. M. Carrabba, R. B. Edmonds, P. J. Marren, 
R. D. Rauh, EIC Laboratories 

Surface-Enhanced Raman Spectroscopy of 
Blomolecules. R. L. Garrell, U of Pittsburgh 

Surface~Enhanced Raman Spectroscopy for 
Chemical and Biological Analysis. T. Vo-Dinh, J. 
Belto, D. Stokes, Oak Ridge National Laboratory 

Characterization of a Polydlacetylene by 
Coherent Inverse Raman Scattering: The 
PhononwMedlated Optical Stark Effect. G. J. 
Blanchard, J. P. Heritage, A. C. Von Lehmen, 
M. K. Kelley, G. L. Baker, S. Etemad, Bell 
Communications Research 

Absorption Effects in Fully Resonant Coherent 
Four~Wave Mixing Spectroscopy. R. J. Carlson, 
J. C. Wright, U of Chicago 

Eleclroanalysls of Films and Surtaces 

Arranged by A. Wieckowski 

Direct Imaging of Surface Structures by 
Angle~Dependent Auger Microscopy. A. T. 
Hubbard, U of Cincinnati 

Recent Advances In Surface Laser 
Spectroscopy. R. P. Van Duyne, Northwestern U 

Raman Spectroscopy of Chemically Modified 
Electrodes. T. M. Cotton, U of Nebraska 

Tlme~Resolved FT ~IR Spectroscopy at Single 
Crystal Electrode Surfaces. M. J. Weaver, 
Purdue U 

Spectroscopic and Chemical Studies of 
Organic Thin Films. R. G. Nuzzo, AT&T Bell 
Laboratories 

How To Build Structured, Multlcomponent 
Polymer Films on Electrode Surfaces. J. T. 
Hupp, Northwestern U 

Open Discussion: Thin Films and Surfaces
Significance, Methods, Focus, and Common 
Concepts. L. R. Faulkner, U of Illinois 

MagnetiC Resonance In Polymers 

Arranged by F. O. Blum 

Deuterium Quadrupole Coupling Constants 
and the Origin of a Karplus~ Type Relationship for 
Measuring Torsion Angles. L. G. Butler, Louisiana 
StateU 

Analysis of Free~Radlcal Species In 
Malelmldes and Blsmalelmlde Resins Using ESR 
Spectroscopy. T. C. Sandreczki, I. M. Brown, 
McDonnell Douglas Research Laboratory 

NMR Characterization of Protein/Starch 
CompOSites. J. Garbow, J. Schaefer, Monsanto 

31p NMR Studies of Polymer Additive 
Degradation. A. J. Brandolini, R. E. Truitt, Mobil 
Chemical Co. 

Solvent Self~Dlffuslon and Free Volume in 
Concentrated Polymer Solutions. R. A. 
Waggoner, F. D. Blum, U of Missouri, Rolla 

NMR Studies of Compositional Heterogeneity 
In Copolymers. H. N. Cheng, Hercules 



Magnetic Resonance of Polyethylene: A New 
Look at an Old Friend. C. Dybowski, J. S. 
Kauffman, U of Delaware 

NMR Studies of Pressure Effects on Polymer 
Dynamics. P. Smith, Dow Chemical 

GFAAS-Sollds and Slurries 

Arranged by K. W. Jackson 

Solid and Slurry Sampling in GFAAS-Is It 
Worth the Effort? B. Welz, M. Sperling, 
6o::1enseewerk Perkin-Elmer and Co. GmbH 

Determination of Pb in Soil by Slurry GFAAS 
with a Fast-Temperature Program. M. W. Hinds, 
K. Allen, K. W. Jackson, U of Saskatchewan 

Quantitative Determination of Au in Blood 
Plasma of Individuals Treated with Au(l) Drugs 
Using Zeeman-Corrected GFAAS: Calibration 
with Solid Standards. T. Alavosus, Baird Corp. 

Analytical Errors Unique to Slurry Samples. 
J. A. Holcombe, V. Majidi, U of Texas 

Effects of Charring on Particle Distribution 
and Atomization Characteristics in Slurry 
ETAAS. K. W. Jackson, H. Oiao, SUNY 

Slurry Sample Preparation for the 
Determination of Trace Metals. N. J. Miller-!h!i, 
U.S. Dept. of Agriculture 

Rapid Analysis of Fly Ash for Arsenic and 
Selenium by GFAAS with Slurry Sample 
Introduction. D. K. Bradshaw, W. Slavin, Perkin
Elmer 

Rapid Method for Determination of Gallium 
and Germanium in Solid Samples by Flame 
AAS. R. A. Davidson, D. D. Hammargren, D. D. 
Harbuck, U.S. Bureau of Mines 

Excitation Mechanisms in Plasmas 

Arranged by J. M. Mermet 

Criterion for L TE in ICP and Consequences on 
Analytical Results. J. M. Mermet, U of Lyon 

Deviations from L TE for the ICP
Measurement and Interpretation. M. W. Blades, 
L. L. Burton, U of British Columbia 

Comparison of L TE and Experimental 
Behavior in ICPs. J. W. Olesik, S-J. Den, L. M. 
Chen, U of North Carolina 

Toward an Understanding of the Easily 
Ionized Element Effect in rcp Spectrometry. 
G. M. Hieftje, M. Huang, C. Monnig, P. Yang, U of 
Indiana 

Non-LTE Effects in Induction Plasma 
Modeling. J. Mostaghimi, M. l. Boulos, U of 
Sherbrooke 

Theory and Practice of Common Gas ICP 
Discharges. R. M. Barnes, U of Massachusetts 

Fundamental Studies of ICPs by MS and 
VaCuum UV Spectroscopy. R. S. Houk, D. R. 
Wiederin, J. S. Crain, H. B. Lim, Iowa State U 

Biomedical Applications of Recent 
Analytical Chromatographic Techniques 

Arranged by L. A. Kaplan 

Biomedical Applications of Microbore HPLC. 
T. Annesley, U of Michigan 

Biomedical Applications of SFC. S.H.Y. Wong, 
U of Connecticut Health Center 

Biomedical APplications of LC/MS. C. Stacy, 
Waters Corp. 

Biomedical Applications of a Secondary Ion 
Mass Spectrometer (SIMS) Detector for HPLC. 
K. Busch, Indiana U 

ANACHEM Award Symposium: Looking to 
the Future-A Symposium for Young 
Analytical Faculty 

Arranged by S. R. Crouch 

Macromolecule-Surface Interactions Probed 
by Surface-Enhanced Raman Spectroscopy. 
R. Garrell, U of Pittsburgh 

Linear and Nonlinear Spectroscopic Studies 
of Coadsorption at Electrode Surfaces. R. M. 
Corn, B. J. Barner, R. V. Cuevel, M. Lynch, U of 
Wisconsin 

Chemistry of Quinone Functionalized 
Vesicles. C. R. Liedner, M. D. Liu, D. L. Patterson, 
Purdue U 

Organized Monomolecular Assemblies: Novel 
Approaches for Manipulating the 
Electrochemical Interface. M. Porter, C. Chlhal, 
C. Chung, Iowa State U 

Probing and Band Structure of Conductive 
Polymers via Electrochemical Techniques. J. G. 
Gaudielto, Michigan State U 

Probing the Structure of Electrode Surfaces 
Using Scanning Tunneling Microscopy. 
B. Schardt, Purdue U 

Award Address: Systems Approach to 
Analytical Chemistry. H. L. Pardue, Purdue U 

Modern Analytical Chemistry of Crop 
Protection Chemicals 

Arranged by J. A. Graham 

MuiUresldue Determination of Sulfonylurea 
Herbicides and Metabolites in Soil and Water by 
LC/MS. L. M. Shalaby, Du Pont 

Robotic Sample Preparation of Soil Samples 
for Herbicide Determination by GC. S. Adams, 
Monsanto Agricultural Co. 

Pesticide Residue Analysis Using GC with a 
Novel Microwave-Induced Helium Plasma 
Detector. P. Wylie, Hewlett-Packard 

Supercrltical Fluid Approaches to Pesticide 
Residue Analyses. K. Voorhees, J. Franz, 
Colorado School of Mines 

Use of an HP-1000 GC/MS Data Reduction 
Environment and Lotus 1-2-3 for the Rapid 
Evaluation of Low-Level PCB Analysis Data. 
B. M. Hughes, D. E. McKenzie, Monsanto 

LC/MS: Optimizing LC of Pesticides for Mass 
Spectrometric Analysis. M. Balogh, Waters 
Chromatography Division, MilJipore 

Carbamate Pesticide Determinations Using 
HPLC and Postcolumn Derlvatization 
Techniques. J. Tschida, Varian Instrument Group 

Sample Introduction, Ionization, and Data 
Analysis in FTMS 

Arranged by J. R. Eyler 

Chromatography and FTMS. M. L. Gross, C. B. 
Jacoby, D. L. Rempel, U of Nebraska 

Protein Sequence Analysis by Quadrupole 
FTMS. D. F. Hunt, J. Shabanowitz, P. R. Griffin, 
N. Z. Zhu, U of Virginia 

Application of Correlation Analysis 
Techniques in MS. K. G. Owens, J. P. Reilly, 
Drexel U 

Laser Ionization for FT-ICR MS. J. R. Eyler, 
C. H. Watson, U of Florida 

Ion Manipulation and Data Reduction in FT
ICR MS. A. G. Marshall, Ohio State U 
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Environmental Analysis 

Nitrate Concentrations of Selected Drinking 
Water Supplies in New Brunswick. B. Lo, J. C. 
Meranger, Health and Welfare Canada 

Novel Approach to the Determination of 
Chloride lon, Chlorine, and Organochlorine 
Compounds in Aqueous Samples by Flame JR 
Emission. S. W. Kubala, D. C. Tilotta, M. A. 
Busch, K. W. Busch, Baylor U 

Evaluation of Sample Holding Times for the 
Determination of Base, Neutral, and Acid 
Priority Pollutants In Ground/Surface Waters. 
M. D. Wichman, G. M. Breuer, T. G. Cain, G. J. 
Jacobs, P. M. Mollenhauer, D. R. Seeger, U of 
Iowa 

Automated Field Analysis of Chemical Waste 
Sites by Ge/lon Trap MS. C. P. Leibman, P. H. 
Hemberger, T. M. Cannon, M. A. Wolfe, Los 
Alamos National Laboratory 

Particle Size Dependent Chromium 
Speciation in Environmental Aerosols. J. A. 
Koropchak, S. B. Roychowdhury, Southern 
Illinois U 

Air Sampling and Analysis of Methyl~t~butyl 
Ether (MTBE) in Gasoline Vapors. J. Palassis, 
R. W. Hartle, J. L. Holtz, NIOSH 

Air Quality Measurements with a New 
Optimized Gas Cell. F. Baudais, L. Ellis, J. Giroux, 
D. Pruss, E. Koche, K. Stolting, Bomem 
International 

Investigation on the Stability and Sensitivity of 
the Reagents Used in the Quantitation of 
Organophosphorus Pesticides in Air. M. S. 
Abdel-Latif, G. C. Guilbault, U of New Orleans 

Simultaneous Enrichment of Metal Ions 
across Supported Liquid Membranes. 
A. Bhatnagar, J. Cox, Miami U 

Coupling of Atomic Spectrometric Methods 
with Chromatography 

Arranged by P. C. Uden 

Overview of Atomic Spectral 
Chromatographic Detection. P. C. Uden, U of 
Massachusetts, Amherst 

Evaluation of a Helium Discharge Detector for 
Gas Chromatographic Determination of Volatile 
Organohalogen Compounds. G. W. Rice, D. A. 
Ryan, College of William and Mary 

Increasing the Chromatographer's Toolbox: 
Simultaneous Multidimensional/Multielement 
Analysis. J. J. Kosman, J. L. Buteyn, R. G. Lukco, 
BP Research International 

Preliminary Investigations Toward the 
Determination of Deuterium by GC~MIP. S. R. 
Goode, J. J. Gemmill, U of South Carolina 

Elemental Speciation and Removal of 
Interferences by LC with ICP/MS. R. S. Houk, 
F. G. Smith, J. J. Sun, J. S. Fritz, U.S. DOE and 
Iowa State U 

Comparison of Two Atmospheric Pressure 
Helium Microwave Plasmas Used in 
Spectroscopic Detection of Supercritical Fluid 
Effluents. Q. Jin, D. M. Chambers, C. Zhu, G. M. 
Hieftje, U of Indiana 

HeliUm Mlcrowave~lnduced Plasmas as 
Detectors for SFC. J. W. Carnahan, L. Zhang, 
P. H. Neill, R. E. Winans, G. K. Webster, Northern 
IllinoisU 

Element-Specific Chromatographic Detection 
Employing ICP and DCP Sources. M. B. Denton, 
J. D. Kolczynski, M. J. Pilon, U of Arizona 

Surface Wave Plasmas and Multielement 
Detectors for GC/SWP/AES. J. Hubert, R. Sing, 
C. Lauzon, C. T. Khanh, U of Montreal 

Plasma MS for Chromatographic Detection. 
J. A. Caruso, B. Sheppard, J. Creed, H. Suyani, T. 
Davidson, U of Cincinnati 

Circular Dichroism/Polarization 

Arranged by D. R. Bobbitt 

Spectrochemical Analysis at Trace 
Concentrations by Polarlzation~Modulated 
Resonant Degenerate Four~Wave Mixing. 
W. Tong, Z. Wu, J. Nunes, San Diego State U 

Differential Photothermal Detection of 
Circular Dichroism. S. R. Erskine, D. R. Bobbitt, 
U of Arkansas 

Analytical Applications of CD to Problems in 
Clinical and Pharmaceutical Chemistry. 
N. Purdie, K. A. Swallows, L H. Murphy, R. B. 
Purdie, Oklahoma State U 

Chlroptical Studies of Pharmaceutical 
Compounds. D. E. Bugay, H. Kadin, H. G. Brittain, 
E. R. Squibb and Sons 

Fluorescence-Detected Circular Dichroism 
Measurements In Capillary Zone 
Electrophoresis. P. L Christensen, E. S. Yeung, 
Ames Laboratory, U.S. DOE and Iowa State U 

Applications of Laser~Based Polarimetry to 
Biochemical Studies. D. R. Bobbitt, U of 
Arkansas 

Chromatography Detectors 

Electrogenerated Chemiluminescence 
Detection for Use with HPLC and FlA. 
J. Holmstrom, T. A. Nieman, U of Illinois 

Indirect Fluorescence Detection for Velocity 
Modulated Capillary Electrophoresis. 
T. Demana, C-Y. Chen, M. D. Morris, U of 
Michigan 

Results Obtained with a New Particle Beam~ 
Type LC/MS Interface in Combination with a 
Hlgh~Resolution Magnetic Sector Mass 
Spectrometer. W. V. Ligon, Jr., S. B. Dorn, 
General Electric 

Hlgh~Speed Vacuum~Outiet Capillary GC with 
Element-Selective Plasma Detection. R. Sacks, 
L Puig, S. Levine, U of Michigan 

Flame IR Emission/Flame Ionization Detector 
(FIRE/FlO) for GC. M. K. Hudson, T. Fau, K. 
Underhill, S. Applequist, Southwest Missouri 
StateU 

Chlorofluorocarbon~Speciflc Detector for GC 
Based on Flame IR Emission (FIRE). D. C. 
THotta, R. Srinivasan, M. A. Busch, K. W. Busch, 
Baylor U 

Laser~lnduced Fluorescence Detection for the 
Direct Measurement of Retention and Dispersion 
In LC. C. E. Evans, V. L. McGuffin, Michigan 
State U 

DeSign and Construction of a Particle Beam~ 
Type LC/MS Interface for a High-Resolution 
Magnetic Sector Mass Spectrometer. W. V. 
Ligon, Jr., S. B. Dorn, General Electric 

Expert System/Column Switching HPLC 
System. S. V. Medlin, A. P. Wade, S. R. Crouch, 
Michigan State U 

Flow Methods and Chromatographic 
Analyses in the Process Environment 

Arranged by R. Synovec and E. D. Yalvac 

FIA in Industrial Applications of Process 
Control Optimization. E. D. Yalvac, Dow 
Chemical 

On-Line Monitoring and Control of 
Fermentation Processes by FlA. L. W. Forman, 
F. S. Jacobson, Genentech 

Renewable Reagent Fiber-Optic-Based 
Chemical Sensors. L W. Burgess, R. J. Berman, 
U of Washington 

Use of Membranes for Sample Conditioning
Volatiles. R. A. Bredeweg, M. L Langhorst, D. R. 
Dittenhafer, A. J. Strandjord, R. S. Willis, Dow 
Chemical 
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Use of Membranes for Sample Conditionlng
Extraction. R. G. Melcher, P. L. Morabito, D. W. 
Bakke, E. D. Yalvac, Dow Chemica! 

Advances in Process GC. J. Clemons, 
Combustion Engineering 

High-Temperature LC in Process Analysis. 
R. E. Synovec, C. N. Renn, U of Washington 

Automatic Control of a Biological Wastewater 
Treatment Plant with Biological Removal of 
Phosphorus and Nitrogen. K. M. Pedersen, M. 
Kummel, H. Soeberg, T echnica! U of Denmark 

Development of a Simple Ion Chromatograph 
for On~Ljne Analysis. R. Puzic, Esso Chemical 
Corp. 

WEDNESDAY AFTERNOON 

Lasers and MS 

Arranged by D. M. Lubman 

Nd/YAG Laser Desorption FT~ICR MS. A. G. 
Marshall, Z. Liang, Ohio State U 

Multiple Laser Applications and FT -ICR MS. 
J. R. Eyler, C. H. Watson, U of Florida 

Gas~Phase Chemistry of Laser-Desorbed 
Neutral Molecules in a Fourier Transform Mass 
Spectrometer. I. J. Amster, U of Georgia 

Developments in Laser-Based Techniques for 
Ion Trap MS. D. E. Goeringer, G. L. Glish, K. G. 
Asano, S. A. McLuckey, W. B. Whitten, M. J. 
Ramsey, Oak Ridge National Laboratory 

Resonance Ionization Mass Spectrometer To 
Count Isotopically Selective Atoms and 
Molecules. C. H. Chen, Oak Ridge Nationa! 
Laboratory 

Laser Ionization Studies of Sulfides and 
Organophosphonates. S. R. Long, Aberdeen 
Proving Ground 

Multlphoton Ionization MS of Small Biological 
Molecules Using Pulsed Laser Desorption/ 
Volatilization into Supersonic Beams. D. M. 
Lubman, L. Li, U of Michigan 

Stepwise Solvation of Reactive Cations as 
Studied by Molecular Beam Laser MS. J. Syage, 
The Aerospace Corp. 

Electroanalysis of Films and Surfaces 

Arranged by A. Wieckowski 

Dynamics In Microstructures at Electrodes. 
L. R. Faulkner, U of Illinois 

Imaging of OrganiC Compounds on Platinum 
Electrode Surfaces. B. C. Schardt, Purdue U 

Modeling of the Electrical Double Layer in 
Ultra-High Vacuum. F. T. Wagner, GM Research 
Laboratories 

IR Spectroscopy as a Probe of Electrode 
Processes. C. Korzeniowski, U of Michigan 

In Situ IR Spectroscopy of Well~Defined 
Single-Crystal Electrodes: Adsorption and 
Electrooxldation of CO on pt(110), P1(100), and 
pt(111). S-C. Chang, M. J. Weaver, Purdue U 

Orientation of Complex Adsorbates by Raman 
Scattering and Linear Dichroism. P. W. 8ohn, 
U of Illinois 

Electrochemical In Situ Surface Science by 
Radioactive Labeling. A. Wieckowski, U of 
Illinois 

Open Discussion: In Situ and Ex Situ Methods 
of Surface Electrochemistry. A. Wieckowski, 
U of Illinois 

Electroanalytical and Bioelectroanalytical 
Chemistry 

Electroreduction of Iron Porphyrin Nitrosyls In 
the Presence of Substituted PhenOls. Y. Liu, 
M. D. Ryan, Marquette U 



Electrochemistry of Iron Porphyrin Complexes 
with Sulfate. P. W. Crawford, M. D. Ryan, 
Marquette U 

Mn(i!l)-Porphyrin-Sased Thiocyanate
Selective Membrane Electrode: 
Characterization and Application in Flow
Injection Determination of Thiocyanate in Saliva. 
D. V. N. A. Chaniotakis, I. H. Lee, S. C. 
Ma, S. B. M. E. Meyerhoff, R. J. Nick, J. T. 
Groves, U of 

Influence of lonophore Structure on the Anion 
Selectivity of Membrane Electrodes Based on 
Diquaternary Ammonium Salts. V. J. Wotring, 
L. G. Bachas, U of Kentucky 

Cathodic Stripping Analysis of Heterocyclic 
Nitrogen DNAIRNA Bases in Nonaqueous Media. 
J. Fish, A. Ciszewski, T. Malinski, Oakland U 

Electrochemical Determination of Pb2";' Based 
on the Transfer Across Liquid/Liquid Interfaces. 
P. Vanysek, Z. Sun, Northern Illinois U 

Eieciroanalyticai Sub-ppm Aqueous Chlorine 
Measurements. C. O. Huber, U of Wisconsin, 
Milwaukee 

High-Curren' and Magnetically Altered 
Plasmas 

Arranged by J. M. Goldberg and R. D. Sacks 

Magnetic Field Moduiagon of a Two-Electrode 
DCP. R. Sacks, F. Braid, D. Slinkman, U of 
Michigan 

Magnetically Induced Rotation of a Direct 
Current Arc Plasma. R. Sacks, D. Slinkman, U of 
Michigan 

Investigations of a Low-Pressure Laser
~nduced Plasma in a Pulsed Magnetic Field. 
J. M. Goldberg, F. Dorman, U of Vermont 

Progress Toward Quantitative Analysis with a 
Theta Pinch Discharge. D. Miller, A. Scheeline, 
U of IlJinois 

Mass Flow and Analytical Characteristics of a 
Plasma Gun Atomic Emission Source. J. M. 
Goldberg, D. Robinson, U of Vermont 

Preliminary Characterization of the Thin 
Films, Vapors, and Smokes Formed in 
Electrically Vaporized Conductor Plasmas. 
K. Trivedi, R. D. Sacks, S. Brewer, Jr., U of 
Michigan 

Near-IR!Fluorescence! Absorbance 

Arranged by G. Patonay 

New Instrumentation Concepts for Near-IR 
Spectroscopy. J. 8. Callis, U of Washington 

Effect of Moving Nonhomogeneous Samples 
on Mu!tlwavelength Near-IR Analysis. G. 
Kemeny, Bran + Luebbe 

Near-!R Analysis of Intact Sterile Products. 
R. A. Ladder, U of Kentucky 

Fiber-Optic In-Line Process Analyzer. 
R. Weedon, Bran + Luebbe 
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Remote Monitoring with Near-IR Fiber Optics. 
C. W. Brown, S. M. Donahue, S-C. La, U of Rhode 
Island 

Near-IR Spectroscopy for the Analysis of 
Polymers. P. Brimmer, Pacific Scientific 
Instrument Division 

Application of Near-IR Fluorophores in 
Analytical Chemistry. G. Patonay, O. Andrews
Wilberforce, Georgia State U 

Molecular Association and Its Consequences 
for Quantltatlon of Mixtures. M. K. Phelan, J. B. 
Callis, U of Washington 

Biomedical Applications of Recent 
Analytical Chromatographic Techniques 

Arranged by L. A. Kaplan 

Use of Laser Detectors for Measuring Proteins 
by HPLC. E. S. Yeung, Iowa State U 

Biomedical Applications of n-Cell 
Electrochemical Detectors. W. R. Masterson, 
ESA 

Use and limitations of Photodiode Array 
Detectors In HPLC. G. Schmidt, Perkin-Elmer 

ANACHEM Award Symposium: Looking to 
the Future-A Symposium for Young 
Analytical Faculty 

Arranged by S. R. Crouch 

Under defined and III-Posed Problems in the 
Spectroscopy of Thin Films. P. W. Bohn, N. F. 
Fell, S. R. Kisting, U of Illinois 

Emission, Fluorescence, and Scattering 
Images In Plasmas: Detection, Results, and 
Implications. J. W. Oleslk, E. J. Williamsen, L. M. 
Chen, K. Bradley, S. Den, L. J. Smith, M. S. 
Denker, U of North Carolina 

Kinetic Energy Release Studies in FT -ICR 
Spectrometry. S. W. Buckner, S. L. Van Orden, 
U of Arizona 

New Techniques lor Investigating Transition 
Metal Cluster Ion Chemistry in the Gas Phase. 
D. B. Jacobson, North Dakota State U 

Analytical Chemistry Using Supercritical 
Fluids: Application of Controlled Variation of the 
Chemical Potential. S. V. Olesik, T. Engel, L. 
Giddings, W. Larkins, G. Mellott, C. Miller, L. 
Pekay, J. Woodruff, Ohio State U 

Signal-Processing Techniques for Real-Time 
FT -IR AnalYSis. G. Small, U of Iowa 

Solvent Modulation In LC. V. L. McGuffin, J. H. 
Wahl, Michigan State U 

Characterization of TLC and HPLC Stationary 
Phases Using UV-Vls and Fluorescence 
Solvatochromlc Methods. S. C. Rutan, T. L. 
Cecil, Virginia Commonwealth U 

ICP/MS 

Arranged by R. S. Houk 

Present Status of and Analytical 
Improvements In ICP/MS. R. S. Houk, Iowa 
State U 

Oxide Ion Characteristics In ICP/MS. 
G. Horlick, M. A. Vaughan, U of Alberta 

Use of a Center-Tapped Load-Coil Geometry 
with a Noncommercial Instrument for ICP IMS. 
B. S. Ross, P. Yang, D. Chambers, G. M. Hieftje, 
Indiana U 

Location of the Optimal Skimming Position in 
an Inductively Coupled Plasma Mass 
Spectrometer. D. M. Chambers, B. S. Ross, G. M. 
Hieftje, Indiana U 

Moderate Power Nitrogen Microwave-Induced 
Plasma as an Alternative Ion Source for Plasma 
MS. W-L. Shen, J. T. Creed, J. A. Caruso, U of 
Cincinnati 

Determination of Phosphorus at Trace Levels 
Using a Reduced-Pressure Helium Microwave
Induced Plasma as an Ion Source for Plasma 
MS. W. C. Story, J. T. Creed, J. A. Caruso, U of 
Cincinnati 

Chemometrlc Approach to an Analytical 
Technique: ICP/MS. M. E. Ketterer, C. A. 
Ramsey, J. J. Reschl, M. J. Peters, U.S. EPA 

Quantltatlon without Standards for Laser 
Ablatlon-ICP IMS. J. W. Hager, Sciex 

Spatlotemporal Characteristics of the 
Sampling Interface in ICP/MS. R. K. Winge, R. S. 
Houk, J. S. Crain, Iowa State U 

GFAAS-Matrix Modifiers 

Arranged by J. M. Harnly and W. Slavin 

Palladium and the Future of Chemical 
Modification In GFAAS. L. M. Beach, T. M. 
Rettberg, Varian Instrument Group 

Matrix Modifiers: Their Role and History for 
Furnace AAS. G. R. Carnrick, G. Schlemmer, 
S. Mcintosh, Perkin-Elmer 

Influence of Modifiers on Atomization 
Mechanisms in Furnace AAS. D. L. Styris, Pacific 
Northwest Laboratory 

Influence of Furnace Design on the Need for 
Matrix Modifiers. W. Frech, U of Umea, Sweden 

Plasma Spectroscopy 

Simultaneous Multiple Species Analysis in a 
Buffered Silane Plasma. S. W. Rynders, A. 
Scheeline, U of Illinois 

Separated Sampling and Excitation Using 
Spark Ablation with a Pulse-Operated 
Microwave Plasma Emission Source. D. M. 
Coleman, M. M. Mohamed, T. Uchida, S. Minami, 
Wayne State U 

Novel Capacitlvely Coupled Plasma Detector 
for GC. M. W. Blades, D. Huang, D. C. Liang, U of 
British ColUmbia 

Helium ICP: Detection of Halogens in UV and 
VU Regions. R. H. Clifford, A. Montaser, S. A. 
Sinex, S. G. Capar, George Washington U 

Ultratrace Determination of Cd, Cu, Br, and CI 
with Electrothermal Vaporization into a Helium 
Microwave-Induced Plasma. M. Wu, J. W. 
Carnahan, Northern Illinois U 

Determination of Nonmetals in Coal by Direct 
Powder Injection Into a He MIP. J. M. 
Gehlhausen, J. W. Carnahan, Northern Illinois U 

Study of Noise Amplitude Spectra Produced 
by a Newly Designed Microwave Plasma Torch. 
C. Zhu, Q. Jin, K. Brushwyler, C. Monnig, G. 
Hieftje, Indiana U 

Tomographic Image Reconstruction of Spatial 
Emission Profiles on a Microwave Plasma Torch. 
C. Zhu, Q. Jin, P. Galley, C. Monnig, G. Hieftje, 
Indiana U 

Sample Preparation for Chromatographic 
Analysis 

Arranged by C. F. Poole 

Liquid-Liquid Extractions: Theory and 
Practical Considerations. P. C. Sadek, J. T. 
Przybytek, P. M. Meilinger, C. L. Seaver, Baxter 
Healthcare 

Practical Aspects of Continuous Liquid-Liquid 
Extractors as Applied to Aqueous Samples. T. L. 
Peters, Dow Chemical 

Steam Distillation. J. Fritz, Iowa State U 
Characterization of Industrial Wastewater by 

SOlid-Phase Extraction. M. J. Wells, E. C. 
Roberts, A. Rossano, West Point Pepperell 

Cleanup Techniques for Pesticides in Fatty 
Foods. S. M. Walters, U.S. FDA 
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Mechanisms and Results for SOlid-Phase 
Extraction of Organic Compounds. G. A. Junk, 
Ames Laboratory-U.S. DOE, Iowa State U 

Solid-Phase Extraction (SPE) of Herbicides 
from Well Water for Determination by GC/MS. 
S. A. Schuette, R. G. Smith, L. R. Holden, J. A. 
Graham, Monsanto Agricultural Co. 

Rapid and Sensitive HPLC Method To 
Determine Cyclosporin-A in Whole Blood Using 
a Short Column. A. M. Rustum, Abbott 
Laboratories 

ICP-OES 

Detailed Precision Studies Using a 
Photodlode Array-Based ICP Spectrometer 
System. S. W. McGeorge, p, S. Wee, H. W. 
Moak, P. A. Cop, Leco Instruments 

Analytical Characterization of Direct 
Wavelength Drive Spectrometer for ICP-AES. 
S. F. Zhu, Spectra Analytical Instruments 

Excitation Mechanisms of yttrium in an ICAP. 
K. Wheeler, K-P. Li, U of Lowell 

Closed-Vessel Microwave Digestion of SlaN4-

Based and Al20 a-Based Ceramic Materials for 
ICP-AES Analysis. J. M. Keane, A. F. Valeri, GTE 

Determination of Rare Earth Elements in Rare 
Earth Matrices by ICP-AES Line Selection. I. B. 
Brenner, P. Grosdaillon, Geologica! Survey of 
!srael 

Determination of Ti02 and BaS04 in 
Sunscreen Preparations by Slurry Nebulization 
ICP-OES. G. N. Coleman, C. M. Ashkeboussi, 
Leeman Labs 

New Approach to ICP-AES-A Multichannel 
Polyscan Analyzer. R. B. Myers, A. Le Marchand, 
P. GrosdaiIJon, !. B. Brenner, JY Division, 
Instruments SA 

Elemental Analysis of Edible Oil by ICP-OES. 
G. N. Coleman, C. M. Ashkeboussi, Leeman Labs 

Automated Heuristic Selection of ICP 
Background Correction Wavelengths. M. L. Sa!it, 
Perkin-Elmer 

Raman Spectroscopy 

POlymer-Coated SERS Electrodes for 
Neurotransmitter Determination in Biological 
Matrices. M. L. McGlashen, M. D. Morris, U of 
Michigan 

Raman Spectroscopy as a Probe of Immersed 
and Emersed Electrode Interfacial Solvent 
Structure. R. L. Sobocinski, J. E. Pemberton, U of 
Arizona 

FT -Raman Spectroscopy: Industrial 
Applications. J. A. Graham, Hercules 

Line-Narrowed Fully Resonant Four-Wave 
Mixing Spectroscopy of Organics in Amorphous 
Media. G. B. Hurst, J. C. Wright, U of Wisconsin 

Changes in the Raman Spectrum of Silicon 
Oxide Sol-Gels Caused by Additives and Drying. 
M. Bradley, J. Maurer, J. H. Krech, U of 
Connecticut 

Raman Microprobe Profiles with an 
Automated Stage. P. J. Codelia, General Electric 

Histamine Determination by Surface
Enhanced Raman Spectroscopy in Microliter 
Volumes. K. L. Davis, M. L. McGlashen, M. D. 
Morris, U of Michigan 

Waveguide Raman Sampling Applied to the 
Study of Diffusion. N. E. Schlotter, Bell 
Communications Research 

Recent Developments in FT ~Raman 
Spectrometry. N. A. Wright, K. Krishnan, Digilab 
Division, Bio-Rad Laboratories 
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FIA 

Automation of the DPO Method for Chlorine in 
Water by Flow Injection. K. J. Smith, G. Gordon, 
G. E. Pacey, Miami U 

Automated On~line Extraction and 
Determination of Trace Impurities in a Uranium 
Matrix by Flow Injection/lep Analysis. 
H. Nekimken, D. Gallimore, Los Alamos NationaJ 
Laboratory 

Characterization of SulphochlorophenolR 
azorhodamine as a Reagent for Palladium in 
FlA. P. M. Shiundu, P. D. Wentzell, A. P. Wade, U 
of British Columbia 

Peroxide Determinations Using Immobilized 
Chemiluminescence Reagents. N. M. Rao, T. A. 
Nieman, U of Winois 

Extending the Utility of Gas Diffusion FIA 
Using Immobilized Enzyme Membranes. T. A. 
Spinks, G. E. Pacey, Miami U 

On-Line Preconcentration of Refractory 
Elements for Determination by Atomizer, Source 
ICPs in Atomic Fluorescence Spectrometry 
(ASIA). J. F. Tyson, S. Greenfield, T. M. Durrani, 
S. Kaya, U of Massachusetts 

Potentiometric Titration of Mixtures of Nitric, 
Hydrofluoric, and Acetic Acids in Semiconductor 
Etchants. W. C. PeskJak, SEH America 

On-line Determination of Dissolved Gases in 
Liquid PrOcess Streams. K. G. Schick, P. Karges, 
FIAtron Systems 

Poster Session 
AAS, AES, Computers and Software, 
Electroanalytical Chemistry, FIA, IR 
Spectroscopy, MS, Solid Materials 
Characterization 

THURSDA Y MORNING 

Trace Elements in Biological Samples 

Arranged by N. Miller-lhli, S. G. Capar, and 
F. L. Fricke 

Trace Elements in Biological Samples: A 
Comparison of Analytical Methods. M. Stoepp!er, 
KFA Julich 

Programmed Microwave Dissolution Methods 
for ICP Analysis of Standard Reference 
Materials. R. L. Watters, N. M. Kingston, L. J. 
Wood, T. A. Butler, National Institute of Standards 
and Technology 

Application of ICP IMS to the Certification of 
Marine Biological Reference Materials. J. W. 
McLaren, S. N. Willie, S. S. Berman, National 
Research Council of Canada 

Determination of Lead in Foods. S. G. Capar, 
W. H. Lamont, S. C. Hight, U.S. FDA 

Laser-Enhanced Ionization Spectroscopy for 
the Analysis of Standard Reference Materials. 
G. C. Turk, H. M. Kingston, National Institute of 
Standards and T echno!ogy 

Dissolution and Separation Methods for 
DPASV Determinations of lead and Cadmium in 
Biological Samples. K. Pratt, Na:iona! Institute of 
Standards and Technology 

GF AAS Determination and Survey of 
Aluminum in Infant Formulas and Evaporated 
Milks. R. W. Dabeka, A. D. McKenzie, Health and 
Welfare Canada 

Determination of Vanadium in Biological and 
Environmental Samples. B. Patel, S. J. Haswell, 
R. Grzeskowiak, Thames Polytechnic, Great 
Britain 

Bioelectroanalysis and Miniaturization
In Vivo and Instrumental Use 

Arranged by A. Brajler-Toth 

Potentiometric lon/Gas Selective Sensors for 
Continuous In Vivo Measurements: Progress and 
Challenges. M. E. Meyerhoff, M. E. Col!ison, U of 
Mich'lgan 

Enzyme-Modified Ultramicroelectrodes for 
Monitoring Neurotransmitter Release In Vivo. 
W. G. Kuhr, V. Moore, P. Pantano, U of California 

Microdialysis Sampling Probes: The In Vivo 
Biosensor That Works Today. P. T. Kissinger, 
Purdue U and Bioanalytical Systems 

Piezoelectric Detection of Biological Targets 
via Enzymatic Amplification Routes. M. D. Ward, 
Du Pont 

Physical Electrochemistry 

Development of a Methodology for High
Pressure Studies of Electrochemical Systems. 
M. T. Cruanes, H. G. Drickamer, L. R. Faulkner, 
U of lIJinois 

Characterization of Transport Properties in 
Ion Exchange Membranes from the Analysis of 
Nonlinear Diffusion at Ultramicroelectrodes. 
M. E. Taylor, L. R. Faulkner, U of Illinois 

Electron Transfer Dynamics at Electrodes 
Modified by Alternate Adsorption of 
!sopolymoJybdate and Water-Soluble Cations. 
C. Li, L. R. Faulkner, U of illinois 

Controlled Potential Electrolysis at a Modified 
Electrode. T. Gray, J. Cox, Miami U 

Voltammetry of Hydrogen Peroxide at a 
Modified Electrode. R. Jaworski, J. Cox, Miami U 

Electrochemistry of Charge Transfer 
Complexes of Copper Chelates and 
Tetracyanoquinodimethane (TeNO). G. J. Pyrka, 
Q. Fernando, Kent State U 

Electrosynthesis and Characterization of 
Highly Conducting Poly(3-methyUhiophene) on 
Stainless Steel Substraies. H. B. Mark, Jr., A. 
Gala], A. E. Karagozler, O. Cunningham, H. 
Zimmer, U of Cincinnat"I 

Photothermal Spectroscopy 

Arranged by S. Bialkowski 

Water. A Unique Medium for Thermal Lens 
Measurements. C. D. Tran, M. Franko, 
Marquette U 

Hadamard Transform Photothermal 
Spectroscopy of Proteins. P. J. Treado, T. 
Demana, M. D. Morris, U of Michigan 

New Laser Source for Photothermal 
Spec~roscopy. T. !masaka, N. Ishibashi, Kyushu U 

Dynamic IR Spectroscopy Using Step-Scan 
Interferometry. R. A. Palmer, C. J. Manning, J. L. 
Chao, Duke U 

Developments in Pulsed-Laser Photothermal 
Probe-Beam Deflection Spectroscopy and 
Radiometry. A. C. Tam, !BM 

Study of !Polymer and Semiconductor Thin 
Films with Phase AnalysiS in FT-IR Photothermal 
Spectroscopy. L. G. Bertrand, Ecole 
Polytechnique de Montreal 

Photothermal Spectroscopy: Theory and 
Experiment. R. Gupta, U of Arkansas 

Multichannel/Multiplex Techniques
Atomic Spectroscopy 

Arranged by M. B. Denton 

Studies of Spark Spectroscopy Employing 
Charge Transfer Device Detectors. R. S. 
Pomeroy, M. 8. Denton, U of Arizona 
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MEETINGS .. 
Echelle Spectrometer for Single Spark and 

Theta Pinch Quantitative Studies. C. Bye. S. 
Rynders, A. Scheeline, U of Illinois 

Evaluation of a New Array Detector Atomic 
Emission Spectrometer for ICP-AES. M. J. Pilon, 
M. B. Denton, U of Arizona 

Optical Bandwidth Selection Systems for FT
AES. G. Horlick, B. Todd, U of Alberta 

Optimized FT Spectrometer as a Multielement 
Detection System for GC Using MIP-AES. R. L 
Sing, C. Lauzon, K. C. Tran, J. Hubert, U of 
Montreal 

Continuum Source AAS wHh a Pulsed Light 
Source and Diode Array Detector. G. Moulton, 
T. Q'Haver, J. M. Harnly, U.S. Dept. of Agriculture 

Corrected Performance of SIT Vidicons 
Exposed to Transient Radiation. D. M. Coleman, 
S. Teruo. T. Uchida, S. Minami, Wayne State U 

Reaching the Read-Out Noise Limit for Diode 
Array Spectrometry. G. Moulton, J. Harnly, T. 
O'Haver, U.S. Dept. of Agriculture 

Present Applications and Future Trends In 
High-Performance Charge Transfer Device 
Detectors. M. B. Denton, U of Arizona 

Chlral Separallons for Drug Analysis 

Arranged by D. A. Roston 

Opening Remarks. D. A. Roston, Searle 
Research and Development 

Characterization of Bulk Samples of New 
Drug Substances by Achlral and Chlral 
Separations. D. Demarest. D. A. Roston, R. 
Rhineberger, R. Wijayaratne, G. Beck. Searle 
Research and Development 

Application of Coupled Chlrall Achiral HPLC 
to Pharmacological Studies of Enantiomerlc 
Compounds. I. W. Wainer, St. Jude Children's 
Research Hospital 

Enantlomerlc Purity of a Benzlndene 
Prostaglandin. B. G. Snider. C. P. Clark. P. B. 
Bowman, Upjohn 

Fast Chlral Chromatography on Plrkle
Concept Columns. S. R. Perrin, D. N. Baehr, S. E. 
Lye, Regis Chemical Co. 

Pharmacokinetics of Chlral NonsterOidal Anti
Inflammatory Drugs. F. Jamali, U of Alberta 

New Examples of Chlral Separations of Drugs 
on Polyamldes and Cellulose Trlacetate. 
G. Blaschke, U of MOnster, FRG 

Insight Into the Chlral Separation Mechanism 
on Cellulose-Based Materials. T. Shibata, Daicel 
Chemical Ind. 

1989 Lippincott Award Symposium: 
Matrix Isolallon and Hlgh-Resolullon 
Spectroscopy 

Arranged by W. E. Blass 

Introductory Remarks and Award 
Presentation to Marilyn E. Jacox. K. S. 
Kalasinsky, Mississippi State Chemical 
Laboratory 

Award Address: Production and Spectroscopy 
of Small Molecular Ions and Cluster Ions. M. E. 
Jacox, National Institute of Standards and 
Technology 

ElectroniC and Magnetic Properties of Small 
Clusters. W. Weltner, Jr., U of Florida 

Matrix Isolation Studies of Laser-Vaporized 
Neutral and Charged Radicals. L. B. Knight, Jr., 
Furman U 

Ultra-High-Resolution Matrix Spectroscopy. 
T. Oka, U of Chicago 

Spectroscopic Studies Applied to Problems of 
Atmospheric Chemistry. C. Howard, NOAA 

ICP/MS 

Arranged by R. S. Houk 

Analysis of Aerospace and Nuclear Metals by 
ICP/MS. G. L. Beck. Teledyne Wah Chang 

High-Resolution ICP/MS. N. E. Sanderson, N. 
Bradshaw, E. Hall, VG Elemental 

Formation of a PosHlve Space-Charge over 
the Skimmer Cone of an Inductively Coupled 
Plasma Mass Spectrometer and Its Effects on 
Analyte Ion Kinetic Energy. D. M. Chambers, 
P. Y. Yang, A. Verbeek, G. M. Hieftje. Indiana U 

Comparison of ICP/MS Performance Using 
Flow Injection and Conventional Sample 
Introduction. G. Zhu, C. Pan, R. F. Browner, 
Georgia Institute of Technology 

Direct Analysis of High-Purity Quartz and 
Glasses by Laser Sampling ICP/MS. E. R. 
Denoyer, G. Wallace, J. W. Hager, Perkin-Elmer 

Laser Ablation ICP/MS: Factors Governing 
System SensHlvlty and Precision. R. C. Hutton, 
C. T. Tye, P. D. Blair, VG Elemental 

Laser Ablation ICP/MS Analysis of 
Environmental Samples: Fundamental Aspects 
of Analyte Production, Transport, and Detection. 
D. W. Koppenaal, M. R. Smith, E. J. Wyse, 
Battelle-Pacific Northwest Laboratory 

Comparison of SOlid Sample Methods for ICP
OES and ICP/MS. J. F. Tyson, S. Long, S. A. 
Darke, C. J. Pickford, U of MassachUsetts 

Practical ApproaChes to Oxide Reduction In 
ICP/MS. J. W. Mclaren, J. Lam, S. S. Berman. 
National Research Council of Canada 

MS of Fossil Fuels 

Arranged by K. V. Wood 

Symposium Overview and Investigation of 
Homologous Series In Coal-Derived Materials. 
K. V. Wood, Purdue U 

Nature of Organosulfur Compounds in Coal. 
C. E. Schmidt, Pittsburgh Energy Center 

Characterization of Coal-Derived Materials by 
F AB High-Resolution MS. R. E. Winans, Argonne 
National Laboratories 

Optimization of High-Resolution Mass 
Spectrometers for Type Analysis. S. E. 
SCheppele, G. L Nutter, D. L PariSi, Amoco 
Research Center 

Characterization of Aromatic Hydrocarbons 
from 011 Shale Extracts by Tandem MS. M-1. M. 
Chou, K. V. Wood, Illinois State Geological 
Survey 

Special Approaches to Spectral Measurement 
In SIMS and FAB Analysis of Fossil Fuel-Related 
Problems: Sample Preparation and Imaging 
Analyses. K. L. Busch, Indiana U 

Geological Samples: Current and Future 
Needs for Chemical Analysis 

Arranged by M. Thompson 

Actual and Ultimate Performance from 
SpectrometriC Instruments. M. Thompson, U of 
London 

Rare Earth Analysis In Geological Samples
Present Capabilities and Future Requirements. 
J. N. Walsh. Royal Holloway and Bedford New 
College 

Current Status and Future Prospects for ICPI 
MS In the Analysis of Geological Materials. 
G.E.M. Hall, Geological Survey of Canada 

Future Trends In ICP~AES Instrumentation for 
Routine Analysis. J. E. Gaulter, Messgerate 
GmbH 
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Sample Preparation for Chromatographic 
Analysis 

Arranged by C. F. Poole 

Comparison of liquid-Liquid and SOlid-Phase 
Extraction Techniques for Drugs in Urine, and 
the Effects on the Lifetime and Performance of 
Fused-Silica Capillary Columns. H. Rood, J. A. 
Knitter, J and W Scientific 

Novel Sampling and Analysis Techniques for 
Environmental Analysis. R. G. Orth, J. M. 
Wendling, D. Haile, J. McKenzie, F. Hileman, 
Monsanto 

Configurations of Supercritical Fluid 
Extractions To Solve Sample Extraction 
Problems. L. Kumar, Suprex 

Preparation of Gaseous Standards for GC. 
F. Andrawes, American Cyanamid 

Sample Preparation In Arson Analysis. 
W. Bertsch, G. Holzer, U of Alabama 

Muilimodal LC-GC. H. J. Cortes. Dow 
Chemical 

On-Line Trace Sample Preparation for HPLC. 
U.A.Th. Brinkman, Free U of Amsterdam 

Sample Applications of lon-Exchange 
Membranes. D. Hardy, Bia-Rad Laboratories 

Near-IR Spectroscopy 

Performance Parameters of a Near-IR 
Densitometer for TLC. E. W. Ciurczak, D. M. 
Mustillo, College of St. Elizabeth 

Isophotonic Data Acquisition for Quantitative 
Multiple Discrete Wavelength Near-IR 
Spectroscopy. D. L. Wetzel, A. J. Eilert, Kansas 
State U 

Near-IR Spectroscopy for Process Control. 
E. Stark, KES Analysis 

Comparison of FT and Principal Components 
Calibration Methods. H. Mark, Bran + Luebbe 

Remote Measurements Using an FT -IR Fiber
Optic Spectrometer Operated In the Near~IR. 
K. Krishnan, P. J. Stout, J. R. Powell. Digilab 
Division, Bia-Rad Laboratories 

Recent Developments with a Near~IR FT ~ 
Raman Accessory. R. Rubinovitz, A. Simon, 
Bruker Instruments 

Recent Developments in Near-IR FT -Raman. 
P. Beruchesne, H. Guy, H. Buifs, Bomem 
International 

Principles and Applications of Step-Scan 
Interferometry. R. Rubinovitz, A. Simon, Bruker 
Instruments 

Applications of Artificial Intelligence and 
Expert Systems in Analytical Chemistry 

Arranged by M. Riebe 

Decision AnalysIs Expert Systems in 
Analytical Chemistry. S. N. Deming, U of 
Houston 

Computer RoJes In Structure 
Characterization. M. E. Munk, B. D. Christie, 
V. K. Velu, E. W. Robb, M. S. Madison, Arizona 
State U 

Mass Spectral Interpretation USing Neural 
Networks. B. Curry, Hewlett-Packard 

Interactive, Computer-Assisted IR Spectral 
Interpretation. S. A. Tomellini, B. J. Wythoff, U of 
New Hampshire 

Expert Systems, Databases, and Microwave 
Dissolution Protocols. M. A. Pleva. F. A. Settle, 
H. M. Kingston, Washington and Lee U 

Small Expert Systems In Chromatography: 
Troubleshooting HPLC Hardware. T. Jupille, LC 
Resources 

Application of ArtHlclallntelllgence to Flow 
Injection and AcoustiC Emission Analysis. A. P. 
Wade, E. Hemenway, U of British Columbia 

Applications of Expert Systems In Industrial 
Analytical Chemistry. M. Riebe, Polaroid 



Chemometrics: Fifteen Years after the 
Revolution 

Arranged by B. K. Lavine 

Tensorial Calibration. B. Kowalski, E. 
Sanchez, U of Washington 

Investigations of Molecular Structure
Physiochemical Property Relationships. P. C. 
Jurs, M. N. Hasan, D. T. Stanton, Pennsylvania 
StateU 

Application of Pattern Recognition Methods to 
Mass Spectral Data. W. Dunn Ill, U of Illinois 

Application of GC/Pattern Recognition 
Techniques to the Problem of Identifying 
Afrlcanlzed Honeybees. B. K. Lavine, J. H. Han, 
R. K. Smith, O. R. Taylor, Clarkson U 

Chemometrlc Applications for Process 
Control. L. Wangen, P. Carey, J. Dyke, F. Marsh, 
Los Alamos National Laboratory 

Comparison of an Expert System vs. SIMCA 
In Classifying Mass Spectra. D. R. Scott, 
U.S. EPA 

THURSDAY AFTERNOON 

Trace Elements in Biological Samples 

Arranged by N. Miller-Ihli, S. G. Capar, and 
F. L. Fricke 

Trace Element Imbalances in Alzheimer's 
Disease. W. D. Ehmann, W. R. Markesbery, U of 
Kentucky 

Ultratrace Metal Speciation and 
Preconcentration Using Biological Organisms. 
J. A. Holcombe, V. Majid!, C. Mahan, U of Texas 

Elemental Analysis in the Food Industry. J. R. 
Heuser, E. R. Elkins, NFPA 

GFAAS for the Determination of Trace Metals 
in Biological Materials. N. J. Miller-lhli, U.S. Dept. 
of Agriculture 

Heavy Metal Speciation by HPlC with Plasma 
MS. J. A. Caruso, H. Suyani, A. At Rashdan, D. 
Heitkemper, J. Creed, U of Cincinnati 

Trace Element Determinations in "Health" 
Foods. K. A. Wolnik, C. M. Gaston, B. S. 
Sheppard, L. K. Olson, J. A. Caruso, F. L Fricke, 
U.S. FDA 

Elemental Analysis of Biological Materials 
Using Nuclear and Atomic Spectrometric 
Methods. W. C. Cunningham, D. L. Anderson, 
S. G. Capar, S. Sinex, National Institute of 
Standards and Technology 

Study of Aluminum and Iron Distribution in 
Blood by GFAAS. R. A. Romero, J. A. Navarro, U 
del Zulia 

Bloelectroanalysis and Mlniaturization
In Vivo and Instrumental Use 

Arranged by A. Brajter-Toth 

Limits to Spatial and Temporal Resolution in 
Electrochemistry. L. R. Faulkner, U of Illinois 

Practical Reference Electrodes for 
Electrochemical Detectors and Mlcrosensors. 
B. R. Shaw, Y. Deng, J. Park, C. L. Wang, U of 
Connecticut 

Microdialysls as an In Vivo Sampling 
Technique for lC/EC. R. Shoup, Bioanalytical 
Systems 

Direct, Electrocatalytlc Detection of Aliphatic 
Amlnes, Amino ACids, Amino Alcohols, and 
Amino Sugars in lC. D. C. Johnson, W. R. 
LaCourse, W. A. Jackson, R. E. Roberts, 
Iowa State U 

Strategy for the Development of New 
Surfaces lor the Amperometrlc Detection of 
Biological Molecules. A. Brajter~Toth, S. E. 
Boyette, L. Bodalhai, M. S. Freund, U of Florida 

IR Microspectroscopy 

Arranged by M. Harthcock 

Sampling Methodologies and ConSiderations 
In fR Microspectroscopy. A. J. Sommer, J. E. 
Katon, Miami U 

Aspects of fR Microreflectance Spectroscopy. 
S. L. Hill, K. Krishnan, Digitab Division, Bio-Rad 
Laboratories 

Application of IR Mlcrospectroscopy to 
Archaeological Fabrics and Dyes. P. A. 
MartogHo, S. P. Bouffard, A. J. Sommer, J. E. 
Katon, K. A. Jakes, Miami U 

Studies of Red Blood Cell Disease by IR 
Mlcrospectroscopy. W. S. Caughey, A. Dong, 
R. G. Messerschmidt, J. Reffner, Colorado 
State u 

Functional Group Images (FGI) by IR 
Microspectroscopy: Recent Applications and 
Effective Spatial Resolution Enhancement. M. A. 
Harthcock, S. Nitzsche, B. L. Davis, J. A. 
de Haseth, R. M. Robertson, Dow Chemical 

Depth Profiling Using IR Mapping 
Mlcrospectroscopy. D. W. Schiering, J. C. 
Corbett, J. M. Landry, Perkin-Elmer 

Micro-FT-IR in Art Conservation. J. H. Carlson, 
Winterthur Museum 

New Hammers for Scientists: A Look into the 
Future of IR Microspectroscopy. R. G. 
Messerschmidt, Connecticut Instrument Corp. 

Photothermal Spectroscopy 

Arranged by S. Bialkowski 

Characterization of Semiconductor 
Microstructure Using Photothermal Optical 
Beam Deflection Imaging. G. C. Wetsel, Jr., 
Southern Methodist U 

Thermal Lens Detection with a Deep UV 
laser for lC. Y. Yang, Loyola U of Chicago 

Pulsed-laser Photothermal Spectroscopy of 
Strongly Absorbing Liquids and Solids. E. M. 
Eyring, S. J. lsak, N. F. Leite, S. J. Komorowski, 
D. P. Cobranchi, U of Utah 

Differential Thermal lens Spectrometer for 
Ultrasensitive Absorption Measurements. R. E. 
Russo, J. D. Spear, R. J. Silva, Lawrence 
Berkeley Laboratory 

Remote Thermal lens Spectroscopy. 
D. Rojas, R. E. Russo, Lawrence Berkeley 
Laboratory 

Thermal Lens Spectrophotometry Using Right 
Angle Detection of Scattered Light. G. R. Long, 
Indiana U of Pennsylvania 

Evaluation of Pulsed-laser Excited 
Photothermal Spectrometric Detection 
Schemes. S. Bialkowski, Z-F. He, S. Kalaskar, 
O. Pagan, C. Erickson, Utah State U 

Photothermal Detection in Capillary Zone 
Electrophoresis. N. J. Dovichi, M. Yu, U of 
Alberta 

Semiquantitative Analysis of the Kinetic 
Mechanism of Hydrogen Detection by a 
Palladium-Coated Photopyroelectric Detector. 
A. Mandelis, C. Christofides, U of Toronto 

Multichannel/Multiplex Techniques
Molecular Optical Spectroscopy 

Arranged by M. B. Denton 

Multiplex vs. Multichannel Raman 
Spectroscopy. B. Chase, Du Pont 

Near-IR Vibrational and Electronic Raman 
Spectroscopy with Array Detectors. T. D. Harris, 
M. L. Schnoes, AT&T 

Hadamard Transform Spectrometry. W. G. 
Fateley, A. P. Bohlke, J. D. Tate, J. White, R. M. 
Hammaker, Kansas State U 

Near-IR Raman Spectroscopy Employing a 
Charge-Coupled Device Detector. R. B. Bilhorn, 
J. L. Lippert, N. S. FerriS, Eastman Kodak 

Expanded Capabilities of a Multichannel 
HPlC Fluorescence Detector Utilizing a Pulsed 
Excitation Source. J. M. Wegrzyn, M. A. Ford, 
Emory U 

Present and Future Applications of Hlgh~ 
Performance Charge-Coupled Device Detectors 
In Molecular Fluorescence and Chemilumines
cence. R. D. Jalkian, M. B. Denton, U of Arizona 

Novel Crossed InterferometriC Dispersive UV 
to Near-IR Spectrometer. J. V. Sweedler, M. B. 
Denton, Stanford U 

Multiplex Disadvantage in UV-Vls 
Spectroscopy. E. G. Voigtman, U of 
Massachusetts 

limiting Noise Studies in UV-Vis 
Interferometry. R. Williams, Clemson U 

Chiral Separations for Drug Analysis 

Arranged by D. A. Roston 

New Chiral Phases for the lC and GC 
Resolution of Racemates. D. W. Armstrong, U of 
Missouri, Rolla 

Separation of the Enantiomers of Intact 
Sulfate Conjugates of Adrenergic Drugs by 
HPlC after Chlral Derivatization. T. Walle, U. K. 
Walle, Medical U of South Carolina 

Practical Applications for High-level 
Enantloselectivity. W. H. Pirkle, K. Deming, E. 
Doherty, U of Illinois 

Considerations for Chiral Method Validation. 
R. J. Bopp, S. A. Anliker, T. J. Faulkinbury, Eli 
Lilly 

NMR Investigation of a Chiral Recognition 
Mechanism. J. A. Burke Ill, W. H. Pirkle, U of 
!lIinois 

High-level Enantioselectivity on an 
N-Arylamlno Ester Based Chiral Stationary 
Phase. K. C. Deming, W. H. Pirkle, U of Illinois 

Investigation into the Role of Enantioselectlve 
Desolvatlon in Chlral Recognition. C. J. Welch, 
W. H. Pirkle, U of !lIinois 

1988 Lippincott Award Symposium: 
Applications of Incoherent Light to Raman 
Scattering 

Arranged by J. A. de Haseth 

Introductory Remarks and Award 
Presentation to Andreas C. Albrecht. R. F. 
Browner, Georgia Institute of Technology 

Award Address: Applications of Incoherent 
light to Raman Scattering. A. C. Albrecht, 
Cornell U 

Excited-State Structure and Dynamics from 
Resonance Raman Intensities. R. A. Mathies, 
U of California, Berkeley 

Rotational Resonance Raman Effect: A Probe 
of Subplcosecond Photodlssoclation Dynamics. 
L. D. Ziegler, Northeastern U 

Transform Approach to Resonance Raman 
Scattering: Theory and Application. P. M. 
Champion, Northeastern U 

ICP/MS 

Flow Injection ICP/MS-Handllng Difficult 
Matrices. R. C. Hutton, A. E. Eaton, P. D. Blair, 
A. Kinsella, R. Henry, VG Elemental 

On-line Concentration and Cleanup of Natural 
Water Samples by Chelation Ion 
Chromatography Prior to Trace Element 
Analysis by ICP/MS. L. M. Faires, C. J. Patton, 
U.S. Geological Survey 
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Elimination of Sample Matrix and 
Enhancement of Analyte Signal for Analysis of 
Trace Elements by ICP/MS. J. R. Pretty, T. M. 
Davidson, J. A. Caruso, U of Cincinnati 

MuHlvarlate Calibration In ICP/MS. M. E. 
Ketterer, C. A. Ramsey, J. J. Reschl, M. J. Peters, 
U.S. EPA 

Determination of Precious Metals in Fire 
Assay Beads by ICP/MS. A. W. Varnes, BP 
Research 

Evaluation of ICP/MS for the MonHorlng of 
Trace Metals In Groundwater. M. Plantz, B. 
Warden, P. Duffy, WMI Environmental Monitoring 
Laboratories 

Determination of Halogens in Plastics by 
ICP/M$. J. Marshall, J. Franks, lei Wilton 

Considerations In Developing ICP/MS 
Methods for Trace Element Analysis of Natural 
Waters. L. M. Faires, U.S. Geological Survey 

Direct Analysis of OMVPE Precursors by 
ICP/MS. B. J. Streusand, S. W. Govorchin, 
Bandgap Technology Corp. 

Novel Applications of ICP Spectrometries 

Arranged by JAC. Broekaert 

Use of ICP Spectrometries for Solving 
Analytical Problems. J.A.C. Broekaert, Institut fUr 
Spektrochemie, FRG 

Comparative Study of Simultaneous AAS and 
ICP~OES for Steel Analysis. K. Ohls, Hoesch 
Stahl AG, FRG 

Recent Developments In Automated Sample 
Preparation for ICP~AES Analyses of Geological 
and Environmental Materials. and Chemometric 
Data Interpretation. J. Brenner, M. Borsier, A. 
Ie Merchand, Geological Survey of Israel 

Interference or Contaminant: Distinguishing 
Weak Spectral Interferences and Trace 
Contaminants In ICP Emission Spectrometry. 
R. I. Botto, Exxon 

Determination and Speciation of PI-Based 
Ant Humoral Drugs in Biological Fluids by Means 
of ICP-AES. S. Caroli, C. Dominici, F. Petrucci, A. 
Alimonti, F. La Torre, M. A. Castello, Instituto 
Superiore di San ita, Italy 

Analysis of Human Serum by ICP/MS. 
C. Vandecasteele, Rijksuniversiteit van Gent, 
Belgium 

Plasma Spectroscopy 

Excitation Temperatures and Other 
Fundamental Parameters of the Inductively 
Heated Flame. A. D. Weiss, C. B. Boss, North 
Carolina State U 

Evaluation of a Cooled Mlnlhollow Cathode 
Emission Source for the Determination of 
Several Nonmetals. F-Y. Chen, J. C. Williams, 
Memphis State U 

Electron Dens"y and Electronic Temperature 
in a Mlxed~Gas Hollow-Cathode Discharge. 
J. Angus, T. Niemczyk, B. Palmer, L. Layman, 
D. Hof, Los Alamos National Laboratory 

Simultaneous Determination of Several 
Elements In Nanollter Samples of Renal Fluids 
by an Improved Hollow-Cathode Discharge. J-Y. 
Ryu, J. C. Williams, Memphis State U 

Matrix Effects in the Hollow-Cathode 
Emission Source. R. Kuan, J. Williams, Memphis 
State U 

Study of Interference Effects in a DC Plasma 
Using Laser-ExcHed Fluorescence 
Spectroscopy. C. LeBlanc, M. W. Blades, U of 
British Columbia 

Fundamental Studies of a Filament 
Vaporization Source for Sample Introduction into 
a DCP. B. T. Buckley, C. B. Boss, North Carolina 
StateU 

Use of the Ultrasonic Nebulizer with the 
Direct Current Plasma Spectrometer. M. W. 
Tikkanen, S. Peters, R. Starek, App lied Research 
Laboratories 

Sample Preparation for Chromatographic 
Analysis 

Arranged byC. F. Poole 

Quantitative Sampling of Thymine Dimer from 
Excess Thymine as Predicted Using a Semi
Ideal Chromatography Model. R. Ramsey, A. 
Katti, G. Guiochon, Oak Ridge National Laboratory 

Pyrolysis as a Sample Preparation Method in 
the Classification of Microorganisms. G. Holzer, 
Georgia Institute of Technology 

Membrane Approach to SOlid-Phase 
Extraction. D. F. Hagen, 3M 

Techniques for Handling Nanollter Samples 
for Analysis by Capillary LC and Capillary 
ElectrophoreSiS. J. W. Jorgenson, R. T. Kennedy, 
M. Oates, B. Cooper, C. A. Monnig, U of North 
Carolina 

Sample Preparation In Chromatographic 
Analysis of Pharmaceutical Products. 
J. Vessman, S.-O Jansson. S. Larsson, A.-M 
Tivert, O. Gyllenhaal, AB Hassle 

Sample Preparation for Chromatographic 
Analysis-An Overview. C. F. Poole, S. K. Poole, 
Wayne State u 

LIquid Chromatographic Analysis Of 3,4-
Methylenedloxyphenalkylamlnes, Designer 
Drugs Related to MDA. C. R. Clark, F. T. Noggle, 
Jr., J. DeRuiter. AubUrn U 

Chromatographic Methods for the Analysis of 
Anabolic Steroids In Pharmaceutical 
Formulations and Forensic Samples. J. DeRuiter, 
F. T. Noggle, Jr., C. R. Clark, Auburn U 

Lasers and Laser-Induced Plasmas 

Arranged by J. Sneddon 

Spectroscopy In Laser-Generated Plumes. 
E. S. Yeung, J. Zhu, Iowa State U 

Characterization of ArF Exclmer Laser 
Ablation of YBa2Cu307' W. A. Weimer, T. J. 
Geyer, Naval Weapons Center 

Laser-Induced Breakdown Spectroscopy for 
Rapid Analysis of Asbestos and Thallium 
Contamination. D. Cremers, L. J. Radziemski, 
Los Alamos National Laboratory 

Investigations of Droplets In a Reduced~ 
Pressure Laser-Induced Plasma. P. J. Galley, 
G. M. Hieftje, Indiana U 

Combining TLC and GC by Laser Desorption 
and Pyrolysis. E. S. Yeung, J. Zhu, Iowa State U 

Improving Laser Ionization EfficienCies with 
Picosecond LIght Pulses. C. W. Wilkerson, Jr., 
S. M. Colby, J. P. Reilly, Indiana U 

Studies on the Use of an Exclmer Laser for 
Sample Introduction In Plasma Emission 
Spectrometry. J. Sneddon, Z. W. Hwang, Y. Y. 
Tang, U of Lowell 

Laser Ablation Sample Introduction and 
Plasma Source MS. P. Arrowsmith, IBM 

Computer Simulation Study of Lasing 
Dynamics of CVL Pumped Untuned Dye 
(Rhodamine 6G) Laser, wHh Consideration for 
Photodegradatlon. A. Kawamoto, Toshiba 

Laboratory Information Management 
Systems for Analytical Information 

Arranged by T. V. lorns 

LiMS In an Industrial Environment. J. S. Mras, 
J. N. Dann, GTE 
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Integrating Laboratory and Process Data in a 
Manufacturing Information Management System. 
J. C. Brown, Carolina Eastman Division of 
Eastman Kodak 

ASTM Subcommittee E~31.40 on Laboratory 
Information Management Systems. V. C. Zadnik, 
Aluminum Co. of America 

Desktop Networking with Macintosh 
Computers. R. Williams, Clemson U 

Design Considerations for AS LlMS-A 
System Targeted for the Process/Manufacturing 
Environment. T. V.lorns, S. Nathan, Axiom 
Systems 

Transfer and Manipulation of Atomic 
Absorption Data into Third Party Software. 
F. Delles, T. Holmes, Varian AssOCiates 

Optimization of Laboratory Data Management 
through a Modularized PC-Based LIMS System. 
R. D. Beaty, L. A. Richardson, Telecation 
Associates 

Chemometrics: Fifteen Years after the 
Revolution 

Arranged by B. K. Lavine 

Factor Analysis Using Minimum Entropy 
Methods. S. D. Brown, R. Larivee, U of Delaware 

Applications of Chemometrics to Airborne 
Particle Source Apportionment Problems. 
P. Hopke, U of Illinois 

Signal-Processing Techniques for Quantitative 
Analysis of FT Near-IR Spectra. G. W. Small, 
M. A. Arnold, U of Iowa 

Hypothesis Testing for Multivariate 
Calibration. P. J. Gemperline, East Carolina U 

Optimized Algorithms for Piecewise Linear 
Discriminant Analysis. T. F. Kaltenbach, G. W. 
Small, U of Iowa 

Monte Carlo Simulation of Biopolymer 
Separation by Mlcro-HPLC. O. A. Guell, J. A. 
Holcombe, U of Texas 

Evaluation of Amino Acid-Ninhydrin Reaction 
Kinetics with the Extended Kalman Filter. C. A. 
Corcoran, T. T. Nguyen, A. Lankey, S. C. Rutan, 
Virginia Commonwealth U 

FRIDAY MORNING 

Applications of Chemometrics in Analytical 
Chemistry 

Arranged by D. Osten 

Applications of Chemometric Methods for On
Line Data Analysis. S. C. Rutan, Virginia 
Commonwealth U 

Multivariate Spectral Calibration Applied to 
Dielectric Thin Films Used In the 
Microelectronics Industry. D. M. Haaland, !. 
Adhihetty, J. McGuire, T. M. Niemczyk, Sandia 
National Laboratories 

Chemometrlcs In Process Modeling. 
D. Veltkamp, U of Washington 

Multivariate Analysis USing Spectrametrix 
Regression Techniques. I. Landa, L. McDermott, 
L T Industries 

Dynamic Multivariate Calibration. H. Martens, 
Norwegian Computing Center 

Improved Stepwise Regression Using Cross 
Validation. D. W. Osten, 3M 

Application of Artificial Neural Networks to 
Pattern Recognition of Environmental Pollutant 
Mass Spectra. R. A. Olivero, D. W. Bottrell, 
Lockheed Engineering and Sciences 



in 
and Biotechnology 

Arranged by S. L. Morgan 

Use of Biomarkers in Defining 
Microbial Struciures and Activities 
1n BiotHms. D. C. D. E. Nivens, M. W. 

N. Dowling, U of Tennessee 
Identiliica'ion of Furanose and Pyranose Ring 

Units of 
Miskiel, J. H. Pazur, Penn 

Approach to Automation of Sample 
Preparation of Organic Acids. J. M. 
Rosenfeld, McMaster 

PreconCElI1l!ration of Metals by Column 
Chromatography Using Algal Microorganisms as 
lon-h(:hallgeResins. C. Mahan, V. Majidi, M. 

U of Texas 
Chiral Stationary 

Phases for iEnantiomer Separation. Q. Yang, 
W. H. Pirkle, U of Illinois 

Determination of lhe Enantiomeric Purity of 
Carboxy! Activated N-Protecied Amino Acids by 
HPlC on Chira! Stationary Phases. J. E. 
McCune, W. H. Pirkle, Q. Yang, U of !IIinois 

Gas Chromatographic/Mass Spectromeiric 
DeterminaHon of Carbohydrate and Amino Acid 
Chem~cai Markers for Bacteria. A. Fox, S. L. 

K. J. Rogers, U of South Carolina 
as a Tool for Detection and 

idenlif.ical:ion of Chemica! Markers for Bacteria. 
K. Ueda, B. Watt, A Fox, U of 

Process AlIlalysis and Control 

Automated Selection of an Optimum Training 
Set for Discriminant Analysis. S. E. Carpenter, 
G. W. Small, U of Iowa 

Meaning and Significance of Orthogonality. 
H. Mark, Bran + Luebbe 

TGA/FT-IR Evolved Gas Spectral Analysis 
Using Target Factor Transformation. D. A. 
Compton, F. Cahn, Digilab DiviSion, Bio-Rad 
Laboratories 

Quantl1ative Applications of Raman 
Spectroscopy for Distillation Process Control. 
A. A. Garrison, E. C. Muly, D. Trimble, M. Roberts, 
U of Tennessee 

Role of Promoters in the Direct Process 
Reaction. D. M. Sevenich, H. B. Friedrich, 
Uof Iowa 

Miniature Diode Array Spectrometers for 
Process Conlrol Applications. J. T. Brownrigg, 
C. S. Hatch, T. L. Mikes, American Holographic 

Use of a Dedicated FT -iR for Quality Control 
in industrial Gas Analysis Applications. L. A. 
Burgess, R. A. Derler, Nicolet 

... Linear Scan Voltammetry 

.. Square Wave Voitammetry 

Ti'"'e Model CVSY-l system puts you In co;nplete con:roi of your elec-

~esearch with Its 'al!-In-one" system deSign. combining 
the power and versallll!y of the personal computer With trree
eiectrode pOle:ltlos:at It gives you an effective. easy-la-use :T)eans of 
electroanaiyl!cal cO"1trol, da:a acquIsition and calculation The rlgh
sensi:ivilY vers:on IS perfect for mlcroelectrode work. down to plcoam
pere cu;rer,', levels And you can export thedata to your other software 
prog;3,'"'":S ;or S:2tISircs, spreadsheet analYSIS or preser.tatlon grapnlcs 

Use of r.lgh-resoiutIO.1 coior effectively highlights operating :unct'ons 
a:ld experl."llentai results POlmlng With tne computer 'nouse speeds 
your and provides eas'y' zooming and baseline dr2wlr.g 

• • • 

IR Mlcrospeclroscopy 

Arranged by M. HarthcDck 

FT -IR Microbeam Applications. L. Ellis, F. 
Baudais, D. Gravel, Bomem International 

Mlcrospectroscopy of Morphologically 
Differing Parts of Plant Material. D. L. Wetzel, 
R. G. Fulcher, Kansas State U 

FT-IR Microspectroscopy-Research 
Applications. L. Ellis, P. Beauchesne, F. Baudais, 
Bomem International 

FT -fR Mlcrospectroscopy-Routine 
Applications. P. Beauchesne, L. Ellis, F. Baudais, 
Bomem International 

FT -IR Microscopy: The Universal Molecular 
Microspectrometer System. J. A. Reffner, W. T. 
Wihlborg, J. A. Ryan, Spectra-Tech 

Analysis of Polymeric Food Containers by IR 
Mlcrospectroscopy. R. T. Car!, E. F. Pankau, 
Nico!et 

Reflectance Techniques in FT~IR 
Microspectroscopy. W. T. Wihlborg, J. A. 
Reffner, Spectra-Tech 

Polarized IR MicrospectroscopiC Imaging. 
R. T. Carl, M. J. Smith, Nicolet 

Applications of fR Microimaglng to Coating 
Technology. R. T. Car!, L. A. Burgess, Nicolet 

Clinical Applications of IR Microsampllng. 
S. L. Hill, K. Krishnan, Digilab Division, Bio-Rad 
Laboratories 

• • • 
Request Your 
Copy Today! 

or ;:Jnone now for our free brochure The mosl Comprehensive Chromatographic 
Cypress Systems, Inc. 
P.O. Box 3931 
Lawrence, Kansas 66046 
(913) 842-2511 

CIRCLE 28 ON READER SERVICE CARD 

Source available, AllIech's Catalog #200 is filled 
with over 700 pages of the latest products and 
applications for all 01 your Chromalographic needs. 

I 7 Z;I ALL TECH 
CIRCLE 1 ON READER SERV1CE CARD 

ANALYTICAL CHEMISTRY, VOL. 61, NO. 17, SEPTEMBER 1, 1989 • 997 A 



MEETINGS 
~1!lI nw-_ 

Conferences 

1990 

• Winter Conference on Plasma 
Spectrochemistry. Jan. S-13. St. 
Petersburg, FL. Contact: Ramon 
Barnes, Dept. of Chemistry, GRC 
Towers, University of Massachusetts, 
Amherst, MA 01003-0035 (413-545-
2294) 
• 6th International Symposium on 
Separation Science and Biotechnol
ogy. Jan. 16-lS. Fort Lauderdale, FL. 
Contact: Janet Cunningham, Barr En
terprises, P.O. Box 279, Walkersville, 
MD 21793 (301-898-3772) 
• 2nd International Symposium on 
High-Performance Capillary Elec
trophoresis. Jan. 29-31. San Francis
co, CA. Contact: Shirley Schlessinger, 
400 East Randolph Dr., Suite 1015, 
Chicago, IL 60601 (312-527-2011) 
• 4th International Symposium on 
Biological and Environmental Ref
erence Materials. Feb. 5-S. Orlando, 
FL. Contact: Wayne Wolf, B311 
Chemistry Bldg., NIST, Gaithersburg, 
MD 20899 (301-975-2030) 
• International Symposium on 
Free Radicals in Biotechnology and 
Medicine. Feb. 7. London, U.K. Con
tact: P. E. Hutchinson, Analytical Di
vision, Royal Society of Chemistry, 
Burlington House, London WI V OBN, 
U.K. 
• 41st Pittsburgh Conference on 
Analytical Chemistry and Applied 
Spectroscopy. March 5-9. New York, 
NY. Contact: Linda Briggs, 300 Penn 
Center Blvd., Suite 332, Pittsburgh, 
PA (412-795-7110) 
• 3rd Latin American Congress on 
Chromatography. March 14-16. Siio 
Paulo, Brazil. Contact: Fernando Lan
,as, University of Sao Paulo, Institute 
of Physics and Chemistry of Sao Car
los, 13560, Sao Carlos, SP, Brazil 
• Analytica '90. March 18-23. Pre
toria, South Africa. Contact: J. F. van 
Staden, Dept. of Chemistry, Universi
ty of Pretoria, Pretoria 0002, South 
Africa 
• 7th International Symposium on 
Preparative Chromatography. April 
8-11. Ghent, Belgium. Contact: M. 
Verzele, RUG-LOS, Krijgslaan 281 
(S4), B-9000 Ghent, Belgium 
• 20th International Symposium on 
Environmental Analytical Chemis
try. April 17-20. Strasbourg, France. 
Contact: M. Frei-Hausler, Postfach 46, 
CH-4123 Allschwil2, Switzerland 
• 4th Workshop on Chemistry and 
Analysis of Hydrocarbons. April 20-
21. Strasbourg, France. Contact: M. 
Frei-Hausler, Postfach 46, CH-4123 
Allschwil2, Switzerland 

• 199th National Meeting of the 
American Chemical Society. April 
22-27. Boston, MA. Contact: Meetings 
Dept., American Chemical Society, 
1155 16th St., N.W., Washington, DC 
20036 (202-872-4396) 
• 4th Symposium on the Analysis of 
Steroids. April 24-26. Pees, Hungary. 
Contact: S. Gorog, c/o Chemical Works 
of Gedeon Richter Ltd., P.O.B. 27, 
H-1475 Budapest, Hungary 
• International Conference on 
Computer Networks (COMNET 
'90). May 8-10. Budapest, Hungary. 
Contact: COMNET '90 Secretariat, 
P.O. Box 240, H-1368 Budapest, Hun
gary 
• 12th International Conference 
on Biochemical Analysis (Bio
chemische Analytik '90). May 8-11. 
Munich, F.R.G. Contact: Bioche
mische Analytik '90, Nymphenburger 
Stra{3e 70, D-8000 Munchen 2, F.R.G. 
• International Symposium on 
High-Resolution and MicrocoJumn 
Chromatographic Techniques. May 
13-18. Monterey, CA. Contact: Stuart 
Cram, Hewlett-Packard, 3000 Hano
ver St., MS 20BAE, Palo Alto, CA 
94304 (415-857-1501) 
• Symposium on Analysis of Paints 
and Related Materials. May 14-15. 
Pittsburgh, PA. Contact: Dorothy Sa
vini, ASTM, 1916 Race St., Philadel
phia, PA 19103 (215-299-5413) 
• 14th International Symposium on 
Column Liquid Chromatography. 
May 20-25. Boston, MA. Contact: 
Shirley Schlessinger, 400 East Ran
dolph Dr., Suite 1015, Chicago, IL 
60601 (312-527-2011) 
• 2nd Scientific Computing and 
Automation Conference and Exhi
bition. May 22-25. Maastricht, The 
Netherlands. Contact: Robi Valkhoff, 
Reunion International, Geldersekade 
89, 1011 EL Amsterdam, The Nether
lands 
• 4th International LIMS Confer
ence. June 4-7. Pittsburgh, PA. Con
tact: Gerst Gibbon, LIMS Institute, 
c/o U.S. DOE/PETC, P.O. Box 109400, 
Pittsburgh, PA 15236 
• 5th World Filtration Congress 
(Interfilt '90). June 5-8. Nice, France. 
Contact: Interfilt '90, c/o IDEXPO, 
21 Ave. de la Div. Leclerc, F-94230 
Chachan, France 
• 3rd Symposium on Computer
Enhanced Analytical Spectroscopy. 
June 6-8. Snowbird, UT. Contact: Pe
ter Jurs, Dept. of Chemistry, Penn 
State University, University Park, PA 
16802 
• International Conference on 
Chirality. June 7-9. Cancun, Mexico. 
Contact: D. W. Armstrong or I. W. 
Wainer, Dept. of Chemistry, Universi
ty of Missouri-Rolla, Rolla, MO 
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65401 (314-341-4429) 
• 33rd IUPAC International Sym
posium on Macromolecules (Macro 
'90). July 8-13. Montreal, Canada. 
Contact: Macro '90 Secretariat, Dept. 
of Chemical Engineering, McGill Uni
versity,3480 University St., Montreal 
H3A 2A7, Canada 
• International Conference and 
Industrial Exhibition on Ion-Ex
change Processes (Ion-Ex '90). July 
9-11. Wales, U.K. Contact: Hayden 
Hughes, Research Division, The North 
East Wales Institute, Connah's Quay, 
Deeside, Clwyd. CH54BR, U.K. 
• 1st Changchun International 
Symposium on Analytical Chemis
try. Aug. 7-11. Changchun, People's 
Republic of China. Contact: Qinhan 
Jin, Dept. of Chemistry, Jilin Univer
sity, Changchun, Jilin 130021, Peo
ple's Republic of China 
• J. Heyrovsky Centennial Con
gress on Polarography and 41st 
Meeting of the International Soci
ety of Electrochemistry. Aug. 20-25. 
Prague, Czechoslovakia. Contact: Sec
retariat, J. Heyrovsky Centennial 
Congress, Czechoslovak Academy of 
Sciences, J. Heyrovsky Institute of 
Physical Chemistry and Electrochem
istry, Dolejskova 3, 18223 Prague 8, 
Czechoslovakia 
• 6th International Symposium on 
Bioluminescence and Chemilumi
nescence. Aug. 26-30. Cambridge, 
MA. Contact: L. J. Kricka, Dept. of 
Pathology and Laboratory Medicine, 
3400 Spruce St., 784 Founders Pavil
ion, Philadelphia, PA 19104 (215-662-
6575) 
• Euroanalysis VII. Aug. 26-31. Vi
enna, Austria. Contact: D. M. Grasser
bauer, c/o Interconvention, Austria 
Center Vienna, A-1450 Vienna, Aus
tria 
• 200th National Meeting of the 
American Chemical Society. Aug. 
26-31. Washington, DC. Contact: 
Meetings Dept., American Chemical 
Society, 115516th St., N. W., Washing
ton, DC 20036 (202-872-4396) 
• 104th Annual AOAC Internation
al Meeting and Exposition. Sept. 10-
13. New Orleans, LA. Contact: Marga
ret Ridgell, AOAC, Suite 400, 2200 
Wilson Blvd., Arlington, VA 22201 
(703-522-3032) 
• Eastern Analytical Symposium. 
Sept. 23-28. New York, NY. Contact: 
EAS, P.O. Box 633, Montchanin, DE 
19710 (302-453-0785) 
• 18th International Symposium on 
Chromatography. Sept. 23-28. Am
sterdam, The Netherlands. Contact: 
Symposium on Chromatography, c/o 
RAI Organisatie Bureau Amsterdam 
bv, Europaplein 12, 1078 GZ Amster
dam, The Netherlands 



Short Courses 
and Workshops 
• Workshop on Advances in Ion
Exchange Chromatography and 
Electrochemical Detection. Sept. 
21-22. Baltimore, MD. Contact: Nancy 
Jensen, Dionex Corp., P.O. Box 3603, 
Sunnyvale, CA 94088 (408-737-0700, 
ext. 1474) 
• Workshop on Advanced Experi
ment Design. Oct. 24--27. Minneapo
lis MN. Contact: Stat-Ease, 3801 Ni
coilet Ave. South, Minneapolis, MN 
55409 (612-822-5574) 
• Short Course on the Practice of 
Modern HPLC. Oct. 16-18, Saddle
brook, NJ; Nov. 27-29, Foster City, 
CA. Contact: Tom Jupille, LC Re
sources, 3182 C Old Tunnel Rd., La
fayette CA 94549 (415-930-9043) 
• Sho~t Course on Practical HPLC 
for Biotechnology. Nov. 29-30. Fos
ter City, CA. Contact: Tom Jupille, LC 
Resources, 3182 C Old Tunnel Rd., La
fayette, CA 94549 (415-930-9043). 
• Survey of Industrial HygIene. 
Dec. 12-15, 1989 and April 24--27, 1990. 
Cincinnati OH. Contact: Susan Mill
man Uni~ersity of Cincinnati Medi
cal Center, Institute of Environmental 
Health, Kettering Laboratory, 3223 
Eden Ave., Cincinnati, OH 45267 (513-
558-1732) 
• Course on Experimental Design 
for Productivity and Quality in Re
search, Development, and Manufac
turing. Feb. 19-23, 1990. Houston, 
TX. Contact: Statistical Designs, 9941 
Rowlett, Suite 6, Houston, TX 77075 
(713-947-1551) 
• Short Course on Aerosol Mea
surement. April 18-20, 1990. Cincin
nati, OH. Contact: Susan Millman, 
University of Cincinnati Medical Cen
ter, Institute of Environmental 
Health, Kettering Laboratory, 3223 
Eden Ave., Cincinnati, OH 45267 (513-
558-1732) 

ACS Courses 
The following courses are offered in 
conjunction with the FACSS meeting 
in Chicago, fL, Oct. 1-6. 

• Practical HPLC Method Devel
opment. Oct. 6-7. Lloyd Snyder and 
J. Kirkland 
• Life Cycle Management for Lab
oratory Data. Oct. 6-7. Walter Shack
elford 
• Maintaining and Troubleshoot
ing Chromatographic Systems. Oct. 
6-7. M.P.T. Bradley 
• Effective Management of Chemi-

cal Analysis Laboratories. Oct. 6-7. 
John H. Taylor, Jr., and Mary Routson 
• Quality Assurance of Chemical 
Measurements. Oct. 6-7. John K. 
Taylor 
• Capillary Gas Chromatography. 
Oct. 6-7. Stuart Cram and Milos No
votny 
• Analytical Laboratory Opera
tions: Analysis of Water and Waste 
Samples. Oct. 6-7. Marcus Cooke 
• Environmental Laboratory QA/ 
QC Data Validation. Oct. 6-7. Henry 
Nowicki and William Purves 

For information on these and other 
ACS courses, contact the Department 
of Continuing Education, American 
Chemical Society, 1155 16th St., N. W., 
Washington, DC 20036 (202-872-
4508). 

Call for Papers 
• 3rd Latin American Congress on 
Chromatography. Sao Paulo, Brazil. 
March 14-16, 1990. The program will 
cover fundamental and practical as
pects of all modes of chromatography, 
including HPLC, high-resolution GC, 
SFC and GC/MS. Topics include col
umn~, instrumentation, and aPI?lica
tions in areas such as petrochemIstry, 
environmental analysis, biochemistry, 
foods, and polymers. Authors wishing 
to submit contributions as poster pre
sentations should request forms from 
Fernando M. Lan<;as, University of Sao 
Paulo, Institute of Physics and Chem
istry of Sao Carlos, 13560, Sao Carlos, 
SP, Brazil. Deadline for submission of 
abstracts is Dec. 1. 
• 2nd International Symposium on 
Applications of Analytical Tech
niques to Industrial Process Con
trol (ANATECH '90). Noordwijker
hout, The Netherlands. April 3-5, 
1990. The symposium will focus on re
cent developments in analytical tech
niques and applications in process con
trol, with particular emphasis on s~m
piing problems, sample preparatIOn, 
in-line and on-line measurements, and 
remote sensing. Authors wishing to 
contribute oral or poster presentations 
should submit 250-word abstracts by 
Oct. 15 to Willem van der Linden, Lab
oratory for Chemical Analysis-CT, 
University of Twente, P.O. Box 217, 
NL-7500 AE Enschede, The Nether
lands. 

These events are newly listed in the 
JOURNAL. See back issues for other 
events 01 interest. 

Electrochemistry, 
Past and Present 
The growing debate over nuclear fusion in 

a test tube has resulted In a renewed in

terest in electrochemistry. The develop' 
ment of the battery, pH meter. and pollution 
control devices has been the result of electro· 
chemistry. This new title highlights key ad· 
vances in this exciting field-past. present 
and future. 

Thirty·eight chapters capture major events 
and technologies of classical and fundamental 
electrochemistry. eiectrosynthesis. electroana
Iytlcal chemistry, industrial electrochemistry. 
electrode systems and pH measurement. Gen· 
eral headings include: 
• foundations of electrochemistry 
• organic and biochemical electrochemistry 
• eJectroanalyticai chemistry 
• industrial electrochemistry 

This volume presents recent advances in novel 
electrochemical techniques. Applications in the 
large·scale production of organic compounds, 
the elucidation of the biogenesis of natural 
products by reactions at electrode surfaces, 
and electrochemical behavior of biological sys· 
tems are reviewed. Also covered are future 
possibilities of portable electricity, systems for 
metal recovery and pollUTIon control. and elec· 
trochemical machining. 

Rich in an array of topics. this title contains 
many historical photographs and biographical 
chapters on some of the noted electro· 
chemists. 
John T. Stock. Editor. University of 
Connecticut 
Mary Virginia Orna, Editor. National Institute 
of Environmental Health Sciences 
Developed from a symposium sponsored by .t~e Dlvi
sian of the History of Chemistry and the Dj~sjon o~ 
Analytical ChemIstry of the American ChemIcal SocIety 
ACS Symposium Series No. 390 
613 pages (1989) Clothbound 
ISBN 0-8412-1572-3 LC 89-15 
US & Canada $89.95 Export $107.95 

American Chemical Society 
Distribution Office. Dept. 21 
1155 Sixteenth St.. NW. 
Washington. DC 20036 

or CALL TOLL FREE 

800-227-5558 
(in Washington. D.C. 872·4363) and use your credIt card! 
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Get realistic about 
solid waste analysis 

Satisfy SW846 QA/Qe 
requirements with the first 
commercial reference 
samples derived from 
real-world hazardous waste 
Valid results are critical in analy
zing solid waste. Obtain certified 
confidence with Fisher Scientific's 
Solid Waste Reference Samples 
(SWRS). SWRS are produced 
from actual industrial waste 
streams-homogenized, analyzed 
and packaged. They are not spiked. 
Their matrices and analytes 
parallel the analytical samples 
you receive from clients. 

FisherChemicai o Fisher Scientific 
Excellence in Serving Science ... Since 1902 

Real-world SWRS 
let you evaluate how 
well your lab handles 
difficult analyses. You can com
pare your results to an inter
laboratory reference value 
reliable at the 95% confidence 
level, assuring the accuracy 
of your OA/OC 
methods. For 
details on our new 
SWRS, contact your 
Representative or circle the 
Reader Service number below. 

Expect more from FisherChemicaf 



FOCUS 

Tracking After all the preliminary experi
ments, the ethical debates, the 
government red tape, and the in

evitable legal battles, field tests of ge
netically engineered microorganisms 
(GEMs) are finally under way. As bio
technology steps out of the controlled 
environment of the research laboratory 
and into the real world, analytical tech
niques for detecting and monitoring re
leased GEMs must keep pace. The tra
ditional analytical methods of microbi
ology, such as counting bacterial 
colonies on a petri dish, will have to be 
coupled with techniques for monitor
ing recombinant DNA. 

Many of the early field experiments 
are looking at the environmental im
pact, if any, following the release of 
specific GEMs and examining how 
their presence affects other microbial 
and, ultimately, plant and animal com
munities. Analytical methods must 
provide answers to questions about 
how successfully GEMs compete with 
other microorganisms, whether recom
binant genes transfer to other organ
isms, how these engineered microor
ganisms spread, and how long they sur
vive in various environments. Each 
new field test of a GEM will present 
opportunities to experiment with dif
ferent analytical techniques. There
fore, these early field experiments are 
as much a test of the analytical proce
dures being developed as the GEMs 
being monitored. 

In 1987 Steven Lindow and Nickolas 
Panopoulos of the Department of 
Plant Physiology at the University of 
California, Berkeley, directed release 
experiments with Ice- Pseudomonas 
syringae, a genetically engineered bac
terium designed to reduce frost dam
age to plants. Two strains of this GEM 
were sprayed on potato plant seedlings 
planted in an experimental agricultur
al plot at Tulelake, CA. 

Ice- bacteria differ from wild-type 
P. syringae by the partial deletion of 
the gene encoding an ice-catalyzing 
protein. Pure water can supercool to 
-40°C unless a template of appropri
ate molecules or particles promotes ice 
formation. In most plants, freezing at 
temperatures> -10 °C is catalyzed by 
the activities of a number of common 
bacteria, including the expression of 
the ice protein in wild-type P. syringae 
(labeled Ice+). 

Introducing engineered Ice- bacteria 
before Ice+ colonizes the seedlings 
should minimize wild-type populations 
of Ice+ through competition. Early re
sults show that the Ice- sprayed plants 
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DeSorb 2300B is a multipart degassing 
unit designed for sample preparation for 
flowing-gas surface area analyzers. Up 
to three samples can be degassed simul
taneously. Micromerijics 401 

Amino acids. AminoSys HPLC system 
includes a choice of UV or fluorescence 
detection, software for system control 
and evaluation, and an autosampler 
that provides minimal carryover and 
allows derivatization using up to eight 
reagents. Pharmacia LKB 404 

Chromatography. Midas M888 chro
matography data-handling system col
lects, analyzes, and manipulates data 
from up to eight chromatographs si
multaneously. Postrun and interactive 
graphics capabilities include chro
matogram subtraction and selected 
area integration. Laboratory Data Sys
tems 405 

Circular dichroism. Double-CD 
spectrophotometer, which allows for 
the acquisition of two CD spectra si
multaneously, is also capable of acquir
iug true absorbance data as a function 
of wavelength or wavenumber. The two 
CD channels are independent; only the 
wavelength range and scanning speed 
are the same for both samples. Olis 

406 

Distillation. Micro-Dist provides dis
tillation of environmental samples for 
cyanides and total recoverable pheno
lics. Disposable tubes are placed into a 
21-position heating block and heated 
to 135°C; distillations are complete 

within 30 and 60 min for cyanides and 
phenolics, respectively. Lachat Instru
ments 408 

Pore characterization. Porometer II 
features an integrity test that allows 
testing of cartridge characteristics and 
a permeability test that measures flow
through characteristics. The instru
ment also offers bubble-point and 
flow-rate testing. Coulter Electronics 

407 

Detector. Model LS-40 is a program
mable fluorescence LC detector with 
fluorescence, phosphorescence) chemi
luminescence, and bioluminescence ca
pabilities. The system features a 4-,uL 
illuminated flow cell optimized for 
peak resolution and clearance. Perkin
Elmer 409 

FT -IR. Baseline series of sampling ac
cessories includes a horizontal A TR ac
cessory for sampling gels, pastes, semi
solids, and sheet films; a diffuse reflec
tance accessory for solids sampling; 
and a specular reflectance accessory for 
analyzing highly reflective surfaces. 
Spectra-Tech 410 

AA. Model Z-8100, a tandem flame/ 
furnace- polarized Zeeman atomic ab
sorption spectrophotometer, includes a 
built-in CRT and printer/plotter for 
data presentation. Both the flame and 
furnace atomizers are permanently in
stalled and aligned. Twenty analytical 
methods can be stored in non-volatile 
memory. Hitachi 411 

Titration. Model DL 70 autotitrator 
provides simultaneous method devel
opment and titration, automatic 
switching of up to four burettes and 
electrodes, and full control of attached 
peripherals. The memory is prepro
grammed with 10 standard methods 
and contains room for 25 additional 
user-developed methods. Mettler 412 

Spectrometer. SpectraPro-500 con
tains a triple grating turret that allows 
one, two, or three gratings to be in
stalled at the same time. Features in
elude direct digital scanning and com
patibility with focal plane detectors. 
Acton Research Corp. 413 
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Software 
Hazardous chemicals, SCS Access 
contains key regulatory and advisory 
information on more than 5000 hazard-
0us industrial chemicals. The software 
allows users to determine which federal 
and selected state regulations apply 
and if a chemical is a known carcino
gen. Logical Technology 415 

Graphics. ProPLOT is a 2D graphics 
package for scientific and engineering 
applications. The program produces 
any combination of scatter, line, and 
bar graphs; there is no limit to the 
number of graphs per page or to the 
number of data sets and axes per graph. 
Cogent Software 416 

Manufacturers' Literature 
Vacuum technology. The Vacuum 
Chronicles focuses on techniques, tips, 
and applications in vacuum technol
ogy. Vol. 1, No. 1 features an article 
entitled "Getting the Most Out of Your 
Cryopump." Danielson Associates 418 

Pyrolyzer. Brochure describes the 
Pyroprobe 1000, a digital microproces
sor-controlled filament pyrolyzer for 
GC, MS, and FT-IR analyses of poly
mers, geological samples, and a variety 
of other materials. 4 pp. Chemical Data 
Systems 419 

LC newsletter, Interaction Separa
tions, No.2, discusses enhancement of 
detection sensitivity, optimization pa
rameters for anion-exclusion chroma
tography, and principles of solid-phase 
extraction. 8 pp. Interaction Chemicals 

420 

ICP, Poster of the periodic table in
cludes information on preparing sam
ples and on choosing appropriate wave-

For more information on listed items, 
Circle the appropriate numbers on one 
of our Readers' Service Cards 



Name your poison 

Determine these and other 
EPA toxic elements 

simultaneously with Baird ICP. 

All-at-once Baird ICP with our UDX 
ultrasonic sample delivery system could 
be the answer to almost all of your trace 
element analysis problems. Meeting 
CLP detection limits for priority 
pollutants in drinking water. for example
or verification of sub-ppb ultrapurity 
in manufacturing process waters. 

A UDX-equipped Baird ICP will 
provide detection limits ten times better 
than an ICP with a conventional 
nebulizer - limits approaching those 
of graphite furnace AA. And the fact that 
it performs so well for arsenic, lead, 
selenium and thallium now permits you 
to determine these and other CLP 
elements at the same time. No 
headaches from large sample backlogs. 
No missed deadlines and contract 
penalties so often associated with one
at-a-time AA. 

CIRCLE 20 ON READER SERVICE CARD 

Comparative Detection Limits (f1.g L) 

Conventional 
Element Nebulizer 

-Data obtained on a Baird Plasma PSQ 
simultaneous lep Spectrometer 

Act at once. Call or write right now 
for complete information on Baird UDX/ 
ICP. Baird Corporation, Analytical 
Instruments Division, 125 Middlesex 
Turnpike, Bedford, MA 01730. 
Telephone (617) 276-6163. 

BAIRD 
An Imo Industries Company 



lengths for ICP emission analysis. A 
guide to the recommended stabilizing 
acid for each element is also provided. 
Baird 421 

heaters; products for F AB and SIMS; 
gaskets; gas inlet probes; data systems; 
cryopumps; resistors; and GC/MS, LC/ 
MS, and SFC/MS interfaces. Vacume
tries 427 

safety shields, desiccator storage cabi
nets, and Pasteur pipet supports. 
12 pp. Isolab 428 

Computers. Catalog includes optical 
Le. Brochure highlights the Il-RAM 
flow-through monitor, which measures 
radioactivity in HPLC eluates. The 
system is composed of a liquid scintil
lation detector interfaced to an AT 
computer. IN/US Service Corp. 422 

Laboratory products. Catalog lists 
acrylic laboratory products, including 
slide holders, chromatography racks, 

disks, software, printers, 
bles, furniture, 
supplies, and books. 176 pp. 
Packard 

Newsletter. Scan Time Monitor fea
tures news and information about IR 
applications for methods and process 
development chemists. Issue No.1 in
cludes an article on FT -IR in the pro
duction laboratory. Spectra-Tech 423 

Catalogs 
Instrumentation. Catalog includes air 
velocity, pressure, water quality, pH, 
temperature, and humidity meters. 
Electrical testing equipment is also 
listed. Davis Instrument Manufactur
ing Co. 425 

MS. 1989-90 catalog includes electron 
multipliers; DCI probes; filaments; 

400A Phosphorlmager uses storage phosphor technology to read images of radioac
tivity from electrophoresis geis, blotting membranes, and other media. Molecular 
Dynamics 402 

NEED AN ARTICLE 
FROM AN EARLIER ISSUE? 
GET IT FROM CAS DDCIlMENT DELIVERY SERVICE@ 

Does your research depend on locating an article 
published in this journal a lew years back? The CAS 
Document Delivery Service can provide copies of 
articles from all ACS journals from initial 
publication to the present. 

You'll also lind CAS DDS an excellenl source 
lor documents related to chemistry and allied 
disciplines drawn from the more than 10,000 
scientific and technical publications 
receilled at Chemical Abstracts Senice 
each year. 

Order articles, patents. and reports back to 

1975 (1970 lor Soviet materiall. Most orders are on 
their way within 24 hours. Call lor more information. 
Ask about our FREE 1989 Directory of Publications. 

Chemical Abstracts Service® 
2540 !lIentangy River Road 
P.O. Box 3012 
Columbus. OH 43210 

Phone: (toll-lree) 800-848-6538, ext. 3670 
or 614-447-3670 

ClilmiCiI AbsImIJ ServiCiis a division of tile AmBriCiD CbemlCii Sotiely. 
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~aster the basics of this powerful analytical tool 

An Audio Course produced by the American Chemical Society 

From geology to solid state chemistry, here is an easy-to-use aUdiocassette course that not only 
addresses basic principles, but also details techniques and procedures used in X-ray powder 
diffraction. Beginning with a general overview and ending with a discussion on the 

use of PDF for qualitative phase analysis, this course covers information on all 
the key subject areas of this analytical method. 

KED B'i THE A.CS WHAT YOU'LL LEARN 
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Scanning Electrochemical Microscopy_ Apparatus and 
Two-Dimensional Scans of Conductive and Insulating 
Substrates 

Juhyoun Kwak and Allen J. Bard' 

Department of Chemistry, The University of Texas, Austin, Texas 78712 

The application of scanning electrochemical microscopy 
(SECM) in the feedback mode to tw<HIimensional scans over 
conductive and Insulating substrates to obtain topographic 
Information at the micrometer-level is described. In the 
feedback mode the effect of the conductivity of the substrate 
and distance of the substrate from a scanning ultramicro
electrode tip on the current flowing at the tip caused by an 
electrode reaction Is recorded as a function of the tip x-y 
position. Experiments with a 50-[.Lm Pt wire on glass, a ca. 
50-[.Lm glass fiber on glass, a gold minigrid, a PI foil, and a KCI 
crystal In both aqueous and acetonitrile solutions are pres
ented. The construction of the SECM and the hardware and 
software that control three-dimensional tip movement and 
data acquisition are also described. 

INTRODUCTION 
Recent papers from our group described the principles of 

scanning electrochemical microscopy (SECM) (1) and the 
quantitative theory of the feedback mode of SEeM (2). 
Although the name SEeM was not used, similar techniques 
were also introduced by other groups (3, 4) to study the 
diffusion layer at electrode surfaces. In SEeM an ultrami
croelectrode (UME), with a tip radius of the order of mi
crometers or less, is moved in close proximity to a substrate 
of interest in contact with a solution containing an elec
troactive species. The electrode reaction at the tip gives rise 
to a tip current (iT) that is affected by the substrate. In 
general, the tip current, iT, is controlled by electrochemical 
reactions at the tip electrode and sample substrate and is a 
function of the tip/substrate distance, d, and the conductivity 
and chemical nature of the sample substrate. The measure
ment of iT can thus provide the information about sample 
topography and its electrical and chemical properties. In our 
previous paper (1), we described experiments in which the tip 
was moved normal to the substrate surface (the z direction) 
and showed the variation of iT with d with both insulating 
and conductive substrates. In the feedback mode, iT increases 
when the tip electrode is moved close to a conductive substrate 
and decreases when the tip electrode is moved close to an 
insulating substrate. Therefore, contour information about 
conductive and insulating sample substrates can be obtained 
by scanning the tip electrode across the surface of the sample 
substrate (the x-y plane) after the tip has been brought into 
close proximity of the substrate in the z direction. In this 
paper we focus on such x-y (topographic) scans of substrates 
and describe a new instrument for the control and determi
nation of the three-dimensional location of the tip electrode. 
This instrument was interfaced with a microcomputer for 
control of the tip position and potential and processing of the 
acquired data. With this instrument a platinum wire (50 I'm 
diameter) and a glass fiber (ca. 50 I'm diameter) mounted on 
glass slides were scanned to check the instrument performance. 
Topographic scans of platinum foil, a gold minigrid, and a 

0003-2700/89/0361-1794$01.50/0 

potassium chloride crystal are also presented. Experiments 
with both aqueous and nonaqueous (MeeN) solutions of 
electroactive species are described. All of the results are 
represented in three-dimensional rectangular coordinates, i.e., 
the x and y axes show the location of the tip and the z axis 
shows the tip current (which is a function of tip / substrate 
distance). 

EXPERIMENTAL SECTION 

Hardware. The instrument, a scanning electrochemical mi
croscope (also abbreviated SEeM), was assembled from com
mercially available and home-built components. A block diagram 
of the SEeM is shown in Figure 1. The instrument was controlled 
with a 12-MHz Deskpro 286 microcomputer (Compaq Computer 
Corp., Houston, TX) equipped with a data acquisition board (DT 
2821-G-8DI; Data Translation, Inc., Marboro, MA), which has 
8 differential analog input channels (12-bit resolution, 250-kHz 
throughput), 2 analog output channels (12-bit resolution, 130-kHz 
throughput), and 16 digital I/O lines. For hard copy, an IBM 
color printer and HP ColorPro graphics plotter (Hewlett-Packard 
Corp., San Diego, CAl were used. The electrode potentials were 
controlled by PAR 175 Universal Programmers (Princeton Applied 
Research Corp., Princeton, NJ) via a home-built bipotentiostat 
(5,6). 

The DT 2821-G-8DI board was externally connected to a 
DT752-Y (signal conditioning screw terminal board; Data 
Translation, Inc.) to acquire the electrochemical signals via the 
biopotentiostat, the potential of the piezoelectric device (PZT 
PZ-44, 0-40 I'm; Burleigh Instruments, Inc., Fishers, NY) via a 
high-voltage dc operational amplifier (Burleigh PZ-70), and the 
potentials of the piezoelectric devices of the x, y, and z micro
positioning devices (Burleigh inchworm translators, IW-5OO-2 for 
x and y movement and IW-702-oo for z movement; controlled by 
modified Burleigh inchworm movement controllers (CE-2000-
3Aoo)). To obtain the analog signals and digital signals from the 
CE-2000-3AOO (which contains an internal Motorola MC6809 
microprocessor), the six boards (two boards for each axis; counter 
board and controller board) were modified (6). These signals were 
preconditioned with a home-built logic circuit (6) connected to 
a DT752-Y board. The DT 2821-G-8DI was externally connected 
to a DT709 (signal conditioning screw terminal board; Data 
Translation, Inc.) to send the analog signal to control the PZT 
pusher PZ-44 via PZ-70 and receive the digital signals from the 
modified CE-2000-3AOO via the home-built logic circuit. These 
digital signals are needed to obtain the three-dimensional location 
of the tip electrode as well as to move the tip electrode in a 
programmed mode. 

The inchworm translators (IW-500-2 and IW-702-00) were 
mounted on a stage capable of three-dimensional motion, which 
was mounted on an optical table with TS-lOO Translation and 
TS-300 z-axis stages (Burleigh Instruments, Inc.). The stainless 
steel plate with a PZT pusher housing was also attached to this 
stage, as shown in Figure 2. The tip electrode holder was glued 
to the ceramic cap of the PZT pusher with Torr Seal (Varian 
Associates, Inc., Lexington, MA). With this assembly the tip 
electrode position above the sample substrate was controlled by 
both the digital movement of inchworm translators and the analog 
movement of the PZT pusher. 

The resolution of the digital movement of the inchworm 
translators could be adjusted from '/,28 of a "click distance" to 
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FIgure 1. Block diagram of the scanning electrochemical microscope. 
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FIgure 2. Diagram of electrochemical cell and scanning tip attached 
to the three-dimensional micropositioning device. 

2 "click distances", depending on selection of digital signals from 
the CE-2000-3AOO (6). The motion of the inchworm translator 
involves a full contraction and expansion of the cylindrical pie
zoelectric device along the center shaft as well as clamping and 
unclamping of this shaft at both ends of the cylindrical piezoe
lectric. At the moment of clamping and unclamping, a "click" 
sound is generated. This "click distance" was used as a distance 
unit (1.1-1.2 /Lm per click, calibrated as described below) in 
conjunction with the digital counting unit in the computer pro
gram. 

Software. The hardware was controlled and accessed by the 
Deskpro 286 via the MS-DOS operating system (Microsoft Disk 
Operating System version 3.31; Microsoft Corp., Redmond, W A). 
Programs for this purpose, as well as for data processing, were 
written in C language and compiled with a Microsoft C Optimizing 
Compiler (version 5.1; Microsoft Corp.). The ATLAB subroutine 
library (Data Translation, Inc.) for the DT2821-G-8DI control 
was incorporated into the programs when necessary (6). 

Several different programs were employed. The simplest 
control program (program I) was used to acquire electrochemical 
signals through the DT2821-G-8DI while the tip electrode was 
held stationary. This program allowed the usual electrochemical 
experiments (cyclic voltammetry, chronoamperometry, chrono
coulometry) to be carried out. The acquired data could be saved 
on a mass storage device (floppy or hard disk) as a fIle which could 

be imported by Lotus 1-2-3 (Lotus Development Corp., Cam
bridge, MA) to be plotted in graphics form. 

Another control program (program 2) acquired the electro
chemical signals as well as data about the tip location via 
DT2821-G-8DI, while it also controlled the movement of the tip 
via the programmed or step mode of the CE-2000-3AOO through 
a serial port 1 (see Figure I). The programmed mode allowed 
a two-dimensional scan over the sample substrate, while the step 
mode was used to move the tip electrode to the sample substrate 
or to perform a single scan over the sample substrate before 
obtaining a two-dimensional scan. The acquired data and control 
parameters were saved in random access memory, graphically 
displayed on the monitor screen, and optionally saved on a floppy 
or hard disk. 

A processing program (program 3) was used to convert the data 
obtained from program 2 to a binary data format, which was 
adaptable to the commercial Surfer program (Golden Software, 
Inc., Golden, CO). The Surfer program has many features for 
data manipulation and presentation, i.e., data smoothing (spline 
and matrix method), three-dimensional plotting (x, y axis for 
two-dimensional location and z axis for current at tip electrode) 
on hard copy devices and monitor, as well as topographic plotting. 

Chemicals. Milli-Q reagent water (Millipore Corp., Bedford, 
W A) was used for the aqueous solutions, with dissolved K,Fe(CN)6 
and KCI, as received. Acetonitrile (MeCN, spectrophotometric 
grade; Mallinckrodt, Inc., Paris, KY), which was equilibrated with 
Mallinckrodt molecular sieve (grade 514GT 4 A), was used for 
the nonaqueous solutions with various supporting electrolytes: 
tetrabutylammonium fIuoroborate (TBABF,), tetrabutyl
ammonium fluorophosphate (TBAPF .0, and tetrabutylammonium 
perchlorate (TBAP) (Southwestern Analytical Chemicals, Inc., 
Austin, TX). These were dried overnight in a vacuum oven. 
Ferrocene (Cp,Fe; Morton Thiokol, Inc., Danvers, MA) was used 
as received. 

Tip Preparation. Several different tips were used in these 
experiments. Construction of the Pt disk-in-glass ultramicroe
lectrode (12.5- and 5-/Lm radii) has been described previously (1). 
The carbon disk-in-glass ultramicroelectrodes (5.5- and 3.5-/Lm 
radii) were made by a similar procedure as the Pt electrodes. The 
glass surrounding the Pt or C ultramicroelectrodes was conically 
sharpened after the usual polishing procedure (1) to avoid con
tacting the substrate with the insulating glass sheath. 

Sample Preparation. The Pt wire sample was glued on a 
microscope slide (I in. X 3 in.) by applying epoxy cement only 
at both ends of a 1.5 cm long Pt wire (50-/Lm diameter). The glass 
fiber (ca. 50 /Lm diameter) was pulled from a Pyrex glass tube and 
glued on a microscope slide in the same manner. The Au minigrid 
(7.6 /Lm wire width and 17.6 /Lm hole size; Buckbee-Mears Co., 
St. Paul, MN) (7) was cut as a 2 X 2 mm square and carefully 
glued to a glass slide only at the edges. The KCl crystals were 
grown from an aqueous saturated KCl solution. A sample crystal 
was glued onto a microscope slide. The solution vessel was a Pyrex 
tube (I in. o.d., ca. 1 em long) that was glued on the microscope 
slide which held the sample. 

Scanning of Samples. The microscope slide on which the 
sample substrate and solution vessel were glued (Figure 2) was 
placed on a heavy brass plate (3 in. X 5 in. X 0.5 in.), which was 
held on a manually adjustable tripod. With this tripod, the sample 
substrate was moved to within about 1 mm of the tip electrode. 
This tripod was also used to level the sample substrate. After 
this procedure, the sample was not moved during a scanning 
experiment. After the electrochemical solution was transferred 
into the solution vessel, the counter electrode (a 2 em length, 0.5 
mm diameter platinum wire) and an appropriate reference 
electrode (a saturated calomel electrode for aqueous solutions and 
oxidized silver wire quasi-reference electrode (AgQRE) for no
naqueous solutions) were inserted. A cyclic voltammogram was 
obtained (with program I) to check the tip electrode condition. 
Then, the potential of tip electrode was set at an appropriate 
potential, and by using program 2, the tip was advanced toward 
the sample with the z-axis inchworm monitoring the tip current 
until it either increased by ca. 10% (for a conductive substrate) 
or decreased ca. 10% (for the insulating substrate). Then, with 
the PZT pusher PZ-44 or a slower z-axis inchworm step movement, 
the appropriate location of the tip electrode from the substrate 
was adjusted. Finally, an x-y scan was executed by the pro-
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Figure 3. Pattern of two-dimensional movement of tip electrode over 
the sample substrate. 

grammed zigzag movement of x- and y-axis inchworms, as shown 
in Figure 3. 

Calibration. To obtain the absolute position of the tip, it is 
necessary to calibrate the inchworm drives and PZT pusher. Every 
micropositioning device is fundamentally based on its piezoelectric 
material, which has its own dependent parameters (geometric 
shape, age, load). After the system was setup, with electrode and 
solution vessel in place, so that the actual load was known, the 
inchworm of each axis was moved a relatively long distance (i.e., 
200 to 4000 "click distances") and that distance was measured 
with a micrometer. The linearities of all the inchworms were 
excellent (better than 0.5%), and the following calibrated click 
distances were obtained: 1.189 /-tm per click for the x axis, 1.181 
/-tm per click for the y axis, and 1.091/-tm per click for the z axis. 
These values are in good agreement with the nominal company 
specification, 1.25 /-tm without load. 

To calibrate the z-axis PZT pusher (PZ-44), the SEeM feed
back mode was used. The tip current was monitored while the 
tip electrode (5 /-tm radius Pt disk) was moved toward a planar 
conductive substrate (a 2.5 mm radius Pt disk) immersed in MeCN 
containing 5 mM ferrocene and lO mM TBAP by the z-axis 
inchworm. The tip movement was stopped when iT = iT,I, which 
was about 50% larger than iT when the tip was far from the 
substrate. The tip was then moved two more clicks toward the 
substrate with the z-axis inchworm, and the increased current, 
iT", was noted. The tip was then moved backward from this 
location by changing the applied potential of the PZT pusher until 
the tip current was again equal to iT I" From this experiment, 
the potential change needed to obtai~ the same distance as two 
"click distances" of the z-axis inchworm was obtained, i.e., 26.0 
V to the pusher was equivalent to two "click distances" of the 
z-axis inchworm. Thus, the calibration factor for the PZT pusher 
was 42.0 /-tm per 1000 V. This value is also in good agreement 
with nominal company specification (ca. 40 /-tm per 1000 V). 

RESULTS AND DISCUSSION 

Pt Wire on Glass. The iT values for scans over a 50 /Lm 

diameter platinum wire on a glass slide immersed in 
MeCN/O.Ol M TBAP, 5 mM Cp,Fe, are shown in Figure 4. 
Four scans for the tip at different locations above the sample 
(different d values) are shown. The tip electrode was held 
at 0.8 V vs AgQRE where oxidation of Cp,Fe to Cp,Fe+ occurs. 
When the tip was far from platinum wire, iT was independent 
of d and showed an anodic current of 26.5 ± 0.3 nA that was 
independent of the x-y position. As previously shown (2), iT 
is not affected by the substrate when d » a (where a is the 
tip radius). When the tip was moved closer to the sample (i.e., 
d decreased), iT was perturbed from its long distance value 
(iT.)' When it was over the glass,"r < iT., since the insulating 
substrate partially blocked diffusion of Cp,Fe to the tip. When 
the tip was above the Pt wire, iT > "r,., because of the feedback 
effect, i.e., regeneration of Cp,Fe at the Pt wire via reduction 
of Cp,Fe+. The maximum anodic currents were 30.6 nA 
(Figure 4B), 31.3 nA (Figure 4C), and 33.0 nA (Figure 4D). 
Although the z-axis calibration provides an accurate mea
surement of the relative position above the substrate, one 
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Figure 4. Scans of a 50-,um platinum wire on a glass slide at different 
tip locations from sample: tip electrode, 5.5 ,urn radius carbon disk 
tip electrode at 0.80 V vs AgQRE; solution, 10 mM TBAP, 5 mM 
ferrocene in acetonitrile; scanning speed, 19.7 /-tm/s; (A) far from 
sample, (B) close (about 17.8 /-tm, see text) to sample, (C) 2.18 /-tm 
closer than B, (D) 4.36 /-tm closer than B. 

cannot obtain directly an absolute measure of d. For example, 
any attempt to move the tip to the substrate until they touch 
(a "tip crash") would damage both tip and sample. Thus, the 
best estimate of d can be obtained from the theoretical 
treatment of the SECM in the feedback mode (2), where the 
value of iT/iT,. can be related to d/a. Since the theory as
sumes a planar substrate, the estimated absolute d value can 
only be considered an approximation when there is appreciable 
curvature of the substrate or it consists of insulating and 
conductive zones with dimensions of the order of the tip 
radius. Both ofthese conditions apply for the 50 /-tm Pt wire 
on glass substrate under consideration here. On the basis of 
the theoretical treatment, which yields the following ap
proximate (within 2%) equation for a planar conductive 
substrate (2) 

(iT/iT.) = (,,/4)(a/d) + 0.901 + 
'0.099 exp[--o.16(a/d)]- 0.29 exp[-0.39(d/a)] (1) 

the maximum anodic currents in Figure 4, for the tip directly 
over the Pt wire, can be converted to estimated distances, d; 
the resulting values are 17.8 ± 1.5/-tm (Figure 4B), 15.6 ± 1.1 
/-tm (Figure 4C), and 11.8 ± 0.7 /-tm (Figure 4D). These es
timated data are in reasonable agreement with the relative 
tip location from sample (see figure caption). Note that the 
errors become smaller as the tip electrode gets closer to the 
substrate. These nonlinear errors are caused by the intrinsic 
nonlinearities of tip current vs tip/substrate distance. 

Glass Fiber on Glass. Five scans at different tip locations 
above a glass fiber (ca. 50 /-tm) on a glass slide are shown in 
Figure 5. A 5 /-tm radius Pt tip embedded in a glass sheath 
and held at 0.50 V vs SCE and immersed in an aqueous 2.5 
mM K4Fe(CN)" 0.1 M KCI solution was employed. When 
the tip electrode was far from the substrate, the tip current 
was constant at 2.08 ± 0.07 nA. When the tip was brought 
closer to the sample, the hindered diffusion of ferrocyanide 
to the tip because of the insulating glass fiber and slide caused 
a decrease in the currents at the tip electrode. The minimum 
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(A) 

(B) 

(e) 

(D) 

(E) 

Figure 5. Scans of a ca. 50 I'm glass fiber on a glass slide at different 
tip locations from sample: tip electrode, 5 ,urn radius platinum disk tip 
electrode at 0.50 V vs SCE; solution, 0.1 M KCI, 2.5 mM potassium 
ferrocyanide in H20; scanning speed, 25.0 ,urnls; (A) far from sample, 
(B) close (about 8.05 I'm, see text) to sample, (C) 2.18 I'm closer to 
sample than B, (D) 4.36 I'm closer to sample than B, (E) 6.54 I'm 
closer to sample than B. 

anodic currents were 1.74 nA (Figure 5B), 1.60 nA (Figure 5C), 
1.06 nA (Figure 5D), and 0.4 nA (Figure 5E). The distance 
between tip and substrate, d, was again estimated from theory 
(2); the estimated distances between tip and the top of the 
glass fiber are 8.05 I'm (Figure 5B), 5.87 I'm (Figure 5C), 3.68 
I'm (Figure 5D), and 1.50 I'm (Figure 5E). These estimates 
are in excellent agreement with the calibrated relative 
movements shown in the figure caption. As we reported 
previously (2), the radius of glass sheath surrounding the disk 
electrode affects the tip current. In this case, it was about 
10 times that of the disk electrode. 

Platinum Foil. To test the SECM with a larger area 
conductive substrate, scans with a 5 I'm radius Pt tip at 0.5 
V over a polycrystalline Pt foil immersed in an aqueous 2.5 
mM K,Fe(CN)6, 0.1 M KCl solution were carried out. Two 
scans are shown in Figure 6. As in the previous experiments, 
the tip was scanned two dimensionally far from the sample 
both before (Figure 6A, first scan) and after (sixth scan) the 
closer scans, yielding constant currents of 2.45 ± 0.09 and 2.32 
± 0.04 nA, respectively. The semiinfinite steady-state diffu
sion current was found to decrease with time compared to the 
current obtained at the same freshly polished electrode. Since 
the steady-state current is an important variable in SECM 
in the estimation of the absolute tip to substrate distance, all 
the scans should be executed over a minimum period (e.g., 
an hour or less) or the tips should be frequently polished, 
either mechanically or electrochemically. In this experiment 
the time spent obtaining the six scans was about 20 min over 
which the semiinfinite steady-state diffusion current decreased 
by about 5 %. When the tip was brought closer to the Pt foil 
aod scaoned (second scan), iT increased to 2.59 ± 0.04 nA. At 
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Figure 6. Scans of a platinum foil: tip electrode, 5 ,urn radius platinum 
disk tip electrode at 0.50 V vs SCE; solution, 0.1 M KCI, 2.5 mM 
potassium ferrocyanide in H20; scanning speed, 19.7 .urnls; (A) far 
from sample, (B) close to sample. 

this distance infonmation about the surface topography of the 
foil could not be obtained. When the tip was brought 10.9 
I'm closer and scanned (third scan), the current increased to 
2.89 ± 0.09 nA, still without obtaining contour information. 
However, with the tip 6.54 I'm closer than in the third scan, 
the increased tip current produced a scan (fourth scan) that 
showed the surface structure of a tilted Pt foil (Figure 6B). 
The fifth scan at the same distance as fourth scan was taken 
to check reproducibility; scanning data of both matched ex
actly. From the scan data in Figure 6D, and based on the 
averaged semiinfinite steady-state diffusion current (2.38 nA), 
the calculated (2) distance between the tip and platinum foil 
was in the range of 4.55-6.60 I'm. The calculated current 
ranges for the other locations based on the high-resolution 
data and estimated distances are 2.93-2.84 nA for the second 
scan and 2.62-2.65 nA for the third scan, in good agreement 
with the actual results. These calculated current ranges, which 
are within the range of variation of the experimental data, 
illustrate why the tip current data at the distances in the 
second and third scans do not show the topography of the Pt 
foil. Variation of iT with d is too small at these distances to 
show substrate height variations of 2 I'm. 

Gold Minigrid_ Figure 7 shows scans of a gold minigrid 
immersed in an aqueous solution (5 I'm radius Pt tip). In both 
cases the scans clearly show the minigrid structure. Figure 
7 A is typical of a scan for a sample whose level was not ad
justed well. The average for the periodicity of the grids in 
both directions is 25.1 ± 1.8 I'm, which is in good agreement 
with the manufacturer's specification (25.2 I'm). Since the 
diameter of the tip disk electrodes was 10, which is bigger than 
the width of gold lines in the minigrid (7.6 I'm), the current 
change as the tip electrode moved across the gold lines showed 
a sinusoidal rather than a step shape. Moreover, when the 
tip electrode was above a hole between the gold grid lines, the 
current was not smaller than the semiinfinite steady-state 
diffusion current. This can be explained qualitatively by the 
cooperative feedback from all lines surrounding the hole to 
tip electrode. The extent of feedback is smaller, however, than 
that when the tip is right above the gold lines. 

Parts B-D of Figure 7 demonstrate the reproducibility of 
the scans. Investigating the data quantitatively, we noticed 
that the maximum aoodic current increased from 4.16 nA (first 
scan, Figure 7B) to 4.39 nA (second scan, 7C) and 4.49 nA 



1798 • ANALYTICAL CHEMISTRY, VOL. 61, NO. 17, SEPTEMBER 1, 1989 

Figure 7. Scans of a gold minigrid: tip electrode, 5 I'm radius platinum 
disk tip electrode at 0.40 V vs SCE; solution, 0.1 M KCI, 2.5 mM 
potassium ferrocyanide in H20; scanning speed, 25.0 p.m/s; (A close 
to sample, first scan, (B) same distance as B, but moved to another 
section of the minigrid, first scan. (C) same location as B, second scan, 
(D) same location as B, third scan. 

(third scan, 7C), while the minimum anodic current did not 
change (3.10 ± 0.01 nA). It is difficult to explain these results. 
Evaporation of the solvent (water) cannot explain them, be
cause only 12 min was required for all of the scans, and also, 
as discussed above in the Pt foil experiment, the steady-state 
diffusion current usually decreased with time. It may be that 
activation (e.g., local electrochemical polishing) occurs at the 
gold surface, when ferricyanide is reduced back to ferro
cyanide. Also, thermal effects of the PZT pusher cannot be 
excluded. Further studies are needed, however, to understand 
this effect. 

Similar scans were executed in MeCN (5.5 I'm radius C tip). 
In this case, the current increase with time was larger than 
that in Figure 7, but can mostly be explained by solvent 
(MeCN) evaporation. Here, the maximum anodic current 
increased by 11.7% from the first scan to the third scan, while 
the minimum anodic current also increased by 10.2%. Here, 
the decrease in the steady-state diffusion current by tip 
deactivation and the increase of current by gold surface 
changes, as seen in the aqueous ferrocyanide solution, may 
have largely cancelled out. The x-y reproducibility of the 
scans in Figure 7 shows that drifts in these directions (e.g., 
attributable to thermal effects, hysteresis, and relaxation in 
the piezoelectric materials, and voltage drifts in the inchworm 
power supplies) are negligible at this level of resolution over 
time periods up to 1 h. This suggests that SECM will be useful 
for examining the same area of an electrode surface with time 
following different treatments. The reproducibility also shows 
that neither the electrode tip nor its surrounding glass sheath 
contacted the sample and dragged it during the scans. All 
the data in Figure 7 were smoothed before plotting using the 
matrix average method. In these cases the averaged current 
at a given x,y grid point was obtained by adding half of the 
raw current data at that point to half of the averaged currents 
from the raw data at the eight nearby, x,y grid points. 
Gray-scale presentation of the data to yield photographic-like 
images is also possible and is under development. 

Potassium Chloride Crystal. To illustrate the use of 
SECM with an insulating substrate, a KCI crystal immersed 
in a MeCN solution, where the KCI was insoluble, was ex
amined. The single KCI crystal grows with a spiral pattern 
on the surface. Since the pattern is not periodic, as is the 
minigrid, and the surface features are spaced apart (ca. 65 I'm), 
it was difficult to find the desired dislocation steps in a given 
scan (ca. 100 X 100 I'm). Moreover, the protruding apex 
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Figure 8. Scan of a KCI crystal: tip electrode, 5 I'm radius platinum 
disk tip electrode at 0.80 V vs AgQRE; solution, 0.01 M TBAP, 2.5 mM 
ferrocene in acetonitrile; scanning speed, 23.8 J.Lm/s. 

crystals, which were detected on the surface of a newly grown 
crystal, sometimes were removed by collision with the scanning 
tip electrode. In Figure 8 typical crystal surface steps are 
shown. In Figure 8A the width between steps can be seen to 
be about 65 I'm, even though the steps are not sharp. Ana
lyzing the data in the same way that the glass fiber results 
were analyzed, we found one step height of about 2.1 I'm 
(current step from 7.6 to 5.6 nA) and another about 1.6 I'm 
or higher (current step from 7.6 to 3.6 nA). Although these 
results do not show very good resolution, they do demonstrate 
the ability of the SECM in the feedback mode to scan, non
destructively, an insulating sample. 

CONCLUSIONS 

All of the results described above were obtained with the 
tip scanned at speeds of 7-25I'm!s above the substrate. In 
all cases the tip currents obtained were considered as 
steady-state currents, since a theoretical treatment that in
cludes transients and dynamic effects at different scanning 
speeds is not yet available. Rigorously, only the starting 
current point of the scan where the tip is held for some time 
before initiating the x-y raster is at steady state. However, 
the fact that the current shows no abrupt changes when the 
scan is initiated, that the currents during the scan over the 
flat portions of substrate are essentially the same as the 
starting point current, and that the currents are insensitive 
to scan speed over this range suggests that the currents found 
at tips of this size at the spacings used here can be considered 
as quasi-steady-state currents for scan speeds :525 I'm! s. 

The results presented here clearly demonstrate the appli
cation of the SECM to obtain three-dimensional scans and 
topographic information about conductive and insulating 
surfaces immersed in liquids at the micrometer-resolution 
level. The achievement of higher resolution mainly depends 
upon further developments in tip geometry. For the initial 
studies described here, little effort was made to minimize tip 
area or study effects of tip geometry (1, 8). Moreover, the 
application of mathematical approaches (e.g., a two-dimen
sional spatial deconvolution) may be of use in improving 
resolution. A one-dimensional temporal convolution was 
proposed previously (9). Smaller metal tips surrounded by 
insulators, such as those recently described for use in scanning 
tunneling microscopy (STM) for samples immersed in liquids 
(10,11), might be useful in SECM. For higher resolution scans 
it will probably be necessary to develop a constant tip current 
mode, as is frequently used in STM, to avoid crashes of the 
tip with the surface. In this mode the voltage applied to the 
z-axis PZT (pusher) is varied to maintain i..r constant at some 
set value (as different as possible from iT .). Information about 
z-axis displacement is then obtained fr~m plots of the pusher 
voltage with x and y displacement. While it is very unlikely 
that SECM will ever attain the atomic resolution found with 
the STM, submicrometer to 100-A levels should be possible. 
For example, the SECM has already been used to deposit 
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metals with resolution of about 2000 A (12, 13). 
Several other aspects of the SECM are of interest. The 

ability to study insulators (shared with the atomic force 
microscope (AFM) (14)) should be of use, for example, in the 
study of the electrodeposition of insulating features on elec
trode or in insulator/conductor composites. With further 
development the SECM should be capable of resolving fea
tures and producing images of insulating materials (including 
biological materials) immersed in liquids with a resolution 
approaching that of the scanning electron microscope. SECM 
is unique in its ability to distinguish between insulating and 
conductive regions by reference to the tip current at long 
distance (iT,.). Note that no such reference level exists with 
the STM or AFM, Moreover, a straightforward and well
developed theoretical approach to calculation of normalized 
tip current as a function of the tip/substrate distance is 
available (2), Not only can SECM provide information about 
the conductivity of the substrate, it should also be possible, 
by proper selection of solution redox species, to obtain 
chemical information (e,g" redox potential) about the sub
strate, For example, the addition of several electroactive 
species to the solution which span a range of redox potentials 
and control of the tip potential should allow one to charac
terize redox-active sites or species on or in an insulating 
substrate, These aspects of SECM are currently under in
vestigation in this laboratory. 

Registry No. Au, 7440-57-5; Pt, 7440-06-4; KCI, 7447-40-7. 
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Poly(2-vinylpyrazine) as a Soluble Polymeric Ligand and as an 
Electrode Coating. Reactions with Pentacyanoferrate(ll) 
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The rate and extent of reaction between H20Fe(CN)s"- and 
poly(2-vlnylpyrazlne) (PVPz) In homogeneous aqueous solu
tions have been measured and compared with those for the 
reaction between the corresponding monomeric species 
(H20Fe(CN)s"- and pyrazlne), The significant differences 
observed are attributed to the Increasingly negative charge 
that accumulates on the polymer-metal complex as the re
action proceeds, Solutions of PVPz(Fe(CN)s"-)n exhibit al
most no electrochemical responses in 0.1 M supporting 
electrolytes but In 1 M solutions a clear response is evident. 
Stable electroactlve coatings of PVPz(Fe(CN)s"-)n on elec
trode surfaces can be prepared by exposing cross-linked 
deposits of PVPz to aqueous solutions of H20Fe(CN)s"-. The 
apparent formal potentials of the redox groups in such coat
Ings vary with the concentration of the supporting electrolyte 
In the way expected for cation permselective membranes. 
With homogeneous solutions of PVPz about 30 % of the py
razlne groups could be coordinated to -Fe(CN)s3- anions but 
the maximum extent of binding of -Fe(CN)s3- to cross-linked 
coatings of PVPz was only about half as large. 
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1 Permanent address: Dipartimento di Chimica Fisica, Universita 
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0003-2700/89/0361-1799$01.50/0 

Electrochemical studies of polymer-metal complexes ad
sorbed, or otherwise attached, to electrode surfaces are 
prominent in research on chemically modified electrodes (1-4), 
The electrochemistry of soluble polymer-metal complexes has 
been examined in a few studies (5, 6) but systematic com
parisons of the behavior of the same polymer-metal complex 
when in solution and when attached to electrode surfaces are 
relatively rare (6). Such comparisons could be useful in 
judging the effects of attachment on the thermodynamics and 
kinetic behavior of polymer-metal complexes. One problem 
that must be overcome in order to carry out comparisons of 
this type is the instability of electrode coatings prepared from 
polymer-metal complexes that are soluble in the solvent em
ployed. In this study a water-soluble polymer of 2-vinyl
pyrazine was reacted with pentacyanoferrate(II) to prepare 
a soluble polymer-metal complex whose electrochemical and 
spectroscopic behavior were examined. Stable coatings of the 
polymer were prepared on electrode surfaces by reacting the 
2-vinylpyrazine with dibromohexane to quaternize a small 
percentage of the nitrogen sites and effectively cross-link the 
coatings, as described by previous workers (7, 8), The resulting 
coatings were then readily metalated by exposure to solutions 
of H20Fe(CN)53-. The versatility of pyrazine as a very weakly 
basic but effective ligand for back-bonding metals (9) was 
advantageous because competition with protons for the co-

© 1989 American Chemical Society 



1800 • ANALYTICAL CHEMISTRY, VOL. 61, NO. 17, SEPTEMBER 1, 1989 

ordination sites was unimportant at pH values as low as 1.0. 
One of our objectives was to use the pendant pyrazine groups 
in the polymer to bind both anionic and cationic electroactive 
metal complexes to polymer coatings to obtain polyelectrolytes 
whose ion-exchange properties could be modulated electro
chemically. Although we have yet to achieve this goal, some 
of the novel chemical and electrochemical results obtained 
in the course of the investigation are described in this report. 

EXPERIMENTAL SECTION 

Materials. Poly(2-vinylpyrazine) was prepared by radical 
polymerization of freshly distilled 2-vinylpyrazine (Pyrazine 
Specialties, Inc.), The polymerization was carried out in the 
absence of air by adding 0.8 mol % azobis(isobutyronitrile) to 
10 mL of a 4 M solution of 2-vinylpyrazine in benzene. The 
mixture was allowed to react for 48 h at 60°C. The polymer was 
obtained by pouring the reaction mixture into hexane and fIltering. 
The initial product was redissolved in benzene and the precipi
tation procedure repeated. The final product was dried for 24 
h in a vacuum oven. The molecular weight of the polymer was 
not measured, but on the basis of similarly conducted preparations 
of poly(vinylpyridine) with measured molecular weight, we es
timate the molecular weight to be 1-2 x 105. 

Other commercially available chemicals were obtained in the 
purest available forms and used without further purification except 
for Na3[NH3Fe(CN)5], which was recrystallized from concentrated 
solutions of ammonia. 

Complexes of Fe(CN)53- with pyrazine and poly(2-vinylpyrazine) 
were prepared in situ by adding the ligand to solutions of 
H,OFe(CN).3- obtained by dissolution of Na3[NH3Fe(CN)5] (10). 
The concentrations of the complexes obtained were monitored 
spectrophotometrically at 452 and 476 nm for the pyrazine and 
poly(2-vinylpyrazine) complexes, respectively. 

Apparatus and Procedures. Electrochemical measurements 
were conducted in conventional two-compartment cells using 
standard PAR (EG & G Instruments Co.hnstrumentation or a 
BAS Model 100 electrochemical analyzer (Bioanalytical Systems, 
Inc.). Cylindrical glassy carbon electrodes (Tokai Carbon Co., 
Tokyo) 0.20 em' in area were mounted and polished as previously 
described (11). Potentials were measured and are reported with 
respect to a KCI saturated Ag/ AgCI reference electrode. 

Coatings of cross-linked poly(2-vinylpyrazine) (PVPz) were 
prepared by micropipetting known volumes of freshly prepared 
tetrahydrofuran solutions of PVPz (1 g/l00 mL) and the desired 
quantity of 1,6-dibromohexane onto the surface of the glassy 
carbon electrode. After the solvent evaporated, the coated 
electrodes were kept at 80°C for 12-14 h to promote the cross· 
linking reaction (7, 8). The thickness of coatings was estimated 
from proftiometer measurements with dry coatings (Dektak Model 
3030). Values of OA-{).5 I'm were obtained for coatings containing 
5 X 10-7 mol cm-' pyrazine groups with 10% cross-linking. 

Spectra were recorded with a Hewlett-Packard Model 8450A 
spectrophotometer, which was also employed in spectral moni
toring of reaction rates between H,OFe(CN)53- and the pyrazine 
ligands. 

RESULTS AND DISCUSSION 

Reaction of H,OFe(CN)53- with PoIy(2-vinylpyrazine) 
(PVPz). The reaction between H,OFe(CN)53- and monomeric 
pyrazine has been characterized by Toma and Malin (12). It 
is governed by an equilibrium constant of 9 X 105 M-l (I' = 
0.5 M, 25°C) and exhibits simple second-order kinetics with 
a forward rate constant of 380 M-l sol. The reaction between 
H,OFe(CN)53- and PVPz proceeds more slowly and exhibite 
more complex kinetics. The course of the reaction can be 
followed spectrophotometrically at 476 nm, the absorbance 
maximum for the complex (Figure 1). (The corresponding 
Am,", for the complex with pyrazine is 452 nm (12». With 
solutions containing 2.5 mM PVPz (the concentration is ex
pressed in terms of pyrazine groups present) and 0.1 mM 
H,OFe(CN>s3- the complexation reaction is complete in about 
90 min and the final absorbance matches that expected for 
an essentially quantitative reaction on the basis of the molar 
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Figure 1. Absorption spectra recorded at various times after preparing 
a solution containing 2.5 mM pyrazine groups as PVPz and 0.1 mM 
H,OFe(CN),3- in a 0.1 M sodium acetate buffer at pH 5. Times after 
mixing. from the lowest to the highest spectra, are 5, 10, 15, and 20 
s; 30 and 90 min. 
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Figure 2. Pseudo-first-order kinetic plots for the reaction between 
PVPz and H,OFe(CN),'- in a 0.1 M sodium acetate buffer at pH 5. 
Initial concentration of H20Fe(CN)53- was 0.1 mM. Concentration of 
pyrazine groups in PVPz: (.") 5, (_) 2.5, and (e) 1 mM. 

absorbance of the monomeric complex ('452 = 5.0 X 103 (12)). 
Pseudo-first-order kinetic plots of In (A~/(A~ - A» vs time, 
shown in Figure 2, are linear for about 1 half-life with slopes 
that are proportional to the concentration of the excess PVPz 
present. The second-order rate constant obtained from these 
initial rates is 18 M-l s-" which is about 20-fold smaller than 
the constant for the reaction with monomeric pyrazine (12). 
The smaller reaction rate of the polymeric pyrazine is not 
unexpected (13) nor is the decrease in reactivity with the 
extent of reaction (Figure 2) as the electrostatic repulsion 
between the H20Fe(CN)53- anions and the increasingly po
lyanionic metallopolymer increases. The rate constants ob
tained from plots such as that in Figure 2 provide only an 
approximate measure of the intrinsic reactivity of the co
reactante because the PVPz is expected to consist of molecules 
having an array of molecular weights and corresponding re
activities. The numerical value of the rate constant quoted 
above serves mainly to show that the reaction of H,OFe(CN)53-
with the polymeric pyrazine proceeds about an order of 
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Figure 3. Dependence of the extent of reaction between H,OFe(CN), s
and PVPz on the ratio of the initial reactant concentrations in 0.1 M 
acetate buffer at pH 5. The initial concentrations of PVPz were be
tween 1.25 and 2.5 mM. 

magnitude more slowly than the reaction with monomeric 
pyrazine. 

When the molar ratio of H20Fe(CN)53- to PVPz is increased 
above 0.1, the complexation reaction is no longer quantitative. 
As shown in Figure 3, when Fe(CN),3- groups are coordinated 
to about 25% of the pyrazine sites available in the polymer, 
further increases in the ratio cause very little additional 
complexation to occur. The electrostatic repulsion that 
presumably underlies this behavior can be diminished by 
increasing the ionic strength of the solution in which the 
reaction is carried out. For example, the limiting extent of 
complexation increases to about 30% in the presence of 0.7 
M Na+ ion and decreases to about 20% when the concen
tration of Na + ion is decreased to 0.03 M. 

Protonation of PVPz(Fe(CN),3-)n' Acid-base equilibria 
in which the polymer-metal complex, PVPz(Fe(CN),3-)n, 
participates can be observed spectrophotometrically. In Figure 
4A is shown a series of spectra for solutions of the polyanionic 
complex at pH values between 1 and 4. The spectra are 
unaffected by changes in pH between 4 and 9.5. The pro
gressive blue shift as the pH is lowered from 3.9 to 1.5 and 
the isosbestic point at 446 urn are characteristic of the behavior 
of a variety of similar LFe(CN)53- complexes (L = pyridine, 
pyrazine, and substituted pyrazines (12)). The two species 
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that are involved in the pH-dependent equilibrium have been 
identified as the parent complex and a complex in which one 
of the coordinated cyanide ligands is protonated (12). The 
extent of the protonation at each pH can be estimated from 
the measured absorbances at 476 and 428 nm if it is assumed 
that there is no protonation at pH 3.9 or above and that the 
protonation is essentially complete at pH 1.5: 

GB A428,m - A476,r:!§ 
(1) 

GBH A476,r28 - A428,r76 

where CB and CBH are the concentrations of the unprotonated 
and protonated complex, respectively, and Ai and 'i are the 
measured absorbances and molar extinction coefficients at 
the indicated wavelengths. A plot of log (CB/CBH), as eval
uated from eq 1, vs pH is shown in Figure 4B. The slope of 
the linear plot is 1.25 instead of the value of 1.00 that would 
be obtained with a monomeric acid. This behavior is expected 
for polymeric acids whose effective dissociation constant 
decreases with the degree of dissociation (14). 

At pH values below 1.5 deviations from the isosbestic point 
appear (Figure 4A) that may signal a second protonation of 
the parent complex. Similar behavior is observed with the 
monomeric complex (5). In addition, a gel is observed to form 
at pH <1.5. This observation suggests that the second pro
tonation occurs at the uncoordinated nitrogen of the pyrazine 
ligand to create a combined polycation and polyanion. In
termolecular bridging between the cationic and anionic centers 
on separate polymeric chains could be responsible for the 
precipitation of the insoluble geL Very similar behavior was 
observed in an earlier study of polyelectrolytes prepared from 
protonated poly(vinylpyridine) and -Fe(CN),3- (15). 

Cyclic Voltammetry of PVPz(Fe(CN)53-)n in Solution. 
Almost no discernible cyclic voltammetric responses are ob
tained from 2 mM solutions of PVPz(Fe(CN)?-)n in a sup
porting electrolyte consisting of 0.1 M sodium acetate buffer 
(Figure 5B). However, increasing the concentration of the 
buffer to 1.0 M causes a reversible couple to appear with a 
formal potential close to that for the monomeric complex, 
pzFe(CN),3- (12) (Figure 5B). The diminished voltammetric 
response in the 0.1 M electrolyte suggests that the dissolved 
polyanionic complex may be prevented from reaching the 
electrode surface by a layer of similarly charged complex that 
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Figure 4. (A) pH dependence of the spectrum of a 0.16 mM solution of PVPz(Fe(CN)?-),. pH of the solutions: (a) 1.0, (b) 1.4, (c) 2.0, (d) 2.3, 
(e) 2.8, (f) 3.5, (g) 3.9. Buffers employed: (a,b) trifluoroacetate, (c-e) chloroacetate, (f,g) acetate. All solutions contained 0.1 M sodium ion. 
(8) pH dependence of the ratio of unprotonated to protonated polyanion complex. 
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Figure 5. Effect of supporting electrolyte concentration on cyclic voltammograms for PVPz(Fe(CN)s'-)n at a glassy carbon electrode. Scan rate 
= 100 mV so,. (A) Pure supporting electrolyte: 0.1 M sodium acetate buffer at pH 5. (B) Key: dashed line, 25 mM PVPz and 2 mM H,OFe(CN),3-
added to the solution from A and allowed to react until equilibrium was attained; solid line, after supporting electrolyte concentration was increased 
to 1 M. (C) Repeat of B (0.1 M supporting electrolyte) after addition of 1 mM LaCI,. (D) As in C except 1 mM Ru(NHs),Cls was added. 

is adsorbed on the electrode surface. Electron transfer be
tween oxidized -Fe(CN)5'- centers in the adsorbed layer and 
reduced -Fe(CN)53- centers in the dissolved polyanion is ap
parently also impeded by electrostatic repulsion between the 
highly charged reactants so that the adsorbed layer is not an 
efficient mediator of electron transfer to the dissolved reactant 
via self-exchange. With greater concentrations of counterions 
the highly charged reactant anions are shielded sufficiently 
to allow them to penetrate the adsorbed layer or to undergo 
more rapid electron self-exchange reactions with the adsorbed 
polyanionic layer so that an enhanced voltammetric response 
is obtained (solid curve in Figure 5B). 

The same result can be achieved by addition of much 
smaller concentrations of more highly charged countercations. 
For example, addition of even 1 mM La3+ or Ru(NH3)63+ 
cations to the 0.1 M supporting electrolyte used in Figure 5B 
produces a much more pronounced response from the -Fe
(CN)5'-I'- couple (Figure 5C,D). These multiply charged 
cations are likely to interact with both the dissolved PVPz
(Fe(CN)53-)n complex and that believed to be adsorbed on the 
electrode surface. The position and magnitude of the volt
ammetric response for the Ru(NHsl63+I'+ couple in Figure 5D 
are virtually the same as those obtained at a bare electrode, 
which might be taken as an indication of relatively weak 
interactions between the polyanionic complex and the multiply 
charged cations. However, with slightly higher concentrations 
of La3+ or Ru(NH3)63+, colloidal precipitates are formed in 
solutions of PVPz(Fe(CN)53-)n (but not in solutions of mo
nomeric pzFe(CN)53-) that must result from strong interactions 
between the polyelectrolyte molecules and the added cations. 
The colloid that forms in dilute supporting electrolytes (0.05 
M sodium acetate buffer) redissolves if the ionic strength is 
increased to 1 M so that there appears to be competition for 
binding with the polyanions between the multiply charged 
cations that yield cross-linked, insoluble colloids and sodium 
ions that yield soluble polyanionic species. 

Mediated Electron Transfer. The small voltammetric 
response obtained for the PVPz(Fe(CN)53-)n complex in 0.1 
M supporting electrolytes (Figure 5B) can also be enhanced 
by the presence of a redox mediator that can penetrate the 
adsorbed layer of the polyanionic complex or participate in 
rapid electron self-exchange reactions witb it. A suitable 
mediator proved to be the monomeric pzFe(CN)53- complex 
whose formal potential is very close to that of the PVPz(Fe
(CN)53-)n complex. In Figure 6 are shown the voltammetric 
responses for PVPz(Fe(CNls3-)n alone, pzFe(CN)53- alone, and 

-0.2 0 0.2 0.4 0.6 

E vs Ag-AgCI/V 

Figure 6. Mediated cyclic voltammetry of PVPz(Fe(CN),3-)n in 0.1 M 
acetate buffer supporting electrolytes: dotted line, 1 mM polyanion 
complex alone; dashed line, 0.1 mM monomeric pzFe(CN)s3- alone; 
solid line, a mixture (1.0 and 0.1 mM) of the two complexes. Scan 
rate = 100 mV so,. 

a mixture of the two. The large current obtained with the 
mixtures shows clearly that the monomeric pzFe(CN)53-

complex is an effective mediator for both the oxidation and 
the reduction of the polyanionic complex. The ratio of anodic 
to cathodic mediated peak currents is near unity for scan rates 
between 20 and 200 m V S-l. This behavior is qualitatively 
consistent with that expected for mixtures of two reactants 
with significantly different diffusion coefficients whose dif
fusional pathways to the electrode surface are coupled by rapid 
electron transfer between the rapidly and slowly diffusing 
species. The current enhancement to be expected in chro
noamperometric or chronocoulometric experiments with such 
systems can be calculated quantitatively from the relationships 
derived by Andrieux et al. (16). To do so requires that the 
concentrations and diffusion coefficients for both species be 
known as well as the equilibrium constant for the reaction 
between them (16). The diffusion coefficients for complexes 
were estimated from their voltammetric responses (with the 
use of 1 M supporting electrolyte for the PVPz(Fe(CN)53-)n 
complex), and the electron-transfer cross-reaction was assumed 
to be a simple self-exchange reaction with an equilibrium 
constant of unity. The measured slopes of chronocoulometric 
plots of Q vs t '/2 were then compared with those calculated 
from the unnumbered equations at the bottom of p 52 of ref 
16. Although the results, given in Table I, clearly show the 
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Table I. Enhancement of the Slopes of Chronocoulometric 
Charge-Reciprocal Time Plots for the Oxidation of 
PVPz(Fe(CN),3-)n hy Monomeric pz(FeCN)s'-

slope of Q vs t ' /' plot, 

[PVPz- [pzFe-
,u.C S-1/2 

(Fe(CN),'-)n]," (CN)s'-], calcd,b no calcd,c 
mM mM coupling coupling exptld 

1.06 0.39 43.4 52.5 49 
1.37 0.38 47.1 57 61 
1.32 0.74 73.5 87 76 

a Concentration of total -Fe(CNh3- centers present in the poly~ 
mer. b Calculated by using diffusion coefficients of 5.1 X 10-6 cm2 

s-1 and 0.39 X 10-6 cm2 s-1 for the monomeric and polymeric com~ 
plexes, respectively. Note that the latter value, which was mea
sured in 1 M supporting electrolyte, probably differs somewhat 
from the value appropriate for 0.1 M supporting electrolyte where 
the chronocoulometry was conducted. C Calculated from the un
numbered equation at the bottom of p 52 of ref 16. d Measured 
slope for a potential step from 0 to 0.55 V. Supporting electrolyte 
was 0.1 M acetate buffer. Slopes were reproducible within ±10% 
from run to run. 

presence of substantial increases in the chronocoulometric 
slopes compared with those that would have been observed 
if there were no electron transfer between the monomeric and 
polymeric complexes, there is only moderate agreement be
tween the observed and calculated values. This behavior could 
result from several factors: The rate of the electron-transfer 
reaction between the two types of complex might not be in
fmitely fast as was assumed in the derivation of the theoretical 
relationships (16); the PVPz(Fe(CNls3-)n complex is composed 
of a mixture of varying molecular weights and diffusion 
coefficients, not a single species as assumed in the derivation 
of ref 16. Thus, while the ability of the monomeric pzFe
(CN).'-/3- complex to mediate the oxidation and reduction 
of its polymeric counterpart is clear, it was not possible to 
account for the mediation quantitatively in terms of the simple 
self-exchange mechanism considered in ref 16. 

Coatings ofPoly(2-vinylpyrazine) on Electrodes. The 
solubility of poly(2-vinylpyrazine) in water is so large that 
coatings of the polymer deposited on electrodes are rapidly 
lost when the electrode is exposed to aqueous solutions. 
However, stable coatings can be prepared by introducing alkyl 
cross-linking bridges between heterocyclic nitrogen atoms by 
reacting them with alkyl dibromides, as has been done for the 
case of poly(vinylpyridine) (7,8). Electrodes coated with the 
cross-linked polymeric ligand and immersed in solutions 
containing H20Fe(CN)53- anions exhibit cyclic voltammograms 
with a single prominent wave that has peak currents which 
grow continuously as the electrode potential is cycled and a 
peak potential close to that for the monomeric pzFe(CN)?
complex prepared independently. (The formal potentials of 
the coatings of polymeric complex depend on the ionic 
strength of the supporting electrolytes as is described below.) 
The voltammograms in Figure 7 were obtained with a coated 
electrode that had been cycled for 30 min in a solution of 
H20Fe(CN)?- and then transferred to a solution of pure 
supporting electrolyte. The voltammetric response is rea
sonably stable but the peak current decreases to about 70% 
of its initial value after 3 h of exposure to the pure supporting 
electrolyte solution. The quantities of -Fe(CNls3- groups 
coordinated to the coatings of polymeric ligand were measured 
coulometrically in pure supporting electrolyte by integrating 
the charge that passed when the electrode potential was 
scanned slowly from -{).2 to 1.0 V and held at the upper value 
until the current decayed to background levels. The extent 
of coordination depended slightly on the degree of cross
linking employed. As the fraction of the pyrazine groups 
involved in the cross-linking was increased from 10 to 20%, 

o 0.5 0.8 

E vs A9-AgCVV 

Figure 7. Steady-state cyclic voltammograms of a cross-linked coating 
of PVPz(Fe(CN),3-)n on a glassy carbon electrode. The coating con
tained ,....." 1 0-6 mol cm-2 pyrazine centers that had been cross-linked 
with"""" 10-7 mol cm-2 1,6-dibromohexane as described in the Exper
imental Section; 4.7 X 10-8 mol cm-' -Fe(CN),'- centers were co
ordinated to the coating by 3D-min exposure to a 2.5 mM solution of 
H,OFe(CN),3-. Supporting electrolyte was 0.1 M acetate buffer at pH 
5. Scan rate = (A) 50 and (B) 2 mV S-1. 

the fraction of the groups to which -Fe(CN)g3- centers could 
be coordinated (from 2.5 mM solutions of H20Fe(CN)?-) 
decreased from 12 to lO%. This fraction was not sensitive 
to increases in the concentration of H20Fe(CN)?- or to 
changes in the ionic strength of the reaction solution. De· 
creasing the cross-linking below 10% yielded less stable 
coatings that tended to dissolve from the electrode surface. 

The extent of coordination decreased with the thickness 
of the PVPz coatings. For example, increasing the quantity 
of PVPz in a coating from 5 X lO-7 to 2 X 10-6 mol cm-2 

decreased the fraction of coordinatable pyrazine groups in 0.1 
M supporting electrolyte from ca. 12 to 1 %. Increasing dif
ficulty in penetration of the thicker, cross-linked coatings by 
the solvated H20Fe(CN)53- anions seems the likely origin of 
this trend. 

Much larger fractions of the pyrazine groups in PVPz can 
be bound to -Fe(CN)?- centers when the monomer anion 
reacts with a homogeneous solution of the polymer instead 
of with a cross-linked coating. Evidently the cross-linking 
renders a significant portion of the pyrazine sites inaccessible 
to the H,OFe(CN)53- anions in solution or less reactive toward 
coordination or both. Attempts to attach the preformed 
metallopolymer complex to the electrode surface by depositing 
a coating from aqueous solution, evaporating the solvent, and 
subjecting the deposit to the cross-linking reaction were un
successful. 

The shapes of the voltammograms obtained with cross
linked coatings of PVPzFe(CN)?- are influenced by the scan 
rate employed to record them. As is evident in Figure 7, the 
diffusional decay of the current beyond the peaks in Figure 
7 A is largely eliminated when a very low scan rate is employed 
(Figure 7B). Estimates of effective diffusion coefficients for 
the pzFe(CN)53- centers in the coatings were obtained from 
measurements of the slopes of chronocoulometric plots and 
thicknesses of dry coatings obtained from profilometer mea
surements. The resulting values were in the range (1-5) X 
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F[gure 8. Forma[ potentials for solutions of monomeric pzFe(CN),'
(A) and coatings of PVPz(Fe(CN),3-)n (e) as a function of the con
centration of the supporting electrolyte. The values plotted are the 
average of anodic and cathodic peak potentials in cyclic voltammo
grams. 

10-10 cm' S-1. However, the profIlometer measurements showed 
the coatings to have nonuniform thicknesses so that the values 
of diffusion coefficients obtained were only approximations. 

Coatings of PVPz to which -Fe(CNls3- groups have been 
coordinated exhibit cation-exchange activity when exposed 
to solutions of multiply charged cations such as Ru(NH3)s'+. 
The cation-exchange capacity of such coatings can be con
trolled by changing the electrode potential at which the cation 
exchange is carried out. When the electrode potential is held 
at O.S V where the -Fe(CNls3- centers are oxidized to -Fe
(CN)5'-' the quantity of Ru(NH3)63+ exchanged into the 
coatings is about 60% of the quantity incorporated at 0 V 
where the coordinated anions are present as -Fe(CN)53-. 
Similar behavior was reported in an earlier study of coatings 
based on poly(vinylpyridine) where the net charge carried by 
the coatings was affected by pH as well as the electrode po
tential (17). Poly(vinylpyrazine) coatings can be employed 
over a wider pH range without changes in the coatings' charge 
because of the much weaker basicity of pyrazine compared 
with that of pyridine. 

The apparent formal potential, E'app, of the -Fe(CN)5'-/3-
groups in coatings of PVPz(Fe(CNls3-)n on electrodes becomes 
more positive as the concentration of the supporting electrolyte 
is increased. A plot of E'app vs log [Na+J is shown in Figure 
S along with a similar set of measurements at a bare electrode 
for the monomeric pzFe(CN)53- complex. The formal potential 
of the latter complex is essentially constant over the range 
of concentrations examined while E'app for the -Fe(CNls'-/3-
centers in the coating changes by about 55 m V per decadic 
change in the concentration of sodium counterions. The 
changes to be expected in E'app values for redox couples in
corporated by ion exchange into electroinactive, permselective 
polyelectrolyte coatings have been discussed in recent reports 
(18, 19). If the polyanionic coatings based on PVPz(Fe
(CNls3-)n are permselective, the measured formal potentials 
would correspond to the half-reaction 

PVPzFe(CNls'- + 2Na\ + Na+, + e- = 
PVPzFe(CNls3- + 3Na\ (2) 

where Na+ p and Na\ refer to the sodium counterions within 
the polyelectrolyte and in the bathing solution, respectively. 
The apparent formal potential for the -Fe(CN)5'-/3- centers 
coordinated to the PVPz should obey the equation 

RT [Na\J 
E' -E' -In--app - p - F [Na\] (3) 

where E'p is the formal potential of the couple within the 
coating. Since the only charged sites within the polyelectrolyte 
are the electroactive -Fe(CN)5'-/3- centers, the value of [Na+ pJ 
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Figure 9. pH dependence of E'app for coatings of PVPz(Fe(CN),'-)n' 

is determined by the maintenance of electroneutrality within 
the polyelectrolyte: 

[Na\] = 3[-Fe(CNls3-] + 2[-Fe(CN)52-] (4) 

The total concentration of -Fe(CN)5'-/3- groups within the 
coating, CT, is 

and at the formal potential, evaluated as the average of the 
anodic and cathodic peak potentials: 

Combining eq 4, 5, and 6 allows eq 7 to be rewritten 

E'app = E'p -RJ In (2.5CT ) + RJ In [Na+,j (7) 

Thus, the apparent formal potential is expected to increase 
by 59 m V (25°C) for each lO-fold change in the concentration 
of sodium ion, close to the value (55 m V / decade) observed 
in Figure S. This behavior indicates that the coatings have 
reasonably high permselectivity so that they must be relatively 
impervious to anions. 

According to eq 7, E'app values for the coating should also 
depend on the concentration of -Fe(CN)5 groups coordinated 
to the polymer. In fact, the values of E'app obtained from the 
average of the peak potentials do shift to slightly more negative 
values as electrodes coated with PVPz are cycled in solutions 
of H,OFe(CN)53-. More quantitative comparisons were not 
attempted because of the difficulties associated with sepa
ration of the effects of residual uncompensated resistance from 
those attributable to changes in CT' 

With a fixed concentration of supporting electrolyte, E'app 
exhibits a pH dependence as shown in Figure 9. The three 
segments of the plot have slopes of -117, -61, and 0 m V /pH. 
This behavior corresponds to that observed with homogeneous 
solutions ofPVPz(Fe(CN)53-)n described above: At pH values 
above ca. 2.5 oxidation of -Fe(CN)53- groups to -Fe(CN)52-

occurs without the loss or gain of protons; between pH 2.5 and 
~ 1.2 the oxidation is presumably of Fe(CN).CNH2- groups 
to Fe(CN)5'- + H+, and at lower pH values two protons are 
released when -HpzFe(CN).CNH- groups are oxidized to 
-pz(Fe(CN)5'-' The intersection points of the three linear 
segments in Figure 9 depend upon the pKa values governing 
the protonation of the reduced forms of the complexes within 
the coatings. However, it would be necessary to know the 
ion-exchange selectivity coefficient for sodium ion and protons 
in order to evaluate the pKa values (IS), and these coefficients 
have not been measured. In addition, the non-unit slope of 
the plot shown in Figure 4B for the soluble PVPz(Fe(CN)53-)n 
complex makes it likely that the apparent pKa values within 
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the coatings would depend on both the pH of the bathing 
solution and the potential of the electrode (i.e., the net charge 
of the polyanionic coating). 

CONCLUSIONS 

The potential utility of poly(2-vinylpyrazine) as a polymeric 
ligand to which suitable metal complexes may be bound is 
evident from these studies. The observation that no more than 
15% of the pyrazine sites in cross-linked coatings of the 
polymer can be reacted with H,OFe(CN)53- discouraged us 
from pursuing their application as electrochemically con
trollable, ion-exchanging polyelectrolytes. Attempts are under 
way to prepare polymers containing pyrazine ligand sites that 
swell more extensively in aqueous media in the hope that 
materials more suitable for electrochemical ion-exchange 
experiments may result. 
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Measurement of Nanomolar Dopamine Diffusion Using 
Low-Noise Perfluorinated Ionomer Coated Carbon Fiber 
Microelectrodes and High-Speed Cyclic Voltammetry 
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New York, New York 10016 

Several Improvements In the fabrication and use of carbon 
fiber voltammetrlc mlcroelectrodes (CFVMs) are described. 
These procedures did not Involve oxidative treatment, but 
resulted In sensitivities and selectivities approaching those of 
treated CFVMs, without the Inherent slow response times 
associated with the laHer electrodes. To accomplish this we 
reduced CFVM noise by (1) Improving the adhesive seal be
tween the 8 I'm o.d. carbon fiber and the glass insulation 
using vacuum, (2) snapping rather than cuHing or beveling the 
fiber to be flush with the glass, and (3) using a concentrated 
electrolyte solution to make electrical contact with the fiber. 
System noise was reduced by digital smoothing and Signal 
averaging. Selectivity of the CFVMs for dopamine over as
corbate was enhanced to beHer than 2000:1 by coating with 
Nation, a perfluorinated cation exchange polymer, using a low 
(+0.5 V vs Ag/ AgCI) electroplating potential. this low volt
age also prevented electrode surface oxidation. To demon
strate the performance of our CFVMs, we used them in con
junction with high-speed cyclic voltammetry to accurately 
measure the diffusion coefficient of iontophoretic ally released 
dopamine at concentrations as low as 35 nM over distances 
of less than 200 I'm in agarose gel. 

0003-2700/89/0361-1805$01.50/0 

INTRODUCTION 
Since the first use of graphite paste electrodes to monitor 

electroactive substances in brain tissue (1), the design of 
voltammetric microelectrodes for neurochemical studies has 
been continually improved with regard to miniaturization, 
selectivity, and sensitivity. At present, the most successful 
designs use carbon fibers of 5-35 Mm o.d. sealed in pulled glass 
capillaries (2-8); epoxy resin is commonly added to improve 
the seal and insulate the fiber (2,4,5, 7,8). Electrical contact 
between the fiber and a suitable wire is made with a gra
phite-resin mixture (2, 6, 7,9) mercury (4), conductive paint 
(5), or saline (3). The selectivity of such carbon fiber volt
ammetric microelectrodes (CFVMs) for catechol- and indo
leamines can be enhanced by coating the electrode surface 
with a thin fIlm of the perfluorinated ionomer Nation (7, 9-12), 
and the sensitivity can be improved by chemically (13) and/or 
electrochemically (12, 14-17) treating the carbon fiber surface. 
Recently, the detection of basal levels (20-50 nM) of dopamine 
(DA) (IS, 16) and serotonin (12) using treated CFVMs in 
discrete brain regions has been reported. 

The introduction of faster sampling techniques like high
speed cyclic voltammetry (18, 19) requires that another 
characteristic of CFVMs, electrode response time, also be 

© 1989 American Chemical Society 
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considered. High-speed cyclic voltammetry has been used to 
monitor subsecond neurochemical events (20,21), with sub
stance identification from cyclic voltammograms having a 
duration of less than 10 ms. Such rapid measurements can 
be made only with untreated CFVMs (20,21), however, be
cause the surface adsorption of catecholamines that enhances 
sensitivity also adds a time constant of seconds or minutes 
to measurements of concentration change (15~17). Unfortu
nately, the single-measurement detection limit of untreated, 
fast-responding, carbon fibers is often about 1 I'M for DA (20, 
21), so preventing the extension of high-speed techniques to 
measurements of biologically important concentration changes. 

One alternative to electrode treatment for increasing CFVM 
sensitivity is to improve measurement signal-to-noise ratio 
by noise reduction. Signal averaging has been used to enable 
untreated CFVMs, used with high-speed cyclic voltammetry 
(20~22), to detect 100 nM DA for repetitive stimulation-in
duced responses (22). Consequently, if the detection limit for 
unaveraged signals could be improved to 200 nM from the 
typical 1 I'M by decreasing background noise, it should be 
possible to monitor physiologically relevant DA concentration 
changes of 20~50 nM with untreated CFVMs. 

We have attained such detection limits by use of untreated, 
low-noise CFVMs. The quality of these electrodes was im
proved by empirically determining noise sources that were the 
result of the fabrication procedure (8, 9) and then modifying 
the procedure to eliminate them. CFVMs were optimized 
especially for use with high-speed cyclic voltammetry, in which 
background noise sources (e.g. small, rapid fluctuations in 
active surface), invisible to slower techniques, become evident. 
The modifications, however, should be applicable for CFVMs 
used with other techniques. 

An improvement in selectivity was achieved by coating 
CFVMs with Nafion, using a simple electroplating procedure, 
which gave a selectivity ratio of better than 2000:1 for DA over 
ascorbate (AA), the major interferent in the brain. Unlike 
the original Nafion electroplating procedure of Brazell et al. 
(7), the plating potential was only +0.5 V vs Ag/ AgCI to avoid 
surface treatment. 

Evaluation of CFVM performance required a method that 
could reliably demonstrate response time and detection limit. 
In other reports (11,17), response to a rectangular concen· 
tration change in flow injection system was used. In the 
present study, CFVMs were tested for their ability to follow 
the time-course of a concentration increase during DA ion
tophoresis from a nearby source in agarose (23). The resulting 
concentration~time curves were fitted to a solution of the 
diffusion equation (9) by using a nonlinear simplex algorithm 
to extract the diffusion coefficient for DA. Digital smoothing 
and averaging of the curve permitted analysis of DA con
centration maxima of 30~30000 nM. 

EXPERIMENTAL PROCEDURES 
Electrode Preparation. Carbon fiber VMs were made by 

threading a single carbon fiber (5 cm length; 8 I'm diameter, Le 
Carbone Lorraine, France; or 10-12,urn diameter, Thornell, Union 
Carbide, New York) through a 4 cm length of 2 mm o.d. Pyrex 
tubing (Fisher Scientific), which was then pulled to a taper with 
a vertical electrode puller (Model 720, David Kopf Instruments, 
Tujunga, CAl. The glass was stored in acetone and blown dry 
with a stream of nitrogen gas just before a fiber was inserted and 
the glass pulled. After several electrodes were pulled, with the 
fiher partially sealed at the tip, a small (50 I'L) drop of adhesive 
(either 5:1 918 Epon Resin~triethyltetramine, Polysciences, Inc., 
Warrenton, PA, or Norland Optical Adhesive 60 (NOA 60), 
Norland Products, Inc., New Brunswick, NJ) was back-filled close 
to the taper, using a blunt 23-gauge, 1.5-in. syringe needle. To 
improve the adhesive seal hetween the glass and the carbon fiber, 
the open end of the capillary was sealed with wax, then the 
electrode was placed in a desiccator and the desiccator evacuated. 
After 5 min under vacuum, adhesive had infiltrated the gaps 

A 

Figure 1. Flush-cut carbon fiber microelectrode: (A) photograph of 
the electrode tip; (B) schematic diagram of electrode features. The 
back-fill solution was 4 M potassium acetate (KAc) plus 150 mM KCI, 
adhesive was epoxy or UV-curing optical adhesive (see text). 

between the glass and fiber; any external droplets were removed 
with a cotton swab. Epon resin CFVMs were allowed to cure at 
room temperature for 48 h hefore use and were stable for at least 
several months. NOA 60 CFVMs were cured and ready for use 
after 10~ 15 min of UV light exposure using a compound micro
scope equipped with epi-illumination optics (Zeiss, West Ger
many). 

The glass~epoxy sheath of an electrode tapered over the fiber 
to an outer diameter of 10-12 I'm near the boundary where bare 
fiber extended beyond the glass. On the day of use, the fiber was 
manually snapped back to (or slightly within) the glass~epoxy 
boundary such that the exposed carbon surface was circular and 
nominally flush with the insulating glass~epoxy wall (Figure 1). 
CFVMs were back-filled with a solution of 4 M potassium acetate 
and 150 mM KCl to provide electrical contact between the carbon 
fiber and a Ag/ AgCl contact wire (Figure lB). 

The procedure for electroplating (7) Nafion onto the microe· 
lectrode was similar to that reported earlier (9). Briefly, a 4-I'L 
drop of l\afion solution (5% Du Pont 1100 EW Nafion, Solution 
Technology, Inc., Mendenhall, PAl was held in a 3 mm diameter 
loop of Ag/ AgCl wire that was attached to the reference lead of 
a two-electrode potentiostat. The CFVM tip was lowered into 
the Nafion drop for 30 s, with a potential of +0.5 V applied 
continuously. The CFVM was raised from the drop, allowed to 
air-dry for 10-15 s, and then dried for 10 min at 60°C. Electrodes 
were not calibrated before coating, because this compromised 
the effectiveness of the coating procedure. (For the purpose of 
comparison, four electrodes were calibrated with increments of 
1 I'M DA and 100 I'M AA before and after coating with Nafion.) 
The efficacy of the procedure was evaluated by comparing the 
sensitivity of the CFVM to 200 nM DA and 100 I'M AA in 
phosphate buffered saline (PBS; 100 mM NaC!, 50 mM NaH2P03 
adjusted to pH 7.4 with NaOH and purged with nitrogen to 
remove oxygen unless otherwise noted). 

Voltammetric and Diffusion Measurements. All voltam· 
metric measurements were made by using high-speed cyclic 
voltammetry with an EI-400 potentiostat (Ensman Instruments, 
Bloomington, IN) (Figure 2). Scan rate was 900 V /s with a 
constant sampling interval of 100 mS. These parameters were 
found to give the best compromise between measurement fre
quency and CFVM calibration sensitivity. Resting potential was 
~0.4 V vs Ag/ AgC!; reversal potential was +1.0 V. The potent
iostat was used with identical results in either two- or three
electrode mode. The reference electrode was Ag/ AgCl wire in 
1 M KC1/1 % agar bridge; when used, the auxiliary electrode was 
a Ag/ AgCl wire in a pulled glass capillary back-filled with 150 
mM NaCI and glued within 1 mm of the CFVM. 

Voltammograms were monitored continuously on a digital 
oscilloscope. The derivative of the applied triangle wave voltage 
was amplified appropriately and subtracted from the current signal 
(Figure 2) to offset the large (40-50 nA) charging current com
ponent of each voltammogram. This permitted recording of 
subtraction voltammograms (20~ 100 pAl for submicromolar DA 
concentration changes with improved resolution, because more 
sensitive recording scales could be used. Averaging several 
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Figure 2. Block diagram of the high speed cyclic voltammetry and 
diffusion analysis system. Voltammograms were triggered continuously 
at a constant interval (usually 100 ms) by using an external timing 
circuit. Note that the derivative of the applied triangle voltage was 
subtracted from the current input to offset the large capacitative 
component of each cyclic voltammogram. I1E is current-te-voltage 
conversion; S/H is sample-and-hold circuitry. 

voltammograms further improved the subtraction voltammogram 
for a given concentration change as described below. (For com~ 
parison, voltammograms of 1 I'M DA in Figure 4A were taken 
without charging current offset or averaging, whereas the more 
recently recorded averaged (N = 16) voltammograms of 200 nM 
DA in Figure 4B, were recorded with offset). Sample-and-hold 
circuitry within the EI-400 was set to monitor the current at the 
anodic peak (typically around +0.7 V vs Ag/ AgCI) of the DA 
subtraction voltammograms for calibration and diffusion mea
surements. 

Response time of CFVMs was evaluated by using the methods 
of Nicholson (9, 23) to determine the diffusion coefficient (D) of 
iontophoretically introduced DA in agarose (NuSeive GTG aga
rose, FMC BioProducts, Rockland, ME; 0.1 % in PBS). For this 
procedure, an iontophoresis micropipet (2-4 .urn tip a.d., containing 
0.5 M DA and 0.5 M AA, pH 4) was attached to a CFVM with 
dental cement (Durabase Powder and Repair Liquid, Reliance 
Dental Mfg. Co., Worth, IL) so that the tip separation was 15(}-190 
I'm. An amplifier/iontophoresis unit (Axoprobe lA, Axon In
struments, Burlingame, CA) was used to control the continuous 
iontophoresis bias (1-2 nA) and step (2-10 nA) currents (Figure 
2). 

Background voltammograms were triggered continually by an 
external timing circuit so that a stable base line was reached before 
diffusion measurements were initiated. For each record, a 10-
or 20-s base line (sample-and-hold output) was stored before the 
30- or 80-8 DA iontophoresis step was triggered. Concentra
tion-time profiles (sample-and-hold output) were acquired as 4000 
sample points in the memory of a Nicolet 3091 digital oscilloscope. 
For the smoothing operation, these data were transferred to an 
IBM PC and smoothed by replacing each sample point by a new 
one that was determined by doubling the value at each location 
then adding the values on either side and fmally dividing by four. 
This operation was repeated 40 times on the 4000 points, then 
each fourth point was retained to provide a final 1000 point 
waveform for further averaging (usually N = 16) and analysis 
(Figure 2). 

Concentration-time curves were fitted by using a simplex 
algorithm to a solution of the diffusion equation (23) 

C = (Q/(4"Dr)) erfc (r /(2(Dt)1/2)) 

to determine the D for DA. C is concentration at distance rand 
time t; erfe is the complementary error function. Q = 1/ nF, where 
I is the iontophoretic source current, n the transport number for 
the iontophoresis electrode, and F is Faraday's electrochemical 
equivalent. When the value of D obtained in this way was close 
to that obtained previously for DA by a flow-injection method 
(24) (5.0 x 10'" Cm"S-l at 17 'C), it ir.dicated that the CFVM 
response time was at least fast enough to measure accurately the 
time-course of I-min DA concentration transients. Shorter du
ration measurements were not made. 

Subtraction voltammograms representing the major component 
of concentration-time curves were obtained by subtracting the 
average of 16 base-line voltammograms from the averaged volt
ammogram recorded near the concentration maximum. For DA 
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Figure 3. Calibration responses of carbon fiber voltammetric elec
trodes (CFVMs) with and without Nafion coating to dopamine (DA) and 
ascorbate (AA) in phosphate buffered saline (PBS). Scan rate was 
900 V Is. (A) Uncoated CFVM response to 1 .uM increments of DA 
(added at pOints 1-3) and 100 I'M AA (point 4). Each sample-and-hold 
time point is the peak current from one vottammogram recorded every 
100 ms. The OA:AA ratio was 19: 1; OA calibration factor was 1.25 
nAI.uM. Numbered subtraction voltammograms (unaveraged) corre
spond to the cumulative concentration after each addition. (8) Cu
mulative voltammograms of OA before, 3, and after, 4, addition of 100 
,u:M AA. The voltammogram labeled 4-3 is the difference voltammo
gram for 100 .uM AA (see text for discussion). PBS was not deoxy
genated. (C) Nafion film CFVM (different electrode than in part A) 
response to 200 nM increments of DA (pOints 1-3) and 100 I'M AA 
(point 4). The DA:AA ratio was 5000:1; DA calibration factor was 550 
pAI.uM. Cumulative DA vottammograms (average of 16) are numbered 
as in part A. (0) Subtraction voltammograms (average of 16) are 
numbered as in part 8. 

maxima greater than 1 ,uM, voltammograrn and diffusion record 
averaging was not necessary. 

RESULTS AND DISCUSSION 

Electrode Design. Three improvements in CFVM fa
brication led to the easy detection of 200 nM DA concentration 
changes (Figure 3). These were (1) using vacuum to draw 
adhesive down to the glass-carbon fiber interface to improve 
the seal between the fiber and the glass; (2) snapping the fiber, 
rather than it cutting with a scalpel or using an electrode 
beveler to make a flush surface (Figure lA); and (3) using a 
concentrated electrolyte solution to make electrical contact 
between the carbon fiber and the contact wire (Figure 1B). 

The greatest potential noise source for flush-cut carbon fiber 
microelectrodes was found to be a poor epoxy seal between 
the wall of the glass capillary and the fiber. For other CFVM 
designs in which the fiber extends 5(}-500 I'm beyond the glass 
sheath (5, 7,8, 12, 14), the seal is less critical; however, those 
designs are often impractical for high-speed voltammetry 
because of the larger capacitative current from the extended 
surface area. We found that with a poorly sealed planer 
CFVM, background current continually oscillated at 0.1-5 Hz. 
Background changes were confirmed by subtraction voltam
mograms between high and low background points. One 
explanation is that fluid is drawn into microwells around the 
fiber so that the active surface area of the CFVM is constantly 
changing. 

A second source of noise appeared to be small glass and/ or 
carbon fragments on the flush-cut CFVM surface that are the 
result of using a scalpel or other tool to cut the electrode. 
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These particles may trap fluid and so cause small fluctuations 
in surface area, again increasing background noise. We tested 
several methods for cleaning the surface including beveling 
(25) or ultrasonically cleaning the tip in a slurry of distilled 
water and graphite powder. In our hands, beveling led to 
decreased CFVM sensitivity, possibly because of a layer of 
epoxy that could be seen on the polished surface under a 
microscope. The fIlm could be removed with acetone, but this 
promoted DA adsorption. Ultrasonic cleaning of a cut CFVM 
was effective, but low noise VMs were more reproducibly made 
by the simple breaking method described in Experimental 
Procedures. The most sensitive CFVMs produced by this 
method were constructed from 8-l'm fibers from Le Carbone 
Lorraine; 8-10-l'm Thornell fibers were less sensitive, with 
DA oxidation peaks at potentials often more anodic than +0.9 
V vs AgjAgCI. 

Lastly, good electrical contact with the fiber is essential for 
undistorted signal transmission to the current monitoring 
circuitry. In an early paper describing carbon fiber micro
electrodes for neurophysiological recording and high-speed 
cyclic voltammetry, Fox et al. (26), compared the noise levels 
of electrodes back-filled with mercury, 3 M NaCI or 0.9% 
NaC!. In that study, mercury and 3 M NaCI were comparable, 
with 0.9% NaCI CFVMs being somewhat less reliable (26). 
Similarly, we found that electrodes back-filled with 4 M po
tassium acetate and 150 mM KCI (Figure IB) were less noisy 
than electrodes back-filled with graphite-epoxy and that 
successful contact with the fiber was made more often with 
the electrolyte back-fill. Because of the high solubility of 
potassium acetate, we had no problem from salt crystal for
mation with evaporation of the back-fill solution, as seen with 
concentrated NaCI or KCI. The material of the contact wire 
was found to be important also; for example nickel-plated 
copper wire caused an additional (cathodic) potential to be 
added into the potentiostat circuit. AgCI-plated Ag gave the 
most stable responses; KCI was added to the back-fill solution 
for maintenance of a constant Agj AgCI potential. 

Elimination of these three major sources of noise, which 
were the result of our electrode fabrication procedure, 
markedly improved the quality of CFVM measurements. 
Other noise sources were not considered in the present study. 

Effect of Coating CFVMs with Nafion. Calibration 
profiles for uncoated CFVMs (Figure 3A) indicated that the 
inherent selectivity ratio for DA:AA of the carbon fibers used 
was 20--50:1 (30 ± 8, mean ± SEM, N = 4) and that this ratio 
was increased to better than 2000:1 (2200 ± 620, N = 6; Figure 
3C) after a single dip-coating with Nafion during which a small 
anodic potential was applied to a freshly exposed CFVM 
surface. Only such surfaces were used because lower selectivity 
ratios (160 ± 30, N = 4) were seen with CFVMs which were 
previously calibrated, rinsed with distilled water, and dried 
before coating. This suggested that repetitive exposure to the 
cycling voltage waveform during calibration was sufficient to 
alter the surface functionalities of the carbon fiber, so that 
Nafion had less affinity for the used surface. This might 
explain why our coating procedure appeared to be more ef
fective than previously reported dip-coating (500:1, DA:AA) 
(J 1) or high-potential electroplating (1400:1) (7) procedures. 
After use in brain tissue (9,27), the selectivity of our Nafion 
film CFVMs was maintained, although the sensitivity was 
reduced by 50-60% (unpublished observations), as seen with 
other CFVMs (28). 

Subtraction voltammograms of cumulative DA additions 
recorded with Nafion fihn CFVMs (Figure 3A) had anodic and 
cathodic peak potentials which were unchanged from those 
of uncoated CFVMs (Figure 3C). The addition of 100 I'M AA 
altered only slightly the cumulative DA voltammogram at 
CFVMs coated with Nafion (Figure 3D), but the same addition 
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Figure 4. DA subtraction voltammograms in the absence and pres
ence 01 AA. Scan rate, 900 V Is. (A) Uncoated CFVM, 1 I'M DA 
increment in PBS belore and after the addition 01 200 I'M AA. 
Voltammograms were not averaged. (B) Nalion film CFVM (different 
electrode than in part A), 200 nM DA increment in PBS before and after 
200 I'M AA addition. Voltammograms were averaged (N = 16). See 
text for further discussion. 

produced a large increase in anodic current monitored with 
uncoated electrodes (Figure 3A,B, see below for discussion of 
the AA subtraction voltammogram, labeled 4-3). Further, 
with uncoated CFVMs, subsequent DA additions in the 
presence of AA produced higher anodic peak currents than 
those seen for similar increments in the absence of AA (Figure 
4A). With Nafion fihn CFVMs, this regenerative (29) current 
Was not seen at the high scan rates used (Figure 4B); however, 
some reduction of voltammetrically oxidized DA by ascorbate 
may account for the smaller cathodic peak of DA voltam
mograms recorded in the presence of AA (Figure 4B). 

Signal Processing. The elimination of most electrode
derived noise revealed system noise (mostly aliased 60 Hz) 
as the limiting factor in the detection nanomolar DA. 
Background fluctuations in the sample-and-hold output could 
be seen by substituting a IO-Mn resistor for an electrochemical 
cell (Figure 5A,B). This limiting noise was diminished by 
averaging sequentially recorded traces (Figure 5A) and was 
further diminished by using a curve-smoothing operation on 
the data before averaging (Figure 5B). The same smoothing 
operation performed on voltammetric data traces recorded 
during the iontophoresis of DA (Figure 5C) also improved the 
appearance of diffusion profiles (Figure 5E) without adding 
a time constant to the measurement, indicated by the values 
of D (the free solution diffusion coefficient) determined from 
the smoothed (D = 4.8 X 10-6 cm'·s·!) and nonsmoothed (4.9 
X 10-6 cm'·s·') averaged curves (Figures 5C,E). Recognizable 
voltammograms for 36 I'M DA (Figure 5D) were obtained by 
subtracting averaged (N = 16) base-line voltammograms from 
averaged voltammograms at the DA concentration maxima. 

pH Interference. One major advantage of high-speed 
cyclic voltammetry over other voltammetric techniques is that 
the identity of a substance, like DA, released into the complex 
environment of the brain can be established by its charac
teristic cyclic voltammogram. This feature requires that the 
shape of the background voltammogram is relatively constant, 
which in turn depends on relatively constant electrolyte 
composition and pH. Changes in these factors can alter the 
capacitance of the electrode and affect background oxidation 
processes, either of which could cause a current increase that 
might be misinterpreted without a diagnostic cyclic voltam
mogram. 

For example, we found that pH changes interfered with our 
measurements of DA diffusion in agarose under certain con
ditions. DA iontophoresis pipets required a "warm-up" period 
of several iontophoresis cycles during which diluted DA in the 
tip was replaced by the concentrated solution in the shank 
and became the major charge carrier. During this early period, 
a current increase was recorded at the adjacent CFVM (Figure 
5F); however the charge carrier was primarily some substance 
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Figure 5. Noise reduction and pH interference in high-speed cyclic 
voltammetry measurements. (A) Sample-and-hold output of system 
noise (mostly 60 Hz) with a 10-MQ resistor as a dummy cell. Upper 
trace is a single record; lower trace illustrates the noise reduction from 
signal averaging (N = 16). (B) Upper trace shows the effect of 
smoothing (see text) on the upper record in part A; the lower trace 
is with the result of averaging (N = 16) smoothed records. (C) Av
eraged (N = 16), but unsmoothed dopamine concentration-time 
curves. Calculated dopamine D = 4.9 X 10-' cm2·s-' (T = 17 °C). 
Iontophoresis bias current was 4 nA with a O.4-nA current step applied 
for 80 s. Electrode spacing (r) was 186 I'm, transport number (n) was 
0.02. Solid line is the fitted theoretical curve from which the param
eters were derived. Sample-and-hold potential was +0.7 V vs Ag/ 
AgCl. (0) Subtraction voltammogram averaged (N = 16) from volt
ammograms taken near the concentration maximum (36 nM) of one 
dopamine concentration-time curve. (E) Effect of smoothing each 
experimental curve before averaging (N = 16). 0 = 4.8 X 10-6 

cm2·s-1 for the smoothed curve. (F) Concentration-time profile of 
presumed pH interference during iontophoresis (30 s, 10 nA ionto
phoresis step on 1-nA bias current). Calculated 0 = 5.5 X 10-5 

cm2·s-1 (T = 17 0G). Spacing r = 162 /Lm. Concentration maximum 
was about 100 nM 'In DA equivalents. Sample-and-hold potential was 
+0.3 V vs Ag/AgCI. (G) Averaged (N = 16) subtraction voltammogram 
from concentration maximum of part F. The peak at +0.3 V indicated 
that the current increase was not from an increase in DA (compare 
to part D). The duration of the iontophoresis step for each diffusion 
record is indicated by the bar beneath the curve. All CFVMs were 
coated with Nafion. 

other than DA, as indicated by the subtraction voltammogram 
(compare Figure 5G with Figure 5D for DA) and the value 
of the diffusion coefficient, which was nearly an order of 
magnitude faster (5.5 X 10-5 cm'.s-l) than that of DA. The 
probable iontophoretic charge carrier was H+ (or H 30+), be
cause no Na+ was present in the iontophoresis back-fill so
lution. The lack of fit on the falling phase of the diffusion 
curve (Figure 5F) was perhaps the result of a long· lasting effect 
on the electrode surface from the local pH change. The 
subtraction voltammogram (Figure 5G) may reflect the pH 
sensitivity of carbon functionalities on the electrode surface 
or of solution background processes such as O2 reduction. A 
similar contaminating peak at +O.S V vs Agj AgCI was 
sometimes seen after the addition of AA (10 I'L of 250 mM 
AA in 0.1 M HCIO,) to 25 mL of nondeoxygenated PBS 
(Figure SB). 

It should be noted that pH transients do occur in brain 
tissue as the result of neuronal stimulation (30), with alka
line-going and acid-going shifts of several tenths pH under 
some conditions (31, 32). The pH and other ion shifts asso-
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Figure 6. Dopamine diffusion curves. The solid line through each is 
the fitted theoretical curve. Each point is the peak current of a DA 
voltammogram (scan rate 900 V Is) recorded every 100 ms. (A) Single 
DA concentration-time profile, no smoothing, 1.9 /LM maximum. 0 
= 5.2 X 10-6 cm2·s-\ T = 17°C; r = 186 ,um; transport number (n) 
= 0.014; bias current = 2 nA, step = 10 nA. (B) Representative OA 
subtraction voltammograms for illustrated concentration-time curves: 
1.9 I'M, unaveraged; 90 nM, averaged (N = 16); 34 nM, averaged (N 
= 16). (C) Single, smoothed OA profile, 110 nM maximum. D = 5.5 
X 10-' cm'·s-'. T = 20 °C; r = 162 I'm; n = 0.003; bias = 1 nA, 
step = 10 nA. (0) Average (N = 16) of smoothed profiles with the 
same parameters as part C, 90 nM average maximum. Averaged 
record 0 = 5.1 X 10-6 cm2·s-1. (E) Single record, 38 nM maximum. 
D = 5.1 X 10-' cm2·s-'; T = 18 °C; r = 186 I'm; n = 0.004; bias 
= 2 nA, step = 3 nA. (F) Average (N = 16) of smoothed records with 
parameters as in part E, 34 nM average maximum. Averaged record 
0= 5.2 X 10-2 cm2·s-1. Iontophoresis step duration was 30 s, 
indicated by the bar beneath each diffusion record. All CFVMs were 
coated with Nation. 

ciated with electrical stimulation of the dopaminergic path
ways of rat striatum are apparently small enough not to in
terfere in the measurement of DA release using high-speed 
voltammetry (20,21). Larger changes in tissue pH and ion 
shifts, however, accompany other brain phenomena, including 
anoxia, hypoxia, and spreading depression (33), and should 
be considered in studies of these events. The power of dif
ference-voltammogram confirmation under such conditions 
should not be underestimated. In addition to the interference 
effects described above, changes in ionic composition can alter 
the extraction coefficient, and hence peak current, of DA in 

a Nafion film (11,34). 
Diffusion Measurements of Nanomolar Dopamine. 

The diffusion of DA in agarose could be reliably monitored 
over a DA concentration range of several orders of magnitude 
(Figure 6) using the techniques described in this report. 
Micromolar DA concentration-time profiles could be recorded 
without curve-smoothing and analyzed without averaging 
(Figure 6A). Similarly, it was not necessary to average the 
subtraction voltammograms to identify DA in the micromolar 
range (Figure SA); however averaging was routinely done to 
improve the quality of the voltammograms (Figure 6B). Single 
smoothed 100 nM DA concentration profiles could be fitted 
fairly accurately (Figure 6C); however, averaging records 
(generally 16 times) enhanced the signal-to-noise ratio (Figure 
6D). Voltammogram averaging was necessary below 0.5 I'M. 
Averaging was also essential to analyze diffusion records with 
DA maxima below 100 nM. With this signal processing, av
eraged concentration-time profiles for around 35 nM (Figures 
5C,E and 6F) could be readily fitted to the diffusion equation, 
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whereas single record concentration increases were hard to 
distinguish from background (6E). 

As well as demonstrating DA detection in the tens of na
nomoles range, diffusion analysis (23) provided a relevant 
evaluation of the response time of the untreated CFVMs to 
DA concentration change. The value of D determined by using 
these CFVMs was about 5.0 X 10-6 cm'·s-l (17°C) (Figure 5C,E 
and Figure 6), which, when temperature corrected (35), agreed 
well with previously reported values determined by using a 
flow injection method (24). The accurate monitoring of the 
30-s rising portion of the concentration profile suggests that 
even shorter intervals could be evaluated if such data were 
needed. Smaller values for D «3-4) X 10-6 cm'·s-l) seen with 
some electrodes suggested that adsorption and slow desorption 
of DA were increasing the CFVM time constant. Similar slow 
responses were seen when the CFVM was exposed to the air 
after measuring DA in agarose and was not rinsed before 
continuing measurements. In that case, a thin layer of dried 
agarose could be acting as a diffusion barrier to the CFVM 
surface. 

In conclusion, the rational design of low-noise CFVMs can 
be acomplished by addressing possible noise sources that are 
the result of the VM fabrication process. The features of the 
electrodes described here have been optimized for high-speed 
cyclic voltammetry; however the design principles are generally 
applicable for other materials and techniques. Concern about 
possible interferences, including pH changes, is also pertinent 
to all voltammetric techniques used to study changes of 
neuroactive compounds in brain and mandates access to cyclic 
voltammograms throughout the progress of the experiment. 
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Transient Infrared Emission Spectroscopy by Pulsed Laser 
Excitation 
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Transient Infrared emission spectroscopy (TIRES) produces 
analytically useful emission spectra from optically thick sam
ples by reducing sell-absorption of the emitted radiation. Use 
of a pulsed laser In the TI RES technique allows the observed 
emission from samples to be limited to a sufficiently thin 
surface layer of the material that sell-absorption is nearly 
eliminated and the resulting spectra are close to being satu
ration free. Pulsed-laser TI RES emittance spectra are pres
ented for various plastics and InorganiC materials, and these 
spectra are compared to conventional emittance spectra and 
photoacoustic absorbance spectra. 

0003-2700/89/0361-1810$01.50/0 

INTRODUCTION 

Applications of conventional infrared emission spectroscopy 
have long been limited to optically thin materials because of 
the phenomenon of self-absorption. When a material is heated 
to a uniform elevated temperature, all parts of it both emit 
and reabsorb infrared radiation, and this self-absorption of 
previously emitted light severely truncates and alters features 
in the emission spectra of optically thick samples. The re
sulting emission spectra closely resemble blackbody spectra 
and contain very little structure characteristic of sample 
composition (1). Recently a new technique called transient 

© 1989 American Chemical Society 
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infrared emission spectroscopy (TIRES) that produces ana
lytically useful emission spectra from optically thick samples 
was introduced (2). In TIRES a laser is used to rapidly heat 
a thin surface layer of the sample and emission from this layer 
is gathered before it thickens and cools by tbermal diffusion. 
This effectively minimizes self-absorption by limiting the 
emitting and reabsorbing to an optically thin volume. In the 
previous paper on TIRES (2) the background and charac
teristics of performing TIRES using both continuous-wave 
(CW) lasers with moving samples and pulsed lasers with both 
moving and stationary samples were discussed, but only results 
obtained by using a CW laser were presented and discussed. 
This paper reports TIRES experiments involving a pulsed, 
KrF-excimer laser and moving samples. 

Since emission induced with a pulsed laser is itself pulsed, 
TIRES done with a pulsed laser and a Fourier-transform 
infrared (FT-IR) spectrometer requires both the addition of 
an integrator circuit into the spectrometer signal path and 
the synchronization of laser firing with signal sampling by the 
spectrometer, as described in the Experimental Section. 
CW-Iaser TIRES has the advantage of simplicity since no 
synchronization is required and any FT-IR spectrometer fitted 
with a HgCdTe (or similarly sensitive) detector and adaptable 
to emission spectroscopy may be used without modification. 
Pulsed-laser TIRES, however, produces spectra with less 
self-absorption than CW-Iaser TIRES does under typical 
conditions. The amount of self-absorption in a spectrum is 
related to the emitting-layer thickness, I, in the sample while 
it is being observed by the spectrometer. As was described 
previously (2), a reasonable estimate for I is (4Dt)'/2, where 
D is the thermal diffusivity of the sample and t is the time 
since laser heating occurred. Accordingly, how long an area 
of the sample is observed after heating governs how thick the 
observed emitting layer becomes. It was also previously shown 
that the maximum observed layer thickness, lmax, is (4Drju)1/2 
for CW -laser TIRES, where r is the width of the sample region 
behind the laser beam observed by the spectrometer and u 
is the sample velocity. For pulsed-laser TIRES the absolute 
maximum limit on t is the period between laser shots, which 
would give 1m", = (4D j R)1/2, where R is the repetition rate of 
the laser. When an integrator is inserted into the circuitry, 
however, the maximum t at which observations are made is 
controlled by the integrator gating, and so lmax = (4Dtmax)1/2, 
where tma., is the time between the laser pulse and the end 
of the observation gate of the integrator. This is the advantage 
of pulsed-laser TIRES over CW-laser TIRES-the size of lmax 
can be changed simply by altering tm"" and so smaller values 
of 1m" are readily achieved. In CW-laser TIRES, reducing 
1m", requires either raising the sample speed or reducing the 
spectrometer field of view, or both, but neither adjustment 
may be practical in a given application. For example, all of 
the spectra reported here were observed with a tm", of 110 J1.s. 
If D is taken to be 0.002 cm'js, which is typical of organic 
solids, this results in an 1m", of 9 I'm. Such a smallimax can 
be difficult to produce by CW-laser TIRES. If D were the 
same and r were 0.4 cm, as it was for the earlier CW-Iaser 
TIRES work (2), a sample velocity of 40 mjs would be needed 
to attain a 9-J1.m lmax. The small values of lmax that are readily 
achieved with pulsed-laser TIRES result in spectra suffering 
from only minimal self-absorption. Such low-1m", spectra have 
a larger fraction of the total emission in the structured portion 
of the emission (at the expense of the blackbody-like portion) 
and have better spectral contrast (that is, less apparent sat
uration) in the resulting emittance spectra. 

EXPERIMENTAL SECTION 

Figure 1 is a diagram of the setup used for observing pulsed
laser TIRES spectra. The physical and optical arrangements were 

Figure 1. Experimental arrangel1)ent used for pulsed-laser TIRES. 

very similar to those used for CW-Iaser TIRES (2), but the 
electronic arrangement and signal treatment were modified in 
a manner similar to that used by Leone and co-workers (3, 4) to 
study chemical kinetics by infrared emission. A disk either made 
of or covered with the sample material was mounted on the shaft 
of a variable-speed motor and placed at the normal source position 
of a Perkin-Elmer 1800 Fourier transform spectrophotometer. 
The beam from a Lambda Physik EMG 105i excimer laser op
erating on KrF (248 nm) at 10 mJ jpulse was focused onto the 
sample disk at a 45° angle within the 8-mm-wide field of view 
of the spectrometer. A NaCI window covered the entry port of 
the spectrometer, which viewed the sample normal to the sample 
surface. The size of the laser beam spot on the sample was 
optimized for each sample with a single 25-cm-focal-length lens. 
No other optics were used to better match the emitting area to 
the spectrometer field of view. The sample disks were spun at 
1000 rpm so that the area irradiated by a single laser pulse had 
left the spectrometer field of view before the next laser pulse. The 
spectrometer used a wide-band HgCdTe detector (D* = 1 X 1010 

cm·Hzl/2 jW) and accumulated 256 interferograms (128 round-trip 
cycles of the interferometer mirror with an interferogram collected 
in each direction of mirror travel) at a 0.09 cmls optical-path
difference velocity and 8 cm-1 nominal resolution. Each TIRES 
spectrum appearing in this paper required about 13 min to record. 

Because of the pulsed nature of the emission produced by the 
laser irradiation, it was necessary both to synchronize the laser 
firing with the signal sampling by the spectrometer analog-to
digital (AID) converter and to insert an integrator between the 
output of the detector preamp and the AID converter. The pulse 
used internally by the spectrometer to trigger its AID converter 
was fed through a trigger interface to frre the laser. At a 0.09 cmjs 
optical-path-difference velocity, the spectrometer sampled at a 
2845-Hz rate, but the laser had a maximum repetition rate of 1000 
Hz. The trigger interface prevented overdriving of the laser by 
firing the laser only on every fourth signal sampling. 

The output signal of the detector preamp showed a sharp onset 
(accompanied by some rapidly damped ringing) when the laser 
fired, that then decayed away over typically a few hundred mi
croseconds. This output was fed to a boxcar integrator (SRS 
Model SR250) which was modified to produce a 100-J1.s sampling 
gate that started 10 J1.S after the laser fired to avoid the initial 
ringing. The integrator was adjusted so that each laser shot was 
integrated independently, with no averaging among successive 
shots. In experiments where the emission strength was not 
strongly sensitive to pulse-to-pulse fluctuations in the laser energy, 
the output of the integrator was fed directly to the AID converter 
of the spectrometer. The integrator was triggered by the same 
pulse as the laser and so the four spectrometer samplings between 
successive laser shots all recorded the same output value from 
the integrator. In effect, this lowered the Nyquist frequency; 
however, under these conditions the Nyquist wavenumber was 
still 3951 cm-1. 

The pulses from the laser fluctuated in energy by approximately 
the ±15% specification of the laser. Usually this fluctuation 
caused the emission from the sample to vary by a similar amount, 
resulting in excessive noise. In such cases additional signal 
processing was done before the signal was fed to the spectrometer 
AjD converter. A quartz flat was placed in the laser beam to 
reflect a small portion of the light onto a photodiode, as shown 
in Figure 1. The output of the diode was fed to a second integrator 
adjusted and triggered like the first to integrate each laser pulse 
separately, without averaging successive pulses. The outputs of 
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the two integrators were then ratioed together to reduce the effect 
of laser fluctuations. This ratioed signal was then fed to the 
spectrometer AID converter. This two-integrator method was 
used for all of the pulsed-laser TIRES spectra presented here 
except for that of the polycarbonate. 

The emission spectra fall off in intensity with increasing 
wavenumber in the same manner as blackbody emission curves. 
To compensate for this, the emission spectra were converted to 
emittance spectra by ratioing them against blackbody spectra in 
the same manner as was used previously (2). Since the samples 
did not have single, uniform temperatures when the TIRES 
spectra were recorded, temperature could not be used as the 
criterion for selecting which blackbody curve was to be used with 
a particular emission spectrum. Instead, since the emittance of 
an object cannot exceed one, the blackbody curve was chosen in 
each case so that the resulting apparent emittance of the strongest 
feature in the spectrum was between 0.8 and 0.95. The blackbody 
curves were produced by placing a plastic plate covered with 
carbon black at the source position of the spectrometer and 
heating it to a series of temperatures in the range 30-80 °C. The 
spectra were recorded with the same signal processing as was used 
for the pulsed-laser TIRES emission spectra (with only one in
tegrator). Since carbon black acts as a "gray body" with an 
emittance less than one and since the selection of a blackbody 
spectrum described above is somewhat arbitrary, only the relative 
emittances that result are valid; the absolute values of the em
ittances are not meaningful. Accordingly, no ordinate scales are 
provided for any of the TIRES spectra. 

As the size of the laser-beam spot on a sample is reduced by 
more sharply focusing the beam, the intensity of the structured 
portion of the emission increases substantially due to the higher 
transient-layer temperature while the blackbody-like portion from 
the cooler bulk increases more slowly. The signal-to-noise ratios 
of the emittance spectra increase with decreasing spot size, while 
the degree of saturation is usually not affected. Accordingly, 
optimum focusing in most cases corresponded to an irradiation 
intensity slightly below the threshold for rapid damage to the 
sample. Slate is the one exception. The emittance spectra of slate, 
which has a high damage threshold, show increasing saturation 
as the threshold is neared. Optimum focusing for slate corre
sponded to a point having both sufficient spectral contrast and 
a sufficient signal-to-noise ratio. 

Conventional emittance spectra are included in the figures for 
comparison purposes. For these spectra the sample disks were 
placed at the source position of the spectrometer and heated from 
behind with heating tape. Because the non-blackbody structure 
was very weak in such emission spectra, they were recorded under 
the conditions described elsewhere for CW-laser TIRES spectra 
(2), which result in reduced noise. Briefly, no integrator was used 
and 256 cycles were accumulated at a 1.50 cmls optical-path
difference velocity and 4-cm-1 nominal resolution. Blackbody 
spectra required to calculate emittances from these emission 
spectra were recorded under the same conditions. 

Also for comparison with the TIRES results, infrared absor
bance spectra were recorded by means of photoacoustic detection. 
An MTEC Model 200 photoacoustic detector was mounted in the 
FT-IR spectrophotometer (with its normal light source) and 32 
cycles were accumulated at a 0.05 cmls optical-path-difference 
velocity and 8-cm-1 resolution. 

RESULTS AND DISCUSSION 

Figure 2 shows the emission from a 3.2-mm-thick disk of 
polycarbonate. At the top is the pulsed-laser TIRES emission 
spectrum resulting from a laser-beam fluence per pulse of 30 
mJ I cm'. Below that is the conventional emission spectrum 
from the same disk heated to 45°C. For comparison, a 
blackbody emission curve from carbon black at 44 °C is shown 
at the bottom. The measurement conditions for the two 
polycarbonate spectra were such that the spectrometer ob
served the same total emission intensity for both, and alI three 
spectra were recorded with the same signal handling. (Only 
one integrator was used.) The spectra have not been corrected 
for the response function of the spectrometer and detector. 
In the pulsed-laser TIRES spectrum the strongest features 
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Figure 2. Emission spectra from a polycarbonate disk acquired by 
pulsed-laser TIRES (top) and conventional means (middle). A fea
tureless (blackbody) emission spectrum is included for comparison 
(bottom). 
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Figure 3. Emittance spectra from a polycarbonate disk acquired by 
conventional means (top) and by pulsed-laser TIRES (middle). An 
absorbance spectrum of the polycarbonate is included for reference 
(bottom). 

have intensities comparable to the blackbody background 
above which they appear. In contrast, the conventional 
emission spectrum has very smalI features and is very similar 
in appearance to the blackbody spectrum. The difference 
between TIRES and the conventional technique is equally 
striking when the emittance spectra are compared. Figure 
3 contains emittance spectra derived from the TIRES spec
trum in Figure 2 and from a conventional emission spectrum 
of the sample disk at 45°C (recorded under better signal
to-noise conditions than the spectrum in Figure 2, as described 
in the Experimental Section). The two emittance spectra are 
shown on the same vertical scale, except for an offset. In
cluded for reference in Figure 3 is a photoacoustic absorbance 
spectrum of polycarbonate, which has been scaled so that smalI 
(and therefore low-saturation) features appear the same size 
in the absorbance and TIRES spectra. The conventional 
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Figure 4. Emittance spectra of blackboard chalk acquired by con
ventional means (top) and by pulsed-laser TIRES (middle). An ab
sorbance spectrum of the chalk is included for reference (bottom). 

emittance spectrum demonstrates the severe effects of self
absorption. Only the strongest features are observable, and 
they correspond to small (less that 0.1) changes in emittance. 
In addition, they have taken on a derivative-like shape. The 
pulsed-laser TIRES spectrum, on the other hand, is so free 
of self-absorption that it appears even less saturated than the 
photoacoustic spectrum. All of the large features are sharper, 
and the broad feature at 1200 cm-1 is much better resolved 
into its components in the TIRES spectrum than in the ab
sorbance spectrum. The one characteristic in which the 
TIRES spectrum is lacking is its signal-to-noise ratio, although 
it is adequate for observing all but the smallest features. 

It should be noted that the surface of the irradiated area 
of the polycarbonate disk slowly turned dark brown while the 
TIRES spectrum was being taken. This damage, however, 
had no effect on the observed spectrum. During the recording 
of the TIRES spectrum the laser fired approximately 500000 
times, which corresponds to roughly 7000 laser shots on every 
point within the sampled area of the disk. The observed 
damage, therefore, was the result of repeated irradiations and 
would not occur in situations where there is a continuous flow 
of new material, such as on a production line. We have not 
investigated whether the damage was photochemical or was 
thermally induced by the high instantaneous laser intensity 
(approximately 2 MW / cm"). 

Figures 4 and 5 show TIRES and conventional emittance 
spectra, as well as reference absorbance spectra, of white 
blackboard chalk and of slate, respectively. In each figure the 
two emittance spectra were recorded under conditions re
sulting in the same total emission intensity, and all three 
spectra are scaled in the same manner as those in Figure 3. 
These materials were chosen because they allowed higher laser 
fluences per pulse than the polycarbonate without observable 
damage (96 and 82 mJ / cm" for chalk and slate, respectively) 
and because their irregular surfaces would test the effects on 
pulsed-laser TIRES of motion in space of the laser spot. The 
chalk sample disk consisted of 6-mm-thick sticks of chalk 
glued to an aluminum disk and planed flat so that the laser 
tracked over a continuous path of chalk. Variations in the 
surface caused the laser spot to move 1 to 2 mm as the disk 
spun. The slate disk was a single piece of stone cut from 
approximately 4-mm-thick roofing slate. Its surface followed 
the natural grain of the stone and was therefore irregular. 
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Figure 5. Emittance spectra from a slate disk acquired by conventional 
means (top) and by pulsed-laser TIRES (middle). An absorbance 
spectrum of the slate is included for reference (bottom). 
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Figure 6. Emittance spectra from a phenolic-plastic disk acquired by 
conventional means (top) and by pulsed-laser TIRES (middle). An 
absorbance spectrum of the plastic is included for reference (bottom). 

causing the laser spot to shift by about as much as with the 
chalk disk. The TIRES spectra in Figures 4 and 5 again show 
better spectral contrast than the absorbance spectra (however, 
the structure atop the broad 1450-cm-1 feature in the chalk 
spectrum is not reproducible), while the conventional emit
tance spectra are not related in an analytically useful way to 
the absorbance spectra. The poorer signal-to-noise ratios of 
these two pulsed-laser TIRES spectra are the results of their 
irregular surfaces. The pulsed-laser version of TIRES, at least 
as implemented here, is apparently more sensitive to surface 
irregularities than CW-Iaser TIRES which was not affected 
by modest surface features (2). 

The earlier article on TIRES (2) presented results for 
several samples with a CW laser. Spectra for two of the same 
samples with a pulsed laser are shown in Figures 6 and 7, again 
with emission intensities matched and scaling done as in the 
other illustrations. Figure 6 contains the spectra from a 3-
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Figure 7. Emittance spectra of electrical tape acquired by conventional 
means (top) and by pulsed-laser TIRES (middle). An absorbance 
spectrum of the tape is included for reference (bottom). 

mm-thick, red, filled-phenolic-plastic disk, and Figure 7 shows 
the results for electrical tape (O.I8-mm-thick, black, plasticized 
poly(vinyl chloride) sheet) attached by its own adhesive to 
an aluminum disk. The results are qualitatively the same as 
those in the other figures; the TIRES spectra show less sat
uration than the absorbance spectra, and the conventional 
emittance spectra show structure that either is not easily 
related to the absorbance spectra or is reduced in strength 
and has a derivative shape. Like the polycarbonate, the 
phenolic plastic darkened during the laser irradiation. The 
electrical tape being black could not darken, but it lost its 
glossy finish, turning dull. The TIRES spectrum of the 
phenolic plastic in Figure 6 has an extra peak at 1724 cm-1 

that is caused by the laser irradiation, probably because of 
the production of carbonyl species. No change definitely 
related to laser damage appears iu the electrical tape spectrum, 
although some of the increase in the peak at 1735 cm-1 may 
be the result of carbonyl production instead of reduced 
self-absorption. 

These last two pulsed-laser TIRES spectra may be com
pared to the CW-Iaser TIRES spectra appearing in the pre
vious paper on TIRES (2). The spectra observed by using 
the two types of TIRES differ in only two important ways
the amount of feature saturation and the signal-to-noise ratio. 
The CW-Iaser TIRES spectra have roughly the same amount 
of saturation as the photoacoustic absorbance spectra, while 
the pulsed-laser spectra have less saturation. As discussed 
briefly in the Introduction and in more detail elsewhere (2), 
the degree of self-absorption, and hence the amount of satu
ration, is governed by the maximum emitting-layer thickness, 
1m.., which in turn increases approximately as tm",'/2, where 
tm", is the maximum time after irradiation that the spec
trometer observes sample emission. For all of the pulsed-laser 
TIRES spectra presented in this paper, tmou is no /LS, which 
for phenolic plastic corresponds to an 1_ of 9 I'm (D = 0.0020 
cm2/s (5)). The previously published CW-laser TIRES spectra 
of the phenolic plastic (spectra 2D and 5F of ref 2) were 
recorded with a 13-ms tm"" giving a 100-/Lm 1m"" Another 
factor that may also reduce lmu for the pulsed-laser TIRES 
spectra is the laser wavelength involved. The above estimates 
of 1_ assume that the laser light is fully absorbed in a neg
ligibly thin layer at the sample surface, that is, that the ab
sorption coefficient of the sample is effectively infinite at the 

laser wavelength. The lower the absorption coefficient actually 
is, the deeper the laser light will penetrate, and the thicker 
the emitting layer will be. The CW -laser TIRES spectra were 
made with a multiline argon-ion laser operating in the blue 
and green regions of the visible spectrum, while the pulsed 
laser was operated on KrF at 248 nm. Since for many ma
terials the absorption coefficient is greater in the ultraviolet 
region than in the visible region, the pulsed -laser light was 
normally absorbed within a thinner layer than the CW-Iaser 
light. The superior contrast iu the pulsed-laser TIRES spectra 
is the direct result of the smaller 1m", produced by the above 
factors. 

The signal-to-noise ratios of all emittance spectra, both 
TIRES and conventional, decrease with increasing wave
number since the strengths of the original emission spectra 
decrease at higher wavenumbers, as Figure 2 shows. Beyond 
that, though, the signal-to-noise ratios of the pulsed-laser 
TIRES spectra are more than an order of magnitude less than 
those of the CW-Iaser spectra. These reduced ratios are the 
results of both less signal and more noise. The ease with which 
sample damage could be induced with the KrF laser neces
sitated limiting the average beam intensity to a maximum of 
roughly 0.4 W / cm2. The CW -laser experiments were limited 
to a maximum of about 2 W/cm2. The lower intensities 
allowed with the pulsed laser generally produced lower average 
sample temperatures and smaller signals. The iucreased noise 
iu the pulsed-laser case comes from several sources, iucluding 
the pickup of electromagnetic noise from the laser discharge, 
the increased bandwidth of the infrared-detector amplifier 
required iu order to accommodate the pulsed emission signal, 
and the reduced Nyquist frequency that results in the foldiug 
of more noise iuto the spectrum. The priucipal noise source, 
however, is the shot-to-shot fluctuations in the laser-pulse 
energy. The fluctuations were partially compensated for by 
ratioing the observed signal against the laser-pulse energy, 
as described in the Experimental Section; however, this ap
proach assumes the signal is linearly related to the pulse 
energy, which is at best only approximately true. Better 
compensation could be achieved if the signal were ratioed 
against the total observed emission intensity (prior to mod
ulation by the iuterferometer) iustead of the laser-pulse energy. 
This approach should also reduce the sensitivity of pulsed
laser TIRES to surface irregularities. 

The pulsed-laser TIRES spectra presented here show that 
nearly saturation-free emittance spectra can be obtaiued from 
optically thick samples by synthetically limiting emission to 
a sufficiently thin layer. For these experiments the spec
trometer was modified to only the miuimum extent necessary; 
the normal light source was replaced with the irradiated 
samples, an integrator was inserted in the signal path to 
capture the pulsed emission response, and certain band-pass 
filters were bypassed. Numerous further changes could be 
made to improve the modest signal-to-noise ratios observed. 
Better optical matching between the irradiated sample and 
the spectrometer and the use of an optimum laser wavelength 
(which would be sample dependent) that would permit higher 
average laser iutensities would iucrease the signal, while better 
compensation for laser fluctuations, use of a laser with a higher 
repetition rate so that the Nyquist frequency could be raised, 
and better tailoring of the signal-path bandwidth to the 
TIRES technique would reduce the noise. 
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Element Selective Detection after Supercritical Fluid 
Chromatography Using a Radio Frequency Plasma Detector 
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A radio frequency plasma was evaluated as an element se
lective detector for capillary supercrltical fluid chromatogra
phy. Atomic emission from Sand CI waS detected at 921.3 
and 837.6 nm, respectively. The analytical performance of 
the detector was evaluated by monitoring its response to 
components of several mixtures Introduced chromatographi
cally, and to test sOlutes Introduced by using an exponented 
dilution flask. Minimal spectral Interferences were found for 
the CO2 and N20 doped plasmas. Detection limits and sen
sitivities were dependent on the mass flow of CO2 into the 
detector. The detection limits ranged from 50 to 300 pg/s. 

INTRODUCTION 

Element selective detectors, such as the flame photometric 
and thermionic ionization detectors, have been important to 
the development of gas chromatography as an analytical 
technique. These detectors are known to be very selective 
and relatively easy to operate on a routine basis. In addition, 
the thermionic ionization detector is among the most sensitive 
detectors used for chromatographic detection. Although these 
detectors are well established, they are not without short
comings. The investigation of element selective detectors has 
continued, with much attention given to the use of atomic 
emission as a basis for detection. 

Detection based on atomic emission offers many potential 
advantages. First, atomic emission lines are narrow and often 
intense, affording high selectivity and sensitivity. In addition, 
the atomic-emission-based detectors are tunable. A single 
detector can be used for several elements, instead of only one 
or two as with conventional selective detectors. Also, all 
emission lines are present in the plasma simultaneously, and 
either single or multichannel detection is possible. The most 
common device based on this principle is the microwave in
duced plasma detector (MIP), which was first reported by 
McCormack et al. (1) and Bache and Lisk (2). The number 
of workers using MIPs is significant, and many excellent 
applications have been described (3-0). Other detectors based 
on plasmas have also been investigated. These include direct 
current discharge (7), glow discharge (8, 9), and inductively 
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1 Current address: Shell Development Co., P.O. Box 1380, 

Houston, TX 77251. 
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coupled plasmas (10-15). Rice et aI. have worked extensively 
with afterglow detectors (16), and they have recently reported 
some encouraging results from a helium afterglow detector 
based on a primary discharge generated by a radio frequency 
(rf) power source (17). More recently, we reported the use 
of a helium radio frequency generated plasma as a gas chro
matographic detector (18). This detector is based on an rf 
discharge formed directly between a pointed metal electrode 
and a ground, and it has shown promise as a simple, tunable 
multielement selective detector for gas chromatography. This 
detector differs from that described by Rice et aI. (17) in that 
emission is observed from the interelectrode region through 
the wall of a quartz tube. No attempt is made to divide the 
discharge into a primary discharge and afterglow. Small 
quantities of oxygen are doped into the plasma to create an 
ideal environment for sample decomposition and atomic 
emission. Intense emission lines for the nonmetals of chro
matographic interest exist in this portion of the spectnun, and 
background emission from the plasma arising from molecular 
species is much less intense than in the UV region. Because 
of this spectral simplicity, low-resolution light sorting can be 
used. The combination of a doped helium plasma and the 
use of the near-infrared emission allows for a simple, low-cost 
detector. 

Because of the good operational characteristics of this 
plasma for gas chromatographic detection, its use as a detector 
for supercritical fluid chromatography (SFC) was investigated. 
Other element selective detectors, such as the thermionic 
ionization and the flame photometric detectors, have been 
employed with SFC (19,20), but their use has not yet become 
popular because of problems of detector incompatibility with 
the SFC mobile phases. Recently, the use of surface-wave
sustained microwave induced plasma system was evaluated 
for the detection of sulfur-containing compounds after SFC 
(21,22). In like manner, this paper is intended as an evalu
ation of the potential use of the radio frequency plasma de
tector with SFC, including its inherent advantages and lim
itations. 

EXPERIMENTAL SECTION 
Supercritical Fluid Chromatography. The supercritical 

fluid chromatograph consisted of a Hewlett-Packard 5890 gas 
chromatographic oven (Hewlett-Packard, Avondale, P A) equipped 
with a flame ionization detector. A varian 8500 syringe pump 
(Varian Associates, Palo Alto, CAl controlled by an Apple lIe 
computer was used to deliver the supercritical fluid. The CO2 

and N20 used were of SFC grade (Scott Specialty Gases, Plum-

© 1989 American Chemical SOCiety 
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Figure 1. Schematic diagram of the radio frequency plasma detector 
cell. 

steadsville, PAl. The columns employed were either purchased 
from Lee Scientific (Salt Lake City, UT) or made in our laboratory 
by procedures described in previous publications (23). Capillaries 
were 50 p.m in internal diameter and were coated with film 
thicknesses between 0.25 and 0.5 p.m. The ststionary phases used 
are listed appropriately in the text. Injection into the capillary 
column was achieved by using a VICI (Houston, TX) valve with 
a 0.2-p.L sample loop. Either split or delayed split (24) techniques 
were used for sample introduction. The solute mass on the column 
was in the range of 40-100 ng per solute for the applications shown 
in this publication. 

Radio Frequency Plasma Detector. The configuration for 
the radio frequency plasma detector (RPD) was very similar to 
the one reported for gas chromatography. Figure 1 shows a 
schematic diagram of the detector used in this work. The radio 
frequency power source (ENI Power Systems, Rochester, NY) 
was connected to the stainless steel electrode by a high-voltage 
cable. This cable was heavily insulated to prevent arcing to any 
instrumentation. The ground from the power supply was con
nected to the mounting block for the detector. The stsinless steel 
electrode was held in place above the quartz discharge tube by 
a ceramic cell body machined from Macor (Corning Glass Works, 
Corning, NY), which also acts as an electrical insulator. The 
quartz discharge tube had an internal diameter of 1 mm. This 
was held in place by a graphitized vespel ferrule seated in the 
detector base. High-purity helium (99.9999%, Scott Specialty 
Gases, Plumsteadsville, PAl entered from the side of this base 
and passed up through the quartz tube. Flow regulation was 
accomplished by a bellows type needle valve placed between a 
high-purity gas regulator and the detector base. This helium 
passed up and around the frit restrictor, which was placed about 
1 cm into the plasma. The helium flow rate was optimized around 
65 mL/min for GC experiments and around 100 mL/min for SFC. 
The dopant gases used in GC were unnecessary for the SFC 
experiment. The plasma power source was tuned to minimize 
reflected power at a frequency around 330 KHz. Power levels 
employed ranged between 60 and 100 W, with the higher power 
levels suited better for the SFC experiments. A slot window in 
the side of the Macor body allowed for observation of the atomic 
emission through the quartz tube. 

A 0.32-m-focal-length monochromator (Model HR-320, In
struments S. A., Metuchen, NJ) equipped with a 1200 groove/mm 

grating was mounted on an X,Y translating stage. The mono
chromator was equipped with continuously variable entrance and 
exit slits. Most experiments utilized slit widths of 0.5 mm, which 
maximized optical throughput without seriously affecting selec
tivity. The spectral bandpass was approximately 1.3 nm. The 
optics were held in an anodized aluminum tube mounted directly 
on the entrance slit housing ofthe monochromator. The optics 
consisted of a pair of 12.7 -mm-diameter achromatic lenses (j = 
50.8 mm, Newport Corp., Fountsin Valley, CAl and a 12.7-mm
diameter UV cutoff filter (595-nm cutoff, Oriel Corp., Stratford, 
CT). 

The translating stsge allowed for easily controlled viewing of 
the discharge. Detection of the near-infrared radiation was ac
complished with a red-sensitive photomultiplier tube (R2658, 
Hammamatsu, Middlesex, NJ). This InGaAs tube had a red 
response extending to 1010 nm and was operated at approximately 
1000 V. The current generated by the photomultiplier was fed 
into an electrometer (Keithley Model 602, Cleveland, OH). The 
output was filtered with a low-pass filter and recorded with a strip 
chart recorder (Houston Instruments, Houston, TX). Figure 2 
illustrates the complete SFC-RPD system. 

Exponential Dilution. Exponential dilution experiments were 
done with a mass flow meter (Sierra Instruments, Carmel Valley, 
CAl and a gas handling syringe. The dilution flask was con
structed from a glass sample bulb purchased from Chrompack 
(Bridgewater, NJ). Dead volume was minimized by use of 320-
p.m-Ld. fused silica tubing to transfer the gas to the detector. The 
effluent from the exponential dilution flask was added to the 
plasma support gas through a tee connection. Mobile phase was 
introduced into the plasma through a capillary chromatographic 
column configured as described above. A digital oscilloscope 
(Nicolet Instruments, Madison, WI) was used to collect and 
process the data. Further details of this experiment are given 
later. 

Reagents. Supracide and Chlorpyrifos were obtained from 
Ciba Geigy, Greensboro, NC. DDT, ",·BHC, tl-BHC, and 
chlordane were obtained from the Pesticides Repository, Perrine, 
FL. Carbofuran was obtsined from FMC Corp., Middleport, NY. 
Spectroscopic grade CS2 (Fisher, Fairlawn, NJ) and CH,Cl2 (EM 
Science, Cherry Hill, NJ) were used in the exponential dilution 
experiments. 

RESULTS AND DISCUSSION 
The mobile phases commonly used in SFC are molecular 

fluids. Because the plasma does not differentiate between 
molecular species, energy from the active species in the plasma 
is used for decomposition and excitation of both the mobile 
phase and the analyte. In addition, when passive restrictors 
such as frits are used, the mass flow rate of the mobile phase 
into the detector increases as the supercritical fluid is den
sity-programmed. These complications are the primary rea
sons for incompatibility of SFC with traditional element se
lective detectc.rs. 

To be useful, the detector must be insensitive to the in
creasing amounts of fluid entering the system. Because the 
RPD is based on atomic emission, the detector would not be 
expected to respond to a fluid like CO2 unless carbon or oxygen 
were being monitored. Plasma sources, however, usually ex
hibit emission arising from molecular species such as CO, C2, 

and CN. In our case, emission in the near-infrared portion 
of the spectrum is utilized for element selective detection, and 
CO and C2 emissions, which lie primarily in the UV and visible 
regions, are not a serious problem. Emission from the CN 
molecule is a potential problem in the near-infrared, however, 
since several bands exist in this spectral region. In the case 
of CO2, the large amount of oxygen in the plasma limits the 
formation of CN because CO is somewhat more stable. The 
formation of CN in significant amounts should not occur 
because only trace amounts of nitro.gen exist in a clean system. 

The presence of CO2 in the system gives a green appearance 
to the otherwise orange-pink color of the pure helium plasma. 
The presence of N20 in the system gives a purple hue to the 
plasma. These colors, from the green C2 band the blue N 2+ 
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Figure 5. Supercritical fluid chromatograms of a standard pesticide mixture. Conditions: 2.5 m X 50 I'm Ld. biphenyl capillary column (0.5-l'm 
film thickness); CO, at 100 cc. Key: (A) FID; (B) RPD (837.6 nm for chlorine); (C) RPD (921.3 nm for sulfur). 

band, are indicative of significant concentrations of these 
species. Fortunately they produce little emission in the 
near-infrared region. Figures 3 and 4 show spectra of the 
near-infrared portions of the spectra for systems containing 
CO2 and N20, respectively. The atmospheric pressure flow 
rate for both gases was approximately 1 mL/min. Major 
features of the spectra are labeled, with the emission lines for 
the major nonmetals of chromatographic interest labeled in 
the locations where they would occur. It can be seen that for 
many elements, these fluids do not create major background 
interferences. 

Although these spectra indicate that the potential exists 
for element selective detection with these fluids as mobile 
phases, other possible problems exist. As discussed earlier, 
the energetic species in the plasma attack the mobile phase 
molecules as readily as the analyta. If too much of the mobile 
phase is in the plasma, the plasma will be quenched and 
sensitivity will be lost. In an effort to reduce this problem, 
50-l'm-i.d. capillary columns of 2-3 m in length and mobile 
phase flow rates near the optimum linear velocity were used 
to carry out the separations. These columns afforded good 
separations due to the efficiencies obtained at the low linear 
velocities. The short lengths of the columns kept the total 
analysis times within reason. This combination allowed the 
use of only slightly higher than normal plasma support gas 
flows of 100 mL/min (compared with GC). This is important, 
since sensitivity drops as the support gas flow increases beyond 
approximately 50 mL/min. The 100 mL/min helium flow 
allowed reasonable sensitivity while maintaining a robust 
plasma, even when the mobile phase was programmed to high 
densities. The frit restrictors used to maintain flow control 
from the capillary columns did not show any signs of degra
dation during these experiments, although the polyimide 
coating on the columns was stripped from the 1-cm length 
inserted into the plasma. The atmospheric pressure flow rate 
of mobile phase varied from 0.8 to 3 mL/min during a density 
program from 0.3 to 0.7 g/ mL. 

Figure 5 shows three chromatograms of a pesticide test 
mixture. The first chromatogram (A) is a flame ionization 
detector (FID) trace of the separation. The second (B) was 
generated by using the RPD, monitoring 837.6 nm for chlorine 
selective detection. The third chromatogram (C) was from 
the RPD by monitoring 921.3 nm for sulfur selective detection. 
It can be seen that the selectivity obtained is excellent. In 
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Figure 6. Supercritical fluid chromatogram of chlordane and impurities. 
Conditions: 2.5 m X 50 I'm Ld. biphenyl capillary column (0.5-l'm film 
thickness); CO, at 100 cC; chlorine detection (837.6 nm). 

the case of chlorine, even the large amount of solvent resulted 
in a negative response. The base line in each case drifted 
somewhat as a function of density programming. Slight ad
justments to the support gas flow allowed this drift to be 
minimized. Also, the drift was reproducible for given pa
rameters so that base-line compensation, such as that used 
with UV detection after SFC, could be used. 

Figure 6 is a chromatogram of chlordane and its related 
impurities. The chlordane used to make the standard was 
of technical grade, and many isomers and degradation prod
ucts of the compound exist. The detection of these compounds 
with chlorine selectivity (notice the negative solvent response) 
suggests that they contain chlorine. The polychlorinated 
nature of chlordane would seem to support this result. 

Figure 7 shows the selective detection of DDT in a milk 
extract containing primarily triglycerides. The presence of 
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triglycerides in the sample makes difficult the analysis of this 
mixture by gas chromatography under normal conditions. It 
should be noted here that the linear velocity used with the 
SFC-RPD experiments was less than that used with the FID. 
In practice. the lower flows were more compatible with the 
detector, and the corresponding frit was left installed in each 
detector during the duration of the experiment. Therefore, 
even though the samples are the same, retention times cannot 
be compared directly. 

Figure 8 shows a chromatogram of four chlorine-containing 
pesticides eluted by using N,O as the mobile phase. The 
chromatogram here shows a normal profIle with a large solvent 
response, since methylene chloride was used to dissolve the 
sample. Base-line drift in this case was still acceptable. 
Although solute detection with N,O in the plasma was suc
cessful, the selectivity is probably poorer than would be ob
tained with CO, because of interference at the analytical 
wavelengths from CN bands. No base-line compensation was 
employed for any of the chromatograms shown. 

Selectivity measurements were not made for the elements 
studied here. In practice, only solvent interferences were 
observed. This is consistent with selectivity measurements 
observed with gas chromatography (I8). The main limitation 
to the system as described is probably sensitivity. Although 
the use of 50-l'm-Ld. columns limits of the amount of CO, 
entering the detector, the sample capacity is still good (50-100 
ng per component). One advantage of a plasma emission 
detector is that the response of the detector to the amount 
of element present has little to do with the molecular structure 
of the analyte. However, because a passive restrictor was used 
in these experiments, it is likely that the sensitivity of the 
detector changed as a function of retention time in density
programmed runs due to the increased flow of mobile phase. 

Exponential Dilution. In order to characterize detector 
performance, exponential dilution experiments were carried 
out to measure sensitivity, linearity, and detection limits as 
a function of CO, density (25,26). The apparatus used in the 
experiment is shown in Figure 9. When a known quantity 
of compound was introduced into the dilution flask, the 
amount of that compound entering the detector could be 
accurately calculated on the basis of the flow rate through the 
flask and the volume of the flask. A mass flow meter was used 

140 140 170 

I I 

10 

3 4 

20 

200 

I 

3 P 

4 

ATM 

MIN 

Figure 8. Supercritical fluid chromatogram of a pesticide standard 
mixture. ConditiDns: 1.5 m X 50 I'm Ld. biphenyl capillary cDlumn 
(0.5-l'm Iilm thickness); N,o at 100°C; chlDrine selective detectiDn 
(837.6 nm). 

to measure the flow rate of helium into the flask. The volume 
of the flask was measured exactly by weight, using a liquid 
of known density. The compound containing the element of 
choice was first diluted in helium by using a lOO-mL sample 
bulb so that the weight and concentration could be accurately 
known. The gas handling syringe was then used to transfer 
the gas into the dilution flask. The concentration as a function 
of time could be derived from the equation 

C, = CD exp(-Ft/V) (1) 

where Ct is concentration at time t, Co is the initial concen-
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Figure 9. Schematic diagram of the exponential dilution system. 

Table I. Detection Limits and Relative Sensitivities of 
SFC-RPD as a Function of Density 

element 100 atm 200 atm 300 atm 400 atm 

Detection Limitsa 

sulfur 59.6 61.2 114 178 
chlorine 116 148 152 260 

Relative Sensitivity 
sulfur 67.5 64.8 54.9 42.6 
chlorine 32.6 23.3 19.6 15.7 

a Detection limits given in pg/s. 

tration, and F is the flow through the flask. Relative sensi
tivity and linearity could then be determined from a plot of 

In (x t ) = In (Co) + In (8) - FI/ V (2) 

where X t is the signal at time t and 8 is the relative sensitivity. 
Such a plot would be a straight line over the linear range of 
the detector. The detection limit could be calculated by 
deriving the concentration that gave a signal twice the 
standard deviation of the background. These expressions were 
thus used to derive the operational characteristics from the 
experimentally generated exponential dilution curve, which 
maps detector response as a function of time. Comparison 
of the theoretical curve with the experimentally observed one 
and calculations of the response of the detector as a function 
of time yielded the desired information. 

The detector was evaluated by using methylene chloride 
and carbon disulfide to determine the response for CI and S, 
respectively. The experiments were repeated at increasing 
densities to determine the effect of increasing amounts of CO2 
on detector response. Figure 10 shows exponential dilutiion 
curves for four sulfur determinations. Also included is a 
derived linear log plot on which the upper limits of linearity 
and the detection limits are indicated. The sensitivity data 
obtained from these experiments are given in Table 1. It can 
be seen that the relative sensitivity (8 in eq 2) of the detector 
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Figure 10. Results from exponential dilution: (A) exponential dilution 
curves for sulfur determinations at different pressures and (8) a derived 
linear plot (from eq 2) for 100-atm curve showing the detection limits 
and upper limits of linearity. The atmospheriC pressure flow rates of 
CO, ranged from approximately 1 mL/min at 100 aim to approximately 
3 mUmin at 400 atm. 

greatly depends on the flow of CO, into the detector. Sen
sitivities, however, are good for these elements when CO2 is 
used as the mobile phase. Certainly there are some restrictions 
of use for the detector operating in its present form. Constant 
mass flow restriction would be a great asset to this technique. 
Further work, including the varying of electrode geometry to 
optimize this unit for SFC, must still be carried out to de
termine the ultimate utility of the RPD coupled to SFC. 

Registry No. DDT, 50-29-3; CO2, 124-38-9; N,O, 10024-97-2; 
chlordane, 12789-03-6. 
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Spin Dynamics in the Analysis of Carbonaceous Deposits on 
Zeolite Catalysts by Carbon-13 Nuclear Magnetic Resonance 
with Cross Polarization and Magic-Angle Spinning 

Benny R. Richardson and James F, Haw' 

Department of Chemistry, Texas A&M University, College Station, Texas 77843 

The potential of solid-state 13C nuclear magnetic resonance 
spectroscopy with crOSS polarization and magic-angle spinning 
(CP/MAS) for the characterization of the carbonaceous de
posits that form on zeolite catalysts during hydrocarbon pro
cessing Is explored. Particular attention is given to the extent 
to which the results can be regarded as quantitative, The 
samples considered in this investigation were prepared by 
reaction of butadiene on catalyst pellets containing zeolite HY 
In a lIow reactor at temperatures between 150 and 600 ° C. 
The NMR studies performed included relaxation meaSure
ments to characterize the spin dynamics relevant to quanti
tatlon and a variable-temperature 13C CP/MAS experiment, 
Comparison of carbon spin counting results with carbon 
content from combustion analySis revealed that although 78 % 
of the carbon was detected by NMR for the sample obtained 
from the 150°C reactor run, significantly less carbon was 
detected for samples coked in the reactor at higher temper
atures, This result correlated with the observation of organic 
free radicals in the samples, but it could also be due in part 
to Inelilclent cross polarization in hydrogen-deficient regions. 

INTRODUCTION 
Aluminosilicate catalysts such as zeolites are used in a 

number of important industrial processes including the 
cracking of fuel oil to yield gasoline-range products, hydro
carbon synthesis from methanol, and a number of isomeri
zation and disproportionation reactions (1-3). A limiting 
factor in all of these processes is the formation of carbonaceous 
deposits (termed coke), which eventually deactivates the 
catalyst and necessitates regeneration (4-fi), It has been stated 
that coke formation is one of the least understood phenomena 
in catalytic cracking (7). The chemical structure of coke 
deposits and the mechanisms by which they form have been, 
therefore, of considerable interest. 

As a result of the low solubility of coke deposits, especially 
those formed at higher temperatures, most efforts to char
acterize the deposits have focused upon the coked catalyst 
particles themselves, without a prior attempt to separate the 
carbonaceous material from the inorganic catalyst and/ or 
binder, although degradative methods involving either acid 

* Author to whom correspondence should be addressed. 
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(8,9) or base (6) digestion of the catalyst matrix have also been 
proposed, Techniques previously applied to the characteri
zation of coked catalyst samples have included elemental 
analysis (10), electron microscopy and X-ray diffraction (11), 
and IR spectroscopy (12, 13). There have also been several 
previous studies that have reported 13C CP jMAS spectra of 
carbonaceous residues on zeolites. For example, Derouane 
and co-workers have studied the residues formed in zeolites 
H-ZSM-5 and mordenite during the reactions of 13C-enriched 
methanol or 13C-enriched ethylene (14). The entrapped re
action products observed in that study were predominantly 
low molecular weight alkanes and simple a1kylaromatics such 
as ethylbenzene and were therefore not properly termed 
carbonaceous deposits. Carlton and co-workers published 13C 
CP jMAS spectra of coked ZSM-5 samples that had each been 
subjected to one of several reactivation procedures (15), 
Weitkamp and Maixner studied the residues formed at rel
atively low temperatures by isobutanejbutene alkylation on 
a NaNH.Y zeolite (16). That study reported an increase in 
aromatics as the reaction temperature was increased from 80 
to 314°C. In none of those studies was there an investigation 
of the optimum conditions for the study of coke deposits on 
zeolites by 13C CP jMAS NMR, nor was there an investigation 
of the more complex deposits that are known to form on acidic 
Y zeolites at elevated temperatures (7, 8). 

At first glance, the application of 13C CP jMAS NMR to 
the characterization of coke deposits on oxide catalysts might 
appear to be a straightforward task. The experience of workers 
familiar with the application of CP jMAS NMR to coals (17, 
18), lignins (19), and other complex carbonaceous materials 
(20-23), however, suggests that analogous studies of coke 
deposits be approached cautiously, especially if quantitative 
results are important. The cross polarization experiment is 
prone to errors in quantitation, especially for samples that 
are hydrogen deficient, Furthermore, the presence of para
magnetic sites can complicate efforts at quantitation by se
verely broadening resonances due to carbons in the vicinity 
of radical sites or by adversely affecting relaxation phenomena 
central to cross polarization dynamics. 

In this contribution, we have taken one catalyst (zeolite HY) 
and coked it with a single feed (butadiene) at six different 
temperatures under otherwise identical conditions, We have 
then performed the detailed measurements necessary to 
evaluate the reliability of 13C CP jMAS NMR for these sam
ples. We find that the 13C CP jMAS spectral intensities de-
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termined for these samples are sufficiently quantitative to be 
useful, especially for samples coked at the lower temperatures. 

EXPERIMENTAL SECTION 
Sample Preparation. TYPe Y molecular sieves were obtained 

from Strem as extruded pellets consisting of 80% zeolite (in the 
sodium form as received) and 20% inorganic binder. The Si:Al 
ratio of the zeolite component was 2.4, and the pore volume was 
reported to be 0.6 cm3 / g. The catalyst was converted to the acidic 
HY form by ion exchange with 0.5 M NH.N03 followed by ac
tivation in a quartz flow reactor at 500°C under a flow of dry 
N,. Five grams of activated catalyst pellets was used in each 
reactor run. Following activation, the reactor temperature was 
changed to the desired reaction temperature, and 110 cm3/min 
of 1,3-butadiene (Matheson) was metered into the nitrogen flow 
stream, which was kept at 150 cm3/min. The reaction was allowed 
to proceed under these conditions for 1 h, after which the sample 
was cooled under a N, purge prior to grinding and storage in a 
glovebox under N,. Samples were prepared at reaction tem
peratures of 150, 200, 300, 400, 500, and 600°C. 

Sample Characterization. Except where stated otherwise, 
all NMR experiments were performed on a Chemagnetics M-100S 
spectrometer operating at a l3C frequency of 25.02 MHz. Mag
ic-angle spinning was carried out at a rate of 3-4 kHz. Kel-F 
spinners were loaded with approximately 0.4 g of sample in a 
glovebox under dry N, gas. Chemical shifts were referenced 
externally to hexamethylbenzene and are reported relative to 
tetramethylsilane. Pulse delays of 1 s and contact times of 2 ms 
were used in all cross polarization experiments except for selected 
relaxation measurements. In general, 40000 scans were acquired 
per spectrum. Proton spin-lattice relaxation times (T,(H)) were 
determined by using the method described by Maciel et al. (24). 
Cross polarization time constants (TCH ) were determined from 
variable-contact-time experiments, and rotating frame proton 
spin-lattice relaxation times (T'p(H)) were determined by holding 
the proton magnetization in a spin-lock field for a variable delay 
prior to cross polarization. Generally, seven or more data points 
were used in all relaxation measurements. 

Carbon spin-counting experiments were performed by using 
the method previously described by Hagaman (20). Essentially, 
this method involves measuring spectra of a weighed amount of 
the sample of interest mixed with a known quantity of glycine. 
Integrated intensities, corrected for spectral overlap from the 
methylene carbon of glycine and T,/H) values provide a measure 
of the weight percent of NMR-observable carbon in the sample, 
which is then compared with the weight percent carbon deter
mined by combustion analysis. 

Variable-temperature 13C CP /MAS experiments (25) were also 
performed on the 150°C coked zeolite sample by using methods 
previously described (26). 

Electron spin resonance (ESR) measurements were performed 
on a Varian E-6S spectrometer. The spectrometer was stand
ardized for quantitative measurements with a standard sample 
of a;y-bis(diphenylene)-li-phenylallyl free radical (Aldrich). The 
standard material was diluted with dicarboxy-terminated poly
styrene to a spin concentration of 2.02 X 10'9 spins/g. Stand
ardization was performed at liquid nitrogen temperatures. All 
ESR sample spectra were also collected at liquid nitrogen tem
peratures, under vacuum, to minimize extraneous signals from 
molecular oxygen. 

Weight percent carbon was determined for all coked catalyst 
samples by combustion analysis using a Perkin-Elmer Model 240 
elemental analyzer that was standardized with acetanilide. Weight 
percent hydrogen was also determined on that instrument, but 
blank determinations on uncoked zeolite samples gave variable 
percent hydrogen results that, in some cases, were comparable 
to those for the coked catalyst samples. Large variations were 
also observed for the coked catalyst samples. These problems 
were attributed to variable sorption of atmospheric water during 
sample loading. Therefore, the weight percent hydrogen data were 
concluded to be unreliable and are not reported. 

RESULTS AND DISCUSSION 
Other solid-state NMR studies have shown that simple 

olefins such as propene (27) undergo rapid acid-catalyzed 
reactions on zeolite HY at room temperature to give long-chain 

Figure 1. 2S.02-MHz 13C CP/MAS NMR spectra of samples of HY 
catalyst coked at various temperatures with 1,3-butadiene. The as
terisks denote spinning sidebands. All spectra were obtained at room 
temperature. 

oligomeric products with primarily aliphatic carbons and also 
some olefmic functionality. Furthermore, a number of reaction 
pathways to aromatic products are available to hydrocarbon 
species on acidic catalysts at the elevated temperatures used 
in this study (6, 28), and previous studies of coke deposits 
formed at elevated temperatures have established their aro
matic or even graphitic nature (9, 11). Butadiene is expected 
to be even more reactive than propene, in accordance with 
the predicted order of stability of reactive intermediates. In 
addition to acid-catalyzed reactions, butadiene can also un
dergo thermally activated Diels-Alder cyclodimerization at 
temperatures of 350°C or higher (28). Clearly, a complex 
spectrum of reaction pathways is available to butadiene and 
oligomeric coke precursors under the reaction conditions used 
in this study. The mechanisms by which butadiene reacts on 
zeolite catalysts will not be considered in this contribution; 
the focus of the present investigation is to ascertain the extent 
to which 13C CP /MAS spectra of coked catalyst samples can 
be regarded as quantitative. 

13C CP /MAS spectra of the carbonaceous deposits formed 
by reaction of butadiene on zeolite HY catalyst at six different 
temperatures are shown in Figure 1. To a fIrst approximation, 
these spectra are characterized by two broad spectral features: 
an aliphatic carbon resonance band (10-50 ppm) and an 
aromatic carbon resonance band (110-160 ppm). Olefinic 
carbons, if present, could also contribute to the latter band. 
The possibility of improving spectral resolution by operating 
at a higher static magnetic field strength was assessed by 
obtaining a 13C CP /MAS spectrum of the sample coked at 
150°C on a Bruker MSL-300 spectrometer at a 13C frequency 
of 75.47 MHz (Figure 2). Only a very modest improvement 
in resolution was observed, in accordance with established 
ideas about spectral resolution in 13C MAS NMR (29). 

Inspecting the spectra in Figure 1, one notes that the rel
ative intensity of the aromatic band is strongly dependent on 
the reactor temperature. The relative fraction of aromatic 
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300 o pp~ 

Figure 2. "c CP/MAS NMR spectra of the sample of HY catalyst 
coked at 150°C, obtained at (a) 25.02 and (b) 75.47 MHz. The 
asterisks denote spinning sidebands in the high-field spectrum. 

Table I. Percent Carbon Analysis and Apparent 
Aromaticities for Samples of HY Catalyst Coked with 
Butadiene at Various Temperatures 

coking temp. °C 

150 
200 
300 
400 
500 
600 

% carbon' (by wt) 

13.7 
15.3 
15.1 
18.2 
21.2 
27.0 

aromaticity,b % 

31.5 
44.3 
50.7 
57.2 

>90 
>90 

a Determined by combustion analysis. b Determined from the 
integrated intensities of the NMR spectra in Figure 1. 

carbon signal intensity in 13C NMR spectra of coals and 
analogous samples is described quantitatively by the apparent 
aromaticity, which is calculated from the ratio of the inte
grated area of the aromatic peak to that of the total integrated 
carbon intensity. Apparent aromaticity values for the six 
coked catalyst samples are reported in Table L The coke 
deposit formed at 150°C has an apparent aromaticity of 0.31, 
and this ratio increased monotonically to approximately 0.90 
for reactor temperatures of 500°C or greater. The degree to 
which these apparent aromaticity values can be accepted as 
accurate will be discussed later in this contribution. 

The sample from the reactor run at 150°C was subjected 
to Soxhlet extraction using first methylene chloride and then 
toluene. The 13C CP /MAS spectrum of the sample following 
extraction was identical with that obtained prior to extraction. 
The failure of extraction to remove any significant fraction 
of the carbon deposit was confirmed by mass spectra of the 
concentrated extracts, which had insufficient signal-to-noise 
ratio for the detection of molecular ion peaks. These results 
suggest that the carbonaceous deposits are not simply low 
molecular weight products but are instead high molecular 
weight species that are either insoluble or are too large to be 
extracted through the pores of the zeolite. The presence of 
species with condensed aromatic rings in coked catalyst sam
ples obtained from reactor runs at higher temperatures can 
be inferred from the interrupted-decoupling (dipolar de
phasing) spectra (30) reported in Figure 3. The interrupt
ed-decoupling spectrum of the sample coked at 500°C com
bined with chemical shift assignments strongly suggests that 
much of the carbon in this sample is at bridgehead sites in 

300 200 100 o ppm 

Figure 3. 25.02-MHz interrupted-decoupling spectra (7 ; 50 I"s) of 
HY catalyst coked with butadiene at various temperatures. The as
terisks denote spinning sidebands. All spectra were obtained at room 
temperature. 

highly condensed aromatic species. 
An important criterion for obtaining a quantitative response 

in cross polarization spectra is that it must be possible to 
choose a cross polarization contact time (tool that satisfies the 
inequalities 

for all of the signals. T CH is the time constant for transfer 
of magnetization from protons to 13C. Each 13C environment 
will have its own characteristic TCH value, so in spectra of 
complex materials such as coked catalysts, the growth of any 
particular spectral feature will generally be a sum of contri
butions from different species with approximately the same 
chemical shift. The time constant for proton spin-lattice 
relaxation in the rotating frame, T'p(H), characterizes the loss 
of spin-locked proton magnetization. For homogeneous, 
diamagnetic solids such as pure polycrystalline compounds, 
proton spin diffusion equalizes the proton relaxation time 
constants to common values for all protons in the sample, 
regardless of chemical environment. Such solids thus have 
a single T,,(H) and a single T, (H) for all protons. If a uniform 
Tlp(H) is observed, then the right side of the above inequality 
can be relaxed somewhat as the decay of spin-locked proton 
magnetization will affect all 13C cross polarization signals 
equally. It has previously been demonstrated (17, 31) however 
that complex carbonaceous materials such as coals can have 
some degree of heterogeneity, which is reflected in small 
differences between Tlp(H) values determined from the aro
matic and aliphatic carbon signals, respectively. Measuring 
the time constant for proton spin-lattice relaxation in the 
laboratory frame, TI(H), is also important for establishing the 
degree to which a 13C CP /MAS experiment is quantitative, 
since heterogeneous materials can also display a distribution 
of TI(H) values, and a too-short pulse delay will result in the 
preferential saturation of the protons which relax more slowly. 

The results of these relaxation measurements are summa
rized in Table II. These results are generally consistent with 
efficient proton spin diffusion in the samples studied, although 
the T,,(H) data for the sample coked at 300 °C are suggestive 
of some degree of heterogeneity over the time scale of that 
measurement. From the results in Table II, it is apparent that 
accurate measurements of the relative intensities of observable 
aromatic and aliphatic carbons can be obtained with cross 
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Table II. Summary of Relaxation Data for Samples of HY 
Catalyst Coked with Butadiene at Various Temperatures 

150°C run 
aromatic signal 0.679 10.1 304 
aliphatic signal 0.123 10.5 291 

300 'C run 
aromatic signal 0.233 16.6 242 
aliphatic signal 0.083 9.6 277 

500 'C run 
aromatic signal 0.341 5.2 71 

Table III. 13C CP /MAS Spin-Counting Results for Samples 
of HY Catalyst Coked with Butadiene 

reactor temp, °C 

150 
300 
500 

% carbon 

69.5 
42.9 
31.3 

% carbon, correcteda 

78.2 
57.0 
42.7 

'Corrected for the differences in T 'p (H) values (ref 31) between 
the internal standard (glycine) and the coke sample. 

polarization time constants of approximately 2 ms and pulse 
delays of greater than or equal to 1 s. But it is known that 
in complex carbonaceous materials such as coal a significant 
fraction of the total carbon can be unobservable in cross 
polarization experiments (20, 21). For coals, unobservable 
carbon is believed to be the result of two different problems. 
Carbon in hydrogen-deficient domains (e.g., graphitic phases) 
will have minimal dipolar coupling to remote protons and 
hence will not cross polarize efficiently. Secondly, a fraction 
of the carbon in coals is believed to be near free radical sites 
which either broaden the resonances due to nearby l3C nuclei 
beyond detectability or greatly reduce the T 'p(H) in the vi
cinity of the radical. Since pseudographitic structures have 
been proposed for some coked catalyst samples (9) and pre
vious ESR measurements have shown that organic free rad
icals can exist in coke deposits (32, 33), both possibilities must 
be considered for our samples. 

The spin-counting procedure of Hagaman and co-workers 
(20) was used in order to quantify the fraction of detectable 
carbon in selected coked-catalyst samples. Basically, this 
procedure involves measuring a l3C CP /MAS spectrum of a 
weighed quantity of the sample of interest co-ground with a 
weighed quantity of a suitable quantitation standard, glycine 
in this case. From the weight percent carbon (from com
bustion analysis of the coked catalyst) and the integrated peak 
intensities, it is possible to calculate the fraction of detectable 
carbon. The integrated intensities used in the calculations 
were corrected for their T 'p (H) values. Samples from three 
reactor runs were selected for l3C spin counting. The results 
(Table III) show that 78% of the carbon was observed for the 
sample from the reactor run at 150°C, while a lower per
centage of carbon was observed for the 300 °C sample (57%). 
This trend continued for the sample coked at 500 °C, for which 
only 43 % of the carbon was observed. These values are similar 
to those found in analogous spin-counting experiments on coals 
of various rank (31). 

The similarities between the above results and those from 
analogous experiments on coals motivated an examination of 
the ESR spectra of several of the coked catalyst samples. 
Quantitative ESR spectroscopic measurements (34) revealed 
that the sample coked at 150°C had a free-radical content 
of 9.5 X 10'8 spins/ g while that which was coked at 500°C 
had a radical content of 7.3 X 1020 spins/g. These values are 
similar to those obtained for coals of varying rank (35) and 
account, at least in part, for a fraction of unobserved carbon 
in the l3C CP /MAS spectra. 

~o ppm 

Figure 4. Variable-temperature 13C CP/MAS NMR spectra of the 
sample of HY catalyst coked at 150°C. Spectra were recorded at 
23 and -100°C. The asterisks denote spinning sidebands. 

Of the possible sources of unobserved signal intensity in 
l3C CP /MAS spectra, the presence of both hydrogen-deficient 
graphitic domains and organic free radicals would be expected 
to result in inaccurately low estimates of the fraction of 
aromatic carbons. To test this possibility, a Bloch decay 
spectrum of the sample from the 200°C reactor run was 
obtained by using 90° 13C pulses (8600 scans). A pulse delay 
of 10 s was used to ensure that saturation of the 13C magne
tization did not occur (previous studies on coals suggested that 
this delay value would be sufficient). The resulting spectrum 
(not shown) was similar to the cross polarization spectrum 
of that material (Figure 1) with the exception that the aro
maticity determined from the Bloch decay spectrum (0.49) 
was slightly higher than that from the cross polarization 
spectrum (0.44). This result is consistent with the view that 
aromatic carbon is more likely to be underestimated in cross 
polarization spectra of coked catalyst samples than aliphatic 
carbon as a result of inefficient cross polarization in graphitic 
domains as well as the presence of free radicals. 

The above sources of uncertainty in the quantitative sig
nificance of 13C CP /MAS spectra of coked catalyst samples 
are similar to those encountered in analogous studies of coals 
and other complex carbonaceous materials. There is, however, 
an additional source of uncertainty that might be encountered 
for coked catalyst samples. Molecular motion of oligomeric 
compounds on or in the catalyst framework (e.g., in the su
percages of a Y-type zeolite) could result in an attenuated 
signal due to inefficient cross polarization dynamics, or a very 
broad resonance for mobile components in the special case 
(36) of molecular motion at the rotating-frame precessional 
frequency of the 'H spin-lock field (I'B, = 45 kHz in this 
experiment). The possibility that these effects might have 
a significant effect on the 13C CP /MAS spectra of coked 
catalyst samples was investigated by obtaining a low-tem
perature spectrum of the sample coked at 150°C, which was 
selected on the premise that it was more likely to contain 
mobile, oligomeric species than samples coked at higher 
temperatures. Indeed, the somewhat long TCR value for the 
aromatic carbons in this sample (Table II) is suggestive of 
some degree of molecular motion. Figure 4 compares the 13C 
CP /MAS NMR spectrum obtained at -100°C with the 
room-temperature spectrum. No significant differences are 
observed between the two spectra. In particular, the aro
maticities obtained from the two spectra are identical within 
experimental error when contributions from spinning side
bands are taken into account for the low-temperature spec-
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Characteristics of Aerosols Produced by the Spark Discharge 

Robert L. Watters, Jr.,' James R. DeVoe, Francis H. Shen, John A. Small, and Ryna B. Marinenko 

Center for Analytical Chemistry, National Institute of Standards and Technology, Gaithersburg, Maryland 20899 

A detailed study of the physical properties and the chemical 
composition of spark-produced aerosol and corresponding 
erosion craters has been undertaken. A high repetition rate 
(1 kHz), electronically controlled waveform spark source was 
used to generate the aerosol from samples of Standard Ref
erence Materials (SRMs). The feasibility of using an on-line 
electrical mobility analyzer to monitor real-time particle con
centrations was examined. Consistent bias in the Zn/Cu 
ratios of aerosols from a series of brass SRMs corresponded 
to a reverse bias in the Zn/Cu ratios measured in the spark 
erosion pHs. Collected particles were dissolved and analyzed 
by Inductively coupled plasma spectrometry. A predominance 
of small particles (",,10 nm) was observed, and confirming 
analyses were performed with the analytical electron micro
scope on Individual particles. 

Analytical techniques such as inductively coupled plasma 
(rCP) and atomic absorption spectrometry (AAS) are usually 
applied to the analysis of liquid samples or solid samples that 
have been dissolved. Over the past several years there has 
been increased interest in developing direct solid sample in
troduction systems for use with these techniques. Lasers have 
been used to sample both electrically conducting and non
conducting samples, but matrix effects have been observed 
that may be due to the thermal nature of the laser sampling 
event and differences in matrix constituent volatility (1,2). 
Electrical discharges have been used since 1907 for production 
of aerosols from conducting materials (3). More recently, arc 
and spark discharges have been used as sampling devices for 
ICP and other spectrometric techniques (4-14), and the 
suitability of a variety of discharge types has been reviewed 
recently (15). The advantages of wide dynamic range, relative 
freedom from matrix effects, and simultaneous multielement 
analysis capability have made the rcp a logical choice for this 
approach. Spark-ICP analytical results in our laboratory show 
that several elements in ferrous materials fall on the same 
linear calibration curve spanning over 4 orders of magnitude 
(9,10). The spark-rCP combination has been applied to the 
analysis of aluminum alloys (12), and a commercial spark-ICP 
(13) has been successfully applied to the analysis of coal fly 
ash (8) and nickel alloys (14). Although these and other 
studies have demonstrated that the spark-ICP combination 
is a convenient means of direct conductive solid analysis, 
universal attainment of accurate analyses has not always been 
realized. Often it is necessary that calibration standards and 
samples need to be of the same alloy type to achieve acceptable 
accuracy. 

Since the use of the spark to generate sample aerosol sep
arates the sampling and excitation processes into two distinct 
events, systematic errors in each step should be examined to 
explain any analytical bias in the combined spark-rCP tech
nique. Therefore, it is useful to study the sampling process 
itself by examining physical and chemical characteristics of 
the aerosol produced by the spark discharge and correlating 
these results with the characteristics of the sample erosion 
crater. Although a few studies have considered the analytical 

aspects of spark sampling, it is difficult to reach a unified set 
of conclusions leading to the definition of causes of bias. This 
is due in part to the wide variety of spark sources used or the 
lack of state-of-the-art microanalysis instrumentation. In other 
cases, only the aerosol or the craters were analyzed, but not 
both. 

For example, Brewer and Walters (16) have examined the 
effects of 1 to 16 oscillatory and unipolar discharges on brass, 
aluminum, and mild steel by microscopic and X-ray analysis 
of the erosion craters. Multiple sampling points were evident 
even for a single oscillatory or unipolar spark. Pb and Bi in 
aluminum and Pb in brass samples exhibited some migration 
to the cathode spot, but concentration or depletion of Cr, Mo, 
and Ni in mild steel was not evident. The authors note, 
however, that these elements were near the detection limit 
for the X-ray analysis technique used. The Zn/Cu ratio 
measured in the sampled area of the brass material was not 
significantly different from that obtained from unsparked 
areas, although long-term heating of this material was shown 
to cause volatilization of Zn. Although the sampling process 
appeared to be accurate, the small number of sparks used 
would not produce enough sample aerosol for subsequent rcp 
excitation. The aerosol produced was not analyzed, but critical 
spark source conditions were described fully. 

Emission characteristics and electrode erosion phenomena 
for a long train of spark discharges were reported by Ekimoff 
and Walters (17). They have shown conclusive evidence that 
marked changes occur in the physical appearance of electrode 
surfaces during the first 20-30 s of spark sampling. The 
progressive formation and coalescence of pebbled structures 
on the sample surface suggest that melting Occurs as the 
number of sparks increases. Emission vs time characteristics 
for a given element also depend on peak current, spark rep
etition rate, and sample matrix. Semiquantitative X-ray 
analysis of the surface of a stainless steel electrode could detect 
no major changes in Cr/Fe or Ni/Fe ratios between sampled 
and unsampled surface points. These data underscore the 
complex changes caused by continuous sampling of the dis
charge. There was clear evidence of melting of the electrode 
material, which would be expected to cause bias in the com
position of sample aerosol. However, the melting points of 
the major elements Cr (1615 °C) and Ni (1452 °C) in the 
stainless steel may not be sufficiently different to exhibit 
sampling bias. 

Light scattering and electron microscopy were used by 
Scheeline et al. (18) to detect the formation and examine the 
physical size distribution of spark-produced aerosol. Collection 
of aerosol from the outlet of a closed spark stand may have 
preferentially retained large particles of 0.5-2 I'm in diameter. 
There was some evidence of clusters of smaller particles, the 
smallest unit being about 0.01 I'm in diameter. These ob
servations are similar to those of Helmer and Walters (19), 
but Helmer and Walters offer the first evidence that stable 
sparks produce particles in the larger size ranges of somewhat 
different appearance from those produced by unstable sparks. 
Differences in size range were also reported by Ono et aL (20) 
for different spark current waveforms. A detailed mass 
balance of total sampled material partitioned into that which 
is carried into an rcp vs that which is deposited on the counter 
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electrode on a per spark basis was provided. None of these 
groups of authors attempted to obtain an independent 
chemical analysis of the spark-produced particles. 

The application of spark sampling of aluminum alloys and 
nonconducting powders has been reported by Aziz et al. (12). 
Although the calibraton curveS for a number of elements in 
some alloys were linear, the high silicon content of other alloys 
caused significant deviations in the calibration curves for the 
same elements. The authors used the scanning electron 
microscope (SEM) to examine the physical appearance of 
Al-alloy aerosol collected on a NUclepore filter, but no detailed 
study of electrode erosion or aerosol composition was un
dertaken. The particles collected on a NUclepore filter were 
chiefly from 0.3 to 3 I'm. Collection conditions were not 
optimized to ensure detection of smaller particles that have 
been observed in other studies. Furthermore, the visibility 
of small particles on filter media observed in the SEM may 
not be sufficient to permit reliable measurements below 0.1 
I'm (21). 

Transport efficiencies and physical properties of spark
generated aerosols were recently reported by Prell and 
Koirtyohann (22). They found similar ranges of particle sizes, 
which depended on the type of gas flow used to sweep the 
spark chamber. Particles were collected on filters, dissolved, 
and analyzed by rcp to determine the total transport rate. 
Although Standard Reference Materials (SRMs) were used 
as samples for sparking, the relative concentrations of analytes 
in the particles were not compared to the original SRM 
compositions. 

Raeymaekers et al. (23) have recently examined the com
position of spark-produced particles by using electron probe 
microanalysis (EPMA). The particles were also collected on 
NUclepore filters, classified by size and shape, and analyzed 
by EPMA with energy dispersive spectrometry (EDS) de
tection. Their interpretation of the results indicated that most 
of the particles were similar in composition to the electrode 
material, but close inspection of their data reveals evidence 
of bias between the composition of the aerosol and that of the 
electrode material. The particles collected and examined were 
principally from 1 to 2 I'm in diameter, and it is correctly 
concluded that complete vaporization of such particles in the 
ICP is likely to occur. In contrast to a number of other studies, 
no significant number of particles less than 0.05 I'm was ob
served. Whether this is related to the details of the current 
waveform of the spark discharge (which were not communi
cated), the collection method used, or limitations of the EPMA 
instrument is not clear. 

Since a variety of spark discharge types, alloy types, and 
collection methods have been used, it is difficult to present 
a coherent picture of the physical and chemical characteristics 
of the spark aerosol production. What is known about the 
characteristics of spark-produced aerosol can be summarized 
as follows: A few spark discharges do not significantly alter 
the chemical composition of the cathode surface (16), implying 
that the composition of the aerosol produced may match that 
of the electrode material. However, insufficient analyte aerosol 
is produced to be independently analyzed or to be useful for 
ICP excitation. Aerosol is produced from each discharge in 
the spark gap within 1501's after spark current has ceased 
(19). When a longer train of spark discharges samples the 
cathode, changes occur in both electrode surface composition 
and spark-emitted light. This implies that aerosol composition 
may be affected by repetitive sparking, but the sample alloy 
type, whether or not the spark is allowed to wander over the 
cathode surface, and the details of the current waveform may 
also be important parameters. 

The size distributions of particles produced by the spark 
fall into at least two groups. The first consists of spheres 0.01 

I'm in diameter and the second consists of spheres of up to 
several micrometers in diameter that are formed from melted 
material. It appears that the repetition rate and spark current 
waveform may play an important role in determining the 
relative population of these groups, but most reports do not 
contain these particular details. Production of aerosol in an 
open spark gap or a closed chamber may also affect the 
physical characteristics of the aerosol, but unless the spark 
is contained in a closed system, it is difficult to transport the 
aerosol to the ICP for efficient analysis. The type of sample 
alloy or even the details of phase composition in a particular 
alloy may be critical to the physical and chemical nature of 
the spark-produced aerosol. Whatever the important details 
are, it is clear that accuracy ofICP analysis may suffer from 
certain biases in the spark sampling step. Whenever there 
is evidence of melting, distillation effects will cause systematic 
error, requiring that calibration standards and samples be 
closely matched. 

In light of these points, we have studied the effects of certain 
parameters of a train of unidirectional discharges on the 
characteristics of spark-produced aerosols. Experiments were 
designed such that size distribution and chemical composition 
measurements were directly related to the type of aerosol 
produced by commercially available spark-rCP instrumenta
tion. To increase sampling efficiency, the spark discharge 
repetition rate (1000 Hz) was set higher than is normally used 
in commercial instruments. The feasibility of measuring 
physical size distributions "on-line" with an electrical mobility 
analyzer was examined, and particles were also collected for 
SEM examination. Chemical analysis of the aerosol was 
performed by dissolving collected aerosol and analyzing the 
solutions by conventional ICP spectrometry. Additional 
analyses were performed on single particles using the analytical 
electron microscope (AEM). The experiments were designed 
to focus on possible shifts in chemical composition of the 
aerosol from that of the electrode material. Corresponding 
analyses of the electrode erosion craters were carried out by 
using EPMA. Physical size distributions were measured for 
a variety of pure single-element metals. Major and minor 
constituents of the collected aerosols were determined for a 
series of brass and ferrous SRMs. The brass SRMs were 
chosen to provide a simple homogeneous chemical system 
consisting of two major elements, Cu and Zn, that have sig
nificantly different melting points. Electrostatic particle 
collection for AEM analysis was used to avoid losses of par
ticles smaller than the pore size of typical collection filters. 
Back-up filter collection was used to check for the presence 
of large particles. 

EXPERIMENTAL SECTION 
Spark Source. The spark source is an electronically controlled, 

adjustable-waveform unit similar to a general design previously 
described by Coleman and Walters (24). This specific circuit is 
designed for relatively low peak currents and high repetition rates. 
The schematic diagram is presented in Figure 1, with component 
specifications listed in Table I. The resulting current waveform, 
which is presented in Figure 2, ensures that the sample electrode 
is cathodic during each discharge. The basic triangular shape of 
the waveform enables it to be described adequately by designation 
of the peak current and the duration of current conduction in 
the spark gap. A principal feature of this particular spark source 
is that the main storage capacitor is charged by a three-phase, 
208 V ac rectified power supply that allows continuously variable 
spark repetition rates to be selected without regard to the phase 
of the power mains. The circuitry and specifications of the power 
supply have been published by Coleman et al. (25). 

The spark gap and chamber were designed to the approximate 
dimensions of a commercially available spark-ICP analytical in
strument (8, 13, 14). A diagram of the spark electrode region is 
presented in Figure 3. Argon support gas for the discharge is 
supplied through the flow-jet counter electrode. This gas flow 
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Figure 1. Schematic of diagram of controlled waveform spark source. 
Components and their values are listed in Table I. 
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Figure 2. Spark current waveform, i (A) vs t (I's). 

Table I. Spark Source Components and Specifications 
(Refer to Figure 1), 

component 

c 

V 
Ll 

L2 

Dl, D2 

R 

description 

capacitor, Aerovox type 1940-311, 0.007 I'F, 25 kV; 
two in parallel, total = 0.014 I'F 

Thyratron EG&G type HY-6 
inductor, wire wound, air core, adjustable 0 to 143 

I'H (set to 0 I'H for the waveform in Figure 2) 
Inductor, wire wound, air core, adjustable 0 to 53 

I'H (set to 53 I'H for the waveform in Figure 2) 
diode stack assembly, Thermo Jarrell·Ash No. 

003674 
Resistor, 1 Mn, 5 W, ceramic nonincluctive 
Thyratron trigger input 

provides the carrier gas for the spark-produced aerosol as it exits 
the spark chamber. Although previous studies with the controlled 
waveform spark discharge used the argon flow-jet to stabilize the 
spark in an open research spark stand (26), the spark is somewhat 
destabilized by being enclosed in the ceramic spark chamber. This 
destabilization occurs because the chamber fills with argon, and 
there IS no defined flow boundary between the spark support gas 
and air. 

Particle Size Measurement. The feasibility of measuring 
particle size distributions and number densities on-line was ex
amined by using an electrical aerosol analyzer (EAA). Details 
of the EAA design and the theory that relates differences in 
electrical mobility to particle diameter have been published by 
Liu et aL (27, 28). Aerosol is passed into the EAA where it is 
exposed to gaseous ions produced by an electrostatic diffusion 
charger. Aerosol particles become singly charged in this region 
and are deflected by a clean air sheath through a laminar air 
stream in a cylindrical condenser. A voltage is placed on the 
collector rod in the center of the condenser that precipitates 
particles of a certain mobility. Charged particles that are not 
precipitated pass downstream where they are detected by an 
electrometer. 

Aerosol 

Out 

SRM 

E- tlrgan 

In 

(+) 

(-) 

Figure 3. Diagram of the spark gap chamber consisting of the flow 
jet counter electrode and the sample cathode. 

Particle size measurements were also obtained by using the 
AEM. Aerosol from the spark chamber was passed through an 
electrostatic precipitator (29) that was designed to collect ultrafme 
particles directly onto 20-nm carbon films. T"e carbon films are 
supported by gold transmission electron microscope grids, allowing 
the collected particles to be analyzed directly in the AEM without 
further sample preparation. The precipitator is contained in a 
particle sampling device made from a Lucite cylinder 6 em in 
diameter by 20 em long. The sampler consists of an electrostatic 
precipitator, a thermal precipitator, and a back-Up filter. Only 
the electrostatic precipitator and the back-up filter were used to 
collect the particles for these studies. Particles are charged to 
between -3 and -5 kV in the throat of the sampler by a corona 
discharge using a tungsten needle. The aerosol is passed through 
the sampler at the spark discharge argon gas support flow rate 
of 175 cm3/min. Four grounded carbon film grids are placed 
downstream from the tungsten needle ionizer to collect the sample 
aerosoL Preliminary tests of the sampler indicate an efficiency 
of approximately SO% for particles smaller than 0.5 !Lm in di
ameter. 

Chemical Analysis. Batch collections of aerosol for chemical 
analysis were obtained by drawing the spark chamber output 
stream through a double filtar cassette. The filter cassette was 
designed as part of a portable ambient aerosol sampler by Bright 
and Fletcher (30). The first filter is a Nuclepore filter with a 
6.S-l'm pore size, coatad with Apiezon-L grease. This filter collects 
most of the particles above 3 I'm in diameter. The final filter is 
a Teflon fiber filter with 3-l'm nominal pore size that has a 
collection efficiency of more than 98 % for submicrometer particles. 
Particles collected from the spark aerosol stream were dissolved 
off the filtar in acid and analyzed by rcp spectrometry. Particles 
were also analyzed on an individual basis by X-ray microanalysis. 
Since the particle sizes are less than 0.2 .urn, the analysis was 
accomplished with an AEM. This instrument provides quanti
tative elemental ratios for isolated particles as small as 10 nm 
in diameter. 

The compositions of collected particles were compared to the 
elemental compositions of the spark-induced crater regions of a 
series of brass SRMs. The analysis of the craters was accomplished 
by EPMA. This instrument uses a high-energy focused electron 
beam to excite characteristic X-rays in the specimen. The Ka 
lines for Cu and Zn were simultaneously observed by using two 
wavelength dispersive spectrometers (WDS). An electron beam 
of 20 kV and 113 nA was focused to a diameter of 0.5 I'm at the 
specimen surface. Quantitative information is derived for material 
on the sample surface to 3 I'm deep. EPMA is calibrated by using 
pure Cu and Zn standards, and calculations for quantitative 
analysis were accomplished by using FRAME (31), a data reduction 
program developed at NrST. Scans across the spark erosion 
craters were recorded and the results were reduced to weight 
percent of a given element at each integrated spot. 

RESULTS AND DISCUSSION 

The physical properties of spark-produced aerosols were 
investigated by using the EAA to monitor total output and 
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Figure 4. Electrical aerosol analyzer (EAA) response vs time for AI, 
Cu, Fe, and Pb electrode materials. 

particle size distributions. The collector voltage of the EAA 
was set to detect all particles within the effective measuring 
range of 0.003 to 1.000 Jim in diameter. It should be noted 
that although some micrometer·size particles have been ob· 
served in spark aerosols (17-19,22,23), they would not be 
detected by the EAA. The output stream from the spark 
chamber was diluted in two stages to reduce particle can· 
centrations to within the range accepted by the EAA. The 
first stage was a 15·fold dilution with clean filtered air, and 
the second stage involved splitting the aerosol stream into two 
branches. The high· flow branch was passed through an abo 
solute filter and the flow rate of the other branch was set with 
a pinch valve. The two branches were recombined so that the 
total gas flow remained constant, but only the particles passing 
through the low· flow branch were passed to the EAA input. 
The overall dilution rate of both stages was about 1:225. The 
low· flow branch through the pinch valve was checked to ensure 
that no large particles or agglomerates were trapped by the 
valve during the course of the measurement. The EAA reo 
sponse vs sparking time for a number of pure metals is plotted 
in Figure 4. After the initial increase in number density, the 
particle concentration for each metal levels off for a period 
of a few minutes. If sparking is allowed to continue for several 
minutes, the number density slowly decreases. It is during 
this relatively stable plateau, that both spark emission and 
Iep emission from spark·sampled metals are measured for 
analytical spectrometry. Although all metals exhibit similar 
profile shapes, the absolute number densities in the plateau 
region are quite different. A comparison between the average 
particle concentrations and weight of collected aerosol for each 
metal will be discussed later. 

Occasionally, the number density peaks after the initial 
increase and then stabilizes. A similar profile in spark 
emission vs time for Mn and Al in mild steel was noted by 
Ekimoff and Walters (17). A peak in the particle concen· 
tration profile supports their statement that such peaks are 
most likely related to total sampling rate, rather than time· 
dependent compositional changes. The fact that particle 
concentration peaks were observed infrequently for Fe, brass 
alloys, and a stainless steel (SRM 1151) also relates to the data 
of Ekimoff and Walters (17). The data presented here are 
for peak spark currents between 30 and 60 A. This range is 
near the lowest current used by Ekimoff and Walters, which 
resulted in the smallest peaks observed in their emission-time 
profiles. 

We observe the most prominent number density vs time 
peaks when sparking conditions are not optimal. That is, when 
good electrical contact exists between the tungsten anode and 
the flow jet, between the flow jet and the jaw of the spark 

Repct~ti"n R .. te (HZ) 

10 
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500 Hz 
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12S Hz 

0~0~---'0~_5~---'1~.0'----'1~.5'---
sparking Time (min) 

Figure 5. EAA response vs time for SRM 1265 electrode at various 
spark repetition rates. Top inset is EAA current vs repetition rate after 
1 min of sparking. 

stand, and between the cathode sample and the spark stand, 
the occurrence of nwnber density vs time peaks is minimized. 
When good contact does not exist, there is an increase in radio 
frequency (rf) interference observed on the current waveform. 
This change is quite subtle, however, and the overall di/dt 
of the lead edge of the current waveform is not significantly 
changed. We feel that under such conditions there may be 
insufficient coupling of the sampling energy of the spark with 
the microscopic sampling site of the electrode to effectively 
erode the bulk material. The spark wanders to a greater extent 
over the cathode surface, sampling only the electrical "high
spots", much the same as atmospheric lightning seeks the 
highest point at ground potential. Once these points have been 
sampled, the unstable spark becomes increasingly ineffective 
at boring down deeper into the electrode material. The rate 
of sampling decreases, and the number density vs time begins 
to decline. 

We have also examined the effect of spark repetition rate 
on the particle concentration-time profiles. A series of profIles 
for SRM 1265 (99.9% Fe) at five different repetition rates is 
presented in Figure 5. Each of these profiles has the same 
basic shape, and the aerosol number density (measured after 
1 min of sparking) is found to be an increasing function of 
the repetition rate. A plot of particle concentration vs rep
etition rate is presented in the inset of Figure 5. It is apparent 
that the number of particles produced by a train of spark 
discharges is not linear with repetition rate over the entire 
range of this plot. Although it is reasonable to expect that 
higher repetition rates cause more sampling, changes in the 
number of particles sampled mayor may not reflect changes 
in the mass of material sampled. Differences in the funda
mental type of sampling, as indicated in the discussion of 
number density vs time profiles above, and the formation of 
agglomerates of particles can affect the number density 
measurements. Particle collection efficiencies may also depend 
on the absolute quantities of particles formed. 

In addition to serving as a real-time monitor of particle 
number densities, the EAA has been also used to define 
particle size distributions under carefully controlled sampling 
conditions. The application of this device for measuring 
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Table II. Sampling Rates Measured by Particle Collection 
and Calculated from EAA Currenta 

measd rate,b caIed rate from 
metal Mg/min EAA, Mg/min 

Pb 720 85 
Fe 95 95' 
eu 50 65 
Al 45 30 

a The EAA data were normalized to the Fe current, which was 
taken as the current for 95 ,ugjmin. bThe uncertainty of these 
data is about ±5%, relative. cNormalized. 

particle size distributions was examined by waiting for the 
aerosol concentration in the output stream to stabilize and 
stepping the analyzer voltage of the EAA. The analyzer 
current is recorded at each voltage setting and the data are 
reduced following the procedures given by Liu et aL (27,28). 
The resulting size distribution plots indicate a relatively 
monodisperse aerosol with a peak mean diameter of 0.1 ,um. 
Similar distributions were obtained for pure metal samples 
of AI, Cu, Fe, Mo, Pb, W, and a few other ferrous and nickel 
alloys. Furthermore, the measured size distributions were not 
significantly affected by changing the repetition rate of the 
spark discharge. This would indicate that for analytical 
spectrometry using spark sampling followed by independent 
excitation, the excitation source need only vaporize and excite 
O.l-,um particles. It is, therefore, likely that the ICP performs 
this task with nearly 100% efficiency. 

Since the particle size distributions appeared to be the same 
for each of the pure metals sparked, one would expect that 
the relative steady-state particle concentrations taken from 
Figure 4 could be combined with the density factors for each 
of the pure metals to obtain relative sampling rates for each 
metal in terms of weight per unit time. In order to measure 
directly the sampling rates for each of the metals, the output 
of the spark chamber was passed through a Teflon filter to 
collect all of the particles in the stream for a fixed collection 
period. Particles of a pure metal sample were collected on 
a filter for 5 min, and the filter was transferred to a beaker 
containing a 1:1 dilution of acid in water. The choice of acid 
was determined by the particular metal aerosol collected. The 
particles on each filter were quantitatively dissolved and the 
solutions were analyzed by ICP spectrometry to determine 
the total weight collected for each metal. The results are listed 
in Table II. 

These data can be used to evaluate the steady-state EAA 
signal as a monitor for the spark sampling rate of metals. The 
expected relative sampling rates are calculated by multiplying 
the EAA analyzer current by the density for each metal and 
normalizing the results so that the calculated rate for Fe 
matches its measured rate. The results of these calculations 
are also listed in Table II. It is apparent that although the 
aerosol size distributions for each metal appear to be the same, 
the overall number densities do not relate to the measured 
sampling rates in terms of weight. The underlying reason for 
the discrepancy between the sets of data in Table II can be 
deduced from the TEM photomicrograph in Figure 6. This 
image of collected Fe aerosol clearly shows that the funda
mental units of spark-produced aerosol are approximately 0.01 
,um in diameter and that the EAA registers populations of 
agglomerated units whose characteristic size is approximately 
0.1 ,um in diameter. Occasionally, a spherical particle of a few 
micrometers in diameter can be observed with the SEM for 
the sparking conditions used in this study. Such a particle 
would weigh approximately 10 million times more than a 
O.Ol-,um particle of the same material and could account for 
a significant fraction of total material sampled. The obser
vation of such large particles was very rare in these studies, 

Figure S. Scanning electron microscopic image of collected iron 
aerosol. The smallest visible units are approximately 0.01 .urn in 
diameter. 

except in the case of lead, in contrast to a number of previous 
studies discussed in the introduction above. The large dif
ference between the measured sampling rate and the EAA 
calculated rate for lead is probably due more to the upper size 
limit of the EAA than to agglomerate formation. However, 
the tendency of lead to form large particles is not detected 
at all by the number density vs size profile within the size 
range registered by the EAA. It is also clear that in order to 
relate number densities of agglomerated units to the 
weight-based sampling rate, the density of a characteristic 
chain of particles must be taken into account instead of the 
density of the pure metaL Such densities are not easily ob
tained, and it must be concluded that direct mass-based 
measurement of collected aerosol is the only reliable way to 
obtain sampling rates. 

The importance of an on-line measure of sampling rate is 
evident in the application of the spark discharge to analytical 
spectrometry. Two methods for normalization of different 
sampling rates of alloys in atomic spectrometry are currently 
in use. Spark emission spectrometry has traditionally used 
the ratio of the analyte emission intensity to an appropriate 
spectral line intensity of a matrix element as an internal 
standard. This approach is also used in spark sampling ICP 
spectrometry; however the wide linear dynamic range of the 
spark-ICP spectrometry may complicate the choice of the 
internal standard element. For example, in the determination 
of Ni in ferrous alloys, Fe is a suitable standard at the low 
end of the calibration curve. The high end of the curve can 
cover Ni concentrations of up to 60% by weight where the 
Fe concentration may be only 5% by weight (SRM 1245). It 
is questionable whether Fe is a suitable monitor for total 
sampling in such an alloy, since it is no longer the principal 
chemical matrix component. 

The second normalization method for total sampling rate 
is to determine simultaneously every significant constituent 
in the sample of interest in terms of weight percent. These 
concentrations are the normalized to sum to 100% (13), It 
is essential that the determinations of the major elements be 
very accurate in this scheme so that errors in the minor and 
trace elements are not amplified by the normalization. 

Perhaps even a more important question is the comparison 
of chemical concentrations between the bulk material and the 
aerosoL If a solid sampling device were found to transform 
quantitatively the bulk sample material to vapor or even 
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Table III. Brass SRMs Used To Examine Chemical 
Composition of SparkwProduced Aerosol 

SRM type % eu % Zn Zn/Cu ratio 

l102 cartridge brass C 72.85 27.10 0.372 
l103 free cutting A 59.23 35.7 0.603 
l106 naval brass A 59.08 40.08 0.678 
l109 red brass A 82.2 17.40 0.212 
l116 commercial bronze 90.37 9.44 0.104 
l122 beryllium copper 97.45 0.01 1 x 10-' 
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Figure 7. Zn/Cu ratios of aerosols collected from various sparked 
SRMs vs the certified ratios of the original material. 

aerosol, it would be a much simpler problem to develop an 
accurate spectroscopic probe of this material. The chemical 
accuracy of spark sampling was examined by analyzing both 
particles formed and erosion craters left by the spark dis
charge. 

A series of brass SRMs was used to measure the ICP in
tensity ratios of Zn/Cu for the range of concentration ratios 
listed in Table III. Aerosols of these SRMs were also collected 
and analyzed to compare the Zn/ Cu concentration ratios of 
the aerosols with the Zn/Cu ratio of the certified concentra
tions of each SRM. The results of these brass particle analyses 
are presented in Figure 7. The expected relative error in the 
analytical measurements is less than 2%. It is evident that 
particles collected on both the coarse and fine filters are 
enriched in Zn, relative to the expected certified concentration 
ratios. At higher Zn concentrations, this effect appears to be 
more significant in the finer fractions of collected particles, 
although one must remember that most of the particles form 
chains and clusters. Particle size separations using selective 
filtration cannot be definitive in this case, but may be indi
cative of a trend related to particle size. 

If thermal processes cause compositional bias in the spark 
sampled material, one would expect that the length of time 
that a train of discharges is allowed to sample a specific portion 
of the sample surface may affect the degree of this bias. SRM 
1103 was presparked for 5-120 s before collecting the aerosol 
for 60 s. The particles were then dissolved and analyzed and 
the Zn/Cu data plotted versus the prespark time. Replicate 
data are presented in Figure 8, which reveal that longer 
presparking periods do indeed cause more significant shifts 
in the chemical composition of the aerosol. The more volatile 
element, Zn, is concentrated in the aerosol particles relative 
to its corresponding certified concentration in the SRM. 

The average Zn/ Cu concentration ratio of aggregates of 
collected particles indicates a trend in the bulk sampling 
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Figure S. Zn/Cu ratio of SRM 1103 aerosol as a function of pres
parking time . 

characteristics of the spark, but it does not reveal how Zn and 
Cu are partitioned in discrete particles. Since the sampled 
electrodes were homogeneous brass SRMs, one would expect 
that the Zn/Cu ratio in each particle would vary around a 
central value. The alternative of finding a predominance of 
pure Zn particles and of pure Cu particles seems highly un
likely. In order to analyze discrete particles chemically and 
verify that the particle collections on filters did not introduce 
apparent bias in the aerosol sampling, a number of individual 
particles were analyzed by use of the AEM. 

The AEM is a 200-keV electron microscope that is capable 
of operating as both a conventional transmission electron 
microscope (CTEM) and a scanning transmission electron 
microscope (STEM). The combination of these two analytical 
techniques allows the analyst to obtain high resolution (0.5 
nm) electron images and spatially resolved elemental analysis 
of discrete sample regions as small as 20 nm. In these ex
periments, the AEM was used in the CTEM mode to image 
the collected particles and in the STEM mode to obtein X-ray 
intensity ratios for the individual particles, which were 10-20 
nm in diameter. The X-ray intensities were collected with 
a Si-Li detection system. The procedure developed by Cliff 
and Lorimer was used to determine the Zn/Cu concentration 
ratios from the measured X-ray intensity ratios (32). This 
procedure corrects for differences in the excitation and de
tection of Zn and Cu X-rays in the AEM. The experimental 
value for the relative sensitivity factor for Zn compared to Cu 
was taken from the work of Sheridan for the AEM used in 
these experiments. This factor is 1.08 (33). The expected 
systematic relative error of AEM measurements for Zn and 
Cu is about 5%. 

Spark-produced particles from SRMs 1103, 1109, and 1116 
were analyzed with the AEM, and histograms of the Zn/Cu 
concentration ratios are presented in Figure 9. Twenty-two 
particles from SRM 1103 were analyzed. The mean Zn/Cu 
concentration ratio found was 0.91 with a standard deviation 
of 0.15. These data include one particle with an apparent 
Zn/Cu ratio of 0.29, which is not plotted in Figure 9. If this 
point is considered to be an outlier, the mean ratio of the 21 
remaining particles is 0.95 with a standard deviation of 0.06. 
This mean ratio is significantly higher than the certified ratio 
of 0.603 and is also higher than the corresponding ICP data 
point on the plot in Figure 7. Particles from SRM 1109 were 
analyzed in the same way and found to have a mean Zn/Cu 
ratio of 0.32 with a standard deviation of 0.03. This compares 
with the certified ratio of 0.212 and the ICP result of 0.25. 
Particles of SRM 1116 were found to have a mean Zn/Cu ratio 
of 0.15 with a standard deviation of 0.01. This is also higher 
than the certified ratio of 0.104. In each case both the ICP 
data for dissolved particles and the AEM data indicate that 
Zn is enriched in the particles relative to the solid material. 

It appears that more bias (higher Zn/Cu ratios) may be 
exhibited by the smaller particles. The trend is evident in 
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Figure 9. Distributions of ZnlCu ratios found for individual particles analyzed by the AEM: a, SRM 1103; b, SRM 1109; C, SRM 1116. 

Figure 7, but there were no large particles (> 1 I'm) found on 
the grids for AEM analysis or the back-up mters. The highest 
Zn/Cu ratios were observed by the AEM, which examined 
particles that were predominantly 100 A in diameter but were 
also representative of a much smaller sampling of material 
than the rcp results. These details need to be examined more 
closely with a larger number of analyses using the AEM to 
unambiguously define this point. 

To examine the question of material balance between the 
sampled electrode material and that which remains on the 
electrode surface, EPMA was used to analyze the sparked 
electrode surface. In this analysis, the I-I'm electron beam 
was stepped in 100-l'm increments across the center of the 
spark erosion crater, beginning and ending on unsampled 
regions on either side of the pit. Two scans across the spark 
erosion crater were recorded for each SRM electrode material. 
The characteristic X-rays from the K", lines of Cu and Zn were 
recorded by two WDS analyzers. Count rates for samples and 
standards were corrected for background and dead time. 
Corrected count rate ratios (k ratios) of samples to standards 
were then corrected for matrix effects and concentrations in 
weight percent were calculated by using FRAME. Although 
SRM 1103 contains 3.73 wt % lead, no inhomogeneities were 
apparent in the EPMA scans of this or the other SRM mao 
terials. No significant differences between duplicate scans 
for each SRM were evident. 

The results of a single scan of elemental concentration vs 
relative position on the electrode surface for the each of the 
three brass SRMs are plotted in Figure 10. The horizontal 
lines plotted through the data indicate the SRM certified 
concentrations. Only Zn is plotted for SRM 11l6, since the 
small relative changes in the Cu concentration at this high 
level are masked by the measurement variance. In each case, 
the Zn concentration is depleted in the center of the spark 
erosion pit, and for SRMs ll03 and 1109 the Cu concentration 
is appreciably enhanced. That is, the enhanced Zn/Cu ratios 
observed for collected particles correlate with depleted Zn 
relative to Cu left on the sample electrode surface. 

CONCLUSIONS 
We have found that peaks in number density vs time plots 

correspond to the peaks in element spectral intensities often 
observed in "sparking off' or "burn-out" experiments for spark 
emission spectrometry. This indicates an initial efficiency of 
sampling that diminishes after some amount of erosion. 

Relative POSition 

Figure 10. EPMA scans of SRM electrode surfaces. Horizontal lines 
represent the certified concentrations. Spark erosion pits are ap
proximately ± 1 mm either side of the nominal electrode center: a, 
SRM 1116; b, SRM 1109; C. SRM1103. 

Similar observations have been noted for other types of dis
charges (34-36). After this period, if the train of spark dis
charges is sufficiently stable, sample melting becomes an 
increasingly important mechanism. Conversion from the 
liquid to the gaseous phase is followed by nucleation and 
condensation to form small particles. These agglomerate into 
chains and clusters, which are held together by weak elec
trostatic forces. Although the EAA has been found to be a 
suitable monitor for such relative measurements of number 
density vs time, any significant change in the degree of ag
glomeration of small particles will significantly affect this type 
of measurement. 

If allowed to continue, stable spark sampling amplifies the 
degree of partitioning of elements by melting point in the 
aerosol formed. More volatile elements are concentrated in 
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the aerosol and depleted in the erosion pit relative to the 
original concentration in the sample. 

For accurate, effective sampling for aerosol introduction 
into the ICP, it would seem that rapid transfer of energy from 
the spark into the solid is required. That is, the processes 
causing rapid vaporization while minimizing the time that 
material exists in the molten liquid state should dominate. 
Rapid vaporization of "high spots" may avoid chemical biases 
due to melting point differences, but these microscopic lo
cations on the sample surface mayor may not be truly rep
resentative of bulk concentrations. Holler (34) called the thin 
layer from which sampling takes place the "actual specimen", 
and Herberg et al. (35, 36) referred to these spots as 
"preferential" cathodes and found evidence that sampling 
depended on their composition and structure. If the degree 
of sampling is limited to preferential cathode points, sufficient 
aerosol for reexcitation by the ICP is not produced. More 
extensive (deeper) sampling is required, which may risk more 
significant melting. 

The critical questions that remain are as follows: (1) What 
details of the spark current waveform promote more accurate 
sampling? Scheeline and Coleman (15) indicate that the initial 
di /dt may be more critical than the i vs t integral. (2) What 
sample matrix and analyte element combinations are most 
susceptible to sampling biases with a fixed type of spark 
current waveform and repetition rate? We have observed 
measurable bias for two elements of widely differing melting 
points (Cu, 1083 °C, and Zn, 419°C). (3) What details of grain 
boundaries and microstructure affect sampling accuracy or 
rate? Compositional mapping techniques (37) will be im
portant for charcterizing the original sample surface on a more 
microscopic scale than was possible in previous studies (34-36). 

The object of studies that address these questions will be 
to define the limiting conditions for analyzing complex alloys 
by using simple calibration standards with spark-ICP spec
trometry. 
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The measurement of silicon In biological standard reference 
materials has been Investigated by both boron-filtered epllh
ermal neutron activation analysis and wavelength dispersive 
X-ray fluorescence. Good agreement between the methods 
was obtained for 11 different materials ranging from the 
methods' detection limits of about 100 f,tg/g to the highest 
concentration In these samples of 12000 ",gIg silicon. 

INTRODUCTION 
Silicon has been recognized as an essential micronutrient 

since 1972 (1). It plays an important role in the development 
of young bones and is also important in some plants. However, 
rapid and accurate methods for the determination of silicon 
in biological materials have proven to be difficult to develop. 
This is evidenced by the general scarcity of silicon data on 
biological reference materials in the literature. We have 10' 
cated only 27 reported values for the 11 different biological 
standard reference materials (SRMs) that the U.S. National 
Institute of Stendards and Technology (NIST-the new name 
for the former National Bureau of Standards) has produced 
since 1972. Although silicon has traditionally been measured 
by gravimetric or colorimetric methods in many environmental 
matrices, the concentrations are too low for gravimetric work, 
and interferences from other elements (especially phosphorus) 
are too severe for colorimetry in biologicals. Thermal, ep
ithermal, 14-MeV, and thermal neutron capture prompt 'Y-ray 
neutron activation methods have all been applied to the 
problem with widely varying results. Similarly, energy dis
persive, wavelength dispersive, and charged-particle X-ray 
fluorescence have produced divergent data, though the reasons 
for this are unclear. Inductively coupled plasma atomic 
emission spectrometry and spark-source mass spectrometry 
have seem limited application, although the sensitivity of the 
latter is competitive with that of radiochemical neutron ac
tivation for silicon in biological samples. Atomic absorption 
has been utilized, but with only limited success and sensitivity. 
High background for all three stable silicon masses from 
molecular ions probably precludes the trace determination 
of this element by inductively coupled plasma mass spec
trometry. 

An excellent paper by Jones et al. (2) has described the 
nuclear basis of silicon determination via epithermal neutron 
activation analysis. The displacement of a proton by a 
high-energy neutron on the two most abundant isotopes of 
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silicon produces radioactive aluminum isotopes with useful 
half-lives, abundances, and 'Y-ray decay energies. The first 
of these is the "'Si (n,p) "'AI reaction. Unfortunately, 2sAI is 
also produced by capture of slower neutrons by stable 27 Al 
via the 27 Al (n,'Y) "'Al reaction and by the fast neutron 31p (n,«) 
28 Al reaction on stable phosphorus. Aluminum is not par
ticularly abundant in most biological materials, but phos
phorus frequently occurs in concentrations of 0.1-1 % or more. 
There are no nuclear reaction interferences with the 29Si (n,p) 
29 Al reaction, but the overall sensitivity for silicon determi
nation with this reaction is limited by the low 29Si natural 
abundance. High-resolution 'Y-ray detectors are required to 
separate the 1273-keV 29AI 'Y-ray from the 1268-keV single 
escape line of the more intense 1779-keV 'Y-ray of 2sAI. 
However, detectors with resolutions ofless than 2.0 keV fwhm 
are generally adequate to achieve base-line separation between 
these two transitions. Therefore, the preferred method of 
analysis would be to use the 29Si (n,p) 29Al reaction, although 
the silicon concentration may also be determined from the 
28Si (n,p) 28 Al reaction if the phosphorus and aluminum 
concentrations are first determined. A number of methods 
would be applicable for the determination of phosphorus and 
aluminum, including neutron activation analysis and colori
metry. 

Wavelength dispersive X-ray fluorescence (XRF) readily 
resolves the silicon peak from both the aluminum and the 
much larger phosphorus peak usually found in biological 
materials. In fact, there are few interferences expected, other 
than the general scatter background usually found for par
ticulate samples. The XRF analysis of light elements in plant 
matrices has been adequately demonstrated elsewhere (3,4). 
However, a simplified procedure that requires less handling 
and equipment and no cellulose binder or diluent is described 
here. 

EXPERIMENTAL SECTION 

Instrumental Epithermal Neutron Activation. The bo
ron-filtered facility at the Los Alamos Omega West Reactor has 
been described in detail previously (5). Samples of the various 
NIST SRMs weighing approximately 0.1 g were packaged in smaIl 
polyethylene snap-cap vials and irradiated in plastic rabbits inside 
the lOB enriched boron-shielded epithermal neutron facility fixed 
near the core of the reactor. Following a 5-min irradiation, the 
samples are extracted pneumatically. After decaying for 5 min 
the samples are counted for 5-10 min at the face of a large intrinsic 
Ge 'Y-ray detector coupled to a 4096-channel pulse-height analyzer. 
The ,),-ray spectrum may be transferred to magnetic tape for 
off-line data reduction or digitally integrated directly on the 
cathode ray tube display of the multichannel analyzer. The 
analyses were standardized against 500-l'g quantities of silicon 
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Table I. Results of the Analysis of Silicon in Biological NIST Standard Reference Materials (Concentration in pg/g) 

This Study 

method 1549 1566 1567 1568 1569 1570 1571 1572 1573 1575 1577 1577A 

"AI <50 1360 ± 70 <200 120 ± 15 11000 ± 3030 ± 300 2360 ± 100 2150 ± 400 10100 ± 1360 ± 70 <400 <300 
1000 100 

29AI <100 1500 ± 90 <100 160 ± 30 13100 ± 2600 ± 400 2120 ± 190 2100 ± 400 10800 ± 1300 ± 200 <150 <150 
300 100 

XRF <200 1330 ± 100 <100 150 ± 150 11900 ± 2500 ± 250 2800 ± 300 1900 ± 400 9800 ± 1310 ± 200 225 ± 150 <100 
530 1000 

Previous WorkG 

method 1566 1570 1571 1572 1573 1575 1577 

XRF 2800 ± 500' 1800 ± 500' 9600 ± 500' 820 ± 240' 1200 ± 400' 
CPXRF 480 ± 14d 2080' 248 ± 36d 1380' 246e 

ICPE8 1100 ± lOot 2900 ± 900t 3000t 
lENA 2000' 2000' 2340 ± 60" 
NAA 476 ± 12'J 750' 16.7 ± O.7iJ 

14NAA 500 ± 200' 1000 ± 160m 

88M8 2400' 19' 
TCG8 1900 ± 600' 
unknown 600' 

a CPXRF = charged particle XRF; ICPES = inductively coupled plasma emission spectroscopy; lENA = instrumental epithermal neutron acti
vation; NAA = neutron activation analYSis; 14NAA = 14-MeV neutron activation analysis; 88MS = spark source mass spectrometry; TCGS = thermal 
neutron prompt ')I-ray spectrometry. bReference 8. cReference 19. dReference 11. eReference 16. 'Reference 6. gReference 7. hReference 2. 
iReference 9. jReference 10. kReference 14. IReference 12. mReference 15. nReference 17. °Reference 18. PReference 13. 

standard solutions (SPEX Industries) pipetted onto Whatman-41 
filters that were folded to match the geometry of the samples. 
Silicon concentrations in the samples were calculated directly from 
this standard using 29Al. To determine silicon via the 28Al isotope, 
standards for Al and P were prepared similarly and run along with 
several filter paper blanks. Contributions to the observed 28AI 
from the (n,y) and (n,a) reactions were measured from these latter 
standards and corrected for in the samples by using the certified 
or literature concentrations of these elements in each material. 
Typically, 1000 ± 50 net counts (lu) were observed for the 500-ILg 
standard, where the uncertainty is due purely to counting sta
tistics. In the biological matrices, the 10" counting statistics un
certainty rose to approximately 10%. 

Wavelength Dispersive X-ray Fluorescence. The XRF 
measurements were made by using a Rigaku 3070 spectrometer 
with a Rh end-window tube operated at 40 kW and 50 mAo The 
K a line was counted under a He atmosphere for 80 s at 109.04°, 
and the background was calculated from the average of 40-s counts 
obtamed at 26 angles of 105.00° and 112.00° with the use of a 3-cm 
diaphragm and an EDDT (PET) crystal. No overlaps with other 
peaks were noted, and no matrix corrections were used, as these 
matrices were relatively uniform, consisting largely of organic 
matter. The responsivity under these conditions was 8 
(kcounts/s)/l % Si, with background counts of 30 counts/so This 
gives a detection limit based on counting statistics of 3 ILg/ g by 
using the formula 

where C, is the detection limit, m is the slope of the calibration 
curve and nm is how many times it is measured, ta is the one-sided 
t statistic with a ; 0.05 and with n - 2 degrees of freedom (n is 
the number of standards used to obtain the calibration graph), 
rb is the background count rate, and t is the counting time. 

The data were calculated from quintuplicate counts of three 
samples of each of the SRMs except for 1549, 1566, and 1571, for 
which there was only enough powder for duplicate samples. 
Samples of approximately 5 g were hand-packed in 3-cm Spex 
cells (No. 3527) and covered with 0.2 mil thick polycarbonate film 
(Spex 3522). Although it is important to pack the cells repro
ducibly for good precision in the analysis, this method avoids the 
need for a high-pressure press or a cellulose binder to hold the 
samples together in the spectrometer, as the polycarbonate film 
holds the sample in and is transparent to the X-rays. Although 
a vacuum may be used with some care with these celis, occasional 

explosive failure of the film suggested use of a He atmosphere. 
It should be noted that the binder method also sometimes fails 
under a vacuum, and that such failures led to the development 
of this procedure. 

Calibration curves were constructed from Whatman Ashless 
cellulose chromatography powder (standard grade) and reagent 
grade sodium metasilicate. A slurry of 5 g of the cellulose was 
mixed with 20 mL of doubly deionized water (Millipore 18 MD) 
for each of the five sodium metasilicate standards, and these were 
then dried under a heat lamp before being packed in the Spex 
cells. The calibration curve that resulted showed a small negative 
deviation from linearity. 

RESULTS AND DISCUSSION 

The results ofthe analyses are presented in Table I for the 
silicon concentrations in the NIST biological SRMs deter
mined, using the two different isotopes, by instrumental ep
ithermal neutron activation (lENA) and by XRF, as well as 
the average of the data available in the literature. Excellent 
agreement was obtained for this work with no significant 
differences apparent over the entire range of concentrations 
and matrices. The difference between the two methods (re
sults averaged 4 % higher with lENA) was not significant (P 
; 0.25). This slight difference might be due to inadequate 
matrix or geometry matching between the standards and the 
samples. 

The comparison with the literature at first appears to be 
less perfect. The major differences would appear to be for 
orchard leaves 1571 (an average of 2520 for this study versus 
1310 for the literature), tomato leaves 1573 (10125 versus 
6300), and pine needles 1575 (1320 versus 912). However, if 
the comparison is made with the most recent analyses for these 
samples, the differences disappear. It is interesting to note 
the time dependence of the values from the literature. 
Whether this is due to the contamination of the standards 
as they abrade their glass containers or whether it is due to 
improved analyses or to some other factor is difficult to say. 

The relative contributions from stable aluminum and 
phosphorus and silicon to the total aluminum signal are shown 
in Table II for five SRMs. In most vegetable SRMs the silicon 
concentration is high enough so that the contributions from 
aluminum and phosphorus do not seriously affect the accu
racy. However, in tissue SRMs, the contribution from 
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Table II. Relative Percent Contributions of P and Al to the 
"Si Peak 

SRM 

1570 
1571 
1572 
1573 
1577 

p 

32 
20 
14 

9 
95 

Al 

17 
10 
3 
9 

<1 

phosphorus overwhelms that from silicon. 

Si 

51 
70 
83 
82 
5 

Although the methods employed here are theoretically 
capable of determining concentrations near 10 J1.g/g (the lim
itation of the blank's variability), the samples themselves seem 
to have inhomogeneities or contaminations that are nearer 
100 J1.g/ g. This is in good agreement with the detection limits 
reported previously for XRF (3) of 120 J1.g/g for silicon in 
biological matrices. Based on the XRF data, which was not 
limited by counting statistics even for those samples with the 
lowest levels of silicon, the precision of sampling seems to be 
about 10 % relative standard deviation (RSD) for most of these 
samples. Some SRMs, such as citrus leaves (1572), have 
significantly worse precision by XRF (possibly due to the fact 
that it also has the largest particle size). Some of the im
precision is due to the hand-packing method, but the more 
homogeneous samples such as 1569 with a 5% RSD imply that 
this should not be the limiting factor. A constant-pressure 
press might improve the packing precision, but the use of a 
binder is not recommended as it dilutes the sample as well 
as providing a potential source of contamination. Instead, the 
polycarbonate film and He flush should be used for the 
maximum accuracy and precision. 

CONCLUSIONS 
The efficacy of both lENA and XRF for the determination 

of silicon in a variety of biological matrices has been amply 
demonstrated, especially considering the simplicity of the 
sample preparation. Analytical methods that require sample 
dissolution are especially vulnerable to systematic errors due 
to contamination while handling and to volatility losses, silicon 

tetrafluoride being a well-known example. Neither of these 
methods requires such dissolution, offering distinct advantages 
in terms of accuracy as well as simplicity. The results also 
suggest that contaminations at the level of 100 J1.g/g are 
ubiquitous, and extra care in the preparation, packaging, and 
handling of SRMs will be necessary if they are ever to be 
certified below this concentration. 
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The concentrations Of major elements in silicate rocks-Na, 
Mg, AI, 51, K, Ca, TI, and Fe-are readily determined via 
wavelength-dispersive X-ray fluorescence analYSis by fine 
grinding, adding an Internal standard, and producing a mono
layer of particles. Matrix absorption corrections are attenu
ated such that calibrations of count rate versus concentration 
are linear for all elements but 51. Linearity of calibration for 
K and heavier elements Is theoretically expected from par
ticles ~ 1 I'm; linearity for AI and lighter elements is partially 
due to the systematics of silicate rock chemistry. The cali
bration of 51 departs from linearity because of the particle size 
and the wide range (47-100 wi 'Yo) of concentrations used. 
Nonunlformity of grain size causes scatter, particularly for AI 
and 51. The thin-specimen procedure described here thus 
allows for simple and accurate determination of major ele
ments In small volume samples. Since the sensitivity, (counts 
per second)/(welght percent), follows theoretical predictions 
for thin films, the technique can be generalized to other ma
terials. 

INTRODUCTION 
X-ray fluorescence (XRF) analysis of thin specimens pre

pared from bulk solids has been attempted only infrequently, 
although the technique promises theoretically linear cali
bration due to attenuation of matrix effects (1). A further 
advantage to analyzing suitably thin samples is a decrease in 
background relative to the analyte peak, allowing increased 
sensitivity of analysis. Commonly, there also exists a need 
to analyze the bulk chemistry of small volumes of sample (2). 
These analytical advantages and situations suggest that fur
ther work is warranted in developing a thin-specimen XRF 
technique. 

We present here a method of producing thin specimens of 
particulate samples which is also applicable for analysis of 
small volumes of solids, and we also demonstrate the utility 
of such thin specimens for calibration of the major elements 
(Na, Mg, AI, Si, K, Ca, Ti, and Fe) in silicate rocks by 
wavelength-dispersive XRF. 

The relatively low energies of the K" emission lines of the 
lighter silicate rock major elements make these elements 
particularly difficult to analyze by thin-specimen XRF 
analysis. Chung et aJ. (3) give a criterion for the thickness 
d1 of a continuous thin specimen that, with a relative error 
of';;l %, yields count rates proportional to analyte concen
tration 

d1 ~ O.135/I'P (1) 

where p is the density of the sample, g/ cm3, and I' = 1'1 esc 
cP, + 1'2 esc cP" with 1'1 and 1', being the mass absorption 
coefficients for primary and characteristic X-rays and cPl and 
cP, X-ray incident and takeoff angles. Chung et aJ. (3) also 
show that a sample is infinitely thick to X-rays, within 1 %, 
if it has a thickness, do. of 4.62/ I'p. Hence by this criterion, 

0003-2700/89/0361-1837$01.50/0 

d,/d1 ~ 34. For 2% departures from linearity, d,/d1 ~ 21. 
By use of mass absorption coefficients calculated via sub

routines from the NBSGSC fundamental parameters program 
(4), the geometry of the X-ray fluorescence unit employed (<P, 
and cP, = 60° and 45°, respectively), and the simplifying as
sumption that the exciting radiation is 0.1 A shorter than the 
absorption edge for the K" characteristic line excited, Table 
I gives the maximum thickness of continuous mineral spec
imens that depart no more than 1 % from being ideal thin 
samples. This table contains a range of the common igne
ous-rock-forming minerals and is representative rather than 
exhaustive. A monolayer of individual mineral grains that 
exceeds thicknesses given in Table I is not ideally "thin"; a 
grain that approaches infinite thickness (d,) for Na or Mg may 
still be infinitely thin for Fe. Thicknesses given in Table I 
are very similar to those calculated for 1 % error using the 
particle size effect formula of Criss (6). 

Samples that are significantly thicker than those given in 
Table I complicate thin-specimen analysis by introducing 
matrix absorption of the characteristic X-rays and potentially 
introducing enhancement from secondary excitation. Re
garding enhancement, Van Dyck et aJ. (7) calculated that for 
geological materials, a sample of 2 mg/ em', i.e. ~O. 7 mm thick, 
would increase Mg K" emission by some 10%. Since this 
thickness is much greater than the grain sizes used in this 
experimentation and those shown in Table I, the predominant 
departure from linearity of calibration for finely ground 
materials will be caused by matrix absorption. 

Thin-specimen analysis thus requires sample loading great 
enough to yield suitable count rates but not so thick as to 
introduce matrix absorption from the vehicle used to produce 
the thin specimens, or introduce effects due to a sufficient 
thickness of overlapping grains (8). A further and significant 
complexity is introduced by the fact that most common 
minerals consist of several major elements in addition to Si. 
Routine grinding techniques usually do not produce grain sizes 
uniformly <1 I'm; hence a single mineral or glass grain may 
be "thin" with regard to more energetic characteristic X-rays 
of rock-forming elements but of intermediate thickness with 
respect to characteristic radiation from the lighter of such 
elements. This inherent departure from linearity of calibration 
can be accommodated, but not eliminated, by employing 
similar grain sizes in all samples. 

Our technique extends the work of McGinness et al. (9) and 
Chung et al. (3) to the light elements that constitute silicate 
rocks. Finely ground material is mixed with a solid internal 
standard, the mixture is spread with reproducible thickness 
using a dilute organic vehicle on an inorganic-free substrate, 
and the resulting samples are analyzed by wavelength-dis
persive XRF. 

EXPERIMENTAL SECTION 
Sample Preparation. Chemically diverse U.S. Geological 

Survey and National Institute of Standards & Technology ref
erence rocks, which are supplied as finely ground. homogeneous 
materials, were used in this calibration; consensus values for their 

© 1989 American Chemical Society 
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Table I. Maximum Thickness (jlm) of Continuous Mineral Films That Cause ::51 % Deviation from Linearity in Counts per 
Second vs Concentrationa 

mineral Na K" MgK" AIK" SiK" KK" CaK" TiK" Fe K" 

quartz 0.15 
albite 0.07 0.15 0.13 
orthoclase 0.07 0.16 0.14 0.54 
labradorite 0.07 0.14 0.13 0.70 
NBS-278 (glass) 0.07 0.16 0.14 0.54 3.1 
muscovite 0.14 0.12 0.53 
biotite 0.07 0.10 0.11 0.52 1.0 1.8 
hornblende 0.07 0.10 0.11 0.62 0.9 1.9 
pigeonite 0.06 0.10 0.60 1.7 
enstatite 0.08 0.10 2.9 
forsterite (Fo,,) 0.07 0.10 2.9 

a Mineral composition data are from Deer et a1. (5). Geometry of the incident and takeoff angles of the X-ray fluorescence unit are 
included in the above calculation. Only those minerals containing> 1 wt % of the element as an oxide have thicknesses tabulated. 

compositions are tabulated by Abbey (10). Both the La,03 used 
as the internal standard and the silicic acid used in calibration 
were reagent grade, with the latter having a composition <0.06% 
nonvolatile with HF. The La,03 and silicic acid were ignited at 
850°C before use. All samples were ground under acetone in an 
automated rotary alumina mortar and pestle for 20-30 min and 
dried at 120°C. Comparison of the AI count rate for SiO, ground 
in the alumina and in an agate mortar and pestle showed no 
detectable Al contamination. Scanning electron microscopy in
dicates that both La,03 and SiO, grain sizes are <1 I'm. 

La,03 was chosen as an internal standard for analysis of major 
elements because it has minimal potential for emission line 
overlap, as demonstrated by its routine use as a heavy element 
absorber in borate fusion XRF analysis of rocks. La203 was mixed 
with the ground rock in a ratio of 1 part by weight La,03 to 4 
parts rock and thoroughly homogenized in a plastic vial in a shaker 
mill. The ratio of La,03 to rock chosen here gives a convenient 
La counting rate without significant atomic dilution of the sample; 
the greater density of La,03 than the rock also minimizes dilution. 

The substrate upon which the thin specimen was subsequently 
drawn was cleaned and then flattened by capillary adhesion to 
a glass plate. Both 13 I'm (0.0005 in.) and 25 I'm (0.001 in.) thick 
Mylar were used as substrates and found to be suitable; little 
difference in scattered radiation background count rates Was found 
between the two thicknesses of Mylar. Each lot of film has to 
be checked for measurable quantities of undesirable inorganics 
(11), however, since Ca was found to be in unacceptably high 
concentrations in some Mylar. 

A 60-mg sample of powder was placed in a 3-mL Wheaton 
V-vial and the powder wetted with 3/4 mL of acetone. A 3/4-mL 
portion of a commercial, major-element-free alkyd resin spar 
varnish was added with a disposable syringe, and the resulting 
mixture was vigorously mixed and homogenized by drawing the 
slurry in and out of the V vial using another disposable syringe 
with an 18-gauge pipetting needle. The vial and its contents were 
kept near 0 °C in an ice water bath to increase the viscosity of 
the organic vehicle. 

While the powder I varnish mixture was still very well dispersed 
in the syringe, several drops were applied on the Mylar substrate 
before the opening of a Gardner/Neotec Bird film applicator. 
With slight downward pressure, a thin-specimen film was created 
by quickly drawing the applicator by hand for a distance of at 
least 12 cm along the Mylar. The sample was then transferred 
to a lint-free cardboard backing, covered to prevent contamination, 
and dried at ~50 °C. An applicator with 13 I'm (0.0005 in.) "wet 
film thickness" was used to produce the films analyzed; a 38-l'm 
(0.0015 in.) applicator was found to yield unsatisfactory results 
since it created specimens that showed light element X-ray ab
sorption. The manufacturer of the applicator, which is commonly 
used for quality control in the paint industry, notes that the actual 
clearance of the casting knife is approximately double the "wet 
film thickness" specification. 

The undiluted spar varnish used in this experimentation had 
""",55 wt % nonvolatile material; several other commercial clear 
gloss finishes were also determined to have minimal or no content 
of the inorganics to be analyzed and thus would also potentially 
be suitable for this purpose. These commercial fmishes typically 

are nitrocellulose andlor alkyd-modified polyurethane in a variety 
of solvents. The 1:1 dilution chosen is not critical insofar as X-ray 
absorption is concerned, since experiments with 5 parts varnish 
to 3 parts acetone as a vehicle had no effect on the count rate 
of Na versus the more energetic X-rays from heavier elements. 

Scanning electron microscopy of the samples thus prepared 
showed that more than 90% of the area of the film produced was 
composed of a monolayer of particles <1-2 I'm in maximum 
dimension dispersed in the organic vehicle. Occasional mineral 
grains >2 JLm in maximwn dimension were noted; rarer were clots 
composed of several grains. 

XRF Analytical Procedure and Data Reduction. An au
tomated Siemens SRS-1 sequential wavelength XRF spectrometer 
with 10-position sample changer was operated with a Cr tube at 
41 kV and 36 rnA. Samples were cut from the Mylar film with 
a scalpel, placed sample-side toward the beam, and held in place 
with plastic retainers. Scatter of radiation to the detector was 
minimized by using carbon sample cups with no tops and a 23 
mm diameter mask over the tube window that limited the irra
diation area to the opening in the sample cups. 

The Ka peak and one background position were counted for 
100 s for all elements but Na and Mg; the K" peak, two back
ground positions, and 200-s counts were employed for Na and Mg. 
Any instrumental count-rate drift was compensated by ratioing 
to the temporal change in counts of a high count-rate element 
in a synthetic counting standard in the sample changer. Multiple 
thin-specimen films of each standard were prepared and two 
samples from each film counted. Standard pulse height dis
crimination was employed. 

The thin-sample films were robust in the beam: repeated 
ratioing of Na counts in a silicate mineral to La counts in the 
internal standard in a single fihn for 11/, h showed only statistical 
variations in counts recorded. 

After subtraction of the off-peak background, a correction was 
applied to the data on an element-by-element basis to take into 
account contamination by or additional scatter from the varnish 
and L",,03, potential additional absorption by the sample of X-rays 
scattering from behind the sample, andlor potential additional 
scattering by the sample. This correction was determined from 
counting blanks which consisted of thin-specimen fihns containing 
only SiO, (with and without La,03), and films with La,03 only 
but in the same proportion as in the thin-specimen films with 
sample. In each case, counts from the blanks were subtracted 
from the background-corrected intensities; these corrections were 
relatively minor and made slight statistical improvement in 
calibration. 

The average counts per second of the La internal standard for 
all samples was then determined, and all intensities were sub
sequently normalized to this average to remove variations inherent 
to producing the thin specimens. Consistent procedure yielded 
the same La average counts per second from month to month, 
within one standard deviation. 

RESULTS AND DISCUSSION 
Parameters derived from linear regression analysis for the 

major elements in silicate rocks except for Si are given in Table 
II. The ranges of concentrations for the elements shown in 
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Table II. Detection Limits and Results of Linear Regression Analysis on Counting U.S. Geological Survey Reference Rocks 
BCR-l, DNC-l, DTS-l, and GSP-l, National Institute of Standards & Technology Standard Reference Material 278, and SiO," 

range of slope 
range of normalized detection [sensitivity], 

oxide conen, wt % count rate, countsjs limit,wt % (counts/s)/wt % intercept, countsfs corr coeff 

Na,O 0-4.84 -2.0-39.2 0.17 8.05 -1.4 0.99969 
MgO 0-49.80 -0.2-730.7 0.13 14.1 -5.3 0.99910 
Al,Oa 0-18.36 0.5-562.5 0.06 24.0 11.4 0.99323 
K,O 0-5.51 -6.1-2637 0.003 471.2 7.4 0.99949 
CaO 0-11.31 4.7-4155 0.005 366.4 2.9 0.99969 
TiO, 0-2.26 -5.4-863.8 0.007 377.5 -7.6 0.99966 
Fe,Oa 0-13.41 -2.6-562.5 0.08 40.9 -5.2 0.99903 

a Linear regression data for Si02 are omitted, due to curvature in the calibration (see text), The range of Si02 covered in experimentation 
is 47.20-100 wt %, and its normalized count rate was 614.0-2022 counts/so The detection limit for Si02 was ""'0.08 wt %. All regressions are 
on 36 data points. 

Table II span the range commonly encountered in silicate 
rocks. Compositions of the major elements in silicate rocks 
are conventionally given as oxides, and that convention is 
followed here. 

Fe and Ti Ka characteristic radiation are energetic enough 
such that maximum thicknesses d j for thin film behavior 
(Table I) are greater than the grain sizes employed here; a 
linear response of counts per second versus weight percent 
is thus expected. Table II shows the data from one calibration; 
Ti, heing in lower concentration than Fe in most rocks but 
being much more efficiently excited by the Cr XRF tube, 
shows much greater sensitivity. 

Thicknesses for K and Ca given in Table I are less than or 
approximately equal to the dimensions of our grains as seen 
under the scanning electron microscope. Although thicknesses 
"'d j increase the possibility of nonlinear response, analyzing 
similar grain sizes in all samples offsets the tendency toward 
nonlinearity of response. A typical calibration is shown for 
Ca (Figure 1); results of linear regression analysis for both K 
and Ca are given in Table II. Regression shows that the 
responses by K and Ca are indeed satisfactorily represented 
by linear fits. 

Na, Mg, AI, and Si are all within the range of thickness 
between dj and d, and thus may give nonlinear response. For 
Na, as for K, only a limited number of common rock-forming 
minerals have significant (> 1 wt % as oxide) concentrations; 
hence in materials ground to similar grain sizes, the signal 
generated will largely be in response to the number of 
fluoresced grains and only secondarily influenced by varying 
mineralogy. The necessity for similar grain size is implicit 
in the work of Holmes (12). Even as mineralogy of igneous 
rocks changes, the data in Table I show that the J1.P of the 
Na-containing minerals remains approximately constant. 
Linear response might thus be expected for uniform grain size 
samples, and the data in Table II show that to be the case. 

Although a number of minerals tabulated in Table I contain 
Mg, only a limited number of them will occur in a single rock. 
The calculated d j values of Mg-bearing minerals in Table I 
are almost identical. Hence grinding grains to similar di
mensions will give X-ray counting rates that respond primarily 
to dilution of the very few Mg-bearing phases and will tend 
to yield linear responses. The data presented in Table II hear 
this out. There is a gap in the calibration between ",10 and 
",43 wt % MgO, reflecting the fact that whole rock compo
sitions within that range, and hence available standards, are 
uncommon. 

Si is an essential component in a wide variety of phases in 
a single silicate rock and thus grinding to uniform grain size 
will not completely overcome the problem of grain dimensions 
larger than dj • Al may be similarly affected. Since the rocks 
used in our calibration span a very wide range of the com
positions of silicate rocks commonly encountered, there will 
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Figure 1. Calibration for Ca expressed as weight percent Ca~. Counts 
per second in this and Figure 2 are normalized to the average counts 
per second of the internal standard, La. Line in this figure is a linear 
regression. Samples, in increasing concentration, are Si02• OTS-1, 
NBS-278, GSP-1, BCR-1, and DNC-1. 

be a maximum variation in mineralogy in the rocks used here. 
The variety of mineralogy includes NBS-278, which is largely 
a silicate glass. The data in Table I reflect this variation in 
J1.P by showing a 50% range in d j for Si and AI. 

Although the number of major Si-bearing phases in a given 
rock will be limited, the mineralogy of silicate rocks is such 
that the lower the Si02 content of the rock, the greater the 
content of minerals that have lesser dj• As the grain dimension 
increasingly exceeds d], the count rate will not increase pro
portional to the content of the lighter elements Si and AI. The 
sensitivity, i.e. the (counts per second)/(weight percent), will 
decrease. The slope of the curve that best fits the data will 
thus decrease as the Si02 content decreases. This is reflected 
in Figure 1. Linear regression data for Al are given in Table 
II, since no curvature was found for that element, but linear 
regression data for Si are not shown in Table II because the 
expected curvature was encountered. 

Since the Si data show nonlinearity due to thickness ex
ceeding the criterion for db a nonlinear regression was per
formed by using both the first and second terms in the power 
series expansion of (1 - exp [J1.pd]) / J1. (3). The expression, of 
the form y = ao + a,x(1 + a,b), was fit to the data by using 
a commercial statistical software package, and the resulting 
curve, which reduces the mean square of the residuals, is 
shown in Figure 2. 

Optimal thin-specimen calibration for Al and Si in rocks 
will be obtained from reference rocks containing only similar 
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Figure 2. Calibration for Si expressed as weight percent Si02" Line 
shown is a nonlinear regression (see text). Samples, in increasing 
concentration, are DT8-1, DNC-1, BCR-1, GSP-1, NBS-278, and SiO,. 

mineralogies. Such a limited-range linear calibration for Si 
and Al should yield as satisfactory results as the full-range 
calibrations shown for the other major rock-forming elements. 
For such calibrations, however, the linear regressions will not 
necessarily pass though the origin. This will be especially so 
for Si, since silicate rocks rarely have <40 wt % Si02; linear 
extrapolation to the origin will be considerably outside the 
range of calibration. 

Lower limits of detection shown in Table II are calculated 
according to Tertian and Claisse (ref 13, p 351). These are 
to be compared with detection limits tabulated for analysis 
of whole rock pressed powders (14) with thickness »d,. 
Detection limits in Table II are comparable to those for in
finitely thick samples for Ti and lighter, i.e. those elements 
for which our grain thickness is similar to or greater than d). 
Only for Fe is the lower limit of detection significantly better 
for infinitely thick samples. 

Tertian and Claisse (ref 13, p 302) calculate sensitivity for 
thin specimens for a excitation at 45 kV with a Cr target, 
conditions almost identical with those adopted here for ex
perimentation. In order to compare our experimental data 
with their predictions, sensitivities given in Table II in (counts 
per second) / (weight percent) oxide were converted to (counts 
per second) / (weight percent) of the element. Linear regres
sions were fit to the Si data of Figure 1 in order to compare 
sensitivities; 22.8 (counts/s)/wt % oxide sensitivity (with 
correlation coefficient 0.99744) was found. 

Tertian and Claisse (13) present their data as the reciprocal 
of sensitivity and normalize to Ti as 1. Our sensitivities are 
greater than their predictions (Figure 3), except for Si which 
is equal, regardless of whether our thicknesses are less than 
or greater than d). Nevertheless, our sensitivities are quite 
close to the theoretical predictions and show that the Tertian 
and Claisse calculations can be used to assess sensitivities for 
elements not covered in this investigation. Similarly, these 
predictions can be used in extending the technique of thin-
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Figure 3. Reciprocal of sensitivity, normalized to Ti = 1, as a function 
of atomic number. Solid symbols with solid line are derived from 
sensitivities given in Table 11. Sensitivity for Si is discussed in the text. 
Open symbols with dashed line are predicted sensitivities for approx
irrJately the same experimental cor1<mions from Tertian and Claisse (13). 

specimen XRF to bulk materials other than silicate rocks. 
The technique developed here provides a versatile method 

for analyzing for the major elements in silicate rocks and, with 
due attention to the limiting effects of mass absorption, for 
accurately analyzing many other bulk and heterogeneous 
solids. Preparation is minimized, with the critical factor being 
similar grain size distributions for both reference standards 
and unknowns. The samples produced are durable to the 
vacuum and X-rays of the spectrometer; even Na, which is 
difficult to analyze by XRF fusion (15), is readily determined 
due to enhanced signal to background ratios, and calculations 
are minimized due to linear calibrations. 
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Determination of Total Inorganic Carbon in Aqueous Samples 
with a Flame Infrared Emission Detector 
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Department of Chemistry, Baylor University, Waco, Texas 76798 

A specially designed system, using a flame infrared emission 
(FIRE) detector, was developed to permit the determination 
of total inorganic carbon (TIC) in water samples. Carbon 
dioxide, released from 1.0-mL samples upon acidffication, was 
purged from solution with He and excited in a hydrogen/air 
flame. The carbon dioxide emission intensity at 4.42 ILm 
(2264 cm-') was monitored by use of a lead selenide detector 
In conjunction with a 4.4-lLm band-pass optical filter. Peak 
emission intensity measurements from multiple injections of 
1.0-mL water samples gave a relative standard deviation of 
1.35%. The average relative standard deviation of the TIC 
measured wHh the FIRE system was found to be 0.89 %. The 
accuracy of the FIRE technique was determined by com
paring the FIRE-TIC results with those obtained by total al
kalinity tltrallons for five natural water samples and was found 
to be 1.22 %. The detection limit for the system was found 
to be equivalent to 3.05 X 10-2 mM Na2CO, and calibration 
curves were linear up to 50 mM Na2C03• Elevated levels of 
purgeable organic compounds were found to be a potential 
Interference In the determination of TIC with the FIRE sys
tem. 

INTRODUCTION 
Carbonate (CO,'-), bicarbonate (HCO,-), and dissolved 

carbon dioxide (H2CO,*) are found in natural water sources 
and originate primarily from soluble minerals, the action of 
microorganisms, and the atmosphere, which contains carbon 
dioxide from many sources including photosynthesis and the 
combustion of fossil fuels (1). The sum of these three car
bon-containing species, CT 

CT = [H2CO,*] + [HCO,-] + [CO,'-] (1) 

(where [H2C03*] represents the total analytical concentration 
of dissolved CO2, whether hydrated or not) is generally referred 
to as total inorganic carbon (TIC). 

The presence of soluble carbonates and bicarbonates in
creases the capacity of water to neutralize acid and, thus, 
affects the pH and mineral content of the water. Since the 
concentrations of carbonate and bicarbonate also determine 
the scale-forming, corrosive, and coagulation/flocculation 
properties of water (2), the measurement of TIC is of fun
damental importance in many environmental and industrial 
areas including oceanography (3, 4), water resource manage
ment (5), and water/wastewater treatment (2, 6). 

Numerous analytical methods have been developed for the 
determination of TIC in water samples. Direct methods for 
TIC include chromatographic separation procedures (7, 8), 
spectrophotometric titrations (9-11), and nondispersive in
frared absorption measurements of evolved CO2 gas (12, 13). 
However, since these direct methods tend to be time-con
suming, tedious, and/ or expensive, the most commonly used 
method for TIC determination is indirect and involves the 
measurement of the total alkalinity present in the solution. 

Total alkalinity is defined as the quantitative capacity of 
water to neutralize strong acid (6). If it is assumed that the 
only Brensted bases in the water sample are hydroxide, 
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carbonate, and bicarbonate (as is the case for many surface 
waters), then the total solution alkalinity will be given by 

[total alkalinity] = CT(a, + 2a2) + [OH-] - [H+] (2) 

where '" and a2 represent the fraction of total inorganic carbon 
present as bicarbonate and carbonate, respectively 

[HCOs-] 
al=~= 

[CO,'-] K,K2 

CX2 = -----c:;- = [H30+F + K 1[H
3
0+] + KIK2 

(4) 

and K, and K2 are the first and second dissociation constants 
of carbonic acid. 

Previously developed methods for total alkalinity deter
mination include measurement of the specific conductance 
of the solution (14) and titration of the water sample to a 
preselected end point using a strong acid and an indicator such 
as methyl orange or a potentiometer (5, 15). For natural water 
samples, the preselected end point may vary between 5.1 and 
4.5 pH units and depends on a number of factors including 
the concentration of CO2 expected at the final stage of the 
titration (5). For some complex industrial wastewater samples, 
however, the titration end point may be as low as 3.7 pH units 
(5). Knowledge of the solution alkalinity (I.e., milliequivalents 
of acid added to the sample to obtain the desired pH) and 
the pH of the solution prior to titration allows the TIC to be 
determined from the equilibrium relationships between CO2, 

HCO" and C03
2- or from a graphical representation of these 

relationships, as in a Deffeyes diagram (16). 
In order to maintain standards of taste, odor, and levels of 

dissolved minerals, the EPA has established a primary 
drinking water regulation that requires monitoring of total 
alkalinity by every municipal water treatment plant in the 
country (2). Solution alkalinity is also routinely monitored 
in many applications where the corrosive and scale-forming 
tendencies of water must be controlled. It should be borne 
in mind, however, that because alkalinity is an aggregate 
property of the water, alkalinity determinations are subject 
to many interferences, and the results can be strictly related 
to TIC only when the entire chemical composition of the water 
is known. Furthermore, since proper selection of the end-point 
pH requires prior knowledge of the water composition, the 
great variation in sample characteristics introduces a con
siderable uncertainty in the final results. For example, the 
flocculating properties of clay-based drilling muds used in 
petroleum recovery is highIy dependent on TIC, but alkalinity 
titrations provide only a very approximate idea of the true 
TIC content of such complex samples (17). Thus, there is a 
real need for a direct method of TIC determination which is 
quick, simple, inexpensive, reproducible, and not subject to 
the uncertainties resulting from sample variability. 

This paper reports the development of a new method for 
the direct determination of TIC based on the principle of 
flame infrared emission (FIRE) detection first described by 
Busch and Hudson (18, 19). In essence, the FIRE-TIC in
strument consists of two commercially available purge devices 
coupled to a FIRE detector. Water samples are acidified in 

© 1989 American Chemical Society 
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A B 
Figure 1. Schematic diagram of FIRE instrument for determination 
of total inorganic carbon in water samples: purge section (1A), FIRE 
detector (1B); He, helium cylinder; R, regulator; M, flowmeter; V" V" 
three-way valves; S, rubber septum, G, glass frit; Ps, sample purge 
device; PR• reference purge device; H2• hydrogen cylinder; Air, air 
cylinder; B, burner; L, CaF, lens; C, chopper; F, band-pass filter; D, 
PbSe detector; PS, power supply; PA, preamplifier; LIA, lock-in am
plifier; RII, recorder-integrator. 

the purge device to convert bicarbonate and carbonate to 
carbon dioxide. The total CO2 is then purged from the sample 
cell by using an inert carrier gas and introduced into a low
background hydrogen/ air flame where vibrational excitation 
of the CO2 molecule occurs. Direct determination of total 
inorganic carbon, as carbon dioxide, is accomplished by 
monitoring the 4.42-ILm infrared emission intensity from the 
excited CO2 molecule. Previous work in this laboratory has 
demonstrated that the 4.42-ILm asymmetric stretching vi
bration of carbon dioxide is analytically useful due to its 
relatively high emission intensity and its freedom from other 
strong overlapping infrared emission bands produced by the 
hydrogen/air flame (18, 19). The FIRE detector consists of 
a miniature capillary-head hydrogen/air burner, an optical 
collection lens, a band-pass filter to isolate the 4.42-ILm CO2 
emission band, and a PbSe photoconductive detector. 

EXPERIMENTAL SECTION 
Apparatus. A schematic diagram of the FIRE-TIC instru

ment, shown in Figure 1, has been divided into two principal 
sections for purposes of discussion. Figure 1A shows the CO2 
generation and purging portion of the apparatus, and Figure 1B 
shows the FIRE detection system. 

Purge Apparatus. Two purge devices (Model 991710, Wheaton 
Scientific, Millville, NJ) were connected together in parallel with 
3.2 mm o.d. polyethylene tubing and two, three-way valves (Model 
B-42XS4, Whitey Co., Highland Heights, OH). Eacb purge device 
consisted of a 5-mL, demountable glass tube, equipped with a 
fritted glass disk, and an inlet and outlet opening for the purge 
gas. A third opening at the top of the purge device was fitted 
with a rubber septum (Model Z12,433-8, Aldrich Co., Milwaukee, 
WI) and used for sample introduction. The purge tube with its 
associated frit was attached to the purge device with plastic 
screw-caps and could be disconnected for cleaning between sample 
injections. Water samples and sulfuric acid aliquots were injected 
into the purge tubes with a glass syringe (water sample syringe, 
Model 1002, Hamilton Co., Reno, NV; acid syringe, Model 2300, 
Becton-Dickinson & Co., Rutherford, NJ). 

The pressure of the helium purge gas was regulated at 0.75 atm 
with a three-stage regulator constructed by coupling a single-stage 
regulator (Model 6200, Rexarc Co., West Alexandria, OH) to a 
conventional dual-stage unit (Model 2068, Rexarc). The helium 
flow rate was monitored with a Brooks Instrument flowmeter 
(Model 11l0-05F1A1A Brooks Instrument Division, Emerson 
Electric Co., Hatfield, PAl corrected for helium. The output of 
the helium flowmeter was connected to the purge device with 6.4 
mm o.d. polyethylene tubing and Swagelok fittings (Crawford 
Fitting Co., Solon, OH). 

FIRE Detection System. The components of the FIRE de
tection system were mounted on a 39.5 X 29.1 x 2.0 em aluminum 
plate and consisted of a hydrogen/air burner, collection lens, 

optical chopper, optical band-pass filter, and PbSe detector. The 
associated electronics included a preamplifier, lock-in amplifier, 
and recorder/integrator. 

The premixed hydrogen/ air, capillary-head burner was fa
bricated from an aluminum block and has been described pre
viously (J 9). The burner head consisted of a circular array of six 
stainless-steel capillary tubes surrounding a seventh capillary, each 
having a 0.6 mm i.d. Fuel and oxidant gases were premixed within 
the burner body and introduced through the six outer capillaries. 
The center capillary was connected to the outlet valve of the purge 
assembly with a modified Swagelok male connector and 3.2 mm 
o.d. Teflon tubing. With this design, the sample and purge gases 
could be introduced directly into the flame without premixing 
with the fuel and oxidant gases. The burner was enclosed with 
an aluminum shield and chimney assembly to minimize signal 
fluctuations resulting from air drafts and changes in ambient 
temperature conditions. 

As in the case of the helium purge gas, pressure regulation of 
the fuel and oxidant gases was accomplished through three-stage 
regulation. A hydrogen dual-stage regulator (Model 2067HY, 
Rexarc) was coupled to a hydrogen-line regulator (Model 6203, 
Rexarc), and an air dual-stage regulator (Model 2067 A, Rexarc) 
was coupled to an air-line regulator (Model 6200, Rexarc). The 
hydrogen and air flow rates were controlled with variable area 
flowmeters (Models J3216-06 and J3216-16, respectively, Cole
Parmer Instrument Co., Chicago, IL). Fuel and oxidant gases 
were used without purification to remove residual carbon dioxide 
which might be present. 

The optimum flow rates for hydrogen and air were determined 
to be 324 and 754 mL/min, respectively. These flow rates cor
respond to a fuel-to-air ratio of 3:7 and were chosen because they 
produced the lowest flame background noise signal without flame 
lift-off from the burner head. 

The infrared emission from the flame was collected and directed 
onto the detector by using an F /2, 5-cm focal-length, CaF21ens 
(part 43150, Oriel Corp., Stratford, CT). A laboratory-constructed 
chopper modulated the infrared radiation at 575 Hz. The 4.42-ILm 
CO2 emission band was isolated optically by means of a 4.4-l'm 
optical band-pass filter (part 58300, Oriel) placed immediately 
before the detector. A PbSe photoconductive cell (part P2038-01, 
Hamamatsu Corp., San Jose, CAl, operated at a 30-V bias po
tential, served as the infrared detector. 

The preamplifier circuit used with the PbSe detector has been 
previously described (18). The preamplified signal was demod
ulated by a lock-in amplifier (Model 3962, Ithaco Corp., Ithaca, 
NY) and recorded on a plotter/integrator (Model HP3396A, 
Hewlett-Packard Corp., North Hollywood, CAl. A 1-s time 
constant was employed in the lock-in amplifier for all measure
ments. 

Reagents. All chemicals were A.C.S. reagent grade and were 
used without further purification. Stock solutions of 4.0 and 10.0 
mM Na2CO, (Mallinckrodt, Inc., St. Louis, MO) were prepared 
by dissolving primary standard Na2CO" dried at 110°C for 24 
h, in deionized water. The laboratory deionized water was further 
conditioned by passing it through two mixed-bed deionizing 
columns. Standard Na2C03 solutions, having concentrations of 
0.1,0.5, 1.0, 2.0, 4.0, 5.0, 8.0, and 10 mM, were prepared imme
diately before use by diluting aliquots of the stock solutions to 
the appropriate volumes. 

Procedure. Natural water samples were obtained from several 
local sources and stored according to standard procedures (5). 
For alkalinity-determined TIC, the water samples were titrated 
with 0.0219 N H2S04 to an end point of 4.8 pH units. A Fisher 
Accumet Model 825MP pH meter was used for all measurements. 

For TIC determinations performed with the FIRE-TIC system, 
one of the purge devices (Figure 1A) served as the sample chamber 
while the other served as the reference chamber. As part of the 
warm-up procedure, He purge gas was directed through the sample 
purge tube by using the dual, three-way valve system, and a 2-mL 
volume of deionized water was injected onto the frit of the ref
erence purge tube with a syringe. The He gas was then rerouted 
through the reference purge tube, the flame lit, and the FIRE-TIC 
instrument allowed to warm up until a stable base line was ob
tained On the chart recorder. 

When the instrument had stabilized, a O.5-mL volume of 3 M 
H2S04 (Mallinckrodt) was introduced onto the frit of the sample 
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Figure 2. Fourier-transform infrared spectra from 3000 to 1000 cm-1
. 

(A) and (C) are emission spectra plotted on the same relative intensity 
scale (not corrected for instrument response). (A) Flame infrared 
emission from a hydrogen/air flame containing carbon dioxide showing 
the strong CO 2 asymmetric stretching vibration at 2264 cm-1. (8) 
Transmission spectrum of the band-pass filter used in the FIRE de
tector (maximum transmission at 4.42,urn 75% T, <0.10% T else
where). (C) Flame infrared emission from a hydrogen/air flame in the 
absence of carbon dioxide showing the background emission from 
water. 

purge tube. The He flow was then switched from the reference 
to che sample chamber, and the acid was purged with helium for 
approximately 30 s, With He flow maintained, a 1.0-mL volume 
of a carbonate-containing water sample was injected onto the 3 
M sulfuric acid aliquot contained in the sample purge tube. The 
carbon dioxide resulting from sample acidification was purged 
from the solution and carried into the flame where vibrational 
excitation occurred. Once the resulting infrared emission peak 
profile had been recorded, the sample purge tube was disconnected 
and rinsed with deionized water to remove the residual acid, and 
the process was repeated with subsequent standards to permit 
the preparation of a calibration curve of peak emission intensity 
versus concentration. 

Sample determinations were carried out with 1.0~mL sample 
volumes using the same procedure as used in preparing the 
calibration curve. Sample concentrations were read from the 
calibration curve by using measured peak heights. 

RESULTS AND DISCUSSION 

Instrumental Configuration. The FIRE-TIC detection 
system described in this paper has evolved over several years 
of development and represents the best of the various con
figurations that have been studied in this laboratory. The 
basic detection system, shown in Figure IB, was similar to that 
described earlier (19) with several modifications. As shown 
in Figure IB, a CaF 2 lens was added to improve the collection 
efficiency of the infrared radiation emitted by the flame. The 
location of this lens was determined experimentally by op
timizing the signal-to-noise ratio (SNR) obtained with the 
system. 

The optical band-pass of the FIRE detector was also 
modified over the previous design by replacing the short
wavelength cutoff filter (18, 19) with a narrow band-pass 
optical filter. With the short wavelength cutoff filter in place, 
the system had an optical band-pass that extended from 3.5 
(the cutoff for the filter) to 5.5 I"m (the cutofffor the PbSe 
detector). This band-pass, which was much wider than the 
4.42-l'm asymmetric-stretching band of carbon dioxide (Figure 

Figure 3. Photograph of the FIRE-TIC instrument showing the chimney 
and enclosure used to shield the flame. The front plate of the en
closure/chimney assembly has been removed to show the burner and 
lens. 

2A), included significant amounts of unwanted water emission 
bands (Figure 2C) and raised the detector background level 
considerably. 

A 4.4-l"m optical band-pass filter with a full-width at half 
maximum height (fwhm) of 0.15 I"m was selected to reduce 
the effect of unwanted flame background. Tilotta et aL (20) 
have shown by means of Fourier transform infrared spec
troscopy that at hydrogen/ air flame temperatures (approxi
mately 2000 °C) the carbon dioxide atmospheric emission 
bandhead is centered at 4.42 I"m with a fwhIrr of 0.211"m and 
the water emission bands occur in the 4.04-8.70-/lm spectral 
region. Figure 2B shows the spectrum of the 4.4-l"m band-pass 
filter over the spectral region from 3.33 to 10.00 /lill. Use of 
this band-pass filter was found to significantly reduce the 
detector signal arising from the flame background, thereby 
lowering the minimum detectable level of carbon dioxide that 
could be observed. 

Finally, the housing and chimney assembly shown in Figure 
3 were added to enclose the burner and the optical path to 
the CaF2 1ens. This shielding was found to significantly reduce 
flame-flicker noise due to air draf:s as well as long-term drift 
arising from extraneous organic contaminants found in the 
laboratory air. 

Sample Introduction. Although it is clear from previous 
studies (18, 19) that the FIRE detector should be capable, in 
principle, of determining the carbon dioxide liberated from 
an aqueous sample upon acidification, a key factor in the 
successful application of FIRE measurements to the deter
mination of TIC in water samples is the means used to in
troduce the liberated carbon dioxide into the flame. During 
the course of this study, two basic approaches were tested-the 
first employing a static equilibrium method and the second 
employing a rapid purge method. 

In the static equilibrium approach (21), a 100-mL sample 
of the TIC-containing water was acidified, and a mechanically 
driven propeller was used to equilibrate the resulting carbon 
dioxide between the solution and the head space above the 
liquid. After the propeller had been activated for a fixed time 
period, the head-space gas was flushed into the flame with 
an inert carrier gas. However, because the amount of carbon 
dioxide reaching the flame did not equal the total amount of 
carbon dioxide present in the system, sample sizes on the order 
of 100 mL were required for good detection limits. Fur
thermore, difficulties encountered in fabricating a "leak-proof' 
head-space analysis chamber resulted in reproducibilities of 
only about 3 %. 

In contrast, the purge-tube approach is a stripping method 
that is capable of removing dissolved carbon dioxide both 



1844 • ANALYTICAL CHEMISTRY, VOL. 61, NO. 17, SEPTEMBER 1, 1989 

rapidly and quantitatively. Rapid degassing produced more 
reproducible peak shapes, and quantitative stripping of the 
dissolved carbon dioxide allowed the sample size to be reduced 
by a factor of 100 compared with the head-space equilibration 
approach. 

The commercially available purge devices used in this study 
were readily interfaced to the FIRE detector and were found 
to be effective in stripping the carbon dioxide gas from the 
aqueous samples. In addition to the sample purge device 
containing the water sample for TIC determination, a refer
ence purge device filled with degassed water was installed in 
order to maintain a constant flow of helium and water vapor 
to the FIRE detector between sample injections (Figure lA). 
The reference purge device was found to be useful in mini
mizing the difference between the base-line signal obtained 
with the helium purge gas flowing into the flame (during actual 
TIC determinations) and the signal obtained while the sample 
purge tube was disconnected. This base-line difference is 
presumably due to the cooling effects of both the helium purge 
gas and the water vapor on the hydrogen/ air flame. 

The concentration of CO2 in the flame, which gives rise to 
the total CO2 emission signal, is a function of the TIC in the 
water sample, the rate of CO2 degassing from the acidified 
water sample (which depends upon the sample introduction 
method), the transport rate of CO2 out of the purge device, 
and the dead-space volume in the purge apparatus. The 
dead-space volume was kept to a minimum by using small 
volume purge tubes and short lengths of narrow inside diam
eter polyethylene tubing for interconnections. 

The CO2 arising from the TIC present in these aqueous 
samples was purged into the FIRE detector by using helium 
gas. Faster helium flow rates produced more rapid stripping 
of the dissolved carbon dioxide, thereby increasing peak 
heights and SNR's, but also tended to force the sample out 
of the purge tube during the analysis. For the particular purge 
device used in this study, a helium flow rate of 55 mL/min 
was found to minimize the time required for removal of the 
CO2 from the water sample without risking sample loss. 

Poor regulation of the He flow rate was found to cause 
instability in the transport rate of the CO2 into the FIRE 
detector and resulted in increased variability in the measured 
peak emission signal. In order to maintain a stable helium 
flow rate, a line regulator was installed at the outlet of the 
two-stage helium regulator to provide additional regulation. 
Carbon dioxide gas purged into the flame under this triple
stage helium regulation produced peak emission signals with 
a variability of 30-50% less than those signals that were 
obtained under dual-stage regulation. 

System Performance, With the prototype system de
scribed in this paper, the total time required for signal ac
quisition from a sample was approximately 2.5 min (from 
sample injection to purge-tube disconnection and cleanup). 
Figure 4 shows typical CO2 peak shapes obtained from acid
ifying equivolume sample injections of different concentration 
Na2CO, solutions with 0.5 mL of 3 M H2S04, The small 
negative signals (below the base line) which precede the 
positive CO2 emission peaks coincide with the injection of the 
water samples and do not impair the measurement of peak 
height. Although the exact cause of the negative pen de
flections is not known, these "'inverse" signals may arise from 
the rapid injection of the water samples, which causes an 
amount of He proportional to the sample volume to be in
stantaneously displaced into the flame. The increase in helium 
may momentarily cool the flame and also displace the vertical 
height at which the maximum emission of the water back
ground occurs. Both of these factors reduce the flame 
water-band background emission signal. The slight tailing 
at the trailing edge of each of the peaks may result from 
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Figure 4. Carbon dioxide signal profiles obtained by acidification for 
a series of 1.0-mL injections of Na2C03 solutions with different con
centrations: A, 1.0 mM; B, 2.0 mM; C, 3.0 mM; D, 4.0 mM; E, 5.0 mM. 

mixing effects (exponential dilution) in the dead-space volume 
of the purge assembly. 

The reproducibility of the FIRE-TIC system was studied 
by recording the CO2 signals obtained from acidifying eight 
1.0-mL injections of a 4.0 mM Na2CO, standard. Since the 
FIRE detector has been reported to exhibit a mass flow-rate 
response (19), the area under the emission peak should be 
proportional to the total amount of CO2 gas liberated from 
the TIC in the water sample. As a result, it was anticipated 
that emission peak area measurements would be more re
producible than the corresponding emission peak height 
measurements. 

This was not the case, however, for measurements made 
with the present system. By use of the Hewlett-Packard 
HP3396A plotter/integrator, it was determined that the 
relative standard deviation (RSD) for the eight emission peak 
height measurements (measured from the base line "zero" level 
and ignoring the initial slight negative pen deflection) was 
1.35 %. By contrast, the RSD of the corresponding eight 
emission peak area measurements was 2.11 %. Since the signal 
profiles resulting from the purge-tube sample introduction 
system have nearly vertical leading edges, the difference be
tween the reproducibility in the peak area measurements and 
peak height measurements most probably occurs in the trailing 
edge of the peak profiles. This additional error apparently 
affects only the peak areas and may arise from irreproduci
bility in the mixing of the purged CO2 with the helium purge 
gas, pressure and flow rate fluctuations in the purge gas, or 
electronic difficulties in either measuring the peak area or 
recording the signal from the lock-in amplifier. 

Since the peak height measurements were consistently more 
reproducible for the standards and aqueous samples tested 
in this study, peak height measurements were used exclusively. 
For CO2 signals obtained after acidifying 1.0-mL injections 
of 4 mM Na2CO" signal-to-noise ratios were approximately 
262:1 (SNR"",). Based on these SNR's, it is believed that the 
reproducibility of the FIRE-TIC system is not limited by the 
FIRE detector itself, but rather by the sample introduction 
and/ or purge steps. 

The rubber septa at the column inlet joints allowed sample 
aliquots to be conveniently introduced into the purge tubes 
with a syringe. Similar to sample injections performed in gas 
chromatography, the reproducibility in sample injection 
volume and injection speed was found to be important in 
determining the reproducibility of the emission peak-height 
signal. The manufacturer's reported mechanical reproduc
ibility of the syringe used for water sample introduction was 
one percent and may partially account for the RSD in the peak 
height replications. Also, since peak heights were measured 
by using a millimeter scale, a reading error of ±0.5 mm is 
expected. Since the peak heights that resulted from the 4 mM 
Na2CO, injections were about 59 mm, this reading error 
amounts to approximately 1 %. 

Calibration curves for CO2 were prepared from acidified 
0.10-50 mM Na2CO, standards and were found to be linear 
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Table I. Comparison of TIC Results for Selected Water Samples 

method ra method JI' method III' 
water sample mM mM % RSD % reI error mM % RSD % reI error 

Hewitt tap 7.21 ± O.Old 7.26 ± 0.08d 1.10 +0.69 6.65 ± 0.10d 1.50 -7.77 
Waco tap 2.13 ± 0.01 2.11 ± 0.00 0.00 -0.94 1.75 ± 0.00 0.00 -17.84 
Lake Brazos 2.93 ± 0.01 2.96 ± 0.03 1.01 +1.02 2.61 ± 0.03 1.15 -10.92 
Brazos River 3.65 ± 0.01 3.73 ± 0.04 1.07 +2.19 3.32 ± 0.05 1.51 -9.04 
Bosque River 3.93 ± 0.01 3.98 ± 0.05 1.26 +1.27 3.56 ± 0.07 1.97 -9.41 

'TIC from total alkalinity determination. 'FIRE-TIC; aqueous sample added to purged acid. 'FIRE-TIC; acid added to aqueous sample. 
d Standard deviation of four determinations. 

(correlation coefficient of 0.9996). The linear regression 
equation for a typical calibration curve possessed a slope of 
14.65 mm/mM with a y intercept of 0.08 mm. The TIC 
detection limit for the FIRE-TIC system, defined as a con
centration producing a signal equivalent to twice the root mean 
square noise, was found to be 0.366 ppm C (corresponding to 
1.34 ppm CO2), This detection limit is believed to be governed 
by the noise present in the flame water-band background 
emission, which slightly overlaps the 4.42-l'm CO2 emission 
band. 

Precision and Analytical Accuracy. The analytical 
performance of the FIRE-TIC system was evaluated with five 
natural water samples collected from various locations around 
the Waco area. These water samples included tap water from 
the city of Waco and the nearby community of Hewitt, and 
water from Lake Brazos, the Brazos River, and the Bosque 
River. Tap water for the city of Waco can be classified as a 
surface water and is taken from Lake Waco, an artificial lake 
formed by damming the North Bosque River. Hewitt tap 
water is a groundwater that is taken from a deep water well 
supplied from the Hosston aquifer. These water samples are 
characteristic of those commonly found in Central Texas and 
are classified as very hard (hardness levels often in excess of 
300 mg of CaC03/L). 

Table I shows a comparison of the TICs determined by 
alkalinity titration (method·I) with those obtained by the 
FIRE system for four replications of the five natural water 
samples described above. The alkalinity titration measure
ments were converted into TIC values by using eq 2 and the 
initial pH values of the water samples measured prior to the 
titration. As shown in the table, each water sample was an
alyzed with the FIRE system by using two different sample 
introduction methods. In Table I, the method II denotes the 
TIC determined by introducing the sample according to the 
sequence outlined in the Experimental Section while method 
III denotes the TIC determined by introducing the acid into 
the purged aqueous sample. 

From the table, it can be seen that the precision of the TIC 
values obtained with the FIRE system is quite good regardless 
of the method of sample introduction, although method II 
values have a slightly better precision (average RSD 0.89%) 
than method III values (average RSD 1.23%). The accuracy 
obtained with the two methods of sample introduction is 
dramatically different, however. Taking the alkalinity TIC 
values as the "true" measurement of the solution TIC, it can 
be seen that the average relative error for the five water 
samples obtained by using method III is 11.00% low. By use 
of the sample introduction procedure denoted in method II, 
the average relative error for the five water samples is only 
1.22%. 

The low TIC values obtained by purging the water samples 
before acidification (method III) undoubtedly result from the 
loss of CO2 by degassing. This loss was unavoidable with this 
sample introduction method because the purge gas must be 
allowed to flow through the sample purge device for a time 
period sufficient to give a stable base line before the acid is 

added. While addition of NaOH prior to purging would 
convert dissolved CO2 to carbonate and so avoid losses from 
degassing, this procedure is subject to interferences from 
carbonate contamination in the NaOH solution and from 
further solubilization of carbon dioxide present in the air. 
Alternatively, degassing loss can be avoided with the present 
system by adding the sample to the acid (method II). With 
this procedure, the sulfuric acid in the purge tube is stripped 
of any dissolved CO, and a stable base line is obtained prior 
to injecting the water sample. 

To assess the accuracy of the FIRE system, it should be 
emphasized that the reference method (alkalinity titration, 
method I) is not totally error free. Even in the absence of 
interferences (other Bronsted bases), TIC determinations 
based on alkalinity titrations require an additional mea
surement (usually pH) to convert the titration value into TIC. 
The need for two measurements increases the errors associated 
with alkalinity titrations as a means of TIC determination. 
With this in mind, the agreement between the TIC values 
obtained by titration with method II is quite good. 

Interferences. It is well-known that the presence of other 
protolysis systems such as borates, phosphates, and ammonia 
can lead to errors in TIC determinations by means of alkalinity 
titrations (5). The presence of additional unsuspected 
Bremsted bases invalidates the proton condition given in eq 
2 and leads to incorrect TIC values by titration. Since the 
concentrations of borate, phosphate and ammonia present in 
natural water samples can reach levels as high as 5 mg/L B 
(5),0.4 mg/L P (22), and 30 mg/L N (5), respectively, the 
effect of these potential interferents on the FIRE-TIC de
terminations was studied. 

To determine the effect of these non-carbonate bases on 
the TIC measurements performed with the FIRE system, TIC 
determinations were performed on 4 mM Na,C03 standards 
which had been spiked with each of these three bases in 
amounts 10 times greater than the maximum concentration 
expected for natural waters using the sequence outlined in 
the Experimental Section. Since no differences were observed 
between the peak height signals in the spiked water samples 
compared with the unspiked samples, it was concluded that 
the presence of ammonia, phosphate, and borate in natural 
water samples will not give rise to an interference with the 
FIRE-TIC system. 

Although the presence of ammonia, phosphate, and borate 
does not lead to interferences with the FIRE-TIC determi
nations, the presence of purgeable organic compounds (POC's) 
could lead to errors with the FIRE system if the organics are 
stripped from solution and combusted to CO2 in the flame. 
In order to determine the extent to which POC's may interfere 
with the TIC determinations performed with the FIRE sys
tem, 1.0-mL aliquots of water saturated with cyclopentane 
were injected into the purge tube and purged with He, and 
the resulting gases were introduced into the hydrogen/ air 
flame. (The solubility of cyclopentane in water is 0.01 % (w/w) 
(23), giving a solution concentration of approximately 100 
ppm.) The resulting carbon dioxide emission signals were 
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equivalent to those signals obtained from 1.0-mL injections 
of 12 mM Na,C03 solutions. This demonstrates that the 
presence of elevated levels of POC's in contaminated water 
can lead to significant positive errors in the TIC values ob
tained with the FIRE system. However, as indicated by the 
data in Table I, under normal conditions and using natural 
water samples, this interference does not appear to be too 
severe. Since the maximum contaminant level (MCL), for 
most volatile organics is regulated at levels well below 1 ppm 
(24), the positive error in the TIC values obtained with the 
FIRE system should not exceed 2% for drinking water. 

For those samples where elevated levels of POC's are ex
pected, some means of obtaining a corrected TIC signal must 
be used. One possibility is installation of an in-line hydro
carbon trap to prevent the organics from reaching the flame. 
Alternatively, a carbon dioxide trap (Ascarite) could be in
stalled between the purge assembly and the flame. If two 
injections of the water sample were made, one with and one 
without the trap, the difference between the two carbon di
oxide emission signals should give the corrected TIC mea
surement. These, and other approaches are currently being 
studied in this laboratory and will be presented in a future 
paper. 

CONCLUSIONS 
The FIRE detection system described in this paper has been 

shown to be a sensitive, reproducible, accurate, and direct 
means of determining total inorganic carbon in water samples. 
It is easy to use and requires only a I-mL sample for each 
determination. In its present stage of development in the 
laboratory, the time required for signal acquisition from a 
sample is 2.5 min from sample injection to purge-tube dis
connection and cleanup. The system is easily amenable to 
automation, however, and a multiple purge-tube version can 
easily be envisioned. The interference caused by purgeable 
organics in water opens up the possibility of developing a 
combined TIC/POC monitor, and we are currently investi
gating this possibility. 

LITERATURE CITED 
(1) Stumm, W.; Morgan, J. J. Aquatic Chemistry, 2nd ed.; John Wi1ey: 

New York, 1981; Chapter 4. 

(2) Introduction to Water Treatment: Principles and Practices of Water 
Supply Operations; American Water Works Association: Denver, CO, 
1984, Vol. 2, and 1982, Vol. 4. 

(3) Almgren, T.; Dyrssen, D.; Fonselius, S. In Methoos of Seawater Anal
ysis, 2nd ed.; Grasshoff. K., Ehrhardt. M., Kremling. K., Eds.; Verlag 
Chemie: Weinheim, Germany, 1983; Chapter 8. 

(4) Dyrssen, D.; Wedborg, M. Mar. Chern. 1982, 98, 183-185. 
(5) Standard Methods For the EXamination of Water and Wastewater, 

15th 00.; Greenberg, A. E., Connors. J. J .• Jenkins. D., Eds.; American 
Public Health Association, American Water Works Association, and 
Water Pollution Control Federation: Washington, DC. 1980; pp 
235-257. 

(6) Basic SCience Concepts and Applications: Principles and Practices of 
Water Supply Operations; American Water Works ASSOCiation: Den~ 
ver, CO. 1984. 

(7) Brandt, G.; Matuschek, G.; Kettrup, A. Fresenjus' Z. Anal. Chem. 
1985, 321, 653-654. 

(8) Park, K.; Kennedy, G. H.; Dobson, H. H. Ana/. Chern. 1964, 36, 1686. 
(9) Stuart, W. A.; Lister, A. R. Desalination 1970, 8, 69-72. 

(10) Graneli, A.; Anfa~, T. Anal. Chirn. Acta 1971, 91, 175-180. 
(11) Underwood, A. L.; Howe, L. H. Anal. Chern. 1962, 34, 692-694. 
(12) Van Hall, C. E.; Stenger, V. A. Anal. Chern. 1967, 39, 503-507. 
(13) Pobiner, H. Ana/. Chern. 1962,34,878-879. 
(14) Kramer. J. R. In Water Analysis; Minear, R. A., Keith, L. H., Eds.; 

Academic Press: New York, 1982; Vol. 1. Part 1. Chapter 3, 
(15) Faust, S. D.; Aly, O. M. Chemistry of Naturall1oaters; Ann Arbor Sci-

ence: Ann Arbor. MI, 1981; pp 128-139. 
(16) Deffeyes, K. S. Urnno/. Oceanogr. 1965, 10,412. 
(17) Garrett, R. L. J. Pet. Techno/. 1978, (June), 860-868. 
(18) Hudson, M. K.; Busch, K. W. Anal. Chern. 1987, 59, 2603. 
(19) Hudson, M. K.; Busch, K. W. Ana/. Chern. 1988, 60, 2110. 
(20) Tilotta, D. C.; Busch, K. W.; Busch, M. A. Appl. Spectrosc. 1989,43, 

704-709. 
(21) Busch, K. W.; Busch, M. A.; Kubala, S. W.; Ravishankar, M. 39th 

Pittsburgh Conference on Analytical ChemiStry and Applied Spectros
copy. New Orleans. LA, 1988; Abstract 709. 

(22) Manahan, S. E. Environmental Chemistry; Willard Grant Press: Bos
ton, MA, 1979. 

(23) High Purity Solvent Guide, 2nd ed.; Przybytek, J. T., Ed.; Burdick and 
Jackson Laboratories: Muskegon. MI, 1982; P 34. 

(24) Water Treatment Principles and Design; J. M. Montgomery, Consulting 
Engineers, Inc.; John Wiley: New York. 1985; Chapter 4. 

RECEIVED for review January 30, 1989. Accepted May 1, 1989. 
This work was supported by Baylor University Research 
Grants 012-S85-URC, 006-S87-URC, 007-F87-URC, and 
11.510. Portions of this paper were presented at the 39th 
Pittsburgh Conference & Exposition on Analytical Chemistry 
& Applied Spectroscopy (paper No. 709, February 24, 1988, 
New Orleans) and the 15th Annual Federation of Analytical 
Chemistry & Spectroscopy Societies Meeting (paper No. J05, 
October 31, 1988, Boston). 



Anal. Chem. 1989, 61, 1847-1851 1847 

Limitations of Spectrophotometric Multicomponent Analysis of 
Metal Ions with Mixed Reagents 

Matthias Otto' 

Department of Chemistry, Bergakademie Freiberg, Akademiestrasse 6, 9200 Freiberg, German Democratic Republic 

Wolfhard Wegscheider 

Institute for Analytical Chemistry, Micro- and Radiochemistry, Graz University of Technology, Technikerstrasse 4, 
A-8010 Graz, Austria 

SlmuHaneous analysis of metal ions is explored by means of 
a two-component reagent consisting of Tiron and 2-pyridine
aldoxime. The Influence of experimental conditions, i.e. pH 
and metal and reagent concentrations, on the spectral system 
Is studied by computer simulations in a model system con
taining six metal analyles and 24 equilibrium species in total. 
From this study an analytical procedure on the basis of 
multivariate calibration and data reduction with the partial 
least-squares algorithm Is derived that enables copper, iron, 
and titanium to be determined simultaneously in aluminum 
reference samples with mean relative errors of less than 
15%. 

M ulticomponent analysis (MCA) by means of spectropho
tometry in the UV-visible spectral range is used nowadays 
mainly for determining UV-absorbing compounds that are of 
practical importance in the pharmaceutical and c1inicial 
laboratory. For analyzing metal ions simultaneously by 
computer-aided spectrophotometric MCA, only few procedures 
have been proposed (1-4). This is reasoned by the fact that 
atomic spectrometric methods, ion chromatography, or also 
to some extent electroanalytical methods provide a powerful 
alternative to spectrophotometric determinations. However, 
the huge number of proposed spectrophotometric methods, 
their readiness for automation, and the need for dedicated 
systems in analytical process control, especially by using fi
ber-optical chemical sensors, justify further efforts for de
veloping spectrophotometric methods of MCA for determining 
metal ions in solutions. 

There are several problems with simultaneous determina· 
tions of metal ions in general. On the one hand, spectro
photometric reagents may be rather unselective; i.e., plenty 
of metals form complexes with very similar absorption spectra. 
Since such multicomponent systems have a very bad condi
tioning (in a mathematical sense), these systems are not ap
propriate for selective determination of metal ions by MCA. 
Typical reagents with such properties are derivatives of azo 
dyes, e.g. 4-(2-pyridylazo)resorcinol (PAR) or 4-(2-thiazolyl
azo)resorcinol (TAR), and of triphenylmethane dyes, such as 
Xylenol Orange or Bromophenol Blue. 

On the other hand, there are complex forming agents, such 
as 1,1O-phenanthroline, that form complexes with several 
metal ions, but only a few of them highly absorb in the visible 
spectral range. This again limits the number of simultaneously 
determinable metal species to, say, two or three, which might 
even have quite similar absorption spectra. 

In order to provide a basic means for spectrophotometric 
MCA of several metal ions, in this work the use of mixed 
organic reagents is proposed. The possibility of applying 
several reagents for spectrophotometric MCA of metal ions 
is derived from computer simulation of all the simultaneous 
equilibria in such a system. Optimum conditions are evaluated 

0003-2700/89/0361-1847$01.50/0 

for MCA of metal ions with the combined reagents Tiron 
(1,2-dihydroxybenzene·3,5·disulfonic acid, disodium salt) and 
2-pyridinealdoxime, and the possibilities of a PLS (partial least 
squares) (5-7) based determination of titanium, iron, and 
copper in aluminum alloys are reported. 

EXPERIMENTAL SECTION 
Apparatus and Computations. Digital values for absorbances 

were obtained from recording the spectra by means of a two~ 
channel Model SPECORD M40 spectrophotometer (VEB Carl 
Zeiss Jena). 

Simulations of simultaneous metal-ligand equilibria were run 
on an Atari 260ST computer with a Basic version of the algo
rithmically improved program COMICS (8). 

Multicomponent analysis was performed with the PLS al· 
gorithm (5, 2) on an IBMI AT computer in compiled Basic. The 
eigenvalues for reporting the condition number were calculated 
according to ref 9. Autoscaling was applied to all data before 
analysis. 

Reagents. Analytical reagent grade chemicals were used 
throughout the work. Buffer solutions were prepared from sodium 
acetate (saturated solutions) and diluted as appropriate. 

For preparation of stock metal ion solutions standard proce
dures were applied. 

The titanium solution (0.16 mg of Ti/mL) was obtained from 
0.1668 g of TiO, treated with a 10·fold amount of K,S,07 in a 
Pt crucible and heated up to dissolution in the melt. At the end 
of digestion some drops of concentrated sulfuric acid are added. 
The cooled melt is dissolved in 2 M H,S04 and made up to a 
volume of 100 mL. The fmal stock solution is prepared by further 
dilution of 8 mL of the titanium solution to 50 mL. 

Copper stock solutions (1 mg of Cui mL) were prepared by 
dissolving 0.2683 g of CuCI,·H,O in 100 mL of water. 

The iron solution (0.32 mg of Fe/mL) was made in a 250·mL 
flask from 0.968 g of FeCI3·H,O dissolved in 0.1 N hydrochloric 
acid. Before use the solution is diluted by a factor of 2.5. 

Aluminum Solution. For analysis in aluminum alloys 6 g of 
pure Al foil (for calibration) or aluminum alloy (as sample) is 
dissolved in a 1:1 diluted hydrochloric acid solution by gentle 
heating. In order to accelerate the dissolution, one to two drops 
of 1 % HgCI, solution can be added. After evaporation to near 
dryness the residue can be dissolved in water and transferred to 
a 100-mL volumetric flask made up with redistilled water to the 
final volume. 

Procedure. In a 100·mL beaker to the analyte solution (10 
mL of the aluminum sample solution or for calibration 10 mL 
of dissolved aluminum foil and the appropriate metal ion solutions 
(cf. Table I)) is added 15 mL of buffer solution, and the pH is 
adjusted at 4 with diluted hydrochloric acid (diluted 1:1 with 
water). This solution is transferred to a 100-mL volumetric flask 
that contains 5 mL of the 2·pyridinealdoxime solution and 10 mL 
of Tiron solution, and the flask is made up with water. After 5 
min the solution is transfered to a O.5-cm cuvette, and the ab
sorbances are recorded between 340 and 630 nm every 10 nm. The 
digitized absorbances are used for the computations as described 
above. 

RESULTS AND DISCUSSION 
Choice of Spectrophotometric System. The suitability 

of a spectrophotometric metal complex system is to be judged 

© 1989 American Chemical SOCiety 
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Figure 1, Absorption spectra of eight metal ions with the mixed 
reagents Tiron and 2-pyridineaidoxime at pH 6, Concentrations: metal 
ion, 5 X 10-5 M each; reagent, 1,5 X 10-3 M each, 

Table I. Typical Condition Numbers for Characterizing 
the Selectivity of the Spectrophotometric System with the 
Reagents Tiron/2-Pyridinealdoxime 

analyte 

Ti, Fe 
Ti, Fe, Co 
Ti, Fe, Co, Mo 
Ti, Fe, Co, Mo, Cr 
Ti, Fe, Co, Mo, Cr, Cu 
Ti, Fe, Co, Mo, Cr, Cu, Ni 
Ti, Fe, Co, Mo, Cr, Cu, Ni, V 

cond (K) 

4,61 
11.86 
374 
1910 
2934 
544163 
(neg eigenvalues) 

at first from its selectivity, i,e, the degree of overlap between 
the different spectral component bands, This can be quan
titatively characterized by the condition number (4) as de
scribed elsewhere (10), 

Secondly, compromise conditions have to be found for 
complex formation of the different metal ions with the 
spectrophotometric reagents with respect to pH, ionic strength, 
and reagent concentrations, 

With these restraints taken into account, the number of 
suitable systems is rather limited, As potential reagents we 
studied pyrogallol red, bathocuproin disulfonic acid, 7,S-di
hydroxy-4-methylcumarin, 5,7-dibromoquinoline, Tiron, and 
2-pyridinealdoxime and a-benzildioxime, A system that si
multaneously responds to 2- and higher-valued metal ions was 
found with the reagents Tiron and 2-pyridinealdoxime, Tiron 
forms colored complexes of high absorption with Fe(UI), 
Ti(IV), V(V), or Mo(VI), The second reagent, 2-pyridine
aldoxime, reacts with Fe(III), Mn(II), Ni(II), V(V), Co(II), or 
Cu(U) to form light-absorbing species, 

Typical spectra of the reagent mixture with eight metals 
are given in Figure 1. As expected there is a strong overlap 
of absorption bands so that it will be not possible to determine 
all of the eight metals simultaneously, This can also be seen 
from the conditioning of the system by using the condition 
number (10). The condition number increases with increasing 
number of metals to be determined, as shown in Table I. 
Empirically one knows (ef ref 10) that condition numbers 
much higher than 1000 do not enable precise determinations 
to be carried out. Of course, the analytical system can be 
optimized with respect to the experimental conditions as 

Table II. Equilibrium Model for Computation of Complex 
Formation of Metal Ions with Tiron (T) and 
2-Pyridinealdoxime (P) 

log stability log stability 
species constant species constant 

HT 12.7" HP 10.0 
H,T 20.4 H,P 13.4 
FeT 20.7 CoP 8.6 
FeT, 35.9 CoP, 17.2 
FeT, 46.9 CuP 8.9 
FeHT 22.7 CuP, 14.55 
TiO(HT), 40.5 NiP 9.4 
TiT, 58 NiP, 16.5 
VOT 16.74 NiP, 22.0 
CuT 14.5 
CuHT 18.2 
CoT 9.5 
CoHT 15.8 
NiT 9.96 
NiHT 15.7 

" At 25 "C and 0.1 M ionic strength. 

evaluated here on the basis of a physicochemical model for 
practical analysis of the elements copper, titanium, and iron 
in light metal alloys. 

Chemical Equilibria in the Tiron/2-pyridinealdoxime 
System. To evaluate optimum conditions for simultaneous 
complex formation of the metal ions, a model system was 
studied that contained the metal ions Co (II), Cu(II), Ni(II), 
Fe(III), Ti(IV), and V(V) and the two ligands Tiron and 2-
pyridinealdoxime as well. 

The protolysis and complex formation constants used for 
the equilibrium simulations were taken from the literature 
(11) and are summarized in Table II. This system is to be 
taken as an approximate model only since it is based on 
standardized equilibrium constants, i.e. at a temperature of 
25 ·C and at 0.1 M ionic strength. The possibility of the 
occurrence of ternary complexes cannot be ruled out although 
no stability constants were found in the related literature. The 
model, however, is adequate to draw important conclusions 
for spectrophotometric MCA. 

With respect to the metal ion complexes given in Table II 
one can differentiate between complexes that are analytically 
of importance, as they show high absorption in the visible 
range, and other species in which absorbance is negligible if 
their concentrations are lower than about 10-3 M. 

Analytically important complexes are formed by Co(U), 
Cu(Il), and Ni(U) with 2-pyridinealdoxime and by Fe(III), 
Ti(IV), and V(V) with Tiron. Thus with the use of equilibrium 
simulations those experimental conditions are to be selected 
that guarantee the analytically important complexes to be 
present at their highest feasible concentrations. 

At first, the influence of the pH value on the simultaneous 
equilibria was investigated at typical concentrations of the 
organic reagents Tiron and 2-pyridinealdoxime, i.e. 0.0075 M 
concentrations in each. The six metal ion concentrations were 
set at 5 X 10-5 M each. The species distributions between pH 
2 and 8 are given in Figure 2 for every metal ion separately 
although in the computations all metal ions have been present 
simultaneously. 

Cobalt forms complexes with 2-pyridinealdoxime (P) at pH 
values higher than 3.5. Since the 1:1 complex (CoP) exists 
at most for 30% of the total cobalt concentration, for the 
analytical procedure the pH should be at least 4 since the 1:2 
CoP complex is formed quantitatively (96%) only at pH 5. 
The formation of complexes of cobalt with Tiron is negligible. 

The colored copper complexes with P exist only in a narrow 
pH range, and the main species is a 1:1 complex that is formed 
at about pH 4 by 66% of the total copper concentration. This 
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Figure 2. Equilibrium cistribution of metal ion complexes in dependence 
on pH in solutions of Co(ll). Cu(II). Fe(III). Ni(II). Ti(IV). and V(V) 
(each 5 X 10-5 M) and Tiron (T)/2-pyridinealdoxime (P) (each 0.0075 
M). 

is reasoned by the competing complex formation with Tiron 
(CuT). Thus, copper is bound quantitatively to Tiron at pH 
values higher than 6.5. 

The three known colored Tiron complexes of iron (12) are 
distributed over the whole pH range studied. The blue 1:1 
complex is mainly formed at a pH of about 3, the purple 1:2 
Fe(III)-Tiron complex at about pH 5, and the red 1:3 complex 
at about pH 6.5. Thus, with respect to the best conditions 
for copper, the measuring of the 1:2 complex would be ap
propriate for the MCA. 

50 

1 3 

pH= 4 

CuP 

pH=5 

CuT 

CuP 

---,--r-.-----

5 7 [tlron] 10~ M 

pH=6 

CuT 

[hronJ 1U~M 

Figure 3. Influence of the total Tiron concentration on copper complex 
species in the spectrophotometric system of Tiron/2-pyridinealdoxime 
in the presence of six metal ions (conditions as in Figure 2). 

A similar picture is obtained for nickel-P complexes that 
are formed step by step between pH 2 and 8. The 1:1 complex 
of NiP is best developed at pH 4, i.e. by 88 % of total nickel 
ion concentrations. With respect to titanium and vanadium 
it can be followed from Figure 2 that pH values higher than 
3.5 would be appropriate for their analytical determination. 

In conclusion, since the choice of pH is mainly dictated by 
the existence of an absorbing species of copper (CuP). as a 
compromise pH a value of about 4 should be adjusted for 
simultaneous complex formation of all of the metal ions of 
interest. 

As a second variable the Tiron concentration was changed 
between 0.001 and 0.01 M in order to vary the ratio of the two 
reagents in solution. No influence was found with respect to 
the analytically important complexes of Ni(II). Co(II). V(V). 
and Ti(IV). However. for Fe(III) complexes the dominating 
species depend on the actual Tiron concentration; e.g. at pH 
4 for low Tiron concentrations (0.001 M) 70% of Fe(III) is 
bound to the 1:1 complex and 30% to the 1:2 complex. but 
at high Tiron concentrations (0.01 M) only 14% is in the 1:1 
complex and 86% in a 1:2 Fe(III)-Tiron complex. Therefore, 
the Tiron concentration cannot be set too low if the 1:2 com
plex is to be monitored (cf. above). 

On the other hand, it is to be expected that the Tiron 
concentration directly affects the presence of copper-P com
plexes since both of the reagents compete for Cu(lI) in the 
pH range studied. Figure 3 gives the dependence of species 
distribution of Cu(II) on the Tiron concentration for three 
different pH values. As seen from the figure the decrease in 
the analytically important CuP complex concentration is 
especially affected at higher pH values. In order to keep a 
substantial amount of Cu(II) bound to P, the optimal pH value 
will be again 4 where only a slight dependence on the Tiron 
concentration exists. 

To further explore the applicability of the system for MCA 
the dependences of absorbing species on the total metal ion 
concentrations were evaluated. 

At pH 4 the change of the absorbing complexes was neg
ligible if the concentration of the toW meW ion was increased 
to 10 times the initial concentration (5 X 10-5 to 5 X 10-4 M). 
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Table III. Mixture Concentrations for Calibration of a 
Three-Component System with the Reagents 
Tiron/2-Pyridinealdoxime 

mixture 

1 
2 
3 
4 
5 
6 
7 
8 

mL of metal ion solnG per 
100 mL of final soln 

Ti Fe Cu 

1.5 5 0.2 
4.5 5 0.2 
4.5 9 0.2 
1.5 9 0.2 
1.5 5 0.5 
4.5 5 0.5 
4.5 9 0.5 
1.5 9 0.5 

a For concentrations, see Experimental Section. 

For example, the relative CuP complex concentration de
creased by less than 1 %. However, at a 100-fold concentration 
of the initial one the concentration of this complex decreased 
by 8%. For cobalt and iron the following changes were found: 
CoP (+6%), COP2 (-15%), NiP (+7%), NiP2 (-7%), FeT 
(+7%), FeT2 (-7%). 

Thus, in case of wide variations of total metal ion concen
trations nonlinear absorbance-concentration dependences are 
to be taken into account in the MCA. 

Calibration of the Multicomponent System. In order 
to account for interactions between the different (equilibrium) 
species and for the strong overlap of absorption bands, 
multivariate calibration based on the use of the whole spectral 
range (multiwavelength spectroscopy) becomes obligatory for 
MCA of the metal ions. 

Preliminary tests in aqueous solutions for calibrating versus 
all absorbing complexes of Ti, Fe, Mo, Co, Cu, Cr, Ni, and 
V individually with 13 mixtures of the metal ions based on 
a Box-Behnken experimental design (13) revealed that only 
three elements (Ti, Fe, and Co) out of eight could be deter
mined with mean relative errOrs less than 14%. This was to 
be expected from the bad conditioning of the system as ex
plained above with the increase in the condition number with 
increasing number of components in the system (cf. Table I). 
However, this does not mean that not alI of these metals could 
be present in a sample. The consequence is that only a limited 
number of metal components can be determined with good 
precision and the other metal ions are to be calibrated in the 
model as "abstract" principal components. Predictions of the 
elements Fe(III), Ti(IV), and Co(II) at concentrations between 
0.1 and 4 X 10-5 M with the used model gave mean relative 
prediction errors of 5.8%, 5.9%, and 13.5%, respectively. 
Thus, in the following experiments a dedicated system was 
studied for simultaneous determination of titanium, iron, and 
copper in aluminum alloys. Table III reveals the mixtures 
used for calibrating the spectrophotometric system. The 
composition of these mixtures is based on a three-factor, 
two-level full factorial experimental design, i.e. a 23 design (14). 

In addition, alI the solutions contained the adequate amount 
of dissolved aluminum as described in the Experimental 
Section. For calibrating the system the spectra are recorded 
between 340 nm and 630 nm every 10 nm. The absorbances 
at all the 30 wavelengths are used for calibrating the system 
versus the concentration matrix in Table III with the PLS 
method. 

The results for predicting the three components within the 
calibrated concentration range in aluminum-containing so
lutions are given in Table IVA. The analysis of Fe (II!) is 
highly precise (0.402%). The prediction errors for elements 
with lower concentrations, i.e. titanium and copper, are both 
less than 10%. The same calibration model was used then 
for analysis of three reference samples of the ASMW (Amt 

Table IV. Aluminum Sample Solutions Analyzed for 
Ti(IV), Fe(I1I), and Cu(I1) 

Fe Ti Cu 

A. Simulated Sample Solutions 
sample conen range, 0.098-0.46 0.01-0.089 0.011-0.049 

mass % 
mean rel error, % 0.402 9.02 7.47 

B. Al Reference Samples 
NP 4.16/2, mass % 

certified 0.31 0.089 0.049 
determined 0.26 0.096 0.042 
reI error, % 16.13 7.8 14.3 

NP 4.16/3, mass % 
certified 0.098 0.044 0.029 
determined 0.087 0.042 0.028 
reI error, % 8.7 4.55 3.45 

NP 4.16/4, mass % 
certified 0.46 0.01 0.011 
determined 0.43 0.0072 0.021 
reI error, % 6.52 28.0 91.0 

fiir Standardisierung, Messwesen und Warenpriifung, Berlin, 
GDR). 

The results are also given in Table IVB and are compared 
with the certified metal contents. As can be seen, most of the 
relative prediction errors are less than 10%. However, at the 
lowest concentrations of Ti (0.01 %) and of Cu (O.Oll %) in 
the third sample the MCA failed since the excess of iron over 
the components copper and titanium is obviously too high to 
enable precise analysis of all components to be performed. 

The reason for this limitation in the accuracy of the method 
not only is an experimental one but is mainly due to the bad 
conditioning of the aluminum-containing system at the com
promise conditions. As condition number one computes for 
the three absorbing metal ion complexes Cu-2-pyridineald
oxime, Fe- and Ti-Tiron complexes a value of 2250 (based 
on the molar absorptivities). This high condition number is 
caused by the weak absorption of the copper complex com
pared to the absorption of iron and titanium complexes be
cause the latter two complexes would reveal a much lower 
condition number of only 50.9. 

It also should be recognized that the investigated spectro
photometric system is still very sensitive to additional un
known components in the sample as well as to a change in 
the main component aluminum in the reagent solution. This 
is reasoned by the complicated equilibria in the reaction so
lution. If analysis is to be carried out in wide concentration 
ranges, it will even be necessary to calibrate with extended 
concentration models where, i.e. quadratic or mixed concen
tration terms are to be included into the calibration/prediction 
model in order to account for nonlinear absorbance-concen
tration dependences as mentioned in the simulation section 
for copper. This, of course, will further increase the labor for 
calibrating the spectrophotometric system because an ex
perimental design based on three or more factor levels will 
become obligatory. 

CONCLUSIONS 

Mixed reagents can be considered an alternative means to 
extend the applicability of spectrophotometric multicompo
nent analysis of metal ions. Limitations, however, arise from 
the necessity of finding compromise conditions with respect 
to the existence of absorbing metal complexes in the then 
highly complex chemical systems. Because of these compli
cated metal-ligand equilibria it is difficult to adjust the ex
perimental conditions such that all the analytes exist com
pletely in the complex with the highest possible ligand co
ordination number. This is a main difference compared to 
single-component spectrophotometric analysis, where the 
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metal ions are determined in excess of reagents. Therefore, 
MCA with mixed reagents may include deviations from linear 
absorbance-concentration (total) relationships. 
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Determination of Iron, Cobalt, Copper, Zinc, Rubidium, 
Molybdenum, and Cesium in Human Serum by Inductively 
Coupled Plasma Mass Spectrometry 

Hans Vanhoe, Carlo Vandecasteele,* Jacques Versieck,I and Richard Dams 

Laboratory of Analytical Chemistry, Rijksuniversiteit Gent, Institute for Nuclear Sciences, Proeftuinstraat 86, 
B-9000 Gent, Belgium 

A method was developed for the determination of seven trace 
elements (Fe, Co, Cu, Zn, Rb, Mo, and Cs) in human serum 
by inductively coupled plasma mass spectrometry (I CP-MS). 
Sample preparation was kept as limited as possible. As the 
only sample pretreatment serum samples were diluted with 
nitric acid and Indium was added as an Internal standard. The 
results for iron, cobalt, copper, and zinc were corrected for 
interferences from polyatomic ions by using a blank solution 
containing the same concentration of sodium, sulfur, chlorine, 
and calcium as human serum. For copper and zinc the cor
rections are smail, whereas for iron and cobalt they are im
portant. No Interferences occur for th" considered isotopes 
of rubidium, molybdenum, and cesium, In order to test the 
accuracy and precision of the an~ Iytical technique, a 
"second-generatlon biological referenc~ , material (human se
rum)" was analyzed. The results obtai~ ed by ICP-MS for the 
seven elements considered showed gO( d agreement with the 
certified values. 

INTRODUCTIOl, 
Because of their biochemical impoI ;ance and their easy 

accessibility, human blood plasma and serum attracted the 
attention of many trace element resear ,hers. Thus far, neu
tron activation analysis (NAA) and ate mic absorption spec
trometry (AAS) were the main techni, ues used to perform 
trace element determinations in this ill ~trix (1). Both tech
niques, however, have some serious dr Lwbacks. The use of 
NAA is limited to specialized laboratc ries having access to 

1 Department of Internal Medicine, Division of Gastroenterology, 
University Hospital, De Pintelaan 185, B~9000 Gent, Belgium. 

0003-2700/89/0361-1851 $01.50/0 

a nuclear reactor; the technique has a relatively low sample 
throughput and, for some elements, results only become 
available after about 1 month. AAS, which is available in more 
laboratories, is also relatively slow since only one element can 
be determined at a time. In addition, interferences (chemical, 
background, ... ) may be serious and not easy to correct. 

Inductively coupled plasma mass spectrometry (ICP-MS), 
although a relatively novel technique (2), seems a powerful 
alternative for the determination of trace elements in serum. 
Detection limits are below 1 !"g/L for more than 60 elements 
in a multielement determination (3). In the literature, several 
attempts to analyze serum have been described. Serfass et 
al. (4), first ashed the samples and measured zinc-isotope ratios 
after extraction of the zinc; Janghorbani et al. (5) carried out 
an ion-exchange separation before measuring bromine-isotope 
ratios; Lyon et al. (6) performed a chromatographic separation 
before measuring selenium; Lyon et al. (7) measured several 
elements (aluminum, vanadium, chromium, manganese, iron, 
nickel, copper, zinc, selenium, molybdenum, and barium) in 
a "synthetic serum". However, the concentration levels for 
various elements were much higher than those in real serum 
samples. 

This paper describes the determination of iron, cobalt, 
copper, zinc, rubidium, molybdenum, and cesium in human 
serum by ICP-MS. Sample preparation was limited as much 
as possible, in order to avoid contamination and losses of trace 
elements. Sample pretreatment consisted merely of dilution 
with 0.14 M nitric acid and addition of indium as an internal 
standard. Sample dilution is necessary to avoid rapid blockage 
of the torch and of the pneumatic nebulizer and to reduce the 
extent of signal suppression due to the matrix. Indeed, ex
periments showed that signal suppression occurs in the 
presence of sodium chloride (8). Nine grams per liter sodium 
chloride, equivalent to the total cation concentration in human 

© 1989 American Chemical Society 
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Table I. 

PlasmaQuad Operating Conditions 
plasma 

rf power 

gas flows 

peristaltic pump 

forward, 1.35 kW 
reflected, <10 W 
plasma, 13 L/min 
auxiliary, 1 L/min 
nebulizer, 0.72 L/min 
Minipuls 2-Gilson 
pumped at 0.9 mL/min 

nebulizer Meinhard concentric glass nebulizer (type: 
Tr-30-A3) 

spray chamber double pass Scott type, water cooled (10 'C) 
ion sampling 

sampling cone 
skimmer cone 
sampling depth 

vacuum 
expansion stage 
intermediate 
analyzer 

nickel, 1.0 mm orifice 
nickel, 0.75 mm orifice 
10 mm (from load coil) 

2.3 mbar 
1.0 X 10 .... mbar 
1.6 x 10" mbar 

Data acquisition 
quantitative scanning 

sweeps 
dwell time 
channels 
mass region 
acquisition time 

120 
250 "s 
4096 
50-140 u 
123 s 

serum, causes a signal suppression of 30-40%. In addition, 
it was shown that the suppression effect does not in the case 
of a sodium chloride matrix depend critically on the analyte 
element considered. The use of indium (115In) as an internal 
standard thus corrects for the matrix effect and also partly 
for instability of the ion signal. In order to correct for poly
atomic interferences, which OCCur when iron, cobalt, copper, 
and zinc are determined in serum, a simulated blank solution 
is used, containing the same concentration of sodium, sulfur, 
chlorine, and calcium as serum. For the elements rubidium, 
molybdenum, and cesium no polyatomic interferences could 
be detected for the nuclides selected. 

To check the accuracy and precision of the analytical 
procedure, the "second-generation biological reference material 
(human serum)", prepared by Versieck et al. (9,10), was used. 
This material was collected and conditioned under rigorously 
controlled conditions to avoid contamination. So, concen
trations of different elements are fairly similar to those ex
pected in normal human serum. The values obtained by 
ICP-MS are compared with the certified values obtained by 
other analytical techniques. Our .results are based on the 
analysis ofliquid serum. The reference material is, however, 
available to the scientific community in freeze-dried form, but 
reconstitution of the freeze-dried human serum seems not to 
be a problem. To our knowledge this is the first extensive 
study of the accuracy of ICP-MS as an analytical technique 
for ultratrace elements in serum. 

EXPERIMENTAL SECTION 

Instrumentation. A commercially available ICP-MS in
strument, the VG PlasmaQuad (VG Elemental, Winsford, D.K.), 
was used in its standard configuration with a Meinhard nebulizer 
and a spray chamber made of borosilicate glass. Details of the 
operating conditions are given in Table I. 

Reagents and Solutions. All solutions were prepared with 
0.14 M nitric acid obtained by a hundred-fold dilution of con
centrated nitric acid, purified by sub-boiling distillation, with 
Millipore Milli Q water. Precleaned polyetbylene volumetric flasks 
and glass pipets were used throughout. 

For the quantitative analysis two different standard solutions 
were prepared: tbe first containing 100 f1.g/L of iron, cobalt, 
copper, zinc, and indium (internal standard); the second containing 
100 f1.g/L of rubidium, molybdenum, indium (internal standard), 

Table II. Composition of the Simulated Blank Solution for 
the Determination of Fe, Co, Cu, and Zn in Human Serum 

NaCl 

NaNO, 

cysteine·HC1·H20 
Ca(N03)2·4H20 

internal standard 
solvent 

10-fold diluted 

0.60 giL (370 mg/L Cl 
and 240 mg/L Na) 

0.33 giL (88 mg/L 
Na) 

0.66 giL (120 mg/L S) 
0.057 giL (9.7 mg/L 

Cal 
100 Mg/L In 
0.14 M nitric acid 

5-fold diluted 

1.2 giL (730 mg/L Cl 
and 470 mg/L Na) 

0.65 giL (180 mg/L 
Na) 

1.3 giL (240 mg/L S) 
0.11 giL (19 mg/L 

Cal 
100 "g/L In 
0.14 M nitric acid 

and cesium. They were all prepared from commercial 1 giL 
solutions and stored in polyethylene flasks. 

Sodium chloride and sodium nitrate solution, cysteine solution, 
and calcium nitrate solution were prepared respectively by dis
solving 1.5 g of sodium chloride (reagent grade, DCB), 0.81 g of 
sodium nitrate (reagent grade, Carlo Erba) , 1.6 g of cysteine 
chloride monohydrate (reagent grade, Merck), and 0.14 g of 
calcium nitrate tetrahydrate (reagent grade, DCB) in 0.14 M nitric 
acid and diluting to 250 mL. The reagents used were of tbe highest 
purity available to us. When the content of impurities was in
dicated (Fe in sodium chloride, Fe and Zn in sodium nitrate and 
calcium nitrate), it was negligible compared to the apparent 
concentration due to polyatomic species. 

Use was also made of solutions containing a sodium chloride 
concentration of 0.9,1.8,2.7,4.5,7.2 and 9 giL and of solutions 
containing a potassium bromate concentration corresponding to 
0.88, 1.3, 2.2, 3.5, and 4.4 mg/L of bromine. 

Sample Preparation. Liquid serum, obtained by defrosting 
serum stored in a polyethylene container in a deep freezer, was 
diluted 10-fold for the quantitative determination of iron, copper, 
zinc, and rubidium and 5-fold for the quantitative determination 
of iron, cobalt, copper, zinc, rubidium, molybdenum, and cesium 
with 0.14 M nitric acid. To 2.5 or 5 mL of serum 2.5 mL of a 1 
mg/L indium solution was added and tbe volume was adjusted 
with 0.14 M nitric acid to obtain 25 mL of the serum solution with 
an indium concentration of 100 )1.g/L. Precleaned polyethylene 
pipets and volumetric flasks were used to prepare the diluted 
serum samples. All manipulations were carried out on a clean~ 
bench to avoid contamination. 

Blank Solutions. For tbe quantitative determination of iron, 
cobalt, copper, and zinc in human serum a simulated blank so
lution was prepared to correct for interferences from polyatomic 
ions, whereas for rubidium, molybdenum, and cesium 0.14 M nitric 
acid containing 100 "g/L of indium used as an internal standard 
was applied as blank solution. The simulated blank solution 
contains the following components: 0.14 M nitric acid, internal 
standard (100 f1.g/L of indium), sodium chloride, sodium nitrate, 
cysteine, and calcium nitrate. The latter four components yield 
the same concentration of sodium, chlorine, sulfur, and calcium 
as in human serum. The corresponding concentrations are given 
in Table II. Nitric acid (0.14 M) with 100 )1.g/L of indium as 
internal standard was used as blank for the multielement standard. 

Measurements. Quantitative analyses were performed by 
using the scanning mode of data acquisition. The scan conditions 
are summarized in Table I. The following analysis sequence was 
applied: first the blanks were measured, then several samples, 
and, only at the end of the sequence, the standard. Three repeated 
measurements were made on each solution, and the analysis 
sequence was repeated twice. 

In previous experiments it was observed that for SOme elements, 
rinsing with distilled water was not sufficient to reach low blank 
levels after measurement of a standard. This memory effect is 
illustrated in Figure 1 for molybdenum. Each experimentai point 
was obtained as follows: A standard solution containing 100 )1.g/L 
of molybdenum was nebulized for 4 min and measured. After 
a variable rinsing time, a blank solution (0.14 M nitric acid) was 
measured and the corresponding concentration of the blank so~ 
lution calculated. Millipore Milli Q water and 0.14 M and 1.4 
M nitric acid were used as rinsing liquids. The blank signal 
remained high following rinsing with water (around 0.16 )1.g/L 
after 1 h of rinsing). Rinsing witb 0.14 M or 1.4 M nitric acid, 
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Table III. Polyatomic Ions Interfering with the Nuclides 
of Fe, Co, Cu, and ZnG 

nuclide 
(isotopic 

element abundance) polyatomic ions 

iron "Fe (5.8%) 4oAr14N, 38Ar160, 36Ar180, 36Ar17OH, 
38Ar15NH 

.wCa14N,42Ca12C 
37CI"O, 37CI16OH 
"8180, "817OH 

56Fe (91.7%) 4oArl6D, 38Ar180. 38Ar170H, 4oAr15NH 
40Ga IGO, 42Ca14N, 44Ca12C, 43Calae 
37CI18OH 

"Fe (2.19%) 4oAr17Q, 40ArlSOH, 38Ar18OH 
4OCa170, 4OCa160H, 42Ca15N, «CaiSe 

cobalt "Co (100%) 4oArlsOH 
36Ar23Na 
4SCaI6Q, 42Ca170, 44Ca15N, 4SCalae, 

"'Ca"OH 
copper 63CU (69.1%) 4OAr23Na, 23Na23Na17Q 

48Ca15N, 46Ca170, 46Ca16OH 
65CU (30.9%) 338160160,328338, 328160170 

48Ca170, 48CalSOH 
zinc "Zn (48.9%) 328160160, 328328 

4SCaIBO, 48(;aI60, 46Cal7OH 
23Na23NalSO 

"'Zn (27.8%) 328160180,328348, 328170170, 338160 170, 
348160160, 338338 

4SCa18O,48Ca17OH 

a The main interfering species are italicized. 

however, yields lower blank signals (around 0.07 p.g/L after 1 h 
of rinsing) corresponding to the blank level obtained without 
previous measurement of a standard (0.08 ± 0.03 p.g/L). Cobalt, 
rubidium, and cesium are rapidly removed even with a water rinse, 
whereas the apparent blanks for iron, copper, and zinc are not 
significantly affected by the various rinsing fluids because they 
mainly originate from polyatomic interferences. For this reason 
the sample introduction system was rinsed for 30 min with 0.14 
M nitric acid after each analysis sequence. As an additional 
precaution each time before serum samples were analyzed the 
skimmer, the sampling cone, the plasma torch and the spray 
chamber were cleaned thoroughly. 

Calculations. For each solution the signals-peak area in
tegrated over 0.8 u around the peak maximum-of tbe analyte 
elements were divided (normalized) by the signal of the internal 
standard (11SIn). The mean and the standard deviation of the 

------,----
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Figure 1. Blank signal of molybdenum as a function of the rinsing time 
for different rinSing solutions (e, H20; .01., 0.14 M HNO,; "', 1.4 M 
HNO,). A molybdenum standard solution (100 p.g/L) was nebulized for 
4 min, before time O. The mean ± standard deviation of the blank 
signal of molybdenum without previous nebulization of a molybdenum 
standard solution is indicated with an X and vertical bar. 

three resulting normalized signals of each solution were calculated. 
For each element tbe average normalized signal of the blank was 
subtracted from the average normalized signal of the diluted serum 
solution. To calculate the corresponding concentration, a mul
tielement standard containing 100 p.g/L of the analyte elements 
was employed. 

RESULTS AND DISCUSSION 
Choice of Nuclides. When biological material is analyzed 

by Iep-MS, potential interferences from polyatomic ions must 
be considered (7). The interfering polyatomic ions produced 
from the plasma gases and from nitric, hydrochloric, and 
sulfuric acids are fairly well-known qUalitatively (11). Those 
interfering with the isotopes of iron, cobalt, copper, and zinc 
on analysis of human serum are given in Table III. The 
occurrence of some of the species indicated in Table III has 
not actually been proven. A study is however under way to 
unambiguously assign the interferences to the various poly
atomic species. They originate mainly from argon, nitrogen, 
and/or oxygen in combination with sodium, sulfur, chlorine, 
and calcium, which are present respectively at concentrations 
of 3251 (3130-3370), 1197 (1120-1270), 3655 (2940-4120), and 
97 mg/L (92-109 mg/L) in human serum (12). The values 
in parentheses give the range due to the natural variation of 
the element considered. 

Table IV. Apparent Concentration (,ug/L) of Fe, Co, Cu, and Zn in a Simulated Blank Solution Containing the Same 
Concentration of Na, CI, S, and Ca as a iO-Fold and a 5-Fold Diluted Serum SolutionG 

main 
polyatomic 

nuclide (isotopic abundance) interferences lO-fold diluted 5-fold diluted concn in human serumd 

"Fe (2.19%) total 210 ± 16' 330 ± 27 2350 ± 140 
4°ArI6OH 51 ± 1 48 ± 1 
40Ca16OH 166 ± 16 286 ± 39 

"Co (100% I total 0.080 ± 0.020 0.33 ± 0.05 
36Ar23Na 0.035 ± 0.005 
43Ca16O 0.030 ± 0.007 
"Ar18OH 0.020 ± 0.004 

"Cu (69.1 %) total 120 ± 35 420 ± 50 1009 ± 36 
65CU (30.9%) total 4.4 ± 0.5 8.2 ± 1.0 

338160160, 328338 4.0 ± 0.5 7.1 ± 0.7 
"'Ca1'OH <0.1 <0.1 
backgroundb 0.46 ± 0.16 0.43 ± 0.15 

"Zn (48.9%) total 26 ± 4 62 ± 6 873 ± 18 
"Zn (27.8%) total 4.3 ± 0.3 9.7 ± 1.0 

"81'0180, "8348 3.0 ± 0.2 7.1 ± 0.9 
4BCa18O 0.43 ± 0.08 0.70 ± 0.09 
backgroundb 0.80 ± 0.03 0.76 ± 0.03 

() For 57Fe, 59CO, 65Cu, and 66Zn the contribution of the various polyatomic species is also given. b Concentration corresponding to the signal 
in pure water. C95% confidence limits. dReference 10, this concentration must be divided by 10 or 5 for comparison with the values in 
columns 3 and 4, re3pectively. 
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Figure 2. Apparent copper concentration at mass 63 and 65 in a 
sodium chloride solution as a function of the sodium chloride con
centration. 
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Figure 3. Apparent molybdenum concentration at mass 95, 96, 97, 
and 98 in a potassium bromate solution as a function of the bromine 
concentration (., "Mo; T, "Mo; ., "Mo; ., 98Mo). 

In order to estimate the importance of the polyatomic in
terferences, sodium chloride and sodium nitrate solutions, 
cysteine solutions, calcium nitrate solutions, and simulated 
blank solutions (containing all the components) were mea
sured. The results are given in Table IV. Whereas the 
relative contributions of these interferences to the total signal 
obtained for 5- or 10-fold diluted human serum are relatively 
small for the nuclides 65CU and 66Zn, they are important for 
57Fe, 59CO, S3CU, and 64Zn . 

No polyatomic interferences from phosphorus or potassium, 
present respectively at concentrations of 142 (115-163) and 
191 mg/L (160-211 mg/L) in human serum (12) could be 
detected for the nuclides considered. 

Iron. Iron has four isotopes: MFe (5.8%), 56Fe (91.7%), 
57Fe (2.14%) and 5BFe (0.31 %). The determination of iron 
by ICP-M8 is difficult because for all its isotopes significant 
interferences occur. Determinations were made at mass 57, 
the same nuclide as used by Lyon et al. (7). In fact, mea
surements at mass 56 always gave low results when compared 
to the certified value. The reason for this observation is not 
clear: Experiments, however, showed that the signal for 
40Ar '60 decreased more rapidly than the signal for the 115In 
internal standard with increasing sodium chloride concen
tration. At mass 54 the interference from 40 Ar14N is sometimes 
too high to allow meaningful results to be obtained for iron. 

Cobalt. Cobalt is mono isotopic as 59CO. The contribution 
of the various polyatomic interferences to the signal at mass 
59 for a 5-fold diluted serum solution corresponds to a cobalt 
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Figure 4. (a) Mass spectrum between 54 and 255 u of a 5-fold diluted 
serum solution to which 100 ,Ug/L In as internal standard was added. 
(b) Mass spectrum between 52 and 72 u of a 5-fold diluted serum 
solution which shows the isotopes of Fe, Cu, and Zn. The shaded 
peaks are used for the quantitative determination of the elements 
considered. For the polyatomic interferences reference is made to 
Table III. (c) Mass spectrum between 80 and 90 u of a 5-fold diluted 
serum solution which shows the two isotopes of Rb. The shaded peak 
(
85Rb) is used for the quantitative determination of Rb. 

concentration of 0.080 ± 0.020 ,"giL (Table IV). 
Copper. Copper has two isotopes: 6'CU (69.1 %) and G5CU 

(30.9%). Determinations were made at mass 65 rather than 
at mass 63, because 4oAr23Na interferes as shown in Figure 
2, where the apparent copper concentration in a sodium 
chloride solution obtained at masses 63 and 65 is given as a 
function of the sodium chloride concentration. The apparent 
copper concentration at mass 63 increases linearly with the 
sodium chloride concentration. The polyatomic species in
terfering at mass 65 (338'60 '60, "8338, "8'60 170) do not 
constitute a major problem as the interference corresponds 
to a copper concentration of only 4.4 ± 0.5 and of 8.2 ± 1.0 
,"giL in 10-fold and 5-fold diluted serum solution, respectively. 

Zinc. Zinc has five isotopes: 64Zn (48.9%), 66Zn (27.8%), 
67Zn (4.1 %), 68Zn (18.6%), and 70Zn (0.62%). All ofthese are 
interfered by polyatomic ions containing sulfur and oxygen. 
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Figure 5. Results of the determination of seven trace elements in the human serum reference material obtained by various analytical techniques. 
The ICP-MS value is the result of this work, For each laboratory mean ± standard deviation is given. (a) Fe, (b) Co, (c) Cu, (d) Zn, (e) Rb, (f) 
Mo, (g) Cs, 

Determinations were made at mass 66, since 64Zn, although 
the most abundant isotope, is interfered to a larger extent 
(Table IV). 

Rubidium. Rubidium has two isotopes: 85Rb (72.2%) and 
87Rb (27.8%). Determinations were made at mass 85, because 
of an isobaric interference on 87Rb by 87Sr (7.0%). 

Molybdenum, Molybdenum has seven isotopes: 92Mo 
(14.8%), 9'Mo (9,1 %), 9'Mo (15.9%), '"Mo (16.7%), 97Mo 

(9.5%), 98Mo (24.4%), and looMo (9.6%). Some of these are 
interfered by polyatomic ions containing bromine and oxygen: 
79Br'60 interferes with 9'Mo, 79Br170 with '"Mo, 79Br'80 and 
8'Br'60 with 97Mo, 81Br170 with 98Mo. Figure 3 shows the 
apparent molybdenum concentration in a potassium bromate 
solution at mass 95, 96, 97, and 98 as a function of the bromine 
concentration (the bromine concentration in human serum 
is ca. 4.4 mg/L (10». The apparent molybdenum concen-
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Table V. Comparison of the Results of the Second-Generation Biological Reference Material (Human Serum) 

ICP-MS results 
element selected nuclide 10-fold diluted 5-fold diluted certified value 

iron 57Fe 2360 ± 330" )J.g/L 2210 ± 350 )J.g/L 

cobalt 59CO 
26.0 ± 3.6 )J.g/ g 

copper "Cu 1040 ± 49 )J.g/L 

zinc 66Zn 
11.4 ± 0.5 )J.g/g 
916 ± 14 )J.g/L 

rubidium "Rb 
10.1 ± 0.2 )J.g/g 
158.3 ± 1.5 )J.g/L 

molybdenum 98Mo 
1.74 ± 0.02 )J.g/g 

cesium 133Cs 

a95% confidence limits. 

tration at mass 95 and mass 97 increases linearly with the 
bromine concentration, whereas at mass 96 and 98 the signals 
observed do not differ significantly from that of the solution 
without potassium bromate. The apparent molybdenum 
concentration in a potassium bromate solution, containing the 
same amount of bromine as a 5-fold diluted serum solution 
(ca. 0.88 mg/L), at mass 95 and at mass 97 is, for instance, 
respectively ca. 0.07 )J.g/L and ca. 0.13 )J.g/L, whereas the 
molybdenum concentration in a 5-fold diluted serum solution 
is ca. 0.13 p.g/L. Therefore, determinations were made at mass 
98. 

Cesium. Determinations were made at mass 133 (133CS, 
100%) where no interferences from polyatomic ions were 
expected. 

Analysis of the Second-Generation Human Serum 
Reference Material. Figure 4 shows spectra of a 5-fold 
diluted serum solution to which a 100 )J.g/L indium solution 
was added. A full mass range spectrum (5-255 u) is shown 
in Figure 4a. From this spectrum it is clear that the most 
intense peaks occur beneath mass 80. The mass regions be
tween 1 and 5 u, between 12 and 22 u, and between 28 and 
44 u were skipped. The part of the mass spectrum containing 
the isotopes of iron, copper, and zinc is shown in Figure 4b 
(mass range between 52 and 72 u), whereas the one containing 
the isotopes of rubidium (85Rb, 72.2% and 87Rb, 27.8%) is 
shown in Figure 4c (mass range between 80 and 90 u). 

Table V summarizes the results for the reference serum 
obtained by analysis of a 10-fold and a 5-fold diluted serum 
solution. The results are expressed in micrograms per liter 
of liquid serum and are also given in micrograms per gram 
in the lyophilized material. The latter values were obtained 
by multiplying the values in micrograms per liter by a factor 
of 0.011 and are compared with the certified values (10). Each 
result obtained by ICP-MS was based on two samples, each 
analyzed 6 times, i.e. a total of 12 analyses. The uncertainty 
given corresponds to the 95 % confidence limits. 

The random errors (corresponding to the 95% confidence 
limits on the mean of 12 analyses) amount to 16% for iron, 
21 % for cobalt, 5.0% for copper, 2.2% for zinc, 0.6% for 
rubidium, 12% for molybdenum, and 5.4% for cesium. These 
random errors are significantly smaller than the uncertainty 
on the certified value for rubidium and for cesium. For cobalt, 
copper, zinc, and molybdenum both are comparable, and for 
iron the random error of ICP-MS is larger than the uncertainty 
on the certified value. For iron, the precision of the results 
obtained by ICP-MS is rather limited, because of the large 
interference correction required (Table IV). For cobalt the 
results of ICP-MS are somewhat imprecise because of the low 
concentration of cobalt. 

24.3 ± 3.9 )J.g/ g 25.9 ± 1.5 )J.g/ g 
0.24 ± 0.05 )J.g/L 
2.6 ± 0.6 ng/ g 3.6 ± 0.6 ng/ g 
1047 ± 52 )J.g/L 
11.5 ± 0.6 )J.g/g 11.1 ± 0.4 )J.g/g 
939 ± 21 )J.g/L 
10.3 ± 0.2 )J.g/g 9.6 ± 0.2 )J.g/ g 
159.8 ± 1.0 )J.g/L 
1.76 ± 0.01 )J.g/g 1.85 ± 0.33 )J.g/ g 
0.67 ± 0.08 )J.g/L 
7.4 ± 0.9 ng/g 7.5 ± 0.8 ng/g 
0.92 ± 0.05 )J.g/L 
10.1 ± 0.6 ng/g 10.0 ± 2.3 ng/g 

For iron, copper, zinc, and rubidium, the results obtained 
on 10- and 5-fold diluted serum samples do not differ sig
nificantly. In general, the results agree also within the ex
perimental uncertainty with the certified values. 

Figure 5 compares for seven elements the results obtained 
by ICP-MS with those obtained by other analytical techniques 
(10), such as atomic absorption spectrometry (AAS), induc
tively coupled plasma atomic emission spectrometry (ICP
AES), neutron activation analysis (NAA) , particle-induced 
X-ray emission (PIXE), voltammetry (VTM), and with the 
certified value. For iron, copper, and zinc the agreement is 
excellent. The values for cobalt obtained by AAS, NAA, VTM, 
and ICP-MS are somewhat imprecise, but still the agreement 
is satisfactory in view of the large correction for polyatomic 
interferences and of the low cobalt concentration. For ru
bidium the agreement with NAA is almost complete, although 
AAS and ICP-AES yield somewhat higher values. For mo
lybdenum thus far certification (10) was only based on NAA. 
ICP-MS yielded results in excellent agreement with the 
certified value. For cesium the results obtained by NAA-up 
to now the only available method-showed an important 
spread (0.56-1.23 )J.g/L). The value obtained by ICP-MS lies 
in the middle of the range. 
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Determination of Trace Metals in Reference Water Standards 
by Inductively Coupled Plasma Mass Spectrometry with 
On-Line Preconcentration 

Diane Beauchemin"! and S. S. Berman 

Analytical Chemistry Section, Chemistry Division, National Research Council of Canada, Ottawa, 
Ontario KIA OR9, Canada 

A preliminary Implementation of on-line preconcenlration in 
Inductively coupled plasma mass spectrometry (ICP-MS) im
proved the detection limits of several elements by a lactor 01 
2-7 compared to I CP-MS alone. The on-line preconcentration 
system was IIrst assessed by using the method of standard 
additions to determine Mn, Co, NI, Cu, Pb, and U in the cer
tified riverine water SLRS-1 whose salt content was low 
enough to allow monitoring both the preconcentration and the 
elution processes. Results In good agreement with the cer
tified values were obtained for all but Ni, because of a 
spectral Interference by CaO Irom coeluted Ca. The system 
was successfully applied to the determination of Mn, Mo, Cd, 
and U In the reference open ocean water NASS-2 by using 
an Isotope dilution technique and the method 01 standard 
additions. 

INTRODUCTION 
Although the use of inductively coupled plasma mass 

spectrometry (ICP-MS) is rapidly expanding because of the 
many features of this technique (summarized in four review 
articles (1-4)), its application to the analysis of saline waters 
remains limited. This is largely due to the low tolerance of 
the technique to dissolved solids with the highest recom
mended level being of 0.2%, if a solution is to be continuously 
nebulized without inducing undue instrumental drift caused 
by solid deposition on the orifice (3,5). Another restriction 
comes from effects of concomitant elements that are non
spectroscopic interferences often resulting in a suppression 
of analyte signals (e.g., ref 6-8). Thus, the analysis of seawaters 
requires a preliminary treatment in order to reduce their salt 
content prior to analysis by ICP-MS. This can be accom
plished by, for instance, preconcentration on silica-innnobilized 
8-hydroxyquinoline (I-8-HOQ) (9), a technique that allows the 
concentration of a number of trace metals while separating 
them from the univalent major ions and, to some extent, the 
divalent ions such as Ca and Mg. This technique was suc
cessfully applied to the analysis of the coastal seawater ref
erence material CASS-l (10) and the open ocean water ref-

* Author to whom correspondence should be sent. 
1 Present address: Department of Chemistry, Queen's University, 

Kingston, ON K7L 3N6, Canada. 

0003-2700/89/0361-1857$01.50/0 

erence material NASS-2 (11). It presents, however, the dis
advantages of being time-consuming and of using large vol
umes of sample. 

Flow injection analysis (FIA) can be used to both speed up 
the preconcentration process and reduce sample consumption 
(e.g. ref 12-13). The first on-line application of FIA to the 
preconcentration of trace metals in seawater was realized by 
Olsen and co-workers (14)- They used a miniature ion-ex
change column of Chelex-lOO resin to determine Pb, Cd, Cu, 
and Zn by flame atomic absorption spectrometry (FAAS). 
Hartenstein and co-workers (15, 16) used a similar setup to 
enhance the sensitivity of inductively coupled plasma atomic 
emission spectrometry (ICP-AES), improving the detection 
limits by over 20 times for Ba, Be, Cd, Co, Cu, Mn, Ni, and 
Pb (15) compared to conventional continuous aspiration. A 
detailed study of on-line preconcentration systems in FAAS 
was performed by Fang and co-workers (17) who compared 
different types of resins (among them, Chelex-l00 and 1-8-
HOQ). Their observation was that, owing to the smaller 
exchange capacity of I-8-HOQ and the comparatively high 
stability of the magnesium complexes, the recoveries of most 
of the heavy metals from a seawater matrix were not ac
cepteble with I-8-HOQ, even if this material almost always 
had the highest concentration factor; good recoveries were 
however obteined with Chelex-l00. Nonetheless, Malamas 
and co-workers (I8), as well as Marshall and Mottola (19) 
successfully used I-8-HOQ for on-line preconcentration in 
FAAS. They found that the excellent resistance to swelling 
of silica with changes in solvent composition was an advantage 
of 1-8-HOQ over polymer-based ion exchangers such as 
Chelex-l00. 

This work will describe the implementation of the on-line 
preconcentration technique in ICP-MS, using a miniature 
column packed with I-8-HOQ (20); a preliminary assessment 
of the system with the analysis of the riverine water reference 
material SLRS-l, which has a low salt content and can be run 
continuously (as was done for its direct analysis in another 
work (21» without clogging the torch and/or the interface; 
and, finally, the application of this system to the analysis of 
open ocean water NASS-2, a reference material whose salt 
content precludes its direct analysis by ICP-MS. 

EXPERIMENTAL SECTION 
Instrumentation. The inductively coupled plasma mass 

spectrometer used for this work was the Perkin-Elmer SeIEX 

© 1989 American Chemical Society 
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Table I. ICP-MS Operating Conditions 

Plasma Conditions 
torch 
rf power 

conventional ICP-AES 
1.2kW 

reflected power 
plasma gas flow 
auxiliary gas flow 
nebulizer gas flow 

:S5W 
14 Llmin 
2.0 Llmin 
0.9 Llmin 

Mass Spectrometer Settings 
Bessel box stop -6.1 to -6.7 V 
Bessel box barrel 3.1-3.5 V 
Einzellenses 1 & 3 -15.1 V 
Einzel lens 2 -130 V 
Bessel box end lenses -S.6 V 
sampler orifice diameter 1.14 mm 
skimmer orifice diameter 0.89 mm 
interface pressure 0.8-1.2 Torr 
mass spectrometer pressure (2.5-5.5) X 10-5 Torr 

p 

s 
C--H--'\ E H o 

D 
B-t-i----' w 

Figure 1. On~line preconcentration setup: C, carrier (deionized distilled 
water); B, buffer (0.1 M ammonium acetate, pH 5.0); P, peristaltic 
pump; S, sample injection loop; E, eluent injection loop; H, short column 
of 1-8-HOQ; 0, output to the nebulizer; W, to waste; D, deionized 
distilled water. 

ELAN 250 (Thornhill, ON, Canada). Four modifications were 
made to the originally supplied instrument. A mass flow controller 
(Model 5850, Brooks Instrument Division, Emerson Electric. 
Hatfield, PAl was added to the nebulizer gas line, and a peristaltic 
pump (Minipuls II, Gilson Medical Electronics Inc., Middleton, 
WI) was used to maintain the sample delivery to the nebulizer 
at 1.1 mL/min. Also, a conventional ICP-AES torch was used 
instead of the approximately 15 mm longer one that was provided 
with the instrument. Finally, an x,y,z translation stage (22) was 
instelled under the torch box to allow the precise and reproducible 
translation of the torch box in three dimensions. The operating 
conditions used throughout this work are summarized in Table 
1. The elutions were recorded in real time and stored on the hard 
disk with the "multiple elements" software provided with the 
instrument. With this software, up to 4 masses could be monitored 
from the same injection. The measurements were made using 
the mUltichannel mode by peak hopping rapidly from one mass 
to the other, staying only a short time (dwell time) of 20 ms at 
each mass, until the total measurement time of 0.06 s was reached. 
Three measurements (of 20 ms each) were made per peak (one 
measurement being done at the central mass while two others 
were done at ±0.05 u from the assumed peak center). A resolution 
of 0.8 u (peak width) at 10% peak height was maintained 
throughout the study. Under these measuring conditions, a data 
point was generated only every second because of data processing 
(to plot the points in real time) and dead time. 

On-Line Preconcentration Setup. Three Teflon sample 
injection valves (Rheodyne, Inc., Cotati, CAl were installed be
tween a peristaltic pump and the nebulizer, as shown in Figure 
1, in a fashion similar to that in ref 19. One ("S" in Figure 1) was 
used for injecting the sample in a flow of carrier; another ("E" 
in Figure 1) was for the eluent; and the last one served as a bypass 
valve, to direct the output from the column either to the nebulizer 
of the ICP-MS or to waste (in which case, an alternative flow of 
deionized distilled water (DDW) could be fed to the nebulizer). 
The preconcentration procedure was the following. The sample 
was injected (using interchangeable loops with injection volumes 
from 100 ilL to 10 mL) in a flow of carrier (DDW for most of the 
work) and neutralized by using a buffer of 0.1 M ammonium 
acetate at pH 5.0 (adjusted with HC!). It then passed through 

a short column (3.0 mm i.d. X 4.5 cm long) of silica-immobilized 
8-hydroxyquinoline (ca. 80 mg dry weight, 37-75/Lm particle size) 
which was described in detail in ref 20. After a suiteble wash time 
(of at least 1 min), elution was accomplished (in slightly less than 
1 min) by injecting 1 mL of eluent (2 M HCI/O.1 M HN03). The 
flow rate of the carrier line was equal to that of the buffer line 
of 1.1 mI. I min, which produced a flow rate of 2.2 mI. I min through 
the column. This was the maximum flow rate that was allowed 
because of the back pressure produced in the system. Tygon 
tubing of 0.76 mm i.d. (Mandel Scientific Co., Ltd., Rockwood, 
ON, Canada) was used to feed the carrier and buffer, while Teflon 
tubing of 1 mm i.d. was used for the other flow lines. 

Reagents, All acids were purified by subboiling distillation 
in a quartz still (23). Purified ammonia was prepared by iso
thermal distillation of reagent grade stock. The enriched "Ni, 
65Cu, "lOMo, lllCd, and 207Pb isotopes used for the stable isotope 
dilution analysis were purchased from the Oak Ridge National 
Laboratory. The 235U was the National Bureau of Standards SRM 
U-930. All the stable isotopes were dissolved as described pre
viously (24) and their concentrations were checked by reverse 
spiking. 

The marine reference waters SLRS-l and NASS-2 were acid
ified to pH 1.6 immediately after collection. The riverine water 
SLRS-l was gathered in the St. Lawrence River at 2-3 m depth, 
several kilometers upstream from Quebec City (Quebec, Canada) 
and about 30-40 km upriver from the saltwater mixing zone. The 
seawater NASS-2 was collected at a depth of 1300 m, southeast 
of Bermuda. (Complete information on the procurement of these 
water reference materials and other marine reference materials 
can be obtained from S. Berman, Marine Analytical Chemistry 
Standards Program, Division of Chemistry, National Research 
Council of Canada, Ottawa, ON, Canada KIA OR6.) 

Analysis Procedure, Instrument Operating Conditions, 
Both the ion lens voltages of the instrument and the plasma 
operating conditions (Table I) were chosen while continuously 
aspirating a multielement standard solution through the bypass 
valve (while the effluent of the column is being routed to waste), 
so as to provide a compromise between high sensitivity and low 
oxide levels. 

Data Treatment. The raw count rates were transferred to 
a VAX-ll computer (Digital Equipment Corp., Maynard, MA) 
and processed by using programs written in FORTRAN. The 
count rates recorded for each elution peak were first smoothed 
with a seven-point Savitzky-Golay (25) moving window; back
ground correction was performed by using points on both sides 
of each peak. The area and height of each peak were then 
measured. For the determination of the detection limit, the mean 
and standard deviation of several (typically eight) injections of 
the eluent were calculated. Isotope ratios were obtained by either 
ratioing the areas or the heights of the isotopes considered. 

Isotope Dilution Calculations. The analyte concentration 
in the waters was calculated by using the following formula: 

MgK(As - Bsf/) 

C = V(BR -A) 

where C is the analyte concentration in the water sample (mi
crogram per liter), Ms is the mass of the stable isotope spike 
(nanogram), V is the volume of water sample to which the isotopic 
spikes were added (milliliter), A is the natural abundance of the 
reference isotope, B is the natural abundance of the spike isotope, 
As is the abundance of the reference isotope in the spike, Bs is 
the abundance of the spike isotope in the spike, K is the ratio 
of the natural and spike atomic weights, and R is the measured 
ratio (reference isotope/spike isotope) corrected for mass dis
crimination where needed (as explained later) measured after the 
addition of the spike. It should be noted that the ratio used in 
the isotope dilution calculations was obtained by first subtracting 
the intensities of the column blank from those of the reference 
and spike isotopes and by then ratioing the reSUlting blank
subtracted intensities. 

RESULTS AND DISCUSSION 

Preliminary Assessment of On-Line Preconcentration 
ICP-MS. The miniature column of 1-8-HOQ used in this work 
was developed by Nakashima and co-workers (20) for off-line 
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Table II. Detection Limits (~g/L) for Mn, Co, Ni, and Cu 
under Different Preconcentration Conditions 

Mn Co Ni Cu conditions 

0.9 0.2 0.2 3 no bufferu 

0.09 0.03 0.06 0.9 '14 buffer' 
0.05 0.05 0.03 0.2 1/2 bufferc 

0.03 0.05 0.09 0.3 all bufferd 

"Carrier = buffer = DDW at 1.1 mL/min. 'Carrier = DDW at 2 
mL/min; buffer = 0.1 M ammonium acetate, pH 5.0, at 0.5 mLI 
min. cCarrier = DDW at 1.1 mL/rnin; buffer = 0.1 M ammonium 
acetate, pH 5.0, at 1.1 mLjmin. d Carrier = buffer at 2 mLjmin; 
buffer = 0.1 M ammonium acetate, pH 5.0, at 0.5 mL/min. 

preconcentration of trace metals from seawater in a flow
system prior to their determination by graphite furnace atomic 
absorption spectrometry (GFAAS). The main purpose of their 
work was to decrease the sample consumption. The procedure 
followed was essentially the same as the column method de
scribed in ref 9, but on a smaller scale. Briefly, the sample 
was pumped through the column at 2 mL/min. The column 
was washed with a small volume of DDW and the elution was 
then carried out by pumping 1.7 mL of 2 M HCl/0.1 M HNOs 
(at 1 mL/min) through the column. The pH of the sample 
was adjusted prior to its preconcentration (no buffer was used). 
In contrast, when the same miniature column was installed 
on-line (as shown in Figure 1), it appeared that neutralization 
of the sample with a buffer was mandatory if reproducible 
elutions were to be obtained. This is illustrated in Table II 
wbere the effect of different proportions of buffer/carrier on 
the detection limits of Mn, Co, Ni, and Cu is summarized. 
There was a dramatic improvement as soon as the ammonium 
acetate buffer was introduced, which leveled off when the 
proportion of buffer became equal or greater than that of the 
carrier (DDW). Since, according to the results in Table II, 
it was not necessary to use an all buffered system (Le. buffer 
as the carrier), a buffer flow rate of 1.1 mL/min, equal to that 
of the carrier (DDW), was used thereafter. 

The blank signals (Le. injection of eluent without prior 
injection of samples), sensitivities, and detections limits ob
tained in these preconcentration conditions, using peak area 
and peak height, are compared in Table III. They are based 
on 100-IlL injections of an aqueous 10 Ilg/L multielement 
standard (with subsequent elutions with 1 mL of eluent). In 
general, the detection limits using peak height were better or 
similar to those using peak area. (It should be noted that 
similar results could be obtained by using 1-mL injections of 
an aqueous 1 Ilg/L multielement standard; the IOO-IlL in
jection loop was preferred for this preliminary characterization 
of the system, because of the shorter loading time required.) 
The most important reproducible blanks were observed for 

a 
~ 
f' j, 
~ 

-3 
2 
2 b § 
8 

-JI\'-. ,2~h--)<~J~L>" '1 
4,0 6.0 8.0 10.0 12.0 

time (min) 

Figure 2. Preconcentration and elution processes of sSMn (--), 59Co 

( ... ), BONi (---), and "Cu (_._), showing that wtth too short a wash time, 
two elutions are required for a complete recovery of the elements. 
Injections of 1 ng (as 100 ILL of 10 Ilg/L) of each element were done 
at time 0.0 and that indicated by the "S" arrow. Injections of 1-mL 
eluents (2 M HC1/0.1 M HNOs) are indicated by the other arrows. "a" 
and "b" indicate respectively analyte elutions and column blank elutions. 

~-"-I 

6.0 

Figure 3. Preconcentration and elution processes of 98Me (--), 114Cd 

( .. ,), 121Sb (---), and 208Pb (---). An injection of 1 ng (as 100 ILL of 
10 Ilg/L) of each element was done at the time indicated by the "S" 
arrow. Injections of 1 mL of eluent (2 M HC1/0.1 M HNOs) were done 
at time 0.0 and that indicated by the other arrow. "a" and "b" indicate 
respectively analyte elution and column blank elution. 

Sn, Pb (see Figure 4), and especially Cu. (The same obser
vation was made for Fe and Zn; in their case however, the 
blank was much higher and quite irreproducible so that no 
reliable results could be obtained.) Measurements of isotope 
ratios during the elution of column blanks revealed that these 
elements were released by the column (they were probably 
preconcentrated from the reagents used). 

Typical elutions of 1 ng of each of several elements, as well 
as column blanks, are illustrated during the first 5.5 min of 

Table III, Figures of Merit with On-Line Preconcentration ICP-MS (Carrier = DDWat 1.1 mL/min; Buffer = 0.1 M 
Ammonium Acetate, pH 5.0, at 1.1 mL/min) 

peak height 
peak area sensitivity. 

element blank,a counts sensitivity, counts/(~g/L) DL,' "giL blank, counts I s (counts/s)/(~g/L) DL, ~g/L 

Mn 181 ± 24' 1557 ± 56 0.05 296 ± 22 6500 ± 130 0.01 
Co 46 ± 15 927 ± 39 0.05 123 ± 73 4020 ± 310 0.05 
Ni 37 ± 5 480 ± 110 0.03 93 ± 26 1660 ± 410 0.05 
Cu 296 ± 16 217 ± 58 0.2 555 ± 43 578 ± 57 0.2 
Mo 36 ± 13 120 ± 41 0.3 97 ± 14 247 ± 72 0.2 
Cd 23 ± 3 282 ± 13 0.03 43 ± 2 1042 ± 78 0.006 
Sn 150 ± 5 208 ± 21 am 262 ± 11 618 ± 27 0.05 
Pb 151 ± 6 357 ± 48 0.05 266 ± 14 1400 ± 180 0.03 
U 2±2 226 ± 15 0.03 19 ± 6 790 ± 100 0.02 

a Signal observed for the column blank (1.4-2.0-min interval). bDetection limit (based on 3<T) which could be reproduced over at least a 
month. CPrecision expressed as the standard deviation (n = 3-5). 
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Figure 4. Peaks observed with the injection of six consecutive 1-mL 
aliquots of eluent following the injection of 1 ng (as 100 ILL of 10 1L9/L) 
of each of "Mo (--), "'Cd ( ••• ), and 208Pb (~~~). The first injection 
of the eluent was carried out at time 0.0 (about 1 min following the 
sample injection). 

Figure 2, and in Figure 3. Figure 2 shows results for Mn, Co, 
Ni, and Cu. It is interesting to see (looking at the 0.o-5.5-min 
interval) that Mn, Co, and Ni came out at essentially the same 
time (1 min after injection of eluent), whereas Cu eluted about 
30 s later. This behavior is in good agreement with the sta~ 
bility constants of 8-HOQ complexes (26), with Cu'+ forming 
the strongest one. The 5.5-12-min interval illustrates the 
importance of a preelution wash with this on-line precon
centration system. When too short a time (in this instance, 
30 s) was allowed after injection of the sample and before 
elution, disproportioned elution peaks were obtained and more 
than one injection of eluent was required for a complete re
covery of analyte. However, when the wash time was increased 
to at least 1 min, reproducible peaks (such as those obtained 
in the 0.o-5.5-min interval) were seen. This wash time, which 
is longer than that required to simply traverse the column, 
probably accounts for diffusional processes as well as actually 
washing the column. (During the analysis of seawater, if the 
wash time was too short (Le. less than 1 min), a bright yellow 
Na emission was seen in the plasma as soon as the bypass valve 
was switched to monitor the elution.) 

Figure 3 illustrates the cases of Mo, Cd, Sb, and Pb. Sb 
is obviously not retained (this was true at both pH 5.0 and 
8.0). The elution pattern of Mo was different from that of 
the other elements considered in this work. Like Cu, Mo 
eluted later, but several injections of eluent were required 
(Figure 4) in order to recover Mo completely. It should be 
noted that symmetrical peaks were observed only for unre
tained elements (Sb) or molecular species, such as 40 Ar35Cl 
at mlz 75, and 35C]160H at mlz 52, resulting from the coe
lution of chlorine-containing compounds. These peaks were 
wide and symmetrical, in contrast to the elution peaks which 
were, in general, tall, narrow, and tailing toward the end of 
the elution. A similar behavior was observed in F AAS by 
Olsen and co-workers (14) who reported that nonselective 
absorption of light by Na from the matrix gave a low and wide 
peak during the preconcentration period, whereas a high and 
narrow peak was obtained during elution of the analyte. 

The detection limits and sensitivities obtained for Mn, Co, 
Cu, Cd, and Pb by direct aspiration are compared to those 
obtained with on-line pre concentration in parts a and b of 
Table IV, respectively. Standard solutions in the range 1-100 
ILg/L were used for direct aspiration while a maximum of 100 
ILL of 10 ILg/L was used for the on-line preconcentration. 
Except for Cu whose column blank is the limiting factor, peak 
area detection limits were similar to those obtained by con
tinuous nebulization (Table IVa), which was to be expected 
since the same measurement period was used in both cases. 
The results obtained by using peak height showed a different 

Table IV 

a. Comparison of Some Typical Detection Limits (I'g/L) 
Observed with Direct Aspiration vs On~Line Preconcentration 

ratios onMline 

continuous preconen 
element aspiration height area 

continuous/ continuous/ 
height area 

Mn 0.04 0.01 0.05 4 0.8 
Co 0.04 0.05 0.05 0.8 0.8 
Cu 0.07 0.2 0.2 0.4 0.4 
Cd 0.03 0.006 0.03 5 1.0 
Ph 0.07 0.03 0.05 2 1.4 

h. Comparison of Some Typical Sensitivities «counts/s)/(I'g/L)) 
Observed with Direct Aspiration vs OnRLine Preconcentration 

element 

Mn 
Co 
Cu 
Cd 
Ph 

continuous 
aspiration 

3701 
3149 
1436 
783 
745 

on-line 
preconcn 

height 

6500 
4020 

578 
1042 
1400 

ratio 
height/ 

continuous 

1.8 
1.3 
0.4 
1.3 
1.9 

behavior. The detection limits for Cu and Co were the same 
as with peak area, but those for Pb and especially Mn and 
Cd were improved with on~line preconcentration (even with 
a preconcentration factor of 1). These improvements can be 
explained (at least partly) by considering the elution process. 
Although 1 mL of eluent is injected, the analyte is mostly 
eluted near the front of this volume. As can be seen in Figures 
2-4, 1 ng of analyte came out over about 1 min but most of 
it was already out in the first 30 s. This generally resulted 
in an enhancement of the signal compared to that of 1 ng/mL 
aspirated directly, as can be seen from the change in peak 
height sensitivities reported in Table IVb. However, on 
comparison of the changes in sensitivities (Table IVb) to the 
corresponding changes in detection limits (Table IVa), it 
appears that they are similar for Co, Cu, and Pb whereas the 
improvement in detection limit is much greater than that in 
sensitivity for Mn and Cd. This means that the increased 
sensitivity is cancelled by increased noise (resulting from the 
shorter measurement time used for peak heights) in the case 
of Co, Cu, and Pb, whereas there would seem to actually be 
a reduction in noise for Mn and Cd. Although the difference 
between the results of Co and Mn can partly be explained by 
the lower recovery of Co experienced with 1-8-HOQ (9), future 
work will aim at accounting for the above observations (which 
were reproducible over several months). 

Analysis of SLRS~l. The first application of the on-line 
preconcentration system was made to the certified riverine 
water SLRS-l. The method of standard additions was used 
(additions were made to an aliquot of SLRS~1, prior to in
jection, in order to double the concentrations of the analytes). 
A 1-fold preconcentration was performed for Mn, Ni, and Cu 
(Le. 1-mL aliquots of the unspiked and spiked SLRS-1 were 
injected) while a 10-fold preconcentration was done for Co, 
Pb, and U. (In each case, the three elements stated were 
monitored from the same injection.) The results, computed 
by using both peak height and peak area, are summarized in 
Table V. A good agreement with the certified values was 
achieved by either peak area or peak height for Mn and Co, 
whereas peak area gave the best results for Pb and U, and peak 
height gave the most accurate and precise result for Cu. 
Overall, it seems that within each pair of results (area vs 
height), the result of highest precision is also the most accu
rate. (These observations were also true for seawater.) 
However, high results (by both peak height and peak area) 
were obtained for NL It should be noted that, although the 
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Table V. Concentration (lLg/L) of Some Trace Metals in 
the Riverine Water SLRS-l As Determined by the Method 
of Standard Additions with On-Line Preconcentration 
ICP·MS,' with Peak Area and Peak Height 

element peak afea peak height certified valueb 

Mn 1.79 ± 0.54' 1.81 ± 0.55 1.77 ± 0.23 
Co 0.047 ± 0.011 0.044 ± 0.014 0.043 ± 0.010 
Ni 1.41 ± 0.40 1.26 ± 0.38 1.07 ± 0.06 
Cu 4.0 ± 1.5 3.60 ± 0.88 3.58 ± 0.30 
Pb 0.099 ± 0.018 0.082 ± 0.020 0.106 ± 0.011 
U 0.295 ± 0.012 0.243 ± 0.048 0.28 ± 0.03 

a The preconcentration factor was 1 for Mn, Ni, and Cu, and 10 
for Co, Pb, and U. bThe uncertainties for the accepted values are 
95% tolerance limits-not standard deviations. C Standard devia
tion (n = 3). 

most abundant isotope was monitored for all the other ele
ments, 60Ni was used to avoid the isobaric interference of 58Fe 
on 58Ni. 

One plausible explanation for the higher Ni result would 
be an isobaric interference from "Ca160, which may result 
from a coelution of Ca. It was noted during the analysis of 
SLRS-1 that some Ca went through the column during the 
preconcentration. This is illustrated in Figure 5 where a I-fold 
preconcentration of SLRS-1 was accomplished by injecting 
1 mL of SLRS-1 (as four 250-ILL injections) followed by elution 
with 1 mL of eluent and an additional injection of eluent to 
check if elution was complete (i.e. if the column blank was 
observed). Four symmetrical peaks appeared during the 
preconcentration which were not due to Ni and may be at
tributed to "Ca'BO because they remained identical during 
the injection of SLRS-1 spiked with Ni, whereas the taller 
asymmetrical peak observed during the elution increased. 
However, although some of the Ca was obviously not retained 
by the column, there was probably some Ca that was retained 
as well. This assertion is supported by the fact that the 
alkaline earths are complexed by I-8-HOQ (for instance, 8-
HOQ can be used for the determination of Mg (26)) but to 
a smaller extent than the transition metals. This smaller 
retention can become significant when high concentrations 
of alkaline earths are present with traces of metals. For 
instance, Fang and co-workers (17) reported unacceptable 
recoveries of most of the heavy metals from a seawater matrix 
because of the high concentrations of alkaline earths, in 
particular magnesium which had a concentration of 1300 
mgjL. 

Analysis of NASS-2. The on-line pre concentration system 
was really put to the test by performing the analysis of the 
open ocean reference water NASS-2. This time, isotope di
lution was more specifically considered, the method of 
standard additions being mostly reserved for monoisotopic 
elements. The isotopic spikes were chosen so as to obtain 
isotopic ratios close to unity. During each preconcentration 
of NASS-2, the effluent was directed to waste to prevent the 

Figure 5. Preconcentration and elution processes of sSMn (--), soNi 
( ... ), and ssCu (---) from riverine water SLRS-1. Injections of 4 X 250 
ILL (1 mL) SLRS-1 were done at time 0.0 and those indicated by the 
"S" arrows. Injections at 1-mL eluent (2 M HC1/0.1 M HNOs) are 
indicated by the other arrows. "a" indicates the peaks observed during 
the preconcentration period, "b" the elution, and "c" a column blank. 

high salt content from reaching the nebulizer and the interface. 
The effluent was only monitored during elutions (performed 
after a wash period of at least 1 min). The natural isotopic 
ratios of standard solutions of Ni, Cu, Mo, and Cd were first 
measured (by on-line preconcentration) to assess the extent 
of mass discrimination. The ratios were compared to IUPAC 
values (27) and found to all be in good agreement. Therefore, 
no correction for mass discrimination was made. In the case 
of Pb, a solution of NBS 981 was used. The 207Pbj208Pb ratio 
of the NBS standard solution came out higher than expected 
for no apparent reason. Also, no reliable result could be 
obtained for Pb by isotope dilution analysis, for any of the 
reference waters considered in this work, whereas good results 
were obtained in previous works (11, 21), using the original 
column preconcentration with I-8-HOQ. 

The results obtained by isotope dilution analysis are sum
marized in Table VI, along with the results obtained by 
standard additions, those obtained in a previous work (11) 
by isotope dilution analysis with off-line preconcentration, and 
the certified values. The isotope dilution determination with 
on-line preconcentration of Mo, Cd, and U yielded results in 
good agreement with the certified values, as did the method 
of standard additions for monoisotopic Mn. However, isotope 
dilution with on-line preconcentration gave results too high 
for Ni and Cu, although the method of standard additions 
(using 63CU) gave a Cu result in closer agreement with the 
certified value. On comparison of the on-line preconcentration 
results with those obtained with the off-line method, it appears 
that isotope dilution yields good results for Ni and Cu but 
not Mo when used off-line. Since the major difference between 
the on-line and off-line preconcentration techniques is the 
neutralization with the ammonium acetate buffer (which is 
not used with the off-line method), it would appear that 
neutralization of the sample with a buffer improved the 

Table VI. Concentration (JLg/L) of Some Trace Metals in the Open Ocean Water NASS-2 As Determined by Isotope Dilution 
and the Method of Standard Additions with On-Line Preconcentration ICP-Msa 

element isotope dilution standard addition previous workb certified valuec 

Mn 0.022 ± 0.007d 0.022 ± 0.007 
Ni 0.332 ± 0.001 0.268 ± 0.005 0.257 ± 0.027 
Cu 0.190 ± 0.020 0.095 ± 0.011 0.116 ± 0.011 0.109 ± 0.011 
Mo 12.1 ± 0.9 8.90 ± 0.64 11.5 ± 1.9 
Cd 0.033 ± 0.001 0.027 ± 0.001 0.029 ± 0.004 
U 2.91 ± 0.17 3.06 ± 0.56 2.92 ± 0.04 3.00 ± 0.15 

'The precancentratian factor was 1 far Mo and U and 10 for Mn, Ni, Cu, and Cd. 'See ref 11. Determined by the isotope dilution 
technique with a 50-fold off-line preconcentration. cThe uncertainties for the accepted values are 95% tolerance limits-not standard 
deviations. d Precision expressed as the standard deviation (n = 3-12). 
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loading of Mo. whereas it was a source of interferences for the 
determination of Ni and Cu. It is interesting to note that 
different sample injection volumes (i.e. preconcentration 
factors) can be used to speed up the analysis. For instance. 
only 1 mL was needed for Mo and U. while 10 mL was re
quired for the lower concentrations (Mn, Ni, Cu, and Cd). 

CONCLUSIONS 
The implementation of on-line preconcentration in ICP-MS 

can both speed up the sample pretreatment of seawater and 
decrease the sample consumption drastically. With the ori
ginal procedure (9), the preconcentration of NASS-2 required 
500-mL aliquots (I1) whereas only 100mL aliquots were needed 
by on-line preconcentration. Furthermore, a preconcentration 
by a factor of 50 was found necessary with the original pro
cedure in order to get reliable values for Cd, whereas a factor 
of 10 was quite sufficient with on-line preconcentration be
cause of the additional enhancement in sensitivity (see Table 
IV) which results when elutions are followed in real time (most 
of the analyte coming out in the first half of the eluent 
reaching the column). Finally, at least 8 h (for the precon
centration as well as the actual analysis by ICP-MS) was 
required with the original procedure for the analysis of three 
samples of NASS-2 and three column blanks; only 45 min was 
needed with on-line preconcentration. In terms of 
"concentration efficiency" (CE), defined as the product of the 
enrichment (or preconcentration) factor (EF) and the sampling 
frequency in number of samples analyzed per minute (28), 
this converts to a CE value of 0.31 EF /min with the original 
procedure and of 0.67 EF /min with on-line preconcentration. 
This preliminary on-line preconcentration setup thus im
proved the concentration efficiency by a factor of 2. However, 
it was not applicable to all the elements normally determined 
with the original procedure (for instance, huge column blanks 
precluded the determination of Fe and Zn). Future work will 
deal with a more thorough application of this system to the 
analysis of saline waters as well as the optimization of several 
parameters of the setup in order to improve even more the 
concentration efficiency. These parameters will include the 
column dimensions, sampling frequency (which could probably 
be doubled if the buffer line was eliminated and 0.05 M am
monium acetate was used as the carrier, at a rate of 2.2 
mL/min), pH of the buffer, column blanks, etc. 
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Development of an Optical Relative Humidity Sensor. Cobalt 
Chloride Optical Absorbency Sensor Study 

Francisca Boltinghouse* and Kenneth Abel 

The ABEL Company, SR 774 Box 192-A, Pembroke, Virginia 24136 

Cellulose Impregnated with cobaH chloride was investigated 
for use In quantitative relative humidity (RH) measurements. 
Two cellulose substrates were tested: (a) unmodified cellu
lose chromatography paper and (b) the same paper after 
acetylation. Decreasing the amount of cobaH chloride in the 
cellulose matrix decreases both hysteresis effects and the 
effective RH range over which the saR/substrate combination 
can be used for RH measurement. Acetylation of the cellu
lose extends the effective RH range, Increases reproducibllHy, 
and decreases hysteresis effects. 

INTRODUCTION 
Relative humidity can be measured by using various tech

niques including infrared spectrometry (1), wet/dry ther
mometers (2), chilled mirror dew point depression (3), and 
a variety of sensors based on various electrical properties 
hygroscopic materials. Some inexpensive hygrometers use the 
extension of a natural or synthetic fiber, the length of which 
is proportional to the surrounding water vapor concentration. 
The most common sensors are those that measure the change 
in capacitance of dielectric material or the change in resistance 
of a conductive material as a function of relative humidity. 
A novel detector for moisture in gases employing a quartz 
crystal coated with hydroscopic material has been described 
in which weight changes are measured to determine water gain 
or loss (4). A recent report describes a sensor based on a 
poly(tetrafiuoroethylene) (PTFE) fIlm in which the impedance 
of the grafted film decreases as the humidity increases (5). 
Since Winkler (6) first noted a blue solution when dissolving 
the anhydrous salt of cobalt chloride in absolute ethanol and 
reported a color change when water is added, colorimetric 
sensors have been suggested using metal salt hydrates of 
cobalt, copper, and vanadium (7). Cobalt chloride has six 
states of hydration and exhibits progressive color changes with 
corresponding changes in hydration state. Recent reports 
indicate that with excess exposure to moisture cobalt chloride 
can exist in even higher states of hydration (8) although no 
further color change can be noted. As the initially anhydrous 
cobalt salt bonds with each water molecule, it exhibits a color 
change from blue to a fully hydrated pink (9). Figure 1 il
lustrates the transmission absorbing spectra of fully hydrated 
and anhydrous cobalt chloride on filter paper. The scatter
ing/ absorbency spectrum, corrected for substrates' reflectance, 
is essentially identical. 

From a practical standpoint, measurement of the change 
in intensity of light reflected from a sensor element surface 
is easier to develop into an optrode than is measurement of 
the change in intensity of light transmitted through a sensor 
element. Both absorbency measurements and reflectance 
measurements were taken. The results were equivalent except 
at relative humidity values from 90 to 100% where water 
absorption into the cellulose substrate results in increased 
transparency, which in turn reduces the reflected/scattered 

* Author to whom correspondence and reprint requests should be 
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signal in a noureproducible manner. Because the absorbency 
experiments were more comprehensive, the majority of the 
data reported herein was taken from experiments using the 
transmission mode of optical absorbency. 

In the earliest literature reports, cobalt chloride was utilized 
primarily as a qualitative indicator of the presence or absence 
of moisture, an application for which it is still used in de
termining the residual capacity of solid desiccants. In recent 
years, attemts to turn the principle into a quantitative method 
for monitoring relative humidity have appeared in the liter
ature. An optical waveguide humidity detector employing a 
cobalt chloride-gelatin film on silica optical fibers has been 
reported (10). An even more recent report describes the 
application of a porous optical fiber segment impregnated with 
cobalt chloride to measure relative humidity with the goal of 
developing a fiber-optic RH sensor (11). This recent work has 
apparently been prompted by the many reports of fiber-optic 
sensors being developed for measuring a variety of physical 
and/or chemical variables. Fiber-optic sensors have been 
reported for measuring ammonia (12), pH (13), CO2 (14), O2 
(15), temperature (16, 17), and pressure (18). In spite of the 
advances in fiber-optic-sensor development at the laboratory 
level, only the fiber-optics temperature probe appears to have 
been successfully commercialized. 

The work described herein is part of an ongoing investi
gation into the possible application of optical methods for 
quantitative moisture and relative humidity sensor systems. 
This report is based on two methods: optical absorbency and 
reflectance of cellulose-based substrates impregnated with 
cobalt chloride as a function of relative humidity. 

EXPERIMENTAL SECTION 
Control of Relative Humidity. A Shimadzu UV-160 dou· 

ble-beam recording spectrophotometer with computerized data 
reduction was used to measure the optical absorbency of the 
sample. A specially designed sample cell replaced the cell supplied 
by the manufacturer. The entire cell chamber is fabricated from 
a block of aluminum, which is attached to a water bath circulator 
for temperature control. Relative humidity in the test chamber 
is controlled by mixing dry air and water saturated air streams, 
using identical, calibrated rotometers and fine control valves to 
vary the volumetric ratios of the two air streams. The two air 
streams are mixed within the cell block, passed sequentially 
through the sample and reference cell, and exhausted through 
a Rotronic RH sensor (±l % reported reproducibility within the 
range of 5%-95% RH). The saturated air stream is produced 
by bubbling dry air through a water chamber built into the cell 
block to ensure isothermal temperature controL The water 
chamber incorporates a channel-grooved, highly porous fire brick 
as an auxiliary wick to fully saturate the wet air stream. Figure 
2 is a three-dimensional representation of the cell chamber. 

The design of the optical path of the UV·160 includes matched 
silicon photodetectors located close to the sample. This feature 
makes it particularly useful for translucent or turbid samples 
having high scattering coefficients: The design provides excellent 
results in transmission absorbency of highly absorbing cellulose 
paper substrates, allowing reproducible data acquisition across 
the visible spectrum. 

For the reflectance studies, a single· beam system was fabricated 
utilizing a Beckman DU quartz prism monochromator, a 12-V 
tungsten halogen light source operating at 6 V from a constant 

© 1989 American Chemical Society 
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Figure 1. Absorbency spectra of CoCl, on cellulose fi~er paper: solid 
line, anhydrous; broken line, hexahydrate. 

voltage regulator, and an amplified silicon diode as the reflected 
light detector. The stability of this single-beam system was 
sufficient to allow noise-free, reproducible readings to four decimal 
places. Figure 3 is a schematic of this system. 

Acetylated Substrate Preparation. Whatman Chr2 cellulose 
filter paper (Whatman Labsales, Hillsboro, OR) was immersed 
at room temperature in distilled water for 5 min to initiate swelling 
of the cellulose structure; it was then immersed in a second mixture 
of 30% pyridine and 70% water (by volume) for another 5 min. 
This was followed by immersion in a third solution of 70% 
pyridine and 30% water for an additional 5 min. The fourth and 
fmal solution consisted of 70% pyridine and 30% acetic anhydride. 
The cellulose paper was left for 24 h in the final solution and then 
dried in a HEPA-filtered laminar flow hood prior to treatment 
with cobalt chloride solution. For comparison, Whatman Chr2 
without acetylation was used directly as received from the 
manufacturer. 

Sample Preparation. The cobalt chloride was dissolved in 
methanol at the following concentrations: 5, 10, 25, 50, and 75 
mg/mL. Each substrate was soaked in a specified solution for 
1-2 min. For each sample treated with the CoCl, solutions, a 
second was treated with pure methanol for use in the reference 
beam of the spectrophotometer. All samples were allowed to dry 
in a clean laminar flow hood for a minimum of 1 h. Each sample 
was screened at room temperature by measuring its optical ab
sorbency spectrum at 0 and at 95% RH prior to extensive data 

Table I. Conversion of Solution Concentration to Paper 
Concentration 

Solution 

Concentration 

mg CoCI2/mJ MeOH) 

75 

50 

25 

10 

5 

Weight of paper 

paper thickness 

Paper Concentrations: 

Acetyloted Chr.2 

(g /g ) . , 

0.200 

0.173 

0.115 

0.061 

0.042 

1.80 mg/sq mm 

0.229 mm 

Unmodified Chr.2 

0.180 

0.130 

0.073 

0.046 

0.036 

1.79 mg/sq mm 

0.190 mm 

collection. Table I outlines the cobalt chloride paper concentration 
in grams of solution per gram of paper (g,/ gp) for both substrates, 
the weight of the paper, and the paper thickness. 

Triplicate sets of data were measured at 10% RH increments 
both from 0 to 80 % RH and from 80 to 0 % RH for each sample. 
The UV-160 was operated in the double-beam kinetic mode, which 
allowed determination of response times for each incremental RH 
step. The RH steps were not changed until the kinetic mode 
response curve showed no more than a 1 % change in total step 
response over a 30-min time period. All optical absorbency and 
reflectance measurements were taken at the incident wavelength 
of 675 nm corresponding to the maximum absorbency for the 
concentrations of interest. 

RESULTS 
Unmodified Cellulose Results. The concentration of 

cobalt chloride deposited within the cellulosic substrates has 
a significant effect on the optical properties as a function of 
relative humidity. Samples prepared from the following cobalt 
chloride/methanol solutions were tested thoroughly: 5,10, 
25, 50, and 75 mg/mL. Higher concentrations (150 and 300 
mg/mL) were briefly examined, but did not provide useful 
responses and were not tested further. The cobalt chloride 
paper concentrations that covered the maximum percent 
relative humidity range were between 0.180 and 0.130 g,/gp' 
Although this concentration range provides the greatest usable 
percent relative humidity range, it exhibits poor reproduc
ibility. At and above these cobalt chloride concentration levels, 

Figure 2. 3-D representation of RH control and test block: A, humidity generating chamber; S, dry/wet air mixing junction; C, two of four quartz 
optical windows. 
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Figure 3. Reflectance mode system schematic. 
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Figure 4. Effects of cobalt chloride concentration and hysteresis 
effects on untreated cellulose. (A, top panel) a, 0.180 g/g,; c, 0.073; 
e, 0.036. (B) b, 0.130 g/g,; d, 0.046. 

it appears that crystals of the salt precipitate into the cellulose 
matrix, a factor that results in distinct staps between hydration 
states becoming evident in the response curve with each step 
exhibiting a different hysteresis effect. 
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Figure 5. Effects of cobalt chloride concentration and hysteresis 
effects on acetylated Chr2: a, 0.173 g/g,; b, 0.155; c, 0.061; d, 
0.042 . 

The lowest concentration (0.042 g,/gp on nontreated and 
0.036 g,/ gp on the treated) provides the highest reproducible 
response. This concentration, however, has a very short usable 
range with most of the change occurring between 0% and 20% 
RH for the nontreated and between 0% and 40% RH for the 
acetylated. In fact, samples prepared from each concentration 
of cobalt chloride/methanol solution have their own response 
characteristics over specific ranges of absorbency and hu· 
midities. 

Figure 4 illustrates the low reproducibility, the shift in RH 
range with cobalt chloride concentration, and the hysteresis 
effect at each concentration on untreated cellulose filtar paper. 
A solid line (open circles) is the test data obtained upon 
starting at 0% RH and ending at approximately 90% RH; 
the dashed line (closed circles) is the test data obtained upon 
starting at 90% RH and ending at 0% RH. The open circles 
represent the actual data points collected from dry to wet, 
and the closed circles represent the wet to dry data points. 

The 97% response times (the time required for 97% of the 
final equilibrium value to be obtained following a step change 
in relative humidity) for 10% RH incremental steps for each 
concentration starting at 0% RH and progressing to 80% RH 
were monitored. Response times ranged from 16 to 35 min 
for increasing RH incremental steps. For the reverse response 
time were typically longer, ranging from 25 min to almost 1 
h for equilibration . 

Response times going from wet to dry are appreciably longer 
than these going from dry to wet, implying that the removal 
of water from either (or both) the cellulosic matrix or the salt 
hydrate microcrystals is more difficult than the addition of 
water vapor to the matrix. 

Modified Cellulose Results. The most striking difference 
between acetylated and untreatad cellulose was the decreased 
scatter and the improved reproducibility of the data. These 
samples also possessed much shorter response times than did 
the nonmodified cellulose samples. In addition, acetylation 
of the cellulose also results in lower hysteresis effects as 
compared to willlOdified cellulose. On the acetylated cellulose, 
the concentrations that cover the maximum precent relative 
humidity range lie between 0.173 and 0.115 g,/gp' These 
concentrations cover the same percent relative humidity range: 
15%-70% RH with the higher concentration absorbing more 
light at each percent RH. Figure 5 illustrates the effect of 
concentration on RH range, reproducibility, and hysteresis 
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Figure 6. Temperature dependency on acetylated Chr2: a, 0.173 
9,19,; b, 0.155; c, 0.061; d, 0.042. 

effects. The two higher concentrations exhibited overlapping 
response characteristics and hysteresis effects; due to the 
similarity the 0.200 g,/ gp concentration data was omitted from 
the figure. As in Figure 4 the solid line (open circle) represents 
the dry to wet test data and the dashed line (closed circle) 
the wet to dry data points. 

Response times for the acetylated samples were monitored. 
Reproducibility of response times was excellent: Identical 
response time values were collected during repetitive testing. 
Dry to wet equilibration required between 5 and 19 min 
(depending on the RH step range), while the wet to dry re
quired between 7 and 20 min. Acetylation clearly leads to 
reduction of response times; however, no clear trends appeared 
to exist from the data collected. 

Temperature Dependency. Because of the lower degree 
of reproducibility obtainable with the unmodified cellulose, 
temperature dependency studies were made only with samples 
prepared from acetylated cellulose. There is a substantial shift 
in response toward higher RH values with increasing tem
perature, as is illustrated in Figure 6. As observed in the 
room-temperature studies, the two higher concentrations 
exhibit quite similar characteristics, and the response char
acteristics are only shown for the concentrations in the 
0.0180-0.0036 g,/ gp range. 

The change in response versus temperature in the linear 
response RH ranges at any given percent relative humidity 
approximates a straight line relationship fitted to the equation 
y = 0.034x + 0.30. 

DISCUSSION AND CONCLUSIONS 
Studies have been reported on the interaction of the cel

lulose water vapor over long periods of time (19-21). Cellulose 
is an imperfect hygroscopic crystalline polymer that readily 
absorbs water vapor, causing morphological changes within 
the matrix. Existing theories (22) on the sorption charac
teristics of cellulose account for at least four major phenomena 
and related effects. These are (a) the magnitude of sorption, 
(b) heat effects accompanying sorption, (c) swelling, and (d) 
hysteresis. It is generally accepted that the unbounded cel
lulose hydroxyls act as sorption sites capable of sorbing water 
with bonding energy greater than that of water. The first 
water molecules adsorbed at low relative humidity are prin
cipally adsorbed by hydrogen bond formation with hydroyxl 
groups in the cellulose matrix. This sorption of water causes 
the structure to swell, and it continues to swell with increassing 
humidity. The hydrogen bonds of the cellulose break due to 

the swelling of the structure and thus increase the number 
of sorption sites as more water is absorbed. Equilibration time 
for sorption of water on filter paper was reported to be as long 
as 14 h at 79% RH (5). 

Acetylation of cellulose reduces the interaction of water 
vapor and the cellulose matrix, thereby allowing more rapid 
equilibration with subsequent reduction in response time. The 
acetylation reaction, if carried to completion, results in the 
substitution of the three hydroxyl groups with three acetyl 
groups for each cellulose unit (24). Low-power microscopy 
showed that the cellulose acetylated in our laboratory pos
sesses a more grossly porous structure than that of the un
modified cellulose, which may also be a factor in the more 
rapid equilibration of water vapor through the acetylated 
matrix. 

With unmodified cellulose, lowering the concentration of 
cobalt chloride decreases the usable percent relative humidity 
response range. Although having decreased usable RH ranges, 
the lowest concentrations have the highest reproducibility and 
least hysteresis effect. The acetylation of the cellulose causes 
a shift in the usable percent relative humidity response range 
from that observed with unmodified cellulose at the same 
concentration values. Acetylation not only shifts the percent 
relative humidity range, but also increases it; this is clearly 
observed in Figure 5 for the 0.042 gJ gp concentration. The 
CoCl2 on unmodified cellulose possesses a percent relative 
humidity range that covers from 4% to 20% RH, while the 
acetylated cellulose at approximately the SEJIle concentration 
possesses a range from 4% to 60% RH. The concentration 
range from 5 to 25 mg/mL is also the range with minimal 
hysteresis effect and high reproducibility. 

The response to relative humidity of CoCl2 on cellulose is 
strongly temperature dependent. This dependency, combined 
with the hysteresis effects at constant temperature and the 
limited RH range over which a given concentration of COC!2 
will function, does not allow this system to act as a substitute 
for conventional, nonoptical, full-range RH sensors. Because 
of the very short range over which a substantial change in 
optical properties occurs, and because this range can be shifted 
by changing the concentration of CoCI2 in the cellulose matrix, 
the method could find application in optical control of RH 
in facilities requiring constant relative humidity levels. 
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Atomic Absorption Determination of Lead at Picogram per 
Gram Levels by Ethylation with in Situ Concentration in a 
Graphite Furnace 
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A method Is described for the atomic absorption spectrome
tric determination of lead In natural waters and biological 
tissues based on the generation of Pb(C2Hs). using NaB(C2-

Hs). with Its subsequent trapping In a graphite furnace at 400 
o C. Quanlilation Is achieved by using a simple calibration 
graph prepared from aqueous standards having a sensitivity 
of 0.150 ± 0.006 A ng-'. An absolute detection limit (30') of 
14 pg Is achieved. Precision of determination at 100 pg/mL 
Is 4 % relative standard deviation. Results are reported for 
the determination of Pb In a suite of marine reference mate
rials. 

Impressive advances in the detection of ionic alkyllead 
compounds (1-2 nglL range) have been obtained by using 
derivatization techniques (butylation) to form volatile tetra
organolead compounds followed by chromatography with 
atomic absorption detection (1, 2). These procedures involve 
sample preconcentration (using 500-mL to l-L volumes) and 
solvent phase transfers, which lead to potential losses, re
strictions on maximum volumes used for analysis, and con
siderable time and effort. 

Rapsomanikis et al. (3) recently reported a novel deriva
tization purge and trap atomic absorption spectrometric 
procedure based on the solution ethylation of aqueous me
thylead ions by sodium tetraethylborate (NaBEt4) which 
eliminated the need for prior analyte concentration while 
permitting the entire sample to be derivatized, trapped, and 
determined with a minimum of handling. Detection limits 
obtained for Me,Pb+ and Me2Pb2+, viz. 0.18 ng/L and 0.21 
ng/L, respectively (based on a 50 mL sample), are the lowest 
values reported to date. 

More reliable atomic spectrometric methods for detection 
of inorganic lead are required in order to access the extreme 
trace levels present in many samples of environmental interest. 
Hydride generation procedures are commonly resorted to in 
an effort to enhance concentration detection limits for several 
elements; varying success has been reported in the case of lead 
(4-13) using both continuous flow and purge and trap tech
niques. Early studies by Vijan and Wood (6) noted the in
stability of plum bane and the poor reaction efficiency with 
NaBH4 reagent. Use of various oxidizing and complexing 
agents appears necessary for efficient generation (12) but even 
with these, reported conversion efficiencies of inorganic lead 
to plumbane range from 27 to 91 % (8-10,13) often accom
panied by severe interelement interferences (7, 10, 11). 

The accuracy of such analyses in the picogram to nanogram 
per gram range depends primarily on the ability of the analyst 
to obtain a true estimate of contamination blanks introduced 
during the collection, transport, and handling of samples (14). 
In the laboratory. the latter step must be kept to an absolute 
minimum. Although the possibilities of Pb2+ contamination 

* Author to whom all correspondence should be addressed. 

are much greater than for the alkyllead species, its ease of 
ethylation and the absence of significant sample manipulation 
make this approach attractive for coupling with in situ con
centration and atomization procedures using a graphite fur
nace (15-19). The latter offers substantial advantages over 
conventional purge and trap methodologies with furnace or 
heated quartz cell detection systems including simplicity of 
operation and use of small sample volumes, high sensitivity, 
and a substantial increase in detection power. The application 
of such in situ metal trapping to the determination of lead 
in natural waters and biological materials is presented here. 

EXPERIMENTAL SECTION 
Apparatus. A Perkin-Elmer Model 5000 atomic absorption 

spectrometer was fitted with an HGA-500 graphite furnace and 
Zeeman effect background correction. A Perkin-Elmer lead 
electrodeless discharge lamp operated at 10 W was used as the 
line source. Absorption was measured at the 283.3-nm line. A 
nominal spectral band-pass of 0.7 nm was used. Standard Per
kin-Elmer pyrolytic graphite coated tubes were modified for use 
by increasing the diameter of the sample introduction hole to ~2 
mm. 

A custom-made Pyrex cell was used to generate Pb(Et)4, which 
was transferred, via a quartz delivery tube, into the sample in
troduction hole of a preheated furnace tube. The design and 
operation of the cell have been detailed elsewhere (16-19). 

Reagents_ A 1000 mg/L stock solution of inorganic lead was 
prepared by dissolving high-purity lead granules (Johnson 
Matthey) in concentrated HNO, and diluting to 1 M HNO,. 
Working standards were prepared by serial dilution in deionized 
distilled water (DDW) (Barnstead Nanopure system) containing 
0.1 MHNO,. 

High-purity subboiling distilled HNO" CH,COOH, and HCl04 
were prepared in-house. Isothermal distillation of reagent grade 
NH40H into a receiver vessel of cold DDW was used to produce 
a high-purity 12 M product. AIM buffer solution of ammonium 
acetate was prepared from high-purity reagents and adjusted to 
a pH of 5.5 using excess aeid. 

A 0.5% (m/v) solution of NaB(Et)4 in DDW was prepared as 
required. 

A Sure/Pac cylinder of B(Et), (Aldrich), a lecture bottle of EtCl 
(Matheson), sodium metal (Fisher), and anhydrous ether (Fisher) 
were used to synthesize NaB(Et)4' 

Several marine reference materials were analyzed for total Pb 
including National Research Council of Canada (NRCC) open 
ocean seawater (NASS-2), coastal seawater (CASS-2), estuarine 
water (SLEW-!), river water (SLRS-1), dogfIsh muscle (DORM-I), 
and proposed nondefatted lobster hepatopancreas tissue LUTS-1 
(20). Additionally, a sample of water collected from the Western 
ScheIdt estuary (salinity 12%0) as part of the International Council 
for Exploration of the Seas (ICES) 6th Round Intercalibration 
for Trace Metals in Seawater (21) was analyzed. 

Procedures_ Sodium tetraethylboron was synthesized ac
cording to the procedure outlined by Honeycutt and Riddle (22). 
Approximately 14 mL ofB(Et), was transferred under N, pressure, 
using a septum inlet T and stainless steel needle tubing, into a 
N,-purged 250-mL round-bottom three-necked flask containing 
30 mL of anhydrous ether. The flask was continuously purged 
with dry N2 through one neck. A second neck was fitted with 
an angled side arm containing 5 g of freshly prepared sodium sand 
in ether. The third neck supported a reservoir for anhydrous ether 
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Table I. HGA Program 

time, s int gas, 
program step temp,OC ramp hold mLjmin 

generation- 400 14 300 
collection 2' 400 29 100 

3 400 119 150 

atomization 400 1 0 
1600 0 0 
2700 1 300 

'0.5% NaB(Et), added at 4 mLjmin. 

and bypass line for escaping N2. Ethyl chloride was bubbled 
continuously into the solution at a rate of about 200 mL/min. 
The flask was suspended in an ultrasonic bath and chilled to 5-10 
°C by periodic addition of ice. The sodium sand was added in 
four portions over approximately a 5-h period. The purple product 
mixture was then allowed to warm to room temperature and 
transferred to 30-mL vials for centrifugation at 2500 rpm for 20 
min to remove NaC!. The filtrate was evaporated down to about 
20 mL under a stream of N2 and chilled at -78°C to crystallize 
sodium tetraethylboron etherate which on heating at 110-115 °C 
and 1 mmHg gave ether-free sodium tetraethylboron. Estimated 
yield was 60%, assuming the product was pure. No further 
purification was attempted. The reagent was transferred, under 
a N2 atmosphere, to sealed vials in I-g aliquots which were sub
sequently stored at 4 'C in the dark. CAUTION: B(Et), is 
pyrophoric. 

All sample and analytical manipulations were conducted in a 
class 100 clean room environment. Ten-milliliter aliquots of 
CASS-2, NASS-2, and SLEW-l were transferred directly to the 
generator cell, and 200 ILL of acetate buffer was added. Five
milliliter aliquots of SLRS-1 and ICES water were used together 
with 5 mL of DDW and 200 ILL of buffer. 

The biological reference materials DORM-l and LUTS-l were 
solubilized in PFA pressure vessels by using a HNO,-HCIO, 
mixture with heating in a microwave oven, as described elsewhere 
(23). Nominal 0.5-g subsamples (dry weight) were taken and 
following dissolution were diluted to 50.0 mL in 1 M HNO,. 
Blanks were run concurrently with each set of sample decom
positions. Total lead was determined by using l.OO-mL and 100-ILL 
aliquots, respectively, of the dissolved LUTS-1 and DORM-l 
samples. These were diluted to 10.0 mL in the generation flask 
and 200 ILL of buffer was added. 

The sequence of operations describing generation, collection, 
and atomization of Pb(Et), is similar to that reported for the 
hydride-forming elements (16-19) and will not be repeated here 
with the exception of details pertinent to the Pb system. The 
graphite furnace program is given in Table I. Lead is collected 
at 400°C. Two milliliters of NaB(Et). was metered into the cell 
at a flow rate of 4 mL/min with a peristaltic pump. 

Peak-height absorbance measurements were found adequate 
in all cases. Measurement of integrated absorbance was less 
precise (12% relative standard deviation vs 4% at 1 ng absolute). 
Standard calibration curves prepared from spikes of inorganic 
Pb added to 10 mL of DDW containing 200 JlL of buffer were 
used to permit quantitation of samples. 

RESULTS AND DISCUSSION 

The ease with which inorganic lead salts can be ethylated 
in good yield in aqueous solution was noted by Honeycutt and 
Riddle (22) and Rapsomanikis et al. (3). An autooxidation
reduction reaction occurs with production of Pb(IV) and Pb, 
i.e. 

4NaB(Et), + 2Pb2+ ~ 

Pb(Et), + 4B(Et)3 + 4NaCI + Pbo (1) 

The reaction proceeds to 50% efficiency with respect to 
quantitative conversion of inorganic lead to tetraethyllead 
(TEL). Triethylborane is also reported to be capable of 
ethylating Pb2+ to TEL, thus the stoichiometry of the above 
equation is not exact (24). 
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Figure 1. Effect of system variables on the generation, deposition, and 
atomization of TEL (see text for detailS). 

Figure 1 shows the relative peak height signals obtained 
in response to changes affecting generation, trapping, and 
atomization of TEL. Generation efficiency was independent 
of pH provided the latter was >4. Rapsomanikis et al. (3) 
reported an optimum pH of 4.1 in their studies. 

Scavenging of TEL (or its decomposition products) on the 
graphite tube surface was relatively insensitive to temperature 
over the range 200-600 °C. Both new pyrolytic graphite 
coated tubes and older worn tubes (over 200 heating cycles) 
exhibited the same collection characteristics. The range of 
deposition temperatures could be extended considerably (100 
to >800 °C) in the presence of 4 ILg of reduced Pd, which had 
been previously aliquoted, dried, and reduced (at 800°C) on 
the tube surface. Similar observations have been noted when 
Pd was used to aid in the sequestering of analyte hydrides 
in the preheated graphite tube (25). Since Pd did not sig
nificantly enhance the performance characteristics of the 
system (peak absorbance and integrated signal increased by 
10 and 12%, respectively), its use was discontinued in favor 
of a less complex procedure. 

Maximum power heating to an optimum atomization tem
perature of 1600 °C was used. The abrupt decline in response 
below a setting of 1400 °C favored the selection of 1600 °C 
as a compromise between extended tube lifetime and assur
ance of a robust technique. 

All experiments were conducted by using 2 mL of a 0.5 % 
(m/v) solution of NaB(Et) •. With up to 10-mL sample vol
umes, generation of TEL was independent of NaB (Et). con
centration above 0.2% (m/v). As sample volumes increased 
to 20-40 mL, the optimum reagent concentration was found 
to increase to 0.5% (m/v). Concurrently, the cell purging time 
(step 3 of the furnace program) had to be increased from 120 
s for 10-mL sample volumes to 240 s for 40-mL sample vol
umes. Relative to that obtained with 10-mL volumes, signal 
response decreased as sample volume increased, i.e., 87% at 
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Table II. Analytical Results" 

sample result accepted value 

SLRS-1 (ng/mL) 0.110 ± 0.008 (5) 0.106 ± 0.011 
SLEW-1 (ng/mL) 0.030 ± 0.002 (5) 0.028 ± 0.007 
CASS-2 (ng/mL) 0.021 ± 0.003 (5) 0.019 ± 0.006 
NASS-2 (ng/mL) 0.038 ± 0.003 (8) 0.039 ± 0.006 
ICES (ng/mL) 0.20 ± 0.01 (5) 0.19 ± 0.04' 

DORM-l (I'g/g) 0.45 ± 0.02 (5) 0.40 ± 0.12 
LUTS-l (I'g/g) 0.074 ± 0.003 (10) 0.078 ± 0.016' 

a Mean and ODe standard deviation; numbers in parentheses are 
numbers of replicate samples. b Mean result of 20 participating 
ICES laboratories (21). C GF AAS direct analysis results. 

Table III. Figures of Merit 

sensitivity, A/ng 
cell blank, ng 
30" detection limit, pg 
concentration LOD (lO-mL sample), ng/mL 
linear range, ng 
reproducibility, % RSD at 1 ng 
system efficiency, % 

0.150 ± 0.006 
0.074 ± 0.0042 

14 
0.001 
0.014-2 
4 

58 ± 3 

20 mL, 77% at 30 mL, and 74% at 40 mL. 
Aqueous NaB(Et). solutions were stable for about 1 week 

when stored at 4 °C in darkened polypropylene screw-capped 
bottles. Signals equivalent to =75% of those obtained by using 
freshly prepared 0.5% (m/v) solutions of NaB(Et). were ob
served for 1 week old reagent. 

Analytical Blanks. The primary source of the blank was 
determined to be the NaB(Et) •. Absolute cell (reagent and 
manipulation) blanks were found to be 74 ± 4 and 77 ± 5 pg 
when two different batches of NaB(Et). were synthesized and 
used. It was noted that, when freshly prepared, the blank level 
from aqueous solutions of this reagent was about twice this 
value. Permitting the solution to stand overnight presumably 
allowed volatile TEL impurities to degas. 

Analytical Results. Table II summarizes the analytical 
results for the determination of total Pb in a number of marine 
reference materials. In all cases, calibration was against simple 
working curves prepared by generating TEL from spiked 
10-mL aliquots of buffered DDW. The accuracy of this ap
proach is evident from a comparison of these data with the 
certified, accepted., or consensus values given for these samples 
in Table II. 

The procedure used for the ethylation of lead is remarkably 
free of interferences in comparison to current hydridization 
techniques (11). The latter technique suffers marked signal 
reduction in the presence of such cations as Ca, Mg, Na, and 
the first-row transition elements. Signals from 1 ng of Pb(II) 
were found to be unaffected by the presence of 108-fold ex
cesses of Ca'+, Na+, and Mg>+ and 5000-fold excesses of Fe3+, 

Cr8+, Ni'+, Mn'+, A.s3+, and Zn'+ Copper was the only element 
tested for which a signal suppression was noted (-15 % at 
lOOO-fold excess (1 I'g absolute)). The procedure is thus 
sufficiently robust that direct calibration against external 
standards may be made for most natural waters as well as 
solutions of dissolved sediments and biological materials. 

Figures of Merit. Table III summarizes analytical figures 
of merit. Absolute peak absorbance sensitivity as determined 
from the slopes of calibration curves run in several tubes, using 
two different lots of synthesized NaB(Et). reagent, averaged 
0.150 ± 0.006 A/ng (i.e. 28 pg/0.0044 A). This figure is 58 
± 3 % of that obtained by direct injection of 1 ng of Pb as an 
aqueous solution (20 I'L) into the furnace with atomization 
under identical conditions. Comparison of both peak height 
and integrated absorbance measurements resulted in the same 
estimate of overa] efficiency. Inspection of eq 1 reveals that 

the overall efficiency of the ethylation reaction is expected 
to be 50%. However, subsequent ethylation of any redissolved 
Pbo by NaB(Et). or B(Et), reagent in solution would be ex
pected to increase this yield. The generation system is thus 
58% efficient overall (generation, transfer, trapping), but this 
appears to be the maximum that can theoretically be achieved. 

With signal integration, an absolute sensitivity of 90 ± 11 
pg/0.0044 A·s was obtained. Atomization conditions were not 
optimized for signal integration. 

The estimated procedural detection limit for inorganic lead, 
based on the variability of the blank (3u), is 14 pg. This 
corresponds to a concentration detection limit of 1 pg/mL in 
natural water, assuming a 10-mL sample. Sub-picogram
per-milliliter detection limits may be readily achieved by 
taking larger sample aliquots. Precision of determination is 
better than 5% RSD on determinations 70-fold (Le., 1 ng) 
above the LOD. 

The linear working range spans over 2 decades, extending 
to 2 ng. Higher analyte concentrations are accessible by 
working with smaller sample volumes or by introducing an 
internal purge gas flow during atomization. 

CONCLUSION 
Extreme trace concentrations of lead in environmental 

samples become accessible on a routine basis utilizing ethy
lation-in situ graphite furnace atomic absorption spectrometry 
(GFAAS) trapping procedures. Concentration factors of 500 
are readily achieved in 3-4 min (lO-mL samples vs conven
tional 20-I'L aliquots for GFAAS techniques) and sample 
volume requirements are significantly curteiled. The detection 
limit achieved (1 pg/mL) is, to our knowledge, the lowest 
reported for inorganic lead. 
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Characterization of Single-Ply and Polylaminate Films by 
Nuclear Magnetic Resonance Spectroscopy 

Galen R. Hatfield' 

Corporate Technology, Allied-Signal, Inc., Morristown, New Jersey 07960 

The ability of solid-state NMR to obtain detailed Information 
on structure and morphology in polylaminate films is demon
strated for the first time. The polylamlnates studied here 
contained layers of polyethylene, Nylon 6, Surlyn, and/or 
ethylene-vinyl acetate copolymers. The multilayer films ex
amined were chosen with the Intent of illustrating the relative 
strengths and weaknesses of this analytical approach. The 
most notable strength Is the ability of NMR to obtain mor
phological Information on the Interior layers of poly laminates 
without resorting to ply dissolution or separation. 

INTRODUCTION 
Single-ply and polylaminate films are importent materials 

with major applications in the packaging industry (1, 2). 
Physical properties such as permeability, strength, clarity, and 
dimensional stability are directly related to the polymer and 
its morphology in each layer. Unfortunately, these systems 
have often proven to be difficult and/ or tedious to study due 
to their complexity and physical construction. Most ap
proaches involve separation or dissolution of laminate plies 
by refluxing in solution and subsequent analysis (2). Un
fortunately, this procedure is time-consuming and, more im
portantly, may jeopardize the structural integrity of the 
system. In addition, morphological information such as 
crysteIIine content is lost in solution or may be altered during 
separation. Finally, these films are frequently thick, often 
prohibiting an examination of the interior layers by traditional 
methods such as infrared (IR) and X-ray diffraction (XRD). 

High-resolution solid-state nuclear magnetic resonance 
(NMR) has quickly become one of the more powerful tools 
available for the study of polymer morphology (3, 4). The 
purpose of this paper is to demonstrate, for the first time, the 
ability of solid-state NMR in characterizing both single ply 
and polylaminate films. Examples are chosen specifically to 
illustrate the relative strengths and weaknesses of this ana
lytical approach. 

EXPERIMENTAL SECTION 
NMR Spectroscopy. NMR experiments were carried out at 

75.3 MHz on a Chemagnetics CMX300 NMR spectrometer using 
standard cross-polarization (CP) and magic angle spinning (MAS) 
techniques (5-7). The films were packed into rotors and spun 
at roughly 5.0 kHz. The magic angle was adjusted to within 0.10 
by using the 79Br spectrum of KBr (8). The spectra shown in 
Figures 1-6 were acquired by using a 0.8-ms contact time and a 
2-8 repetition time. 

For the purposes of measuring the" crystallinity of Nylon 6 
in sample F, data were also acquired with a 240-s pulse delay. 
The length of this delay was chosen to ensure total magnetization 
recovery and therefore accurate quantitative data. Cross
polarization (TcH) and proton rotating frame spin-lattice relax
ation (T'p(H)) rates were measured (3, 4, 9) for the peaks at 43 
and 40 ppm (see text). TCH was determined to be 0.03 ms for both 
resonances. Values of T,,(H) were found to be 5.09 and 4.38 ms 

1 Current address: Washington Research Center, W.R. Grace & 
Co., 7379 Route 32, Columbia, MD 21044. 
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Table I. Film Structure and Composition 

total thickness, composi-
sample plies ply I'm tion comment 

A 243.8 PE milk bottle 
grade 

B 1 25.4 N6 
C 1 1 27.9 EVA 12% VA 
D 1 1 25.4 Surlyn 
E 2+ADH 1 140.6 Surlyn 

ADH <1 adhesive 
2 90.6 N6 

F 1 12.6 EVA 2% VA 
2 22.2 N6 
3 20.6 EVA 2% VA 

for the peaks at 43 and 40 ppm, respectively. Spectral decon
volutions were carried out with software by New Methods Re
search, Inc., and Lorentzian line shapes. 

Samples. The films studied in the text were reference-type 
research samples, which had been previously characterized by 
combining the information obtained from a number of analytical 
techniques. The relevant information for each sample is given 
in Table 1. Each film was examined "as received", with no 
experimental preparation. 

RESULTS 

Single-Ply Films. Four common materials used in the 
formation of polylaminate films are polyethylene (PE), Nylon 
6 (N6), ethylene-vinyl acetate copolymers (EVA), and Surlyn. 
Structures for each of these are given below. 'SC NMR spectra 
of typical PE, N6, EVA, and Surlyn films are given in Figures 
1-4. Peaks labeled with an asterisk in Figures 1-6 are due 
to spectral features called spinning sidebands and should be 
ignored. 

PE: -tCH,CH,T 

o H 
" , 

N6: -tCCH,CH,CH,CH,CH,N-j-

EVA: -tCH,CH,-t-fCH,«Ht

OCCH, 

" o 
Surlyn: -t CH,CH,t-!CH,«H HCH,«H,T 

C02H CO2 - Zn2 + 

Polyethylene (PE) is the most common material used in 
the production of plastic bottles and other multilayer con
tainers (1). The properties of PE films are strongly dependent 
upon morphology, density, and branching. PE has been ex
tensively studied by solid-state 13C NMR (10-31). Spectra 
of PE typically contain a sharp resonance at 34 ppm and a 
peak or broad shoulder at 32 ppm. Both ofthese can be seen 
for sample A in Figure 1. The peak at 34 ppm has been 
assigned to "crysteIIine" methylenes while the peak at 32 ppm 
has been assigned to those methylenes in the "amorphous" 
phase (10-31). Thus, the ratio of these two peaks can be used 
to measure the crysteIIinity of any PE sample, including films. 

Nylons (or polyamides) are another class of materials 
commonly used in the production of films. These films are 

© 1989 American Chemical Society 
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Figure 1. Solid-state 13C CP-MAS NMR spectrum of a single-ply PE 
film (sample A) (asterisk denotes spinning sideband). 

~ I , 1 l , 

-tC-CH~CH,CH2CH2CH2-~t-

H 

-25 ppm 

Figure 2. Solid-state 13C CP-MAS NMR spectrum of a single-ply N6 
film (sample B) (asterisk denotes spinning sideband). 

characterized by high strength, high water absorption, and 
good gas barrier properties (2). Several solid-state 13C NMR 
studies of Nylon 6 (N6) have recently appeared in the liter
ature (32-37) and have shown that the various structural forms 
of N6 can be distinguished by chemical shift differences in 
the 13C NMR spectra. N6 can crystallize into two forms, 
classified as alpha (a) and gamma (y) (38). The thermody
namically stable structure is the a phase and consists of 
molecules in an extended chain conformation. In the y phase 
structure the molecules are in the form of pleated sheets. The 
13C NMR spectrum of a typical Nylon 6 film (sample B) is 
given in Figure 2. While definitive NMR assignments for each 
carbon in each phase are not yet available, certain resonances 
have been clearly shown (32, 33) to be representative of specific 
phases. For example, the peak at 43 ppm can be assigned to 
the methylene adjacent to the nitrogen in the a phase. This 
same carbon appears at 40 ppm in the y and amorphous 
phases. The peak at 34 ppm, on the other hand, has been 
shown (32, 36) to be indicative of the methylene !3 to the 
nitrogen in only the y phase. Since these resonances can be 
readily observed and resolved, it is possible to accurately 
quantitate the percent of each phase present in any N6 sample 
(33), including films. 

Ethylene-vinyl acetate copolymers (EVA) are another 
common material used in polylaminate films. EVA films may 
be considered as modified low density polyethylene and can 
be blow extruded to be tough or cast for clarity (2). The 13C 
NMR spectrum of a typical EVA film (sample C) is given in 
Figure 3. This sample has been previously shown to contain 
12% vinyl acetate (VA). There are, apparently, no solid-state 
NMR studies of EVA morphology in the literature. However, 
on the basis of the NMR studies of the analogous PE system 
(I(}-31), the two major peaks at 34 and 32 ppm are tentatively 
assigned to methylenes in "crystalline" and "amorphous" 
environments, respectively. The vinyl acetate (V A) func
tionality can be seen in the carbonyl peak at 171 ppm, the 
methine resonance at 74 ppm, and the methyl peak at 22 ppm. 
The chemical shift of the V A methylene appears as the 
shoulder at roughly 40 ppm. These assignments have been 
confirmed by separate studies on poly(vinyl acetate) (not 
shown) and 13C NMR studies of EVA copolymers in solution 

Figure 3. Solid-state 13C CP-MAS NMR spectrum of a single-ply EVA 
film (sample C). 

Figure 4. Solid-state 13C CP-MAS NMR spectrum of a single-ply Surlyn 
film (sample D) (asterisk denotes spinning sideband). 

(39,40). The small peak at 16 ppm can be assigned to terminal 
methyl groups on the PE chain and are an indication of the 
extent of branching present (41). 

Surlyn is the common name for one system in a class of 
polymers called ionomers, which contain both covalent and 
ionic bonds. Surlyn is based on polyethylene and contains 
ionic cross-links between neighboring chains. These links 
stiffen and toughen the polymer, which provides increased 
melt strength in films (2). The 13C NMR spectrum of a typical 
Surlyn film (sample D) is given in Figure 4. There are ap
parently no solid-state NMR studies of Surlyn structure and 
morphology in the literature. However, the spectrum is 
dominated by peaks at 34 and 32 ppm, which can be tenta
tively assigned to "crystalline" and "amorphous" type me
thylenes. The acid carbonyls can be seen at 187 ppm. The 
peaks at roughly 47 and 40 ppm are tentatively assigned to 
the various zinc acrylate and acrylic acid (42) type CH and 
CH, carbons. The small peak at 16 ppm is again indicative 
of terminal methyl groups in the branching PE chains (41). 

Poly laminates, In order to illustrate the ability of NMR 
for examining polylaminates, two multilayer films will be 
discussed. Each of these has been previously characterized 
by combining the information gained from a multitude of 
techniques including gas chromatography (GC), infrared (IR), 
X-ray diffraction (XRD), optical microscopy (OM), and 
various thermal methods (DSC, DMA). The relevant infor
mation for each sample is given in Table L 

The 13C NMR spectrum of a two-ply film is given in Figure 
5. This film (sample E) is a forming web made by either 
coextrusion or extrusion coating. It contains layers of Nylon 
6 (N6) and Surlyn that are held together with a very thin (less 
than 1 ,um) adhesive tie layer. Figure 5 can be readily seen 
as a composite of Figures 2 and 4. From the major resonances 
at 34 and 32 ppm, it is clear that a polyolefin is present that 
can be identified as Surlyn by the peak at 185 and the 
asymmetric resonance at 48 ppm. Nylon 6 features are ob
servable at 172, 43, 40, and 37 ppm. Note that there is a lack 
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Figure 5. Solid-state 13C CP-MAS NMR spectrum of a two-ply film 
containing Surlyn, an adhesive layer, and N6 (sample E) (asterisk 
denotes spinning sideband). 

, " 
, <,\:-

F __ -------' '-~ __ . ___ . ~. ~~ ________ / '~ __ _ 

75 25 -25 ppm 

Figure 6. Solid-state 13C CP-MAS NMR spectrum of a three-ply film 
containing EVA. N6, and EVA (sample F) (asterisk denotes spinning 
side-band). 

of signals attributable to the adhesive layer. The weight 
percent adhesive present, although unknown, is very small 
and apparently below the current detection limit. 

A more complex system exists in the case of a three-ply film 
and an example is given Figure 6. Sample F is a three-layer 
blown film that contains (in order) layers of EVA, N6, and 
EVA. There are no adhesive tie layers. Polyolefin signals can 
be seen at 34 and 32 ppm. Nylon 6 signals, similar to those 
in Figure 2, can be seen at 172, 43, 40, and 37 ppm. From the 
NMR data alone, one can only draw the conclusion that the 
film contains a polyolefin and N6. It is not clear that the 
polyolefin is EVA since no appreciable vinyl acetate (V A) 
signals are observed. The V A content has been determined 
(by IR) to be 2%, or roughly 1 % of the entire polylaminate. 
This appears to be below the detection limit in the current 
experiment. The total experiment time used to obtain Figure 
6 was 1 h. We would expect to observe resonances due to the 
1 % components after an overnight acquisition. Finally, it 
should be noted that the NMR data alone do not identify the 
existence of two separate polyolefin layers. 

DISCUSSION 
The examples above illustrate many of the strengths and 

weaknesses of NMR for characterizing single-ply and poly
laminate films. A major strength is that spectra can be ac
quired "as is" and interpreted in a short time, providing a rapid 
method of analysis. For example, one can easily characterize 
the films in Figures 5 and 6 as containing N6 and a polyolefin. 
However, a clear identification of the PE-based copolymer 
present is not as straightforward. This is generally not the 
case for other polymeric systems. For example, one could 
quickly distinguish Nylon 6 from Nylon 12. Another signif
icant weakness of NMR is its inability to observe low levels 

) 
Simulated 
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~ 
, '" "I'''' "I' "'" 'I"'" I" 

50 45 40 35 ppm 

Figure 7. Partial deconvolution of Figure 6 for determination of the 
a-crystalline content of N6 in the center ply. 

of copolymer content, which can have a dramatic effect on 
the physical properties of the film. However, a major ad
vantage is that NMR can be used to quickly determine the 
morphology of many polymers (4), including the four given 
here. 

Solid-state NMR spectroscopy is a bulk-sensitive technique. 
In the experiments carried out here, the observed signals are 
indicative of the entire sample and do not contain any spatial 
information. As a result, NMR cannot easily distinguish 
between a blend of two components and a two-ply film. It 
should be noted, however, that other experiments (43-46) can 
be performed which are capable of probing the molecular level 
interaction present (if any) between two components. Sol
id-state NMR spectroscopy also cannot determine the physical 
ordering of plies by distinguishing an "ABC" film from an 
"ACB" one. These are clearly disadvantages for the complete 
characterization of a polylaminate by solid-state NMR 
spectroscopy. However, this transparency to physical con
struction also creates a significant and unique advantage. 

While NMR cannot determine the order oflayering, it can 
probe the structure, morphology, and molecular dynamics of 
all layers without resorting to dissolution or separation of plies. 
This is most significant for examining the interior layer(s). 
Other traditional methods such as infrared (IR) and X-ray 
diffraction (XRD) are limited or complicated by problems with 
sampling depth (IR, XRD), sample thickness (IR, XRD), 
interfering strong X-ray scatter (XRD), and orientation (IR, 
XRD). Thus, NMR represents a unique "as is" approach that 
does not suffer from the experimental limitations imposed on 
many other techniques. 

Consider, for example, the three-ply fiim in Figure 6. Here, 
Nylon 6 is the central layer and accurate determination of the 
percent a-crystalline phase present by most traditional 
methods would require ply separation or dissolution. This 
is not the case for NMR, where the a-crystalline content can 
be determined by comparing the integrated intensities at 43 
and 40 ppm (32-37) and using the correct analytical ap
proaches (3, 4, 9). The spectrum in Figure 6 can be decon
voluted into its individual components, and a portion is shown 
in Figure 7. With this approach, the a-crystalline content 
has been determined to be 19%. This type of morphological 
information can be obtained on many polymers including PE 
and PET. 

Although it has not been illustrated here, NMR is also a 
powerful method for characterizing molecular motion and 
dynamics in polymers (3, 4, 47, 48). Experiments designed 
to probe these behaviors are also possible on interior layers. 
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The ability to obtain detailed structural, morphological, and 
dynamic information on interior layers has the clear potential 
to provide critical insights into the changes induced by pro
cessing and their effect on film performance. 
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Gas Chromatographic Sample Introduction into the Collision 
Cell of a Triple Quadrupole Mass Spectrometer for Mass 
Selection of Reactant Ions for Charge Exchange and Chemical 
Ionization 

Mark E. HaiJ,l David W. Berberich,! and Richard A. Yost* 

Department of Chemistry, University of Florida, Gainesville, Florida 32611 

A gas chromatograph (GC) has been Interfaced to the colli
sion cell of a triple quadrupole tandem mass spectrometer for 
performing mass-selected lon-molecule reactions. Reactant 
Ions are selected with the first quadrupole and are allowed 
to react In the second quadrupole collision cell with the ef
fluent from a short open tubular GC column. The ion-mole
cule reaction product ions are mass analyzed by the third 
quadrupole. Charge exchange (CE) and chemical ionization 
(CIl reactions have been studied. The advantages of using 
mass-selected reactions for controlling the selectivity of 
charge exchange and chemical Ionization are demonstrated. 
In addition, this configuration Is shown to provide both 
structural Information and molecular weight information in the 
same chromatogram by aHernating between different reactant 
ions. The posslbllHy of searching CE spectra against the NBS 
EI library has also been investigated. With the benzene 
molecular Ion as a charge exchange reactant and benzo
phenone as the analyte, the system is shown to detect 100 
pg of the analyle utilizing a full scan (comparable to or better 
than the detection limit obtainable with conventional gas 
chromatography/mass spectrometry) and 15 pg with selected 
reaction monitoring. 

Tandem mass spectrometry (MS/MS) has proven to be a 
powerful analytical method for both structure elucidation and 
mixture analysis (1, 2). The enhanced selectivity of MS /MS 
over that of MS has been shown to reduce the need of ex
tensive sample preparation and the lengthy chromatographic 
steps often needed in trace mixture analysis (2). In fact, theory 
and practice have shown that short open tubular columns 
under vacuum outlet conditions can provide extremely rapid 
analyses in gas chromatography/mass spectrometry (GC /MS) 
and GC/MS/MS (3-8). The increased optimum carrier gas 
velocities and the short column length allow for the analysis 
of thermally labile compounds and/ or compounds normally 
thought to be too polar to pass through conventional-length 
(e.g., 30 m) columns (4-8). 

The maximum selectivity of any analytical technique can 
be realized if all of tbe variable parameters of the method are 
considered. These variable parameters can be considered as 
resolution elements that affect the informing power (i.e., the 
amount of information available) in the analytical method (9). 
In mass spectrometry, two resolution elements that may be 
varied are mass analysis and ionization. The informing power 
of mass analysis can be augmented by increasing the mass 
range, increasing the mass resolution, or increasing the number 
of stages of mass analysis (i.e., tandem mass spectrometry). 
Since the ionization method is a resolution element, it too will 
affect the informing power. A certain degree of "resolution" 
(or selectivity) can be obtained with ionization by employing 

1 Current address: Finnigan MAT, 355 River Oaks Parkway, San 
Jose, CA 95134-1991. 
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techniques that allow ionization of only the desired compo
nents of a mixture, thereby excluding the ionization (and hence 
detection) of undesirable interferents. This selectivity of 
ionization is less frequently exploited but can be taken ad
vantage of if careful consideration is made for the selection 
of reactant ions for charge exchange (CE) ionization or 
chemical ionization (Cn (10). 

The selectivity of charge exchange (CE) and chemical 
ionization (CI) techniques arises from control of the energetics 
of the ion-molecule reactions between reactant ions and 
sample molecules (11). A CE reaction may occur if the ion
ization energy of the compound of interest, !E[M] , is less than 
the recombination energy of the reactant ion, RE[R·+]. For 
monatomic species, the recombination energy of an ion is the 
same as the ionization energy of the neutral. However, 
polyatomic ions may possess excess vibrational/rotational 
energy; therefore, this equality cannot always be assumed. The 
amount of internal energy deposited into M'+ is equal to the 
difference between !E[M] and RE[R·+]. Similarly, proton 
transfer CI reactions may occur if the proton affinity of the 
sample molecule, PA[M], is greater than the proton affinity 
of the conjugate base, R, of the reactant ion [R + H+], PA[R]. 
The amount of internal energy deposited into [M + H] + is 
equal to the difference in the proton affinities of Rand M. 

Traditionally, ion-molecule reactions are performed in a 
high-pressure (e.g., 1 Torr) ion source (10-13). However, there 
are limitations to performing these reactions in the ion source. 
When a reactant gas is introduced into the ion source, it is 
rare that only a single m/z reactant ion is formed. Since other 
undesirable reactant ions may be present, the ionization 
process is not well-controlled. In fact, many ionization pro
cesses including CE, CI (each with various reactant ions), and 
even EI may compete with the ionization technique of interest. 
This mixed-mode ionization certainly limits the selectivity of 
the ionization process. In addition, instrumental parameters 
such as ion source pressure affect the relative abundances of 
the various reactant ions, and reproducible CE or CI spectra 
are often not easily obtained. 

An approach that eliminates the mixed-mode ionization 
discussed above is to mass-select the desired reactant ion 
before allowing it to react with the sample. Mass selection 
of reactant ions has previously been used for studying ion
molecule reactions and reactive collisions. A variety of tandem 
mass spectrometers have been used, including sector instru
ments (14), a double quadrupole instrument (15), quadrupole 
ion traps (16-19), and triple quadrupole mass spectrometers 
(19-27). Crawford and co-workers have used Kr as a charge 
exchange collision gas in a triple quadrupole mass spectrom
eter (TQMS) for monitoring carbon monoxide in the presence 
of hydrocarbons (28). However, to date there has been no 
demonstration of the analytical utility of mass selecting the 
reactant ion for mixture analysis or of the combination of such 
mass-selected reactions with GC. 

In the work described here, a gas chromatograph has been 
interfaced to the collision cell of a TQMS. Reactant ions are 
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selected with the first quadrupole mass filter (Ql) and are 
allowed to react with neutral sample molecules that elute from 
a GC column into the second quadrupole collision cell (Q2). 
The third quadrupole is scanned for the products of the 
ion-molecule reactions. For both CE and proton transfer CI, 
the exothermicity of the ion-molecule reaction and the re
sulting extent of fragmentation can be controlled by the se
lection of the reactant ion. These ionization processes can 
be used to enhance selectivity by choosing reactant ions that 
will only ionize targeted compounds or by excluding the 
ionization of undesirable interferents. For example, if the 
molecular ion of benzene (C6H.+, IE = 9.2 eV) is chosen as 
a CE reactant, only compounds with ionization energies less 
than 9.2 eV are ionized (typically only aromatic compounds). 
The energetics of ion-molecule reactions can also be used to 
obtain the desired amount of fragmentation. For example, 
if CE is used and molecular weight information is desired, then 
reactant ions may be chosen that have REs just above the IEs 
of the analytes. Alternatively, if structural information is 
desired, a reactant ion may be chosen that has a RE much 
larger than the IE of the sample molecules. The same logic 
can be applied to proton transfer CI, except that the difference 
in proton affinities determines the degree of fragmentation. 
Here the selectivity and sensitivity of a TQMS system com
bining short-column GC with mass-selected reactions are 
presented. Also, the capability of obtaining both molecular 
weight and structural information in the same chromatogram 
is demonstrated. 

EXPERIMENTAL SECTION 

Mass Spectrometry. A Finnigan MAT TSQ70 triple quad
rupole mass spectrometer was used in these studies. All reactant 
gases, except for benzene and acetone, were introduced into the 
ion source through the gas line normally used for introduction 
of CI gas. Benzene and acetone were introduced into the ion 
source via a variable leak valve (Granville-Phillips), which was 
mounted on a 1;'2 in. o.d. stainless steel probe that could be 
inserted into the ion source through the probe inlet assembly. 
Reactant gases were ionized in the source with electron energies 
of 70-100 e V and emission currents of 200 IJ.A. Reactant gas 
pressures of less than 0.3 Torr were used in all cases. For ex
periments utilizing argon and benzene as a reactant gas mixture, 
the pressures of the two reactant gases were adjusted to yield 
approximately the same signal intensity for the Ar'+ (m/z 40) 
and C,H,'+ (m/z 78) reactant ions. The continuous dynode 
electron multiplier was operated at 1000-1200 V. and the 
preamplifier gain was set at 10' V / A. The mass spectrometer 
vacuum cradle was maintained at 100°C to minimize sample 
memory effects in the collision cell. 

The TQMS was tuned in the normal fashion with perfluoro
tributylamine (FC43) to optimize ion transmission and calibrate 
the mass assigmnent. An additional tuning procedure, described 
in detail elsewhere (20), was used to optimize the ion optics for 
maximum transmission of the ion-molecule reaction products. 
This was performed by introducing Ar into the source and n
butylbenzene into Q2. The first quadrupole (Ql) was set to pass 
Aro+ and the resulting charge exchange products of Ar'+ with 
n-butylbenzene were monitored. The ion optics were optimized 
for the appearance of the product ions. Relatively low Q2 ion 
energies (typically 0-2 eV) were required for optimum product 
ion formation. This could be expected, considering that the Q2 
ion energy effectively controls ion residence times within Q2. 

Gas Chromatography. A Varian 3400 gas chromatograph with 
a split/splitless injector was used. A 2.1 m x 0.25 mm i.d. DB-5 
(0.25-I'm film) or a 3 m x 0.18 mm i.d. (O.4-lJ.m film) fused-silica 
open tubular (FSOT) column (J& W Scientific) was used, de
pending on the analysis. Carrier gas flow rates were controlled 
with a mass flow controller (MKS Mode11159A) and a flow control 
system described previously (6). This flow control system allows 
the injection port to be operated at subambient pressures such 
that low carrier gas flow rates (1-2 mL/min) can be used with 
short columns with a vacuum outlet. It was necessary to limit 
the flow rates to less than 2 mL/min in the collision cell to avoid 

exceeding the normal operating pressure of the analyzer region 
of the TSQ70. The pressure in the analyzer region, with <2 
mL/min of He carrier gas flowing into the collision cell, was 
typically 2 x 10-5 Torr, as indicated by a Bayard-Alpert ionization 
gauge. It should be noted that longer columns could be used 
(instead of short columns with reduced inlet pressures) to restrict 
the column flow rates, at the expense of longer analysis times. 
Split injections were performed by injecting the sample directly 
into the low pressure injection port, which was connected to a 
mechanical pump via the splitter line. During the splitless mode 
of operation, the samples were injected with the split valve closed 
and the injection port slightly above atmospheric pressure. The 
inlet pressure was then sharply reduced after allowing approxi
mately 10 s for the sample to enter the column. At the flow rates 
used, the injection port was completely flushed with carrier gas 
in approximately 3 s. Final inlet pressures of 420 and 710 Torr 
were used for the 0.25 mm i.d. and the 0.18 mm i.d. column, 
respectively. Temperature programming was used for all analyses. 
A GC test mixture (J&W P /N 2000110) consisting of 250 ng/ IJ.L 
of each of seven components in hexane was employed to evaluate 
the chromatographic integrity of the GC and GC /MS transfer 
line. 

It was important to select a carrier gas that would not be ionized 
by mass-selected reactant ions, since the ionized carrier gas could 
interfere with the ion-molecule reactions of interest. Helium was 
chosen for this work, since it has an ionization energy well above 
the recombination energies of the reactant ions used. In addition, 
it was expected that the small collision cross section of helium 
would reduce the probability of collisionally activated dissociation 
(CAD) of reactant or product ions in the collision cell; however, 
helium does serve as a buffer gas, which is able to absorb energy 
during collisions with reactant or product ions. 

GC/MS Interface. Two different transfer lines were used for 
GC/MS interfaces. In both cases the effluent from the GC column 
was introduced directly into the collision cell of the TQMS. For 
one transfer line, a I-m section of the polyimide-clad FSOT 
column was passed through a I-m length of 1/16 in. o.d. stainless 
steel tubing. The second transfer line consisted of a 0.9 m X 0.32 
mm i.d. BP-5 aluminum-clad FSOT column with a 0.5-lJ.m film 
thickness (SGE). The 2.1-m FSOT column was coupled to the 
AI-clad column with a glass-lined zero-dead-volume fitting. Both 
transfer lines were resistively heated by applying an ac voltage 
across the tubing. This was accomplished by connecting the line 
voltage (120 V ac) across an adjustable autotransformer (Variac), 
and connecting the output of the autotransformer to a step-down 
transformer (rated at 34 V, 10 A, with 120 V input). The voltage 
developed across the secondary of the transformer waS placed 
acrOss the transfer line. The temperature of the transfer line was 
adjusted by varying the voltage output of the autotransformer. 
Approximately 5-6 V ac was required to heat either transfer line 
to 175°C. The transfer lines were covered with glass braid 
insulation to minimize temperature fluctuations. The transfer 
line temperatures were monitored with a digital temperature 
sensor utilizing a low thermal mass type K thermocouple (Omega 
Engineering). Small alligator clips were used to make electrical 
connections to the transfer lines. The transfer line being used 
was inserted through a feedthrough into the mass spectrometer 
vacuum chamber. A Viton ferrule and a 5 em piece of Teflon 
tubing were used to electrically isolate the transfer line from the 
vacuum manifold of the mass spectrometer. Grounding for the 
transfer line was made inside the vacuum chamber, which allowed 
all but the last 5 em of the column to be heated. The end of the 
column was inserted into the collision chamber through the same 
opening used for introduction of collision gas. The TSQ70 vacuum 
manifold has a removable glass top that allows easy access to the 
collision chamber. The procedure of installing the column outlet 
into Q2 requires about the same amount of time as normal in
stallation of a column into the ion source. The transfer lines are 
mechanically simple and can be rapidly heated (or cooled) to the 
desired temperature. Details of the performance and merits of 
direct resistive heating of AI-clad GC columns are presented in 
a separate publication (29). 

RESULTS AND DISCUSSION 
Mass-Selected Reactions for Obtaining Structural and 

Molecular Weight Information. Electron ionization (EI) 
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Figure 1. Mass-selected reaction chromatogram of GC test mixture 
with (a) Ar'+ charge exchange and (b) C,H,+ charge exchange. The 
reactant ions were mass selected with Q 1 during alternate scans. The 
impurity in the mixture is acenaphthene. 

typically provides structural information; however, in many 
cases low intensity molecular ions (or no molecular ions at all) 
are obtained. Chemical ionization (CI) is then used to obtain 
pseudo molecular ions (e.g., [M + H]+) for molecular weight 
confirmation. There are a number of commercially available 
mass spectrometers that provide the capability of acquiring 
EI and CI spectra during alternating scans. For mass spec
trometers not equipped with this capability, a physical change 
in the ion source region (e.g., an ion volume or a different ion 
source) is required to switch from EI to CI. In the latter case, 
EI and CI spectra cannot be obtained simultaneously; con
sequently, molecular weight and structural information are 
not readily obtained in a single chromatographic run. With 
mass-selected reactions, however, the energetics of the ioni
zation process can be tailored to the type of information 
desired. As a result, structural information and molecular 
weight information can be simultaneously acquired. This can 
be accomplished by sequentially selecting different reactant 
ions from the same reactant gas or by introducing a mixture 
of reactant gases in the source and selecting the reactant ions 
during alternating scans that have different recombination 
energies or proton affinities. It is also possible to acquire 
alternating CI and CE spectra by selecting different reactant 
ions. 

Figure 1 shows CE reconstructed ion chromatograms of 1 
I'L of a GC test mixture that were obtained by selecting the 
Ar'+ and C,H,'+ reactant ions during alternating scans. This 
mixture contains a variety of compound types (alkanes, aro
matics, alcohols, and an amine), as noted in the figure. The 
wide range of polarity and reactivity of these components 
makes this mixture useful for evaluating the chromatographic 
performance of the capillary column/transfer line (e.g., to 
indicate the presence of active sites), as well as for investigating 
a variety of ion-molecule reactions. The chromatogram was 
obtained with the 3 m X O.IS mm i.d. column (1 m of which 
served as the transfer line) operated with a 25:1 split. 

Ionization energies of aliphatic compounds are typically 
above 11 eV, while those of aromatics are typically below 10 
eV. As shown in Figure 1, Ar'+ (RE ; 15.S eV) ionizes all of 
the compounds of the mixture, while the C,H,+ ion (RE ; 
9.2 eV) only ionizes the aromatic components. Fenselau et 
al. have previously evaluated benzene as a charge exchange 
reactant (13). However, their results showed that species not 
ionized by the C,H,+ reactant ion were ionized by EI in the 
source. Clearly, the ability to mass-select the desired reactant 
ion and carry out these reactions in a region without the 
presence of ionizing electrons yields the maximum selectivity 
obtainable with the ionization process. 

2,4 dimethyl aniline MW 121 
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Figure 2. Mass spectra of 2,4-dimethylaniline: (a) 70 eV EI, (b) Ar'+ 
CE, and (c) C,H,+ CEo The CE spectra were obtained from the 
chromatogram in Figure 1. The EI spectrum was acquired separately. 

Figure 2 shows a comparison of the spectra of 2,4-di
methylaniline obtained from Ar'+ and C,H,'+ CE from the 
chromatogram in Figure 1, as well as an EI spectrum acquired 
separately for comparison. The CE spectra illustrate the 
capability of simultaneously obtaining molecular weight and 
structural information. Our experience has shown that the 
C,H,'+ reactant ion yields predominantly the molecular ion 
for aromatic compounds with little or no fragmentation. 
Conversely, the Ar'+ CE spectra are more energetic than 70-eV 
EI spectra. This can be better understood by considering the 
internal energy imparted upon ionization. The internal energy 
deposited during CE ionization is well-defined (11), whereas 
the internal energy deposited during ionization by EI is not 
well-defined due to the wide range of energies imparted during 
EI with 70-e V electrons (30). Since the distribution of internal 
energies imparted by CE and EI is different, the spectra will 
generally be different, even if the average internal energy 
deposited is the same. 

It is also possible for some reactant ion kinetic energy to 
be transferred to product ion internal energy during the 
ion-molecule reactions. As a result, it would be expected that 
the relative ion abundances of the product ion spectra would 
be dependent on the Q2 ion energy. In these experiments, 
relatively low Q2 ion energies were used (e.g., 0-2 e V) with 
the presence of helium (acting as a buffer gas) in the collision 
cell; therefore, the amount of kinetic energy transferred from 
the reactant ions to internal energy of the product ions is 
expected to be small. 

Charge exchange ionization produces odd-electron species 
as does EI (31, 32). It has previously been shown that CE 
spectra can be searched against the NBS EI library with 
acceptable results (32). These concepts were investigated by 
using mass-selected reactions in the TQMS. An advantage 
of mass-selected reactions is that two (or more) different CE 
reactant ions can be used, one resulting in EI -type spectra and 
another yielding very little fragmentation. Thus, the CE 
spectra could provide an added dimension for simultaneously 
providing structural and molecular weight information for the 
classification of unknowns. Charge exchange spectra from 
Ar'+, CO,+ (RE; 13.S eV), and CH3+ (RE; 13.5 eV) with 
the components in the GC test mixture were compared with 
EI library spectra. The results of the library searches obtained 
with the TSQ70 ICIS system from the three CE reactant ions 
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Table I. Comparison of EI Library Search Results for CE 
with Various Reactant Ions and EI of Compounds in GC 
Test Mixture 

library search match 
number 

EI CE CE CE MW 
compound Aro+ CO,' CH: filter 

2-chlorophenol 1 3 3 2 off 
1 3 3 2 on 

undecane N° N N N off 
5 5 2 1 on 

2,4-dimethylaniline 5 3 N 4 off 
5 3 3 3 on 

l-undecanol N N N N off 
1 3 2 1 on 

tetradecane 4 9 1 1 off 
2 1 1 1 on 

acenaphthylene 1 7 N N off 
1 4 10 2 on 

pentadecane N N N 1 off 
1 3 1 1 on 

aN, Not found among the top ten best fits of the library search. 

JP-4 Jet Fue! 

Retention Time (mln:sec) 

Figure 3. Mass-selected reaction chromatogram of JP-4 jet fuel on 
a 2.1-m column. Reconstructed ion chromatograms were (a) Ar·+ CE 
and (b) C,H,+ CEo Mass chromatograms of the mlz 134 M·+ of 
1Q..carbon alkylbenzenes were (c) Ar·+ and (d) C,H,+ CEo The arrows 
indicate where spectra were obtained for Figure 4. 

as well as from EI are shown in Table L As shown in the 
table, the success rate of the library search for the CE spectra 
was comparable to that obtained with EL In general, among 
the charge exchange reactants studied, the CH3 + CE spectra 
yielded the most reliable match with the EI library spectra. 
This might be expected, since the CHa charge exchange 
reactant ion deposits the least amount of energy of the three 
reactant ions studied and yielded the most abundant mo
lecular ions. In cases where the compound was not found, 
knowledge of the molecular weight (obtainable by CE with 
a less energetic reactant ion) led to more accurate classifica
tion. Once the molecular weight was known, the molecular 
weight filter could be applied before the library search was 
carried out. In addition, in cases where the compound was 
not correctly matched, information about the compound class 
could be obtained from the best hits of the CE spectra, as is 
commonly done with EI spectra. 

Selectivity of Ionization. The chromatograms in Figure 
1 illustrate the selectivity of CsH.+ CE for a relatively simple 
mixture. A more dramatic illustration of the selectivity of the 
CsHs·+ reactant ion is its use as a means of rapidly screening 
for the aromatic components of a complex mixture without 
high-resolution chromatographic separation. An example of 
these concepts is presented in Figure 3, which shows recon
structed ion chromatograms (RICs) of JP-4 jet fuel on a 2.1 
m x 0.25 mm i.d. FSOT column (1 m of this column served 
as the transfer line). The top two traces of the figure show 

ml' 

Figure 4. Spectra obtained from the chromatogram marked by arrows 
in Figure 3: (a) Ar·+ CE and (b) C,H,+ CEo Only aromatic species 
of the jet fuel are ionized with benzene charge exchange, with no 
fragmentation. 

Retention Time (min:sec) 

Figure 5. Mass-selected reaction chromatogram of GC test mixture 
obtained with mass selection of the protonated acetone dimer (m I z 
117) reactant ion. The impurity in the mixture is acenaphthene. 

the RICs resulting from Ar·+ and CsHs·+ CE, respectively. The 
bottom two traces show mass chromatograms for the mlz 134 
ion obtained via CE from the two different reactant ions. The 
mlz 134 ion is the molecular ion produced from a number of 
different isomers of alkylbenzenes containing a total of ten 
carbons. Figure 4 shows Ar·+ and CsH.+ CE spectra that were 
obtained from the chromatogram of Figure 3. The points at 
which these spectra were taken are indicated by the arrows 
in Figure 3. The Ar·+ CE spectrum of Figure 4a is not easily 
interpreted, since molecular ions and fragment ions from both 
aliphatic and aromatic constituents of the jet fuel are pro
duced. However, in the CsH.+ CE spectrum of Figure 4b, 
only the molecular ion (mlz 134 and the 13C peak at mlz 135) 
from the alkylbenzene(s) is produced. 

Mass-selected ion-molecule reactions can be performed by 
using unique, highly specific reactant ions. Often, selection 
of reactant gases for chemical ionization in the ion source is 
limited to low molecular weight gases (e.g., methane, ammonia, 
etc.), as reactant gases of higher molecular weight (e.g., 100 
amu), present in a large excess compared to the sample, can 
produce ions due to adducts, dimers, andlor fragment ions 
that obscure the presence of sample ions. With mass-selected 
reactions, virtually any reactant ion can be used, provided that 
the reactant ion can be produced in the ion source and does 
not have the same mlz as the sample under study. An ex
ample of a unique reactant ion for chemical ionization is the 
protonated acetone dimer (mlz 117). A chromatogram of the 
GC text mixture obtained by mass selected reaction with the 
protonated acetone dimer is shown in Figure 5. The 2.1-m 
FSOT column was used with the 0.9-m FSOT AI-clad transfer 
line. It was discovered that selection of the m I z 117 ion with 
Ql resulted in the production of the protonated acetone (mlz 
59) in Q2. The mlz 59 ion, which was the result of metastable 
decomposition of mlz 117 or CAD of mlz 117 with the helium 
carrier gas, has an intensity of 30% relative to the mlz 117 
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FIgure 6. Acetone C I spectra obtained from chromatogram in Figure 
5: (a) 2,4-dimethylaniline, (b) 1-undecanol, (c) acenaphthylene. Only 
components with hydrogen-bonding sites reacted to form acetone 
adducts. 

ion. Only three of the seven components were ionized by the 
acetone reactant ions. Spectra for the components ionized 
are shown in Figure 6. The acetone reactant ions can react 
via proton transfer to form [M + H]+ ions if the reaction is 
energetically favorable. Acenaphthylene and 2,4-dimethyl
aniline were the only mixture components protonated by the 
acetone reactant ions. Compounds may also form adducts 
with protonated acetone to yield [M + 59]+ ions or with the 
protonated acetone dimer to produce [M + 117]+ ions. For 
the components of the GC test mixture, only compounds with 
hydrogen bonding sites reacted to form the acetone adduct 
ions (e.g., 2,4-dimethylaniline, and 1-undecanol). Note that 
2-chlorophenol, which does have a hydrogen bonding site, was 
not ionized by the acetone reagent ions. All of the spectra 
obtained from acetone CI exhibited no fragmentation, as 
shown in Figure 6. 

Detection Capabilities of GC IMS IMS with Mass-Se
lected Reactant Ions. The ability of GC/MS/MS with 
mass-selected reactions to detect low levels of analyte was also 
examined. Initially, it was not expected that products of 
ion-molecule reactions in Q2 could be efficiently extracted 
and mass analyzed. The products of the ion-molecule reac
tions have little or no axial kinetic energy when they are 
formed; thus, the collection efficiency of the product ions is 
dependent on the extraction capabilities of the Q2 ion exit 
lens. In fact, Enke et al. have found it necessary to fill and 
trap ions in Q2 for a period of time and then pulse them out 
with the Q2 ion exit lens in order to obtain adequate sensitivity 
(25). Nevertheless, we have found that detection limits with 
GC/MS/MS and mass-selected reactions (without ion trap
ping techniques) are comparable or better than those obtained 
with GC IMS. For these experiments, benzophenone was the 
analyte and CsH6+ was the CE reactant ion. The same 
column and transfer line, described previously with the ace
tone CI studies, were used for these experiments. Similar to 
the spectra of other aromatic compounds studied, benzo
phenone was ionized by CE with the CsHs'+ reactant ion to 
produce. only the molecular ion (mlz 182). Figure 7a shows 
the mass chromatogram for the mlz 182 ion of 100 pg of 
benzophenone for a full scan of Q3 (80-240 amu in 0.5 s). 
Figure 7b shows the chromatogram obtained from 15 pg of 
benzophenone when Q3 was scanned from 181-183 amu in 
0.5 s. The signal-to-noise ratios for parts a and b of Figure 

Benzophenone C,H .... • CE 

Retention Time (min:sec) 

Figure 7. Benzene CE mass chromatograms for (a) 100 pg of ben
zophenone obtained with a full scan of 03 and (b) 15 pg of benzo
phenone obtained w~h selected reaction mon~oring (SRM) of the m / z 
182 ion. 

7, estimated by dividing the peak height by the average 
background noise level ofthe m I z 182 ion, are approximately 
9:1 and 30:1, respectively. For comparison, the specifications 
for the full scan sensitivity of the TSQ70 with GC IMS are 
quoted as 200 pg for EI with signal to noise ratio (SIN) of 
10:1 and 100 pg with methane CI with a SIN of 25:1. Benzene 
CE experiments were attempted in the ion source for com
parison with the mass-selected reaction results. With benzene 
CE in the ion source and a full scan of Q1, 600 pg of benzo
phenone could be detected at a SIN of 10:1 with GC/MS. 
However, the spectra obtained from carrying out the reactions 
in the ion source resembled EI spectra instead of benzene CE 
spectra (due to mixed-mode ionization) and thus do not 
represent a valid comparison. The ability to obtain the mo
lecular ion (or pseudo molecular ion) with little or no frag
mentation for an analyte provides the maximum sensitivity 
for trace analysis. Since such "soft ionization" is easily per
formed with mass-selected reactions, the GC/MS/MS ap
proach provides the opportunity to "tune" the ionization to 
obtain the best limits of detection. 

Chromatographic Integrity. The chromatographic peak 
shape obtained from introducing the effluent from the GC 
column into the collision cell is not quite as good as that 
normally obtained when the GC effluent is introduced into 
the ion source. The tailing of the 2,4-dimethylaniline peak 
(Figure 1 and Figure 5) is most likely due to active sites and 
insufficient heating of the collision cell. Since the temperature 
of the collision cell was controlled by radiant heating from 
the vacuum manifold heater, the maximum temperature was 
limited to 100°C to avoid damage to the electron multiplier. 
It is expected that better chromatographic peak shape could 
be obtained if the collision cell were heated separately and 
to higher temperatures than 100 °C. The best peak shape was 
obtained when a polyimide-clad FSOT column was used as 
a transfer line (Figure 1) instead of the AI-clad column (Figure 
5). Although the AI-clad column is more easily heated re
sistively, the polyimide-clad column can be inserted closer to 
the quadrupole rods of the collision cell without danger of 
electrical arcing, minimizing sample adsorption on the stainless 
steel walls of the collision cell. The introduction of the GC 
column into the collision cell did not appear to reduce ion 
transmission or decrease the performance of the instrument 
and has not required cleaning of any of the ion optics beyond 
routine maintenance. 

CONCLUSIONS 

A new technique in which samples are introduced via GC 
into the collision cell of a TQMS system has been described. 
This GC IMS IMS approach utilizing mass-selected reactions 
offers significant advantages over GC IMS for control of the 
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selectivity and energetics of the ionization process. Molecular 
ions, pseudo molecular ions, or characteristic fragment ions 
can be obtained depending on the reactant ion and the amount 
of internal energy deposited during ionization of the sample. 
The utility of searching charge exchange spectra against EI 
library spectra has also been demonstrated. When combined 
with short-column open tubular GC, mass-selected reactions 
can be used to rapidly screen for particular classes of com
pounds. For example, the aromatic content of a jet fuel can 
be investigated with C6H6+ charge exchange, without inter
ference from aliphatic constituents. The detection limits of 
GC/MS/MS with mass-selected reactions are in the picogram 
range, which are comparable to those that can be obtained 
with GC/MS. The simple, resistively heated GC/MS transfer 
lines described here should make these types of experiments 
readily accessible on any TQMS system. With this technique, 
it should be possible to devise highly specific ion-molecule 
reactions for mixture analysis. 

ACKNOWLEDGMENT 

The authors gratefully acknowledge fruitful discussions with 
Douglas W. Kuehl of the U.S. EPA. 

LITERATURE CITED 
(1) Tandem Mass Spectrometry; McLafferty, F. W.o Ed.; John Wiley & 

Sons: New York, 1983. 
(2) Johnson, J. V.; Yost. R. A. Anal. Chern. 1985, 57, 758A-764A. 
(3) Yost, R. A.; FetterOlf, D. D.; Hass, J. R.; Harvan, D. J.; Weston, A. F.; 

Skotnicki, P. A.; Simon, N. M. Anal. Chern. 1984, 56, 2223-2228. 
(4) Trehy, M. L.; Yost, R. A.; Dorsey, J. G. Ana/. Chern. 1986, 58, 

14-19. 
(5) Trehy, M. L.; Yost, R. A.; McCreary, J. J. Anal. Chern. 1984, 56, 

1281-1285. 
(6) Hail, M. E.; Yost, R. A. Proceedings of the 36th ASMS Conference on 

Mass Spectrometry and Allied Topics 1988, 803-804. 
(7) McClennen, W. H.; Richards, J. M.; Meuzelaar, H. L. C. Proceedings of 

the 36th ASMS Conference on Mass Spectrometry and Allied TopiCS 
1988, 403-404. 

(8) Richards, J. M.; McClennen, W. H.; Bunger, J. A.; Meuzelaar, H. L. C. 
Proceedings of the 36th ASMS Conference on Mass Spectrometry 
and Allied Topics 1988, 547-548. 

(9) Fetterolf, D. D.; Yost, R. A. Int. J. Mass Spectrom. Ion Processes 
1984, 62, 33-49. 

(10) Jelsus, B. L.; Munson, 8.; Fenselau, C. Biomed. Mass Spectrom. 
1974, 1, 96-102. 

(11) Harrison, A. G. Chemical Ionization Mass Spectrometry; CRG Press, 
Inc.: Boca Raton, FL., 1983; Chapter 2. 

(12) Einolf, N.; Munson, B. Int. J. Mass Spectrom. Ion. Phys. 1972,9, 
141-160. 

(13) Subba Rao, S. C.: Fenselau, C. Anal. Chern. 1978, 50, 511-515. 
(14) Hsu, C. S.; Cooks, R. G. Org. Mass Spectrom. 1976, 11,975-983. 
(15) Busch, K. L.; Kruger, T. L.; Cooks, R. G. Anal. Chim. Acta 1980, 119, 

153-156. 
(16) Van Berkel, G. J.; Glish, G. L.; McLuckey, S. A. Proceedings of the 

36th ASMS Conference on Mass Spectrometry and Allied Topics 
1988,300-301. 

(ll) Van Berkel, G. J.; Glish, G. L.; McLuckey, S. A. Proceedings of the 
36th ASMS Conference on Mass Spectrometry and Allied Topics 
1988, 639-640. 

(18) Glish, G. L.; Van Berkel, G. J.; Asano, K. G.; McLuckey, S. A. Pro
ceedings of the 36th ASMS Conference on Mass Spectrometry and 
Allied Topics 1988,1112-1113. 

(19) Berberich, D. W.; Hail, M. E.; Yost, R. A. Proceedings of the 36th 
ASMS Conference on Mass Spectrometry and Allied Topics 1988, 
1110-1111. 

(20) Berberich, D. W.; Hail, M. E.; Johnson, J. V.; Yost, R. A. Int. J. Mass 
Spectrom. Ion Processes, in press. 

(21) Schmit, J. P.; Dawson, P. H.; Beaulieu. N. Org. Mass Spectrom. 1985, 
20, 269-275. 

(22) Schmit, J. P.; Beaudet, S.; Brisson. A. Org. Mass Spectrom. 1986, 
21, 493-498. 

(23) Jalonen, J. J. Chem. Soc., Chem. Commun. 1985, 872-873. 
(24) Fetterolf, D. D.; Yost, R. A.; Eyler, J. R. Org. Mass Spectrom. 1984, 

19,104-105. 
(25) Dolnikowski, G. G.; Kristo, M. J.; Enke, C. G.; Watson, J. T. Int. J. 

Mass Spectrom. Ion Processes 1988, 82,1-15. 
(26) Beaugrand, C.; Devant, G.; Jaouen, D.; Mestdagh, H.; Rolando, C. Pro

ceedings of the 35th ASMS Conference on Mass Spectromery and 
Allied Topics 1987, 345-346. 

(27) Beaugrand, C.; Devant, G.; Jaouen, D.; Mestdagh. H.; Rolando, C.; 
Superieure, E. N. Proceedings of the ASMS Conference on Mass 
Spectrometry and Allied Topics 1988, 811-812. 

(28) Crawford, R. W.; Alcaraz, A.; Reynolds, J. G. Anal. Chern. 1988, 60, 
2439-2441. 

(29) Hail. M. E.; Yost, R. A., submitted for publication in Anal. Chern. 
(30) Mark, T. D. Gaseous Ion Chemistry and Mass Spectrometry; John 

Wiley & Sons: New York, 1986; Chapter 3. 
(31) Lee. E. D.; Hsu, S.; Henion, J. D. Anal. Chem. 1988, 60, 1990-1994. 
(32) Hunt, D. F.; Gale, P. J. Anal. Chern. 1984,56,1111-1114. 

RECEIVED for review November 16, 1988. Accepted May 19, 
1989. This research was sponsored in part by the U.S. Air 
Force Engineering and Services Center, Environics Division 
(HQ-AFESC/RDVS), at Tyndall Air Force Base and by the 
U.S. Army Chemical Research Development and Engineering 
Center (CRDEC). 

Radio Frequency Powered Glow Discharge 
Atomization/lonization Source for Solids Mass Spectrometry 
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A radio frequency (rf) powered glow discharge atomiza
tion/Ionization source has been developed for solids mass 
spectrometry. By use of a 13.56-MHz generator to supply the 
discharge operating potential, a pseudocontinuous plasma is 
produced that permits the sputtering of electrically insulating 
materials such as glasses and ceremlcs. The rf-powered 
source operates at argon pressures of 100-500 mTorr and 
powers of 5-50 W. The effect of discharge parameters on 
the observed analyte ion signals is explained in part as a 
spatial, Ion sampling effect. Mass spectra are presented for 
alloy, metal oxide, and glass matrix samples. For each of the 
matrix types, analyte ion currents for the major speCies are 
on the order of 10-11 A, a value similar to those observed in 
the conventional dc glow discharge ion sources. 

0003-2700/89/0361 ~ 1879$0 1.50/0 

INTRODUCTION 

Over the last 25 years there has been phenomenal growth 
in the number, and capabilities, of spectrochemical methods 
for the elemental analysis of solution-based sample types. 
Flame and furnace atomic absorption (1) and inductively 
coupled plasma emission and mass spectrometries (2) are 
prime examples of such methods. A wide variety of dissolution 
procedures has been investigated for those samples that do 
not occur naturally as aqueous solutions (3). Unfortunately, 
dissolution schemes are as varied as the possible solid sample 
types. The complexity of dissolution procedures, the loss of 
desirable spatial (homogeneity) information, and the inherent 
analyte dilution of transformed solids have led to a renewed 
emphasis in the area of direct solids elemental analysis. In 

© 1989 American Chemical SOCiety 
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addition, the developments occurring in the field of materials 
science pose ever increasing challenges to and requirements 
on the traditional solution phase methods, The majority of 
the new approaches to solids analysis has incorporated some 
means of thermal vaporization, generally followed by transport 
of the produced gaseous species to a secondary excitation/ 
ionization source. For example, atomic populations have been 
created for inductively coupled plasma atomic emission 
spectrometry/mass spectrometry (ICP-AES/MS) analysis by 
arc and spark atomization (4, 5), electrothermal atomizers (6, 
7), direct insertion (8,9) and laser ablation (10, 11). Research 
continues in the use of lasers as atomization sources with 
subsequent optical (12) or mass spectrometric (13) analysis 
in the resultant plasma plume. Research emphasis in support 
of the laser atomization methods is placed on the efficient 
vapor transport to auxiliary spectrochemical sources (14) and 
the compensation for laser- and matrix-based irreproduci
bilities (15). 

The application of glow discharge devices for direct solids 
elemental analysis is increasing (16). These reduced pressure, 
inert atmosphere plasma sources rely on a cathodic sputtering 
step to produce atomic populations from conductive solids 
such as metals, alloys, and semiconductors. Sputtered material 
subsequently diffuses into the collision-rich negative glow 
region where collisions with electrons and metastable discharge 
gas atoms produce excited-state and ionic species. Glow 
discharges are currently employed for elemental analysis by 
atomic absorption (17, 18), emission (19,20), mass spectrom
etry (21, 22), and a number of laser-based spectroscopic 
methods (23, 24). 

One of the factors that has tended to limit the application 
of glow discharges has been the requirement that the sample 
be conductive in nature. Nonconducting powder samples have 
in fact been efficiently atomized for subsequent optical and 
mass analysis (25-27) by mixing with a conducting powder 
matrix. The resulting powder is pressed into the form of a 
disk of appropriate dimensions, in a manner similar to the 
preparation of an IR spectrophotometry sample pellet. While 
this procedure is compatible for many powder samples, many 
bulk solids are not easily transformed into powders. In ad
dition, this process precludes any depth-resolved analyses. 

The research described here is focused on expanding the 
analytical utility of glow discharge spectroscopies to include 
bulk solid insulating (nonconducting) materials. By use of 
a radio frequency (13.56-MHz) potential to sustain the glow 
discharge plasma, samples ranging from metal alloys to 
high-temperature ceramics can be sputter-atomized for sub
sequent spectrochemical analysis. Radio frequency (rf) 
plasmas have been applied extensively in the production of 
specialized thin film and semiconductor (28, 29) systems. 
Spectroscopic investigations of these plasmas have been ap
proached primarily as means of process monitoring (30,31) 
and diagnostics of fundamental plasma chemistry (32-40). In 
terms of the application to bulk solids analysis, the principal 
advantages of rf operation are the ability to analyze insulating 
materials directly without matrix modification and to operate 
in a lower pressure regime than their dc cousins (50-500 mTorr 
vs 1-5 Torr). The latter feature is expected to result in lower 
amounts of molecular species being formed in the gas phase 
and the possibility for enhanced resolution in depth-profiling 
applications (41). 

The mass spectrometric sampling of rf powered glow dis
charge devices, to date, has been pursued from principally a 
fundamental point of view. These studies have been per
formed in order to understand better the operating principles 
of these devices as they are employed in semiconductor device 
fabrication. Coburn and co-workers (37-40) pioneered mass 
spectrometric sampling of rf plasmas as a diagnostic tool. 

They employed mass spectrometry along with atomic ab
sorption to study the ionization mechanisms in rf glow dis
charges, concluding that Penning collisions are the dominant 
process (37, 38). Other studies identified the existence of 
species of the form M"+, MAr+, M"+ AI, and MO+ (39). Finally, 
these researchers illustrated that mass spectrometric sampling 
of rf glow discharges allows for the generation of element vs 
depth profiles in thin film systems (40). As will be discussed 
later, the discharge pressures of the sources employed in these 
earlier studies were much lower (generally r:luch less than 100 
mTorr) than those employed in the work described here 
(100-500 mTorr). 

Given the possible benefita of rf glow discharge operation, 
the application of this operating mode haE not been investi
gated to a great extent in analytical chemistry. Donohue and 
Harrison (42) applied the rf (500-kHz) potential from a spark 
source (mass spectrometer) generator to power a hollow 
cathode discharge ion source. Their studies indicated that 
the analytical capabilities of the rf powered hollow cathode 
were quite similar to dc powered devices, with the ability to 
sputter insulating materials (Pyrex glass) directly as an added 
advantage. Of note was the absence in the mass spectrum of 
oxide and hydroxide species of the glass materials, suggesting 
that these "molecular" analyte species are efficiently disso
ciated by the plasma processes. Oeschner (43) has developed 
the technique of sputtered neutral mass spectrometry (SNMS) 
in which a high-frequency plasma is employed either as the 
primary sputter/ionization source or as a secondary ionization 
source for neutral sputtered species. The 27-MHz plasma 
operates in the 10-'-10-4 Torr regime with the power applied 
through inductive coupling. In the direct bombardment mode 
(DBM), a relatively small dc potential (a few hundred elec
tronvolts) is applied to the sample. This potential extracts 
ions produced in the plasma and accelerates them to the 
cathode surface, resulting in sputtering. A commercial version 
of this instrument (INA 3, Leybold-Heraeus Vacuum Prod
ucts, Export, PAl, having depth resolution powers reported 
on the order of a nanometer, is sold as an alternative to 
conventional secondary ion mass spectrometry. Both radio 
frequency (44) and microwave (45) radiation have been em
ployed to boost the spectral output of glow discharge emission 
devices. The purpose of these couplings is the enhancement 
of electron impact collisions in the gas phase, but not nec
essarily the primary sputter atomization processes. Of these 
analytical implementations of rf power (energy), only that of 
Donohue (42) incorporates the direct coupling of rf power to 
sputter atomize solid samples. 

We present here a description of early developmental work 
on a radio frequency powered glow discharge atomization/ 
ionization source for solids mass spectrometry (rf-GDMS). 
After a discussion of the principles that permit rf sputtering 
of insulating materials, and the attaimnent of proper electrode 
biasing, the results of rf plasma diagnostic studies which have 
produced number densities of analytically relevant plasma 
characteristics will be summarized. The design considerations 
of the rf powered glow discharge source and its interfacing 
to a quadrupole mass filter system will be presented. The 
parametric dependencies of plasma ionic species will be il
lustrated for source operation with copper alloy samples. The 
applicability of this source to the analysis of insulating ma
terials is demonstrated through mass spectra obtained for a 
mixture of transition-metal oxides and a simulated nuclear 
defense waste glass. While not intended to define the ultimate 
powers of such a device, it is believed that the demonstration 
of these basic qualities is indicative of the possible wide
ranging applicability of the rf-GDMS source to a number of 
areas requiring bulk solids elemental analysis. 
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VOLTAGE 

Figure 1. Temporal response of an insulating material to a negative 
voltage pulse. 
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Figure 2. Electrode response to an applied square wave potential. 

THEORY 
The principles by which direct current (dc) glow discharge 

devices operate have been detailed in a number of texts (46, 
47). The atomization/excitation/ionization processes (i.e. 
cathodic sputtering, electron impact, and Penning collision) 
which make the devices useful tools for direct solids analysis 
have also been reviewed (16). These collisional processes are 
those occurring when analyzing metals, semiconductors, and 
suitably modified nonconducting powders. If one of the 
electrodes in the system is an electrically insulating material, 
the required flow of current cannot occur. The application 
of a high-voltage pulse to an insulating surface can be con
sidered analogous to the charging of a capacitor, as shown in 
Figure 1. As a high negative voltage (-V,) is applied, the 
electrode surface potential drops to - V, followed by a charging 
to more positive potentials as a function of time. This is not 
due to the accumulation of positive charges at the surface, 
but rather the loss of electrons through ion neutralization 
reactions at the surface (46). A short-lived discharge will exist 
only until the surface potential drops below the threshold 
value. For this reason, dc power will not sustain the discharge. 
The time scale of this process is such that the application of 
voltage pulses at frequencies on the order of 1 MHz and above 
results in a pseudocontinuous plasma. Wehner and co-workers 
(48) used this rationale in demonstrating the use of rf powered 
glow discharges as sputtering sources. 

A key aspect of the application of rf glow discharges to the 
sputtering of insulating surfaces (true also for conductors) is 
the self-biasing that occurs between the plasma electrodes. 
Consider the application of a 2-kV peak-to-peak square wave 
potential (Va) to a pair of electrodes, as illustrated in Figure 
2. In the initial balf-cycle, the voltage of the primary cathode 
(Vb) goes to -1 kV and then begins positive charging to ap
proximately -0.7 kV. As the applied voltage is switched to 
+1 kV, a surface potential of +1.3 kV is produced. During 
this half·cycle, electrons are accelerated to the electrode's 
surface. The greater mobility of the plasma electrons (com
pared to the much heavier positive ions) results in a faster 

Table I. Comparison of Analytically Relevant Plasma 
Characteristics of Radio Frequency (rf) and Direct 
Current (de) Glow Discharge Plasmas 

sputtered atom density, 
eu/em3 

electron density, cm-3 

average electron energy, e V 
metastable atom density. cm-3 

excitation temperature. K 
mean free path, em 
collision frequency, S-1 

rf de 

1010_1011 (36) 1010-1013 (51, 52) 

1015-1016 (27) 
4-ti (27) 
1010_1011 (37) 

5 X 10-2 

8 X 10' 

1014 (52,53) 
2-5 (54, 55) 
1010-1012 (51, 52) 
300()--6000 (53, 56) 
5 X 10-3 

8 X 106 

surface charging during this half-cycle such that the electrode 
surface potential approaches zero much faster than the pre
vious half-cycle, thus reaching a value of +0.2 kV. When the 
voltage polarity is switched at the start of the second full cycle, 
the potential on this electrode will reach -1.8 kV (+0.2 - 2 
kV). As successive cycles proceed, the waveform of Vb will 
reach a constant offset value, which is significantly displaced 
in the negative direction. This negative dc offset (self-biasing), 
generally having a value of half of the applied peak-to-peak 
potential, is for all intents and purposes continuous. The 
electrode is bombarded alternately by high-energy ions and 
low-energy electrons and is therefore employed as the sput
tering target (cathode). While the potentials applied to the 
electrodes are alternating, a time-averaged cathode and anode 
are established. Self-biasing is also a function of the respective 
electrode sizes. Studies by Koenig and Maissel (49) and 
Coburn and Kay (50) have shown that the potential developed 
at the smaller of the electrodes is much larger than that of 
the larger one. It is therefore advantageous to apply the rf 
potential to the sputtering target and to make its exposed area 
much smaller than the metal vacuum chamber which, for 
experimental simplicity, is usually held at ground potential. 

While the vast majority of spectroscopic studies of rf glow 
discharge plasmas has been pursued as means of process 
monitoring, a large number of more fundamental studies have 
been undertaken to gain a more thorough understanding of 
collisional processes in the plasma negative glow (32-40). 
Gottscho and Miller (32) have reviewed the optical techniques 
that have been applied to rf plasma diagnostics. These 
techniques include actinometry (33), laser-induced fluores
cence (34), and optogalvanic spectroscopy (35). Charged 
species in these devices have been sampled by use of elec
trostatic probes (36) and mass spectrometry (37-40). Ranges 
of the analytically relevant characteristics in rf and dc glow 
discharge devices are compared in Table L Because com
parisons of such values will also depend on discharge geometry 
and operating conditions, the figures should not be taken as 
absolute. As can be seen, the values given for the respective 
plasma types are in fairly close agreement. Therefore, one 
would expect that the analytical characteristics of rf and dc 
glow discharges should not be terribly different. In addition 
to the more common particle characteristics, the mean free 
path and collision frequency for argon atoms are given for the 
respective sources based on an rf operating pressure of 200 
mTorr and a dc value of 2 Torr. These values are important 
in understanding the extent of molecular species observed in 
the mass spectra and the role of redeposition in the sputtering 
process. 

The preliminary data presented here indicate that the 
analytical characteristics are indeed similar. The key dif
ference is of course the fact that the rf discharge is capable 
of direct atomization of insulating materials. Other advantages 
that are yet to be investigated may result from the lower 
operating pressures of the rf devices. Lower discharge gas 
pressures would be expected to produce lower amounts of 
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Figure 3. Diagrammatic representation of the rf glow discharge ion 
source. 

possible molecular mass spectral interferents and a higher 
degree of depth resolution for thin-film analyses. 

EXPERIMENTAL SECTION 
Ion Source Design. The design criteria for radio frequency 

powered glow discharge devices are similar to those of the more 
common de plasmas. Key points include (1) discharge source 
housing configuration and material, (2) vacuum and discharge 
gas delivery systems, and (3) cathode (sample) holder geometry, 
power coupling, and cooling. The requirements for the latter set 
(3) are far more complex than in the de case. Morgan (29) and 
Kumagi (57) have discussed the design considerations for rf 
powered glow discharge sputtering/ deposition systems. The basic 
criteria described by these authors, along with experience in this 
laboratory in the design of more conventional de glow discharge 
devices, have been incorporated in the design presented here. 
Other design considerations important for the analytical spec
troscopic application of rf plasmas include the size and shape of 
the sample, the ease of sample interchange, and the ability to 
interface the device to both mass and optical spectrometers. 

The design of the sample holder must allow for the application 
of the discharge maintenance potential and the passage of cooling 
water. The mounting of the sample to the holder needs to be such 
that there is efficient electrical and thermal conductivity between 
the sample and holder. Figure 3 is a diagram of the rf glow 
discharge sample holder designed in this laboratory. The body 
of the holder is a stainless steel cylinder capped at one end by 
a plate containing the electrical and cooling water connections. 
The opposite end is enclosed by the cathode mounting plate which 
has a 0.5 in. diameter, 0.125 in. deep recession into which the 
sample is press fit. Incoming cooling water is delivered close to 
the backside of the cathode mount. The rf discharge potential 
is simply applied to the cylinder through a stainless steel setscrew 
in the base. The cathode holder is encased in a glass ceramic 
(Macor) sleeve which acts to reduce the amount of sputtering of 
the holder assembly. Since the ceramic sleeve and metal holder 
are in direct contact, the Macor itself may be subject to sputtering 
collisions. To further restrict the discharge to the sample surface, 
an electrically grounded stainless steel sleeve (shutter) is flange 
mounted within one dark space distance (~O.l in.) from the holder 
assembly. The location of this "anode", less than one dark space 
from the holder, prohibits the formation of a plasma in the en
closed regions. The complete sample holder/shutter apparatus 
is mounted on a 2.75-in. conflat-type flange that mates with the 
six-way cross ion source region described below. The mass 
spectrometric samples described here are nominally 0.5 in. in 
diameter, which are press fit into the holder. (Sample disks of 
this size result in a cathode/ anode area ratio of ,-....0.05, which is 
quite favorable in terms of the self-biasing phenomenon (44, 50).) 

In the studies described here, the rf glow discharge plasma was 
powered by an RF Plasma Products (Marlton, NJ) Model RF-10 
radio frequency generator. This unit has a maximum power 
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Figure 4. Rf glow discharge mass spectrometer system. 

output of 1 kW at a frequency of 13.56 MHz. In this application, 
discharge powers of 5-50 W were found to be optimum for mass 
spectrometric signal intensity. In order to achieve efficient energy 
transfer to the plasma, an rf impedance matcbng network must 
be incorporated in series with the rf generator. Chapman (44) 
has discussed the rationale of using rf matching networks by 
analogy to the dc power theorem. Basically, the power dissipated 
in a load (plasma) is maximized when the resistance in the load 
is equal to that of the voltage source. In practice, the matching 
network is an LC circuit which is tuned such that the total im
pedance of the network and the plasma equa~ the output impe
dance of the rf generator. An RF Plasma Products AM-I0 au
tomatching network has been employed here. It cannot be em
phasized too much that thorough electrical grounding must be 
achieved for proper impedance matching and to obtain proper 
mass spectrometer operation. 

Mass Spectrometer System. A diagrammatic representation 
of the co:nplete rf-GDMS system is shown in Figure 4. The ion 
source assembly is constructed from a standard six~way cross 
(MDC, Hayward, equipped with 2.75 in. conflat-type flanges. 
The rf glow discharge source is mounted coaxial with the mass 
spectrometer axis. The remaining ports of the cross are utilized 
for the mounting of fused silica optical windows, vacuum and gas 
inlet attachments, and pressure monitoring thermocouples. The 
mass filter system assembled in this laboratory consists of Extrel 
(Pittsburgh, PAl C-50 components housed in a differentially 
pumped vacuum chamber. Two Leybold-Heraeus (Export, PAl 
cryopumps, rated at pumping speeds of 1150 and 640 L/s for 
argon, provide efficient pumping of the discha:-ge gas and residual 
vapors without the possibility of contamination from pump oils. 
Ions exiting the source region pass through an intermediate 
vacuum region (10--5 Torr) and into the analyzer region (10-7 Torr) 
where they are collected by an ion lens system consisting of an 
immersion lens and a Bessel Box energy analyzer. Ions entering 
the high vacuum region are focused by the i:.:nmersion lens into 
the Bessel Box, which is equipped with a neutral beam stop in 
its center. The energy analyzer serves to select (and normalize 
to some extent) a band-pass of ion kinetic energies which will be 
transmitted to the quadrupole. Employment of the Bessel Box 
is necessary to achieve proper resolution in the quadrupole mass 
filtering process. The neutral beam stop serves to impede the 
flight path of neutral atoms and fast ions down the quadrupole 
axis as well as to deflect photons exiting the ion source, each of 
which are sources of spectral noise. Tuning of the Bessel Box 
elements was performed to maximize the ion signal of the 
sputtered sample material while maintaining proper mass reso
lution and peak shapes. The Bessel Box m~y also be employed 
as a tool to map ion kinetic energies for plasma diagnostics. 

The mass filter employs 3/4 in. diameter, 9 in. long quadrupole 
rods which are powered by a 200-W, 1.2-MHz generator. This 
combination of quadrupole dimensions and pcwer supply is chosen 
for maximum ion transmission and resolution over the mass range 
required for elemental mass spectrometry (j.e., ~ 1-250 amu). 
Resonant ions passing through the filter are detected by a con
version dynode-continuous dynode pair. The system allows for 
detection of both positive and negative ions in the analog mode, 
with ion counting also possible. The mass spectra displayed here 
are recorded in the analog mode on a laboratory X -Y recorder 
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Figure 5. RI glow discharge mass spectrum 01 a stock copper alloy 
(0.20 Torr, 10 W). 

as single mass scans with typical sweep rates of 0.5 amu/s and 
time constants of 0.3 s. 

RESULTS AND DISCUSSION 
Plasma Operating Characteristics. The preliminary 

evaluation of the operating parameters of the rf glow discharge 
ion source was performed employing a stock copper cathode. 
The copper metal matrix was chosen because of its ease of 
sputtering and prior experience in this laboratory with the 
dc glow discharge mass spectrometric characteristics of this 
material. Figure 5 is a rf-GDMS spectrum of the stock copper 
sample under discharge conditions of 0.2 Torr argon pressure 
and 10 W rf power. (It should be mentioned that in alI of the 
work presented here, the reflected rf power is 1 W or less.) 
As can be seen, the spectrum is very similar to dc glow dis
charge spectra. The rf spectra are atomic in nature, with the 
spectrum dominated by ions of the matrix species and the 
various discharge gas species (e.g., Ar+, Ar2+, Ar2+)' Of fun
damental interest is the fact that the Ar+ ions have signifi
cantly different kinetic energies than the rest of the ions 
observed in the spectrum. Marcus et aI. (58) observed a similar 
phemomena with the hollow cathode plume glow discharge 
ion source. The ion signal for the Ar+ maximizes at more 
negative Bessel Box ion energy settings implying that they 
are formed by a less energetic process than the other species 
(electron impact rather than a Penning-type collision). Op
timization of the energy analyzer throughput for argon ions 
results in a 4oAr+;63Cu+ ratio of approximately 4 to 1. 

Scale expansion of the spectrum reveals the existence of 
species related to residual gases due to nonideal vacuum 
conditions: H20+ at mass 18, N2 + at 28, and CO2 + at mass 
44. Also observed are the isotopic distributions of ions of the 
form CuAr+ and Cu2 +. These species are far more prevalent 
in the rf-GDMS spectra than in normal de spectra. One would 
expect that the formation mechanism of these species is a 
gas-phase associative collision (46). The relative extent of 
molecular ions is surprising in light of the lower operating 
pressures of the rf source. In fact, the degree of dissociation, 
Cu+ /Cu2+ and Cu-/CuAr+, increases with higher pressures 
(collision frequencies) with very little dependency on discharge 
power. King and co-workers (59) also found that molecular 
species, particularly dimers, tend to be reduced relative to 
analytes at increased pressure. The data presented here seem 
to indicate that once formed, molecular species are not likely 
to be dissociated. The point of origin of these species may 
well be the cathode dark space/negative glow interface, were 
the mass spectrometric ion sampling is performed. Ions 
formed in this active region may have a range of kinetic en
ergies where atom/ion collision cross sections are maximized. 
Total collision cross sections of electrons in rare gases are 
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Figure 6. Effect of discharge power and pressure on 63CU+ signal. 
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Figure 7. Illustration of the influence of discharge pressure and power 
on the cathode dark space/negative glow interface location. 

known to have such energy maxima (60). Argon metastable 
species, which are also partners in associative ionization 
processes (46), may also be at a maximum in this region. 
Studies of the formation and dissociation of molecular ion 
species are currently under way. 

Certainly, molecular species pose problems in performing 
elemental analysis. Their contribution may be decreased by 
sampling in other regions of the plasma or by judicious choice 
of discharge parameters. King and Harrison (61) have em
ployed a triple quadrupole mass spectrometer to demonstrate 
that collision-induced dissociation (CID) is a viable option in 
the reduction of molecular isobaric interferences. A recent 
upgrade of this instrument to a simple double quadrupole 
geometry will permit investigations into the use of CID to 
remove these interferents. 

A key point at this stage of the source's development is the 
fact that the raw ion currents of the matrix ion species 
reaching the detector are on the same order of magnitude 
(10-11 A) as those observed for the more thoroughly developed 
dc sources. Further source design optimization is expected 
to yield even higher rf signals relative to the de sources. 

Parametric Evaluation. The complex interdependence 
of the pressure/ current/voltage conditions of the de plasma 
sources makes parametric evaluations quite complex; however, 
the rf source is powered by a constant power generator, which 
makes evaluation somewhat more straightforward. Certainly, 
both the voltage and current change at fixed powers with 
different pressures, but these values are not directly accessible 
at this point. The response of the copper matrix ion signal, 
specifically 63CU+, to changes of discharge power is shown for 
a range of pressures in Figure 6. For each fixed-pressure data 
set an rf power is observed where a maximum amount of 
matrix ion signal is detected. It can be seen that as the 
discharge pressure increases, the point of the maximum signal 
shifts to lower power settings. Earlier work by Coburn et al. 
(37-40) did not mention such dramatic parametric depen
dencies with respect to the anode-cathode separation. This 
trend in responses seems to be related to the physical rela
tionship between the plasma negative glow/dark space in
terface and the ion sampling orifice. 

Figure 7 illustrates the effect of discharge pressure on the 
dark space thickness and the relationship between the in
terfacial region and the sampling cone. As discharge pressures 
decrease, electron mean free paths increase such that the 
cathode faII (potential drop) occurs over longer distances away 
from the cathode surface extending the interfacial region 
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Figure 8. Rf glow discharge mass spectrum of NBS C 1122 Cu-Be 
alloy (0.15 Torr, 20 W). 

toward the exit orifice. Decreases in discharge power (voltage) 
produce analogous changes, though to a much lower degree. 
Visual observation of the plasma shows a correlation between 
the position of the negative glow/dark space interface and the 
matrix ion signal detected. The discharge conditions in which 
maximum signal is observed are those where the interfacial 
region is at the sampling cone orifice (as shown in the center 
portion of Figure 7). The reason for this spatial relationship 
would seem to he due to the fact that at this point secondary 
electrons emitted from the cathode surface will have lost 
sufficient energy to be effective in direct electron impact 
ionization collisions with sputtered atoms. In addition, one 
would also expect that this would be the region of highest 
argon metastable atom density. Coburn and co-workers (37) 
have shown that the ion signal of sputtered atoms in an rf glow 
discharge is proportional to the product of the sputtered atom 
density (copper in this case) and the discharge gas metastable 
atom density (neon). Studies of dc discharges by Hess and 
Harrison (62) have also shown the importance of metastable 
species in glow discharge ionization of metal atoms. Sampling 
from within the dark space is hindered by the fact that the 
cathode fall potential will tend to draw ions formed in that 
region back to the cathode surface. Lower ion signals further 
into the negative glow are likely due to lower metastable 
densities and an increasingly diffuse sputtered atomic popu
lation. Clearly, spatially resolved atomic absorption mea
surements to determine sputtered and metastable atom 
number densities would aid in defining these mechanisms. 
There is also a need to be able to vary the cathode-to-sampling 
cone distance to determine the optimum mass spectrometric 
sampling conditions. 

Exemplary Analytical Matrices. While the previous 
discussion has illustrated that there is work to be done in terms 
offurther refinements ofthe discharge source parameters and 
configuration, the possible scope of applicability of the source 
merits further study. We have investigated what might be 
thought of as a cross section of the possible bulk solid ana
lytical matrices requiring elemental analyses. The matrices 
investigated were metal alloys, metal oxide powders, glass frit, 
and a vitrified glass. The latter two of these matrices were 
obtained from the Savannah River Plant in Aiken, SC, where 
they are part of studies involving the Defense Waste Pro
cessing Facility (DWPF) (63). 

The application of the rf glow discharge ion source to the 
analysis of metal alloy (conducting) materials is demonstrated 
in Figure 8. The mass spectrum of the NBS SRM C1122 
copper-beryllium alloy illustrates the simplicity of the rf
GDMS spectra. Clearly seen are the isotopic signals for the 
Cu and Be matrix species. The exaggerated response of the 
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Figure 9. Temporal character of the 5'Fe+ signal in NBS C1122 (0.15 
Torr, 20 W). 

beryllium signal is a function of the throughput characteristics 
of the quadrupole at these mass filter settings and possibly 
a high relative ion yield due to its low ionization potential. 
While the discharge source is far from achieving what we 
believe is optimum performance, the copper matrix ion current 
of ~7 X 1O-11 A is on the same order of magnitude as that 
produced in the more developed de sources. An expansion 
of the intensity scale in the mass region between 50 and 61 
amu reveals the presence of minor transit:on-metal constit
uents at the concentrations indicated in the inset. The relative 
sensitivity factors (RSF's) for the iron, cobalt, and manganese 
in the sample are quite similar to those observed in this and 
other laboratories (64) with de glow discharge sources. The 
single scan detection of the Mn at 40 ppm in the sample, at 
these nonoptimal discharge conditions, is quite encouraging 
at this early stage of development. 

The rf ion source operates quite stably over extended pe
riods of time. Figure 9 is a single ion monitoring trace of the 
54Fe (93 ppm) ion signal. After an initial 20-min plasma 
induction period, the measured ion signal varies by only ~3% 
over the following 40-min time period. This type of temporal 
stability is important in quadrupole mass spectrometry which 
is a sequential analysis technique. On the basis of the observed 
temporal profile and associated noise, a 2 ppm detection limit 
of iron is estimated for the current system. Improvements 
in the source design, ion optics, and multiple scan averaging, 
which would be possible with microcomputer instrument 
control, would be expected to yield much lower values. 

The major impetus for the development of the rf glow 
discharge source is the ability to analyze insulating materials 
directly, without matrix modification. In addition to their 
inability to conduct electrical current, analysis of these types 
of samples is complicated by the fact that the analytes are 
actually in molecular form (generally oxides). Therefore, the 
plasma must also act to dissociate these species for atomic 
spectroscopic analysis. The applications of ceramic and glass 
matrix materials are a rapidly expanding "rea in the material 
sciences. High-temperature, high-strength ceramics, such as 
silicon nitride based materials, are finding increased usage as 
fabrication materials. Another expanding field of application 
of ceramic materials is their implementation as electrooptic 
devices. In both of these applications, quantitative analyses 
are necessary to characterize the level of desired dopants and 
potential pollutant species (65,66). The amorphous nature 
of glass matrices has led to the increased usage of these ma
terials in a wide range of industries. One of the most im
portant of these applications is the immobLization of high-level 
nuclear waste (63). The borosilicate glasses employed at the 
defense waste processing facility (DWPF) are being developed 
with the goal of safe storage of radioactive waste in geological 
environments for millions of years. 

The first matrix type used to investigate the rf sputtering 
of nonconductors was a mixture of transition-metal oxides 
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Figure 10. Rf glow discharge mass spectrum of a mixture of tran
sition-metal (Cr, Ni, Ga, As) oxides (0.30 Torr, 25 W). 

prepared from Spex (Edison, NJ) Hi-Pure powders pressed 
into the form of a disk, without binder. The sample disk was 
in turn mounted on a copper backing disk to achieve the 
proper sample positioning with respect to the sampling cone. 
The plasma produced while employing the oxide mixture as 
the cathode was quite stable. A mass spectrum obtained from 
the mixture of the chromium, nickel, gallium, and arsenic 
oxides is shown in Figure 10. As can be seen clearly in the 
x10 scale expansion, these oxides seem to be efficiently 
sputtered, dissociated, and ionized in elemental form. (This 
is not to say that all oxides would be dissociated.) It is not 
clear at this point whether the dissociation occurs in the 
sputtering process or in the gas phase. Given the relative 
energetics of the two possibilities and the previously discussed 
low collision frec.uency, the former seems more plausible. 

Some other important characteristics are displayed in the 
spectra obtained :rom this sample. Even though the sample 
itself is nonconducting, the measured ion currents for the 
metal ions are on the same order of magnitude as the brass 
alloy shown previously. This indicates that the oxygen (as 
oxides) in the sample simply represents an additional element 
in the matrix which will in fact be sputter atomized like the 
metal atoms. The spectrum shown also indicates, through the 
presence of water and related residual gases, that care should 
be taken to properly dry and degas the oxide powder samples 
prior to analysis. This is also evidenced by the AsH+ signal 
at mass 76. The spectrum shows little evidence of the for
mation of complex ions of the form ArO+ and ArOH+, which 
would be present at masses 56 and 57, respectively. Such 
species tend to appear at these signal levels in dc glow dis
charge mass spectra. It may be that sputtered oxygen atoms, 
because of the low discharge pressure, do not form such species 
in the rf device. The ability to produce atomic ions from a 
sample of this type is indicative of the applicability of the 
rf-GDMS source to the analysis of ceramic and cement pow
ders. 

To investigate be ability of the rf glow discharge to sputter 
glass matrix samples, mass spectra were obtained from a glass 
frit precursor and a vitrified simulated defense waste glass. 
As in the case of the metal oxide powders, the frit sample was 
prepared by compacting it into disk form (again, without 
binder). Mass spectra of this sample indicate the efficient 
atomization of the glass components with both the major and 
minor frit components observed. Figure 11 is an rf glow 
discharge mass spectrum of the vitrified (solid) simulated 
DWPF glass. As was the case for the other nonconducting 
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Figure 11. Rf glow discharge mass spectrum of vitrified simulated 
DWPF glass (0.15 Torr, 20 W). 

matrices, the plasma was quite stable. Also consistent with 
the previous insulating species, the measured ion currents of 
the sputtered species are in the 10-12-10-11 A range. The scale 
expansions in the figure display the signals observed for 
lithium and boron, basic matrix components, and the minor 
first-row transition metals. 

One of the features of GDMS that make it particularly 
attractive for metal alloy analyses is the relative insensitivity 
of the elemental relative sensitivity factors (RSF's) (64) to the 
sample matrix identity. This methodology can be taken to 
an extreme by comparing RSF's between metallic and insu
lating materials. On the basis of the generated RSF's of iron 
and manganese in the C1122 copper-beryllium alloy, the 
concentration ratio between iron and manganese (Fe/Mn) in 
the glass sample is calculated to be 5.0. A listing of the starting 
materials for this glass (given in kilograms per component) 
indicates a Fe-to-Mn ratio of 4.2. While this represents only 
a single case, the possibility of employing elemental RSF's 
between vastly different matrices, for at least semiquantitative 
analyses, is encouraging. 

CONCLUSIONS 
The design and operation of a radio frequency (13.56 MHz) 

powered glow discharge atomization/ionization source have 
been described. The source operates stably at rf powers up 
to ~50 W at argon gas pressures of 0.05-1 Torr. The de
pendence of the sputtered atom ion signal on the power / 
pressure parameters seems to suggest a spatial component in 
either the actual ion population or the ion extraction. The 
mass spectra of metal samples, having sample matrix ion 
currents on the order of 10-11 A, are quite similar to those 
produced by the more common dc powered devices. Analysis 
of aluminum-based alloys by both dc and rf glow discharge 
mass spectrometry indicates that the interelement relative 
sensitivity factors are quite comparable. Also of note is the 
fact that the rf source is more than 1 order of magnitude more 
sensitive than its dc counterpart for this matrix (67). 

Exemplary mass spectra have been obtained for a mixture 
of metal oxides and a defense waste glass matrix. These 
spectra too are atomic in nature and have measured ion 
currents on the same order of magnitude as their metal 
counterparts. These preliminary data suggest that rf powered 
glow discharge ion sources have a great deal of potential for 
the analysis of a wide range of sample matrices, both con
ducting and insulating. 

Future studies will involve the development of a direct 
insertion probe sample introduction system. This device will 
allow for rapid sample interchange and the performance of 
pressure/power/distance studies to determine optimum 
sampling conditions. It is believed that the ability to work 
at lower discharge pressures, and thus higher powers, will 
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prove to be beneficial in terms of analytical sensitivity and 
the desired depth profiling application. Once completed, 
methods of quantitation such as RSF's will he developed with 
a particular emphasis placed on the analysis of glass and 
ceramic materials. 
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Determination of the Concentration and Stable Isotopic 
Composition of Oxygen in Organic Matter Containing Carbon, 
Hydrogen, Oxygen, Nitrogen, and Sulfur 

Michael J. DeNiro*·1.2 and Samuel Epstein 

Division of Geological and Planetary Sciences, California Institute of Technology, Pasadena, California 91125 

A method for the quantitative production of carbon dioxide 
from oxygen In organic matter consisting of carbon, hydrogen, 
oxygen, nHrogen, and sulfur has been developed. Manometric 
and maSs spectrometric analysis of the CO2 permit direct 
delermlnatlon of the concentration and isotopic composition 
of oxygen In CHONS compounds wHh accuracy comparable 
to that previously achievable for CHO and CHON compounds. 
Samples containing as lillie as 187 !Lmol of oxygen with SIO 
ratios as high as 0.16 have been analyzed by using this me

thod. 

INTRODUCTION 
Stable isotope ratios of modern, historic, and fossil organic 

matter record biological and environmental information of 
potential interest to a variety of researchers (e.g., ref 1-3). 
Extraction of this information requires the use of analytical 
procedures that permit quantitative conversion of an element 
in an organic sample to a gas, which can then be analyzed mass 
spectrometrically. Almost all of the published work utilizing 
oxygen isotope ratios in this manner has involved organic 
matter consisting of carbon, hydrogen, and oxygen, such as 
sucrose or cellulose (e.g., ref 4-6). Two reports of 180/160 
ratios of a CHON compound, glucosamine, isolated from 
arthropod exoskeletons, have appeared (7, 8). However, the 
bulk of naturally occurring organic matter, both modern and 
fossil, consists of carbon, hydrogen, oxygen, nitrogen, and 
sulfur. Such compounds have not been subjected to oxygen 
isotopic analysis because the available techniques for deter
mining 180/160 ratios in organic matter do not work when 
sulfur is present. Santrock and Hayes (9) have reported a 
procedure for determining 180 P60 ratios in CHONS com
pounds, but, as discussed below, this procedure requires the 
use of special equipment and the application of a number of 
correction factors. In this paper we report a method that 
permits quantitative conversion of oxygen in CHONS com
pounds to CO" which can then be analyzed manometrically 
and mass spectrometrically to determine both the concen
tration and 180/ ISO ratio of the oxygen. 

We review briefly below the analytical procedures that have 
been used to determine 180 P60 ratios in organic matter. 

Three methods for high precision (±0.5%o) measurements 
of 0180 values (see Experimental Section for definition of 0180 
values) in organic matter consisting of C, H, and 0 have been 
developed. The first (10), which involved pyrolysis of car
bohydrates (CHO compounds), in the presence of diamonds, 
has not been used since its introduction, to our knowledge. 
Epstein et al. (5) introduced two other methods that have been 
widely used to measure 0180 values of cellulose, a CHO com
pound. One involved pyrolysis of the sample at 1100 cC in 
a nickel reaction vessel, through which all of the H in the 
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sample diffused into the atmosphere. The products that 
remained in the reaction vessel were CO, and CO. After spark 
discharge was used to disproportionate the CO to CO2 plus 
C, all of the 0 in the cellulose had been converted to CO2, 

which was analyzed mass spectrometrically. The other method 
used by Epstein et al. (5) involved pyrolysis of cellulose in the 
presence of HgCI" at 550 cC in Vycor tubes, a modification 
of a procedure introduced by Rittenberg and Ponticorvo (11) 
to measured 180 contents of isotopically spiked samples. The 
products of the pyrolysis reaction were CO" CO, and HC!. 
After the HCI was removed by reaction with benzoquinoline 
to form benzoquinoline hydrochloride, the CO and CO2 were 
processed as for the Ni tube pyrolysis method prior to mass 
spectrometric analysis. 

In 1985, Schimmehnann and DeNiro (12) published a paper 
in which the HgCI, pyrolysis technique was modified to allow 
for 1801'60 ratio determinations of glucosamine, a CHON 
compound. The products of the pyrolysis reaction were CO2, 
CO, N" and HC!. After HCI was removed with benzoquinoline 
(as above), the CO" CO, and N, were sealed into a Vycor tube 
containing finely dispersed Ni powder. The tube was heated 
to 275 cC, causing the CO to disproportionate to CO, and C. 
The N, did not react. The CO, in the tube, which now con
tained all the 0 from the glucosamine, was separated cryo
genically from the N2 prior to mass spectrometric determi
nation of the 0180 value. 

The HgCI, technique introduced by Epstein et a!. (5) for 
analysis of CHO compounds does not work for organic com
pounds that contain S. Milburn and DeNiro (13) demon
strated that pyrolysis of methionine, a CHONS compound, 
in the presence of HgCI, produced substantial amounts of CS2, 

COS, and SO" along with CO" CO, and N,. The presence 
of oxygen in two sulfur-containing gases would render oxygen 
isotope ratios based on analysis of oxygen in CO and CO" done 
as discussed above, artifactual even if the CO and CO2 were 
separated from the COS and S02 prior to the isotopic analysis. 

Santrock and Hayes (9) showed that a modified version of 
the Unterzaucher procedure can be used for determining 0180 
values in organic matter. Organic matter is pyrolyzed, the 
pyrolysis products are equilibrated with elemental C at 1060 
cC to produce CO, and the CO is oxidized with 120 5 to produce 
CO2, which is analyzed in the mass spectrometer. Corrections 
must be made for contributions of oxygen to the final CO, 
from an oxygen blank, oxygen from previous samples, and 
oxygen from 1,05 (since half the oxygen in CO, produced from 
CO comes from the iodine pentoxide). Evaluation and 
monitoring of the correction factors require analysis of 
multiple standards in parallel with the samples. Moreover, 
achievement of reproducible results practically requires the 
use of automated equipment. If hundreds of samples are to 
be processed at a rate of 20 per day or more, the method has 
advantages of speed and convenience. Otherwise, a procedure 
requiring lower investments in calibration and equipment may 
be favored. 

We report here a method that permits quantitative con
version of 0 in CHONS compounds to CO2 , which can then 
be analyzed mass spectrometrically. We found that pyrolysis 
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of CHONS compounds in nickel reactions vessels, as was done 
for CHO compounds by Epstein et al. (5), converts all the 
oxygen in the sample to CO, and CO. The other gaseous 
product of this reaction is N,. Apparently the S in the sample 
reacts with the nickel pyrolysis vessel to form nickel sulfide, 
while the H in the sample diffuses out through the nickel 
reaction vessel into the atmosphere. CO, was separated from 
CO and N, by cryogenic condensation. Since CO cannot be 
quantitatively disproportionated to CO, and C by spark 
discharge in the presence of N, because NO, forms as well (14), 
we used a nickel catalyst described by Clayton and Epstein 
(15) to accomplish the disproportionation. N, does not react 
in this system. Analysis of a CHONS compound and of a CHO 
compound doped with a CHNS compound indicates that the 
precision and accuracy of the 0'8() values determined with the 
method presented here are as good as that determined for 
CHO and CHON compounds with previously available tech
niques. 

EXPERIMENTAL SECTION 
Glucose, cysteine, and thioguanine were purchased from Sigma. 

Nickel oxide was purchased from Baker. 
Organic samples (eysteine, glucose, or glucose and thioguanine 

mixtures) were pyrolyzed according to the technique introduced 
by Epstein et al. (5), which is described in detail in ref 16. Briefly, 
the sample was weighed in a platinum boat, which was then 
inserted into a reaction vessel made of nickel 200, which was closed 
at one end and had an internal volume of ~20 em'. After the 
vessel was evacuated, it was heated at 100°C for 6 h while being 
pumped. A piston was then lowered in vacuo, crushing a gold 
gasket and sealing off the interior of the nickel reaction vessel 
from the vacuum system. The vessel was heated at 1100 °C for 
3 h and then allowed to cool to 350°C over 2 h. With the vessel 
then maintained at 350°C, the piston was raised, breaking the 
gold gasket seal and allowing the gaseous pyrolysis products to 
pass into the vacuum system. The gases were passed through a 
trap cooled with liquid nitrogen, in which CO, condensed out. 
If the sample did not contain N (for glucose, a CHO compound), 
the noncondensible gas (CO) was admitted to a high-voltage 
discharge chamber (10), in which CO was quantitatively dispro
portionated to CO, and C. The discharge chamber was cooled 
with liquid nitrogen, which caused the CO, to condense out as 
it formed. If the sample contained N (for cysteine or for glucose 
doped with thioguanine), the noncondensible gases (CO and N,) 
were collected with a Toepler pump and then circulated through 
a tube made of nickel 200 maintained at 400 °C containing fmely 
divided nickel powder (which was prepared by passing hydrogen 
through nickel oxide powder at 450 °C as described in ref 15) and 
through a liquid nitrogen cooled trap until disproportionation of 
CO to CO, and C was complete (20 min or less for all samples 
reported here). The noncondensible gas (N,) that remained after 
the disproportionation was pumped away. The two CO, aliquots 
(that formed directly during pyrolysis and that formed during 
the disproportionation of CO) were combined. The amount of 
CO, was determined manometrically, after which the CO, was 
analyzed mass spectrometrically. 

Isotopic compositions are given in the 0 notation relative to 
the V-SMOW standard (Vienna Standard Mean Ocean Water) 
as 

0180 = """pI, _ 1 X 10'%, 
[ 

(180/"0) ] 

(''Oj 160)V.SMOW 

RESULTS AND DISCUSSION 
Mass spectral scans indicated no or negligible amounts of 

S-containing gases (COS, CS" SO,) present in the CO, samples 
generated from CHONS compounds or mixtures. In the worst 
case, the largest peak at a mass for any of these three gases 
was <3 m V, compared to a 9-V signal at mass 46 for 12C'8()160. 

The concentrations and isotopic compositions of oxygen 
determined for cysteine (a CHONS compound), glucose (a 
CHO compound), and mixtures of glucose and thioguanine 
(a CHNS compound) are given in Table I. The concentration 

Table I. Oxygen Concentrations and Isotopic Compositions 
for Pure and Composite Substrates 

cysteine, rng 
23.5 
26.8 
19.8 
27.2 
22.2 
21.0 
24.1 
22.6 

glucose, mg 
12.2 
13.2 
l4.1 
12.9 
12.5 
17.1 
13.1 

glucose, mg thioguanine, mg 
13.2 2.6 
11.1 5.6 
12.6 3.6 
10.2 4.3 
8.6 3.0 
9.2 5.8 
12.7 6.7 
11.6 4.4 
5.6 5.0 
11.2 0.7 

% 
theoretical 

conen b180SMOW, %0 

97.2 +17.7 
96.0 +17.7 
99.6 +17.7 
98.6 +17.7 
99.0 +17.8 
95.7 +17.8 
98.0 +17.5 
98.1 +17.9 

97.8 ± 1.4 +17.7 ± 0.1 

96.7 +26.1 
96.6 +26.3 
96.9 +25.9 
96.4 +26.9 

100.7 +26.3 
99.5 +26.0 

102.4 +25.8 

98.5 ± 2.4 +26.2 ± 0.4 

96.2 +26.7 
96.0 +26.4 
99.4 +25.4 
98.2 +26.1 
94.2 +26.8 
97.3 +26.4 

101.4 +26.9 
95.2 +26.7 

109.5 +26.0 
98.9 +25.9 

98.6 ± 4.4 +26.3 ± 0.5 

data indicate that 0 in CHONS compounds or mixtures is 
quantitatively converted to CO, by the procedures described 
above. The ranges and standard deviations of the 0'80 values 
obtained for CHONS compounds or mixtures are similar to 
those obtained for CHO compounds here and elsewhere (4-fi, 
10), indicating the precision of the method presented here is 
comparable to that used for CHO compounds. Finally, there 
is no significant difference between the mean 0'80 values 
obtained for glucose and for glucose doped with thioguanine 
(Mann-Whitney test at P = 0.05 level), indicating that 0'80 
values determined for CHONS compounds or mixtures with 
the method described herein are as accurate as those deter
mined for CHO compounds using previously described 
methods (5, 10). 

We note that another method for disproportionating CO 
to CO, has been presented (12) and see no reason why it could 
not be employed instead of the method we used in the work 
reported here for that purpose. 

We have not run samples smaller than those discussed in 
this report. We expect, however, that it will be possible to 
use the method presented herein to determine oxygen COn
centration and isotopic composition in samples containing 1 
to 2 orders of magnitude less oxygen (say down to a few 
micromoles) than the samples we analyzed. Minimum sample 
size will be dictated not by the limitations of manometric and 
mass spectrometric analyses of the CO, produced from small 
samples but rather by the background contribution of CO, 
coming from the vacuum system. 
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Isomer Discrimination of Disubstituted Benzene Derivatives 
through Gas-Phase Iron(l) Ion Reactions in a Fourier 
Transform Mass Spectrometer 
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Gas-phase reactions of Fe+ with the isomers of several di
substituted benzene derivatives were studied in a Fourier 
transform mass spectrometer. The electron impact mass 
spectra of these compounds are generally too similar for 
routine isomer identification. The iron ion complexes and their 
fragments produce spectra that reveal isomer differentiation. 
The method presented here fundamentally reRes on the abirrty 
of Fe + to form a bridge between the two substituents. Where 
such a bridging reaction is observed, an ion unique to that 
isomer is produced and identifies the isomer. In ail the cases 
studied but one (xylene), the ortho isomer can easily be 
identified, and in some cases all three isomers can be dif
ferentiated with this method. Pressure variations within the 
normal operating range of the mass spectrometer were found 
not to interfere with the isomer identification. 

INTRODUCTION 

Gas-phase reactions of metal ions with neutral molecules, 
most commonly small organic compounds, have received 
considerable interest in recent years. The study of these 
reactions became particularily feasible and appealing with the 
advent of Fourier transform mass spectrometers. Freiser and 
co-workers (I-B) produced metal ions by focusing a laser beam 
onto a piece of the metal in the Fourier transform mass 
spectrometer, and this method has been used by other workers 
although alternative methods for metal ion generation exist, 
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ha~p~~s~~-tl~~J;:r:jaI~~~!~~t=li~boratories, Denver, CO. 

0003-2700/89/0361-1889$01.50/0 

such as electron impact on volatile metal carbonyls and 
heating metal salts (9, 10). As pointed out by Freiser (3), the 
laser ionization has several advantages over other methods 
for Fourier transform mass spectrometry (FT-MS). The 
method is convenient and "clean", and because FT-MS is 
inherently a pulsed technique, the use of a pulsed ionization 
source is straightforward. Many of the volatile carbonyls are 
poisonous and the neutral carbonyl may be highly reactive 
with the sample and/ or the ions present and may thus com
plicate analysis. A drawback to laser ionization is that it 
produces metal ions with an unknown distribution of elec
tronic states such that an unknown, and possibly significant, 
fraction of the ions may be in excited states. 

A few researchers have commented on the selectivity of 
metal ions as chemical ionization agents (3-9, 11). Limited 
effort appears to have been made to demonstrate or harness 
the analytical potential of these types of reactions with the 
exception of the elegant work by Gross and co-workers (9), 
who found that Fe+ could be used to locate double bonds in 
olefins, and the work of Forbes et al. (7, B) on pattern rec
ognition methods for metal ion chemical ionization mass 
spectra. 

The study reported here is an effort to explore the method 
of Fe+ chemical ionization in the gas phase for the analytical 
purpose of distinguishing between isomers of disubstituted 
benzene derivatives. The criteria for their selection in this 
preliminary study were that (a) the electron impact (EI) 
spectra of the isomers were too similar for routine discrimi
nation and (b) the compounds were volatile. (Methods for 
analyzing isomers of solid samples are under investigation 
now.) 

The EI spectra of the chosen compounds show the same 
ions for all three isomers. Occasionally, some intensity var-

© 1989 American Chemical Society 
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iations may be shown between the isomers in library spectra, 
but these intensity variations can be instrument dependent 
and are generally not well suited for routine isomer discrim
ination. Relying on small variations in peak intensities for 
isomer identification is difficult when using hyphenated 
techniques, such as gas chromatography/mass spectrometry, 
due to impurities that may be present from previous eluents. 
The method presented here usually relies on an abundance 
of a characteristic ion which is present in the spectrum of one 
isomer but shows very low intensity or is absent in the spectra 
of the other isomers. 

EXPERIMENTAL SECTION 
All measurements were done by use of a Nicolet FTMS-2000 

Fourier transform mass spectrometer with a 3.0-T superconducting 
magnet and equipped with a Nicolet laser desorption interface. 
The laser was a Tachisto Model 215 CO2 laser operating as an 
aperture-controlled stable resonator. Maximum output energy 
for this arrangement is on the order of 1 J in a 40 ns wide (fwhm) 
pulse. Typical output energy used in these experiments was 
estimated to be ca. 0.01-0.05 J /pulse. Metal ions were made by 
focusing the laser pulses onto the stainless steel tip of the direct 
insertion probe. 

As pointed out by Jacobson et al. (5), it is good practice to 
isolate the laser-produced iron ions by ejecting all other ions prior 
to monitoring the reactions in order to eliminate effects of other, 
uncharacterized species which are produced by the interaction 
of the laser pulse with the metal target. It is clear that an 
abundance of electrons of unknown energies is produced, and they 
may ionize neutral species present in the FT-MS cell and thereby 
interfere with the analysis. It was found that although negative 
ions are abundantly produced for most species containing highly 
electronegative atoms, positive ions were not produced by these 
laser-generated electrons except in the case of compounds con
taining iodine (e.g. iodobenzene). Nevertheless, a triple resonance 
experimental sequence was used that ejected all ions except iron 
prior to the variable delay (reaction time). This sequence also 
eliminated the other metal ions from the stainless steel target 
(mostly Cr, Mn, and Ni) and made the analysis of the spectra 
more straightforward. The triple resonance experimental sequence 
is part of the standard software provided by Nicolet, but briefly, 
the sequence of events in the experiment is as follows. Following 
the generation of the metal ions by the laser pulse, Fe+ is isolated 
by employing two ejection events that eject all other ions from 
the cell. The iron ions are stored in the cell during a programmable 
delay event and react with the sample. The ions generated in 
the primary reactions of Fe+ with the sample react again with 
the neutral sample molecules and the product ions of these 
secondary reactions react again and so on. A particular ion may 
be isolated by using another set of ejection pulses after an ap
propriate reaction time when its intensity is relatively high. The 
reactions of this ion with the neutral sample molecules can then 
be monitored by using a second variable delay event as a reaction 
time. Reaction paths can be elucidated in this manner, and exact 
mass measurements aid in the identification of each ion. The 
mass measurement accuracy achieved was on the order of 10 ppm. 

The pressure of the reagent gas was generally ~ 3 x 10-7 Torr 
but was varied for a few test compounds from 3 X 10"' to 1 X 10"' 
Torr. The identification process described below could be em
ployed over the entire pressure range. Reaction time was varied 
from 0.003 to 25.6 s. Normally, ten transients were collected and 
averaged to minimize effects of laser power fluctuations. 

The effect of the laser power output was of interest, especially 
on the relative intensity of the ions produced in the ion-molecule 
reactions. Varying the laser power resulted in only very slight 
changes in the relative intensity of the observed ions, except for 
M+ (the molecular ion), whose intensity increased with increased 
laser power. This, presumably is because of increased charge 
transfer reactions. At higher laser power the average kinetic energy 
of the iron ions produced is increased. This was supported by 
examining the total intensity ofFe+ at different trapping voltages 
as the laser power was increased. Larger trapping potentials were 
required to trap the majority of iron ions produced as the laser 
power was increased. These observations are in agreement with 
the results of Kang and Beauchamp (12) who studied the rela-
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Figure 1. Mass spectra obtained after reactions of Fe+ with the (a) 
ortho, (b) meta, and (c) para isomers of methoxyphenol for 0.4 s. 
Pressure of the neutral methoxyphenol gas in the cell was 8 X 10-8 

Torr in each case. 

tionship between laser power and kinetic energy of laser-generated 
metal ions. It was observed in our study that the molecular ion 
was produced not only in charge transfer reactions with kinetically 
excited Fe+ but also, to some extent, through charge transfer 
reactions with some of the product ions from the Fe+ reactions 
with the sample-presumably those produced in collisions with 
iron ions of higher kinetic energies. The use of relatively low laser 
energy in this study and low trapping voltages minimized effects 
of excess kinetic energy. 

The internal energy distribution of the laser desorbed iron ions 
was of concern. The reactions of a few samples were analyzed 
while maintaining a pressure of nitrogen collision gas at 10 times 
the pressure of the reagent gas with both present in the cell during 
the reaction period. No significant differences were observed 
between the mass spectra obtained with or without the nitrogen 
gas present. This suggests either that a very small fraction of 
the iron ions are in excited states or that the reactions of Fe+ in 
the different excited states are identical with those in the ground 
state. 

The compounds investigated in this study were the isomers 
of xylene, methoxyphenol (Figure 1), fluoroacetophenone (Figure 
2), fluoroanisole (Figure 3), and methylanisole. All reagents were 
commercially obtained and used without further purification 
except for a few freeze-pump-thaw cycles to remove dissolved 
gases. 

RESULTS AND DISCUSSION 

The spectra obtained for the reactions of Fe+ with disub
stituted benzene derivatives reveal that for analytical purposes 
these reactions can be separated into three classes. The first 
class exhibits complex reactions, and identification of each 
isomer can be readily accomplished. The second class exhibits 
very similar reactions of the meta and para isomers which are 
too similar for routine discrimination. The ortho isomer, 
however, can be easily distinguished from the other two, as 
its reactions are vastly different. The third class, which only 
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in each case. 

xylene is representative of those compounds studied, showed 
very simple reactions and very similar reaction rates for all 
three isomers so that none of the isomers could be identified. 
It appears that electronegative substituents and, in particular, 
those containing oxygen facilitate the greatest variety in re
actions with Fe+. Further, the primary reactions of Fe+ with 

Fe 
OH 1+ Fe 

&OCH 3 
OH 

OH / 
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\ / 
H 

+ \ .....-CH 3 ____ Fe 
/"'" Fe+ 

o 1 o 1 

&0 . CH
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Figure 4. A proposed reaction mechanism for the reaction of Fe + with 
a -methoxyphenol. 

the sample usually differentiate immediately between the 
ortho isomer and the other two. In those cases where dif
ferentiation of the meta and para isomers is possible, the 
differences sometimes appear in the primary reactions in some 
cases in secondary or higher order reactions. 

In the discussion below, we present several speculative 
reaction mechanism schemes in an attempt to explain why 
isomer differentiation is achieved with this technique. It 
should be emphasized that the reaction schemes are not di
rectly supported by experimental results, but they are believed 
to be reasonable in view ofthe reaction products and the fact 
that isomer specificity is observed. 

MethoxyphenoL It should be noted that library EI mass 
spectra for the isomers of methoxyphenol vary from one source 
to another and identification should not be attempted without 
obtaining mass spectra for the pure compounds first. Ac
cording to the Wiley jNBS Mass Spectral Database (3rd ed.) 
the EI mass spectrum of the ortho isomer of methoxyphenol 
can be used for identification due to the high abundance of 
the ionic species at mjz 109. The meta and the para EI 
spectra are too similar for routine identification. 

All three isomers of methoxyphenol could be differentiated 
through primary Fe+ reactions. The main reaction for the 
ortho isomer proceeds according to 

Fe+ + o-CSH 4(OH)(OCHa) ~ CSH400Fe+ + CH4 (1) 
mjz 164 

A possible mechanism for this reaction is presented in Figure 
4. Fe + attaches to either oxygen and the proximity of the 
second oxygen atom results in bridge forming with elimination 
of methane. 

The meta isomer shows two dominant primary reactions 
(eq 2 and 3), Mechanisms for these reactions are presented 

-[ 

Fe(C,Hs(OH)( + CH,O (2) 

Fe- + m-C,H,(OHIIOCH,) m/z 150 

C,H,(OIlOCH,)Fe + H, (3) 

m/z 178 

in Figure 5. Reaction 2 is analogous to the main reaction of 
Fe+ with anisole (I3). After attachment to the oxygen of the 
methoxy group, the Fe+ can insert into the bonds on either 
side of the oxygen. If it inserts on the phenyl side, elimination 
of formaldehyde (CH,O) follows and the ion labeled 2c is 
formed. After attachment to the oxygen of the hydroxyl group, 
the bridge to the carbon of the methoxy group can form with 
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Figure 5. A proposed reaction mechanism for the reaction of Fe+ with 
m -melhoxyphenol. 

the elimination of hydrogen (H2) forming the ion labeled 2e. 
The reactions of Fe+ with the para isomer yield mainly two 

reaction products of interest, according to reactions 4 and 5. 

-[ 

Fe(C6Hs(OH))' + CH,O (4) 

Fe' + p-C6H,(OH)(OCH3) mlz 150 

Fe(C6H3)(OCH3t + H,O IS) 

mlz 162 

A suggested mechanism for reaction 5 is presented in Figure 
6. The elimination of water is one of the main reactions of 
Fe + with phenol (13) and is only observed here for the para 
isomer. The elimination of formaldehyde, which is analogous 
to the reaction of Fe+ with anisole, is the other main reaction 
here, as was the case with the meta isomer. This is in ac
cordance with the expected behavior. Greater distance be
tween the two functional groups reduces the possibility of Fe+ 
interacting with both at the same time. This means that the 
reactions of the para isomer would be expected to most re
semble the reactions of the monosubstituted derivatives. The 
ortho isomer is the other extreme. The proximity of the two 
functional groups gives rise to an entirely different behavior, 
because of the possibility of Fe+ forming a bridge between the 
two groups. None of the major reactions of the monosub
stituted species are observed for the ortho isomer. The meta 
isomer reactions are in-between the other two. The elimi
nation of formaldehyde is observed as in the case of anisole, 
but none of the reactions analogous to those of phenol are 
observed. A reaction path involving bridging between the two 
functional groups is observed, unique to the meta isomer. 

To summarize, the ortho isomer reacts to form the ion at 
mlz 164 but no ions at mlz 150, 162, or 178. The meta isomer 
reacts to form ions at m I z 150 and 178, but the ion at m I z 
162 can only be seen in negligible amounts. The para isomer 
predominantly reacts to form two ions, at mlz 150 and 162. 
Figure 1 shows the pertinent portion of the spectra for each 
isomer. The spectra in Figure 1 were all obtained after a 
reaction time of 0.4 s at a pressure of 8 X 1O~ Torr. All spectra 
show, in addition to the ions discussed above, an ion at mlz 
180, which is Fe(M)+, where M stands for the neutral meth
oxyphenol molecule. From these observations it is clear that 
isomer differentiation can be accomplished via Fe+ reactions 
in gas phase. 
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Figure 6. A proposed reaction mechanism for the reaction of Fe+ with 
p -melhoxyphenol. 

Fluoroacetophenone. This compound is another example 
where all three isomers can be identified through Fe+ reac
tions. The ortho isomer can easily be identified through the 
primary iron ion reactions, but the other two react in a similar 
manner. A closer examination of the reactions of the meta 
and para isomers, in particular the secondary reactions, does 
reveal differences that can be used for identification. The 
reactions of Fe+ with the ortho isomer proceed according to 
eq 6 and 7. Suggested mechanisms for these reactions are 

[ 

Fe(C6H,F)' + CH,CO 

Fe' + o-C6H,IF)(C(O)CH3) _ mlz 152 

FeIC6H,IF)CH3t + CO 

mlz 166 

(6) 

(7) 

presented in Figure 7. The elimination of CO is observed 
in the reactions of acetophenone (13) but not the elimination 
of CH2CO, indicating that the presence of the fluorine faci
litates that reaction. The ion at mlz 166 reacts further to 
eliminate FeF and form the stable ion (CcH,)+ at mlz 91. It 
is not clear whether the ion at mlz 91 is the tropilium ion 
(ionization potential (IP) = 6.24 e V (14)) or the benzyl cation 
(IP = 7.20 eV (14)). In either case it has a lower ionization 
potential than FeF (FeI, for example, has an IP of 7.8 eV (14)) 
and thus retains the charge upon fragmentation. The ion at 
mlz 152 reacts further to form FFe(M)+, where M stands for 
the neutral fluoroacetophenone molecule. These secondary 
reactions suggest that the structures labeled 4e and 4h may 
rearrange so that the iron inserts into the C-F bond. 

The main reactions of the meta and para isomers are shown 
in reactions 8 and 9. Double resonance studies reveal that 

Fe" + 

r Fe(C6H,IF)CH3)' 

m- or p-C6H,(F)C(O)CH3 mlz 166 

L Fe(C6H3CH3t + 

mlz 146 

+ CO (8) 

[CO + HF] (9) 

the ionic species at mlz 146 is not produced from the ionic 
product of reaction 8. Instead, it appears that the metal ion 
interacts with both functional groups simultaneously to 
eliminate CO and HF. A similar phenomenon has been ob
served in a study of the chemistry of Co+ with 1,4-disubsti
tuted butanes by Tsarbopoulos and Allison (15). Despite the 
long chain, abstraction from both functional groups through 
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the interaction of a single cobalt ion was observed. 
As with the reactions of the ortho isomer, the elimination 

of CO is observed analogous with the reactions of aceto
phenone (13). Reaction 6 is not observed for either the meta 
or the para isomers and is therefore unique to the ortho isomer. 

At longer reaction times, when secondary reactions have 
occurred, some differences in the spectra of the meta and para 
isomers become apparent. An example of this is illustrated 
in Figure 2. The ion at mlz 146 was isolated through the use 
of double ejection pulses. It was then allowed to react with 
the neutral fluoroacetophenone for 1 s at a pressure of 3 X 
10-' Torr prior to ion detection. Parts a and b of Figure 2 show 
the mass spectra for the meta and the para isomers, respec
tively, obtained after the reactions of the ion at mlz 146 
(Fe(C,Hs)+). Characteristic is the formation of an ion at mlz 
236, which is present in high abundance in the meta isomer 
spectrum but in low abundance in the para spectrum. Exact 
mass measurements support that the formula for this ion is 
Fe(C,Hs)' +, but the reaction mechanism is not obvious. 
Further differences between the meta and the para mass 
spectra are observed in the abundance of the ionic species at 
mlz 374, which has the forrnulaFe(C,Hs),M+, where M stands 
for the neutral fluoroacetophenone molecule. Because this 
ion is produced from Fe(C,Hs)+ at mlz 236, it is observed in 
high abundance in the mass spectrum of the meta isomer but 
in minor abundance in the para isomer mass spectrum. The 
meta and para isomers can be differentiated based on the 
abundance of the ion species at m I z 236 produced from the 
isolated ion at mlz 146. 

Fluoroanisole. The EI spectra of the isomers of fluoro
anisole are indistinguishable and, thus, cannot be used for 
isomer identification. These isomers represent the second class 
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Figure 8. A proposed reaction mechanism for the reaction of Fe + with 
o-fluoroanisole. 

of compounds with respect to their reactions with Fe+. The 
ortho isomer can easily be identified, but, the other two react 
in a very similar manner making isomer identification difficult. 
Figure 3 shows the mass spectra obtained after a reaction time 
of 0.4 s for the ortho, meta, and para isomers. Although the 
differences between the ortho spectrum and the others are 
obvious, the most characteristic ions at shorter reaction times 
are at mlz 167 and 201. Both of these ions are in high 
abundance in the ortho spectrum but absent or in minor 
abundance in the spectra of the other isomers. The reaction 
producing these ions is believed to be 

Fe+ + CSH 4FOCH3 ~ Fe(CsH 4FO)+ + CH3" (10) 
mlz 167 

The ion at mlz 167 then reacts again with the neutral molecule 
to produce an ion at mlz 201 (FFe(M)+), which suggests that 
the iron may be bonded to the fluorine in the former ion. A 
possible mechanism for reaction 10 is shown in Figure 8. 

Dehydrofluorination, analogous to reactions of Fe+ with 
fluorobenzene (13) is observed for the meta and para isomers 
to produce (Fe(M - HF)+) at mlz 162 as is elimination of 
formaldehyde, analogous to the anisole reactions (13) to 
produce (Fe(M - CH,O)+) at mlz 152. In the case of the ortho 
isomer, the latter reaction is observed, but the former only 
as a minor side reaction. Identifying the ortho isomer from 
the other two isomers is the abundance of the ions at mlz 167 
and 201. Some variations in the abundance of several ion 
species can be seen in the spectra of the meta and the para 
isomers. These differences are not readily recognizable for 
routine isomer identification. 

A similar behavior was observed in the case of methyl
anisole. The ortho isomer reacted uniquely with Fe+ to form 
a complex ion with the elimination of methane. A suggested 
mechanism for this reaction is shown in Figure 9. As in the 
case of fluoroanisole, the iron ion is believed to form a bridge 
between the functional groups in the case of the ortho isomer, 
but, the increased distance between these groups in the meta 
and the para isomers does not allow the formation of such a 
bridge. Thus, the ortho isomer reacts uniquely and can be 
identified through the Fe+ reactions, whereas the meta and 
the para isomers cannot be distinguished. 

Xylene. The reactions of Fe+ with the xylenes were very 
simple. Production of Fe(M)+ was observed followed by the 
generation of Fe(M),+, where M stands for the neutral xylene 
molecule. At higher laser power M+ and (M - CH3)+ could 
also be detected. No significant differences between the re-
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Figure 9. A proposed reaction mechanism for the reaction of Fe+ with 
o-methylanisole. 

actions of the isomers could be established. These reactions 
are analogous to the reactions of toluene (13). 

Of the compounds studied, only xylene belonged to class 
three, where none of the isomers could be differentiated. 
Methoxyphenol and fiuoroacetophenone were in class one, 
where all three isomers could be differentiated. The other 
compounds, methylanisole and fiuoroanisole, belong to class 
two, where one isomer can readily be differentiated from the 
other two. 

CONCLUSIONS 
This study on several disubstituted benzene derivatives 

reveals that the iron-ion reactions can be diagnostic for isomer 
identification for a number of compounds where the electron 
impact spectra at 70 e V of these compounds are not. In all 
but one case (the xylenes) the ortho isomer can easily be 
identified through these iron-ion/molecule reactions, but in 
some cases the spectra for the meta and para isomers are too 
similar for routine discrimination and careful attention and 
reliance on peak intensity variations are required for iden
tification. 

The isomer discrimination method presented here funda
mentally relies on the ability of Fe+ to form a bridge between 
the two substituents. Where such a bridging reaction is ob
served, an ion unique to that isomer is produced and identifies 
the isomer. Where there is no possibility of such bridging 
reactions, identification of the isomer must rely on intensity 
variations between the spectra of the isomers. Although 
transition-metal ions have the ability to form bonds to more 
than one functional group and are therefore suitable for this 

application, various other ionic species, organic as well as 
inorganic, singly as well as multiply charged, may prove to 
be equally or better suited for this purpose. The size, shape, 
and composition of the reactant ion would be determined by 
the nature of the isomer system to be identified. 

On the basis of the results presented here, predictions can 
be made for what other isomer systems the method may be 
useful. For example, in the case of dihydroxybenzene one 
would expect an iron bridge to form between the two oxygens, 
with the elimination of H2 in the case of the ortho isomer. 
Such a bridge would not be expected either in the case of the 
meta or the para isomers due to the increased distance be
tween the functional groups and, thus, only the ortho isomer 
could be identified by using this method. 

A similar study of the reactions of other transition-metal 
ions (in some cases doubly charged ions as well as singly 
charged) is under way to determine if other metals may 
provide better discrimination in some cases and if a matrix 
of a several metals may be the best choice for general ap
plications. Also in progress is a systematic study of the re
actions of a wide range of isomer systems to reveal the gen
erality of this method. 
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Amino Acid and Tripeptide Mixture Analysis by Laser 
Desorption Fourier Transform Mass Spectrometry 

M. Paul Chiarelli and Michael L. Gross' 
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Laser desorption (LD) at 1064 nm and Fourier transform mass 
spectrometry (FTMS) were Investigated as a means of ana
lyzing mixtures of amino acids and tripeptides. LD mass 
spectra were obtained of a 15-eomponent amino acid mixture 
consisting of 3 ng of each In admixture. The mixture was 
desorbed from a copper probe at a power densHy of 2 X 10· 
W/cm', All components yield sample-specific ions of the (M 
- H + 2Na)+ type, but the relative abundances are not pro
portional to concentration. The most important factors influ
encing the disproportionate Ion abundances are the differ
ences In the Individual amino acid sublimation enthalpies. A 
five-component mixture of trlpepUdes with widely varying 
solubilities was also analyzed successfully. Fast atom bom
bardment mass spectrometry Is a less successful approach 
than LD/FTMS for analysis of amino acid and tripeptide mix
tures. 

INTRODUCTION 
Many molecules of biochemical interest are thermally labile 

and do not volatilize without decomposing. Mass spectro
metric analysis of these molecules must be preceded by a 
sputtering or a desorption ionization process that preserves 
the structural integrity of the analyte molecule. Such "soft 
ionization" techniques have permitted the mass spectrometric 
analysis of many important biomolecules, particularly poly
nucleotides, polypeptides, and small proteins. 

One of the next major challenges in mass spectrometry is 
the analysis of complex mixtures, such as those that might 
result from the digest of a large protein. The most common 
type of desorption ionization employed for digest analysis has 
been fast atom bombardment (FAB) (1). FAB coupled with 
tandem mass spectrometry (MS IMS) has also proven to be 
a powerful tool for the sequencing of proteins (2). Collisional 
activation of peptide constituents of the digest and analysis 
by MS/MS can be used to determine the amino acid sequence. 

The utility of FAB is limited, however, because a liquid 
matrix is necessary for analyte solvation, and the nature of 
the matrix can have a profound effect on analyte response (3). 
Furthermore, the surface activities of the peptides in a given 
mixture also influence the relative responses (4). The more 
surface-active components of the peptide mixture preferen
tially desorb with respect to those peptides having greater 
matrix solubility, and the latter can be suppressed to the point 
where they are not observed in a mass spectrum at all (5). The 
discrimination may be minimized somewhat by the addition 
of other reagents to the matrix, as was shown for liquid sec
ondary ion mass spectrometry (SIMS) (6). The development 
of continuous flow FAB is promising because the on-line 
coupling of a FAB probe to a high-performance liquid chro
matograph (HPLC) appears to minimize the effects of com
petitive ionization (7). Some of these issues are discussed in 
a recent comprehensive review of peptide analysis by FAB 
mass spectrometry (8). 

Other desorption ionization techniques for peptide analysis 
appear to be less plagued by the discrimination problems of 

0003-2700/89/0361-1895$01.50/0 

FAB. Field desorption (FD) was successful in identifying 28 
amino acids in the digest of a 29 amino acid peptide (9). 
Plasma desorption (PDMS) is also a powerful means of an
alyzing peptides. PDMS was employed to determine the 
molecular weight of human interleukin-2. Moreover, digestion 
of this protein with CNBr gave five peptide fragments, all of 
which showed sample-specific ions after dithiothreitol re
duction on the sample substrate (10). A comprehensive review 
of PDMS was also published recently (11). Solid secondary 
ion mass spectrometry (SIMS) is also an effective approach 
for analyzing peptides. Detection limits of 10-14 mol of the 
peptide bradykinin were established by using SIMS and 
time-of-flight mass analysis (12). 

The purpose of this study is to investigate the utility of laser 
desorption at 1064 nm and Fourier transform mass spec
trometry (FTMS) for analyzing mixtures of amino acids and 
small peptides. The first portion of this investigation is fo
cused on the mixture analysis of single amino acids because 
their chemical and physical properties are better known than 
those of peptides. The second part of the paper deals with 
the analysis of tripeptide mixtures. 

To date, most laser desorption (LD) studies of amino acids 
and small peptides have been directed at understanding the 
nature of the desorption process itself. The desorption 
thresholds of amino acids and dipeptides resonant at a de
sorbing wavelength of 266 nm were shown to be proportional 
to their absorptivities (13). Selectively deuterated amino acids 
were studied to distinguish functional-group-specific proton
ation reactions from "random" protonation reactions (14). 
Amino acids and small peptides were employed to show that 
UV LD analysis can be carried out on a few monolayers of 
sample (15) and that matrix assisted laser desorption can also 
be utilized (16). The latter research has produced particularly 
spectacular results for desorption of very high molecular 
weight proteins. Peptides were also used to study the de
sorption time profiles of ions and neutral molecules under IR 
desorption conditions (17). Infrared LD IFTMS was dem
onstrated to be successful for determining the peptide bra
dykinin (18). No peptide mixture analysis, however, has been 
undertaken by using LD mass spectrometry. 

EXPERIMENTAL SECTION 
Laser desorption spectra were obtained by using a Quanta-Ray 

DCR-2 Nd:YAG laser and a FT mass spectrometer constructed 
in this laboratory (19) and interfaced to a Nicolet 1000 data 
system. The sample probe was interfaced to the analyzer cell 
through a 6.35-mm hole at the intersection of the excitation and 
receiver plates (20). The cell was a cubic design of 5.08-cm 
dimensions. The laser beam entered the cell along the opposing 
diagonal, striking the probe normal to the surface. The magnetic 
field was 1.2 T. A specially designed vespel cone was inserted 
into the opening of the FTMS cell to ensure reproducible probe 
placement. 

The laser probes were made of oxygen-free copper and were 
prepared by facing off in a mechanical lathe and subsequent 
sonication in methanol and dichloromethane for 15 min in each 
solvent. All the amino acids and tripeptides employed in this 
study were combined with an equal weight of NaCl prior to 
LD /FTMS analysis. No NaCl was used in the FAB determina
tions. Except for the amino acid detection limit determination, 

© 1989 American Chemical Society 
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Figure 1. LD/FTMS spectrum of a is-component amino acid mixture combined with an equal total weight of NaG] acquired at a wavelength of 
1064 nm and a power density of 2 X 106 W/cm2. The (M H + 2Na)+ ions are labeled by the three-letter codes of the corresponding amino 
acids. 

a total of 10 /,g of sample was applied to the laser probe. 
Singlet-shot LD spectra were obtained at a wavelength of 1064 

nm. The area of the laser spot was 1.6 X 10-3 em'. The pulse 
width of the laser was 140 /,s. The power of the laser was measured 
immediately prior to the experiment by using a Scientech Model 
362 meter and measuring the average powder output when the 
laser was operated at 10 pulses/so 

The F AB MS experiments were conducted with a Kratos MS-50 
triple analyzer equipped with a standard Kratos FAB source (21). 
The primary beam was 6-8-keV argon atoms at a total current 
of 2 rnA at the cathode of the gun. 

All amino acids and tripeptides used in this investigation were 
obtained from Sigma Corp. and were used without further pu
rification. 

RESULTS AND DISCUSSION 

Amino Acid Mixture Analysis. It is necessary to evaluate 
the generality and detection limits of 1064-nm LD/FTMS for 
amino acid mixture analysis. Figure 1 shows a 15-component 
amino acid mixture with 10 ng of each applied to the laser 
probe. The best sensitivity was found under more nearly 
"thermal" desorption conditions (22) at a power density of 2 
X 106 W / cm'; 3 ng of each amino acid gave a detectable signal. 
All the amino acids give sample-specific ions of the (M - H 
+ 2Na)+ type. Some of the larger amino acids also desorb as 
(M + Na)+ ions (e.g., tryptophan and phenylalanine). FAB 
mass spectra were obtained for comparison. The best results 
were found with F AB by using a glycerol matrix; 10 of the 15 
amino acids gave (M + H)+ ions when 350 ng of each was 
present in the matrix (Figure 2). In these experiments, 
LD /FTMS is superior to F AB /MS in sensitivity and relative 
response for the analysis of amino acid mixtures. 

The relative ion abundances observed in the LD /FTMS 
spectra indicate that mixture component discrimination is 
operative. Because the amino acids were applied in equal 
weights, one would expect the glycine ion molar response or 
abundance to be 2.7 times that of tryptophan if their LD 
characteristics are the same. The larger amino acids, however, 
are desorbed more abundantly in general (e.g., compare the 
abundances of glycine and alanine to those of histidine and 

Table I. Ion Abundance Ratios from the Laser Desorption 
of Glycine and Other Alkyl Amino Acids in Binary 
Mixtures in an NaCI Matrix at a Wavelength of 1064 nm 
and a Power Density of 2 X 106 W /cm2 

amino ratio on ~on abundance 
acid R group probe ratioG 

Ala CH, 1.2 0.37 ± 0.07 
Val CH(CH,), 1.5 0.24 ± 0.07 
Leu CHCH,(CH,), 1.6 0.29 ± 0.05 

G Ratio of abundance of Gly to the abundance of the other amino 
acid. 

tryptophan in Figure 1). In order to improve the utility of 
LD /FTMS, we decided to investigate the mechanism(s) re
sponsible for the discrimination. Binary mixtures of amino 
acids of differing chemical and physical properties were de
sorbed, and their relative sample-specific ion abundances were 
compared to obtain insight into the mechanisms responsible 
for the discrimination. 

Role of Amino Acid Mass. In the first set of experients, 
binary mixtures of glycine and other alkyl amino acids were 
codesorbed under the same conditions as for the 15-component 
mixture to test if molecular mass affects the desorption ef
ficiency. These amino acids possess similar side chains (Table 
I) and pK;s. All the ions were of the (M - H + 2Na)+ type. 
The glycine/alkyl amino acid ion abundance ratios tend to 
decrease as the size of the alkyl side chain on the amino acid 
increases (Table I). The results are consistent with the 
apparent trend seen for the 15-component mixture. The 
implications are discussed later in the text. 

Role of Acid/Base Characteristics. In the next set of 
experiments, binary mixtures of amino acids of different pK;s 
were desorbed. One might expect that tendencies for the 
individual amino acids to form (M H + 2Na)+ ions are 
dictated at least in part by the relative carboxyl group acidities; 
that is, the smaller the pK. the larger the (M - H + 2Na)+ 
abundance. Binary mixtures of cysteine, valine, and threonine 
were chosen for these experiments because the pK.1's are quite 
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Table II 

A. pK, Values for the Amino Acids Cys, Val, and Thr 

amino acid pKal pK" pK side chain 

cysteine 1.71 8.18 10.28 
valine 2.32 9.62 
threonine 2.71 9.62 

B. Ion Abundance Ratios of (M - H + 2Na)+ Ions Desorbed 
from Binary Mixtures of Cys, VaI, and Thr in an NaCl Matrix 

amino acids 

Val/Thr 
Cys/Thr 
Cys/Val 

ions ratioed 

(m/z 162)/(m/z 164) 
(m/z 166)/(m/z 164) 
(m/z 166)/(m/z 162) 

aN = 8 determinations. 

abundance ratiosG 

0.24 ± 0.06 
0.21 + 0.02 
0.77 ± 0.05 

different for the amino acids, and their masses are approxi
mately equal (Table II). The conditions employed and the 
types of ions desorbed are the same as discussed above. 

On the basis of the trend in pK.l> cysteine should yield the 
largest ion abundance and threonine the smallest, but just the 
opposite trend is observed. This is good evidence that the 
acid/base characteristics of the amino acids have little in
f1uence on their tendency to form (M - H + 2Na)+ ions under 
thermal laser desorption conditions. The relative ion abun
dances, however, do suggest that the desorption characteristics 
of the amino acids are governed by intrinsic properties rather 
than by intermolecular interactions. Because the Cys/Thr 
and the Val/Thr ion abundance ratios are similar (Table II), 
the Cys/Val ratio is expected to be close to unity, and it is. 
Because the desorption characteristics of the three amino acids 
are not governed principally by their pK;s, some other 
physical property must be responsible for the observed results. 
Some "thermal'" decompositions may be competing, as was 

found for sulfur-containing amino acids (methionine and 
cysteine) in Tian-Calvet calorimetry studies (23). For exam
ple, cysteine does not sublime at ca. 400 K because it de
composes. 

Role of Sublimation Enthalpy. At this point it seemed 
logical to consider the role of sublimation enthalpy in amino 
acid desorption. The temperature dependence of the subli
mation enthalpies of glycine, alanine, and proline was pre
viously investigated with Tian-Calvet calorimetry (24, 25). 
To obtain an estimate of the sublimation enthalpies of these 
amino acids under the conditions employed for laser de
sorption, the temperature of the irradiated copper probe must 
be known. The temperature rise on the copper surface may 
be estimated by the expression in eq 1 

T(O,t) = [2(1-RlFo/K][Kt/1l'j1/ 2 (1) 

(26) where R is the reflectivity of the copper at 1064 nm, Fo 
the power density of the laser, K the thermal diffusivitty, K 
the thermal conductivity, and t the length of the laser pulse 
in seconds. The values (27) of these physical parameters for 
copper are R = 0.92, K = 3.74 W /(deg cm), and K = 1 cm2/s. 
The calculation yields a maximum surface temperature at 800 
K. This value is undoubtedly higher than the actual de
sorption temperature for several reasons. The expression 
assumes the laser beam is of infinite radial extent so it does 
not account for the diffusion of energy into the nonirradiated 
area around the laser spot or for diffusion of energy into the 
bulk copper during the time of irradiation. The desorption 
of ions and neutrals may also proceed before all the energy 
is absorbed; time-resolved studies under conditions similar 
to those used here (22) show that ion desorption proceeds on 
a microsecond timescale, and the laser pulse length used here 
was 140 p.s. 

There is a relation between the relative ion ablU1dance ratios 
obtained from laser desorption of binary mixtures and the 
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Table III 

A. Enthalpies of Sublimation Estimated for Gly, Ala, and Pro at 
800 K 

amino acids 

Gly 
Ala 
Pro 

enthalpy, kJ /mol 

108.9 
91.0 
22.1 

ref 

24 
24 
25 

B. (M - H + 2Na)+ Ion Abundance Ratios of Gly, Ala, and Pro 
Desorbed from Binary Mixtures in an NaCl Matrix 

amino acids 

Gly/Ala 
Gly/Pro 
Ala/Pro 

ion abundance ratios 

0.37 ± 0.07 
0.08 ± 0.01 
0.45 ± 0.09 

aN = number of determinations. 

N" 

8 
12 
10 

difference in sublimation enthalpies of the amino acid con
stituents of the mixtures (see Table III). Estimates of the 
sublimation enthalpies at 800 K were made from literature 
trends (Table IlIA), and the relative ion abundances were 
obtained under the laser desorption conditions described 
earlier in the paper (Table IlIB). Because proline has the 
lowest sublimation enthalpy, the ion abundance ratios of 
Gly /Pro and Ala/Pro should be less than unity, and the 
Gly /Pro ratio should be smaller than Ala/Pro. These pre
dictions are in accord with the experimental data. We also 
expect that the Gly / Ala abundance ratio should be less than 
unity; a value of 0.37 is obtained. On a quantitative basis, 
however, the Gly / Ala abundance ratio should be nearly equal 
to unity, and, on the basis of the Gly /Pro abundance ratio, 
the Ala/Pro is expected to be smaller than 0.45 and nearly 
equal to that of Gly /Pro. 

We conclude that the model gives semiquantitative pre
dictive capability. A possible weakness in the correlation is 
that the sublimation enthalpy measurements may include 
some contribution from decomposition of the amino acids. 
The extent of decomposition, however, cannot be assessed on 
the basis of the literature studies of sublimation. Furthermore, 
there is not a necessary parallel between the thermodynamic 
quantity (sublimation enthalpy) and the kinetics of desorption. 
The results of the sublimation study of cysteine (23) men
tioned above suggest that no (M - H + 2Na)+ should desorb 
under these conditions if LD were governed only by ther
modynamic factors. The low-abundance (M - H + 2Na)+ ions 
that are observed probably arise by means of nonequilibrium, 
rapid desorption. The desorption may be evidence for a 
kinetically driven, nonequilibrium component of the overall 
desorption. This component is minor for most of the amino 
acids (except cysteine), but it becomes more important at 
higher laser powers. 

If sublimation enthalpies have a major influence on de
sorption characteristics of amino acids, then the desorption 
behavior at other temperatures should be predictable on the 
basis of trends of sublimation enthalpies as a function of 
temperature. Knudsen cell calorimetry was previously em
ployed to determine the sublimation enthalpies of many of 
the amino acids at 455 K (see Table IV A for values for the 
alkyl amino acids (28». At this temperature, glycine has the 
smallest sublimation enthalpy. The Tian-Calvet calorimetry 
studies discussed above were conducted for the purpose of 
extrapolating the sublimation enthalpies of proline, alanine, 
and glycine to 298 K under standard conditions; the resulting 
enthalpies are 149 ± 4.0, 144 ± 4.2, and 138.2 ± 4.6 kJ /mol, 
respectively. 

On the basis of the Tian--calvet and the Knudsen cell data, 
the sample-specific ion abundance of glycine is expected to 

Table IV. Enthalpies of Sublimation for Alkyl Amino 
Acids Determined at 455 K by the Knudsen Cen Effusion 
Method" 

amino acid 

Gly 
Ala 
Val 
Leu 

a Reference 28. 

w 
~05 .. 
~ 0.4 

'" 0.3 

0.2 

enthalpy, kJ/mol 

136.5 
138.1 
162.8 
150.7 

~r-""",:::::::-----'I'--- ALA 
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Figure 3. Plot of the ratios of the total sample-specific ion abundances 
(those of (M - H + 2Nat. (M + Nat, and (M + H)+) of glycine to 
alanine, valine, and leucine against laser energy at a wavelength of 
1064 nm. For simpliCity, paints and error bars are shown only for 
alanine to illustrate typical data. 

increase with respect to the ion abundances of the other amino 
acids as the laser power is decreased. The alkyl amino acids 
were chosen for these determinations because their pK;s are 
similar, and therefore the energies of formation for each type 
of sample-specific ion should also be similar. The trends in 
ion abundance ratios shown in Figure 3 are consistent with 
the variation of sublimation energies of the three alkyl amino 
acids. Three types of ions, (M + H)+, (M + Na)+, and (M
H + 2Na)+, were observed over this power density range; the 
first two show increasing abundances at lower laser energies, 
consistent with the results of UV laser desorption on a 
time-of-flight mass spectrometer (13). 

Tripeptide Mixture Determinations. The success ob
tained with the amino acid mixture analyses prompted the 
application of 1064-nm LD and FTMS to tripeptide mixtures. 
First, two binary mixtures of tripeptides were desorbed to 
ascertain the effect of amino acid sequence on the relative 
sample-specific ion abundances. Then four- and five-com
ponent mixtures of tripeptides were analyzed to assess the 
influence of solubility and surface activity on ion formation. 
The LD conditions that were utilized in the analysis of the 
15-component amino acid mixture were employed throughout 
these investigations. Most of the sample-specific ions observed 
are of either the (M - H + 2Na)+ or (M + Na)+ type, the 
former being generally more abundant. 

Each of the tripeptides Ala-Pro-Gly (APGI and Pro-Gly-Ala 
(PGA) was mixed with Val-Gly-Gly (VGG) to give two binary 
mixtures, and the relative sample-specific ion abundances, 
(VGG)/(APG) and (VGG)/(PGA), were compared for amino 
acid sequence effects on ion formation. The ion abundance 
ratios should be equal if no sequence effects exist. These 
ratios, 0.28 ± 0.03 and 0.39 ± 0.05 for (VGG) / (APG) and 
(VGG)/(PGA), respectively, (12 determinations each) show 
a small but significant difference. This difference may be 
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Figure 4, (A) LD/FTMS spectrum of a four-component tripeptide mixture combined with an equal weight of NaCI acquired at a wavelength of 
1064 nm and a power density of 2 X 10' W/cm', All sample-specific ions are of the (M - H + 2Nat or (M + Nat type. (B) FAB MS spectrum 
of a five-component mixture in a thioglycerol matrix. All sample-specific ions are of the (M + H)+ type. The tripeptide ions are identified by the 
combinations of the one~letter codes of their constituent amino acids. Matrix ions are labeled with an "M". 

attributed to the changes in the conformation of the peptide 
as a function of the position of the proline residue, Proline 
is known to cause bends in peptide chains (29). 

Sublimation enthalpies may also play an important role in 
determining abundance differences, but these enthalpies are 
not known for tripeptides. Sensitivity of sublimation enthalpy 
to temperature is theoretically proportional to the difference 
in the heat capacities of the material in the gas and solid states: 
Cp(g) - Cp(s) (30). Because the heat capacity difference should 
increase with the number of atoms (number of vibrational 
modes), sublimat.ion enthalpies of peptides should decrease 
more rapidly as temperature is increased than those of amino 
acids. This effect forecasts opportunities for large peptide 
analysis by laser desorption. 

A four-component mixture of tripeptides was also desorbed 
to see if differences in solubility and surface activity influence 
the observed ion abundances, as does occur for FAB (4). 
Bull-Breese indices (free energies) have been employed to 
describe relative differences in amino acid and peptide surface 
activities (4,5,31). The percent total ion abundances of the 
peptides employed in this study and their Bull-Breese indices 
are given in Table V. Good precision is seen for these relative 
ion abundances. The good reproducibility is taken tc indicate 
that the composition of the solid is homogeneous across the 
probe surface, and a selective crystallization upon evaporation 
of the solvent is not apparent. A typical spectrum is given 
in Figure 4A. The larger percent total ion abundances as
sociated with the larger tripeptides are consistent with the 
sublimation enthalpy theory proposed above. The large 
relative ion abundance of PGA with respect to GFA, however, 
suggests other mechanisms of desorption may also be opera
tive. 

Table V. Bull-Breese Indices and Relative Percent Ion 
Abundances for the Four Tripeptides Used in This 
Investigation 

tripeptide 

GIy-Phe-Ala 
GIy-Pro-Ala 
VaI-GIy-GIy 
GIy-GIy-GIy 

B + B indices,a cal 

-843 
-393 
-520 

o 

% ion abundanceb 

0.25 ± 0.01 
0.47 ± 0.04 
0.22 ± 0.02 
0.05 ± 0.01 

a Calculated in the same manner as in ref 4. b N = 8 determina
tions. 

A decidedly more surface-active peptide (FFF) was added 
to the four-component mixture, and the mixture was desorbed 
to see if the precision of the relative total ion abundances is 
maintained. Triphenylalanine (FFF) has a Bull-Breese index 
of -2.33 kcal, which indicates that the solubility properties 
of FFF are different from those of the four tripeptides in the 
original mixture. Desorption of the five-component mixture 
gave relative ion abundances that are much more erratic than 
those observed for the four-component mixture. Some ob
servations, however, are consistent with those seen in the 
analysis of the four-component mixture. The largest total ion 
abundances are due to either PGA or FFF; when the latter 
is dominant, the other components are of greatly reduced 
abundance. The trend in relative ion abundance among the 
other three peptides is the same as for the four-component 
mixture analysis. All five tripeptides were observed for each 
laser shot. 

The erratic relative ion abundances may be due to the 
selective crystallization and segregation of FFF as the solvent 
is pumped away. To verify this hypothesis, the five tripeptides 
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were mixed in water, rather than in a 60:40 mixture of water 
and acetonitrile, because FFF is insoluble in water alone when 
added in the same proportions as the other tripeptides. The 
mixture to be deposited on the probe was withdrawn while 
it was stirred to maintain homogeneity. This mixture should 
simulate that formed as acetonitrile evaporates from the 
acetonitrile/water solution. The LD results are similarly as 
erratic as those obtained with the first solvent mixture, thus 
providing evidence for the selective precipitation of the FFF 
from the solvent. Because of the greater surface activity of 
FFF, it may aggregate in islands on top of the solid phase. 

F AB spectra of this five-component mixture were also ac
quired, and the best results were obtained when a thioglycerol 
matrix was used. All five tripeptides gave (M + H)+ ions, and 
less discrimination was found than for the LD determinations 
(Figure 4B) when equal amounts of the mixture were analyzed. 
In glycerol, the discrimination expected from the previously 
proposed surface activity hypothesis was observed, but thio
glycerol appears to be a less discriminating matrix for peptide 
analysis, at least on the basis of the limited number of mea
surements made here. 

There may be at least two ways of improving the utility of 
LD /FTMS for peptide mixture analysis. Increasing the total 
laser power and area irradiated should minimize the effects 
that an inhomogeneous solid phase has on the observed ion 
abundances. Another approach is to use a nitrocellulose 
binder as is employed for PDMS (10). Rinsing this binder 
with dilute peptide solutions may yield a more representative 
and uniform distribution of the peptides on the sample sur
face. 

CONCLUSION 
LD /FTMS can be used for the mixture analysis of amino 

acids and small peptides at higher sensitivity than can be 
obtained by standard F AB MS. Variations in sublimation 
enthalpy and inhomogeneous solid phases formed by selective 
precipitation of peptide components of widely varying surface 
activity are problems. When peptides of widely differing 
solubilities (surface activities) are in the mixture, as in peptide 
mapping, mass spectra from several laser shots need to be 
acquired across the substrate surface to ensure that all pep
tides in the mixture are desorbed. 

The correlation of relative abundances of desorbed amino 
acid (M - H + 2Na)+ ions with sublimation enthalpies of the 
pure amino acids can be rationalized as follows. The amino 
acids exist in the solid state as zwitterions, +H3NCHRCOO-. 
In the presence of excess NaCl, the most likely species to 
desorb is not the zwitterion but neutral H2NCHRCOONa. 
This neutral salt molecule is cationized with gas-phase Na+ 
in the selvedge region close to the surface. The desorption 
tendencies of neutral H2NCHRCOONa species correlate with 
sublimation enthalpies of the amino acids themselves because 
the sublimation enthalpy of H2NCHRCOONa can be viewed 
as a sum of the sublimation enthalpy of the amino acid and 
that of the reaction to exchange a sodium ion for H+. The 
latter quantity is approximately a constant for the amino acids. 

As a result, the former quantity accounts for the variations. 
As the laser power is decreased, there is insufficient gas-phase 
Na+ for the cationization reaction, and other species such as 
(M + Na)+ and (M + H)+ become important, as was observed. 
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Dual-Column Immunoassays Using Protein G Affinity 
Chromatography 

Linda J. Janis and Fred E. Regnier* 

Departments of Chemistry and Biochemistry, Purdue University, West Lafayette, Indiana 47907 

Tandem protein G affinity and reversed-phase chromatogra
phy (RPC) columns, coupled with a switching valve, were 
used for on-line Immunoassays of antibodies and antigens. 
Columns wHh reversibly immobilized antibodies were prepared 
by adsorbing antibodies on the protein G column. Following 
antigen capture In the Immunoafflnlty column, antigen-anti
body complexes were desorb ed, dissociated, and transferred 
to the RPC column where they were separated and quantified. 
This system was used to determine the titer of a rabbit 
anti-human transferrin antibody sample with a precision of 
±2%. QuanlHatlon of human transferrin In human serum had 
a precision of ±6 % and showed good agreement with rate 
nephelometry. The linear dynamic range for the transferrin, 
antigen Immunoassay was 5 X 10' to 1 X 10' ng with a 
precision of ±3.5 %. 

INTRODUCTION 

There is a great need in biotechnology for methods that 
monitor concentration and purity of recombinant protein 
products and the immune response of patients using these 
proteins therapeutically. In contrast to clinical chemistry, 
where the analyte may be present in relatively low concen
trations and has a known structure, the protein product in 
biotechnology can be present in relatively high amounts but 
be contaminated with product variants of unknown structures. 
These variants can arise from many SOUIces such as expression 
errors, faulty posttranslational modification, and/ or chemical 
or proteolytic degradation during biosynthesis and purifica
tion. 

Analytical immunology would appear to be an ideal tech
nique for biotechnology because of the great specificity of 
immunoglobulins. Dual-column immunoassay (DCIA), de
scribed in this paper, is a versatile method that was developed 
for use in biotechnology. It can be used for (i) determination 
of the concentration of a protein in a complex mixture, (ii) 
determination of the purity of a protein contaminated with 
variant species of similar structure, and (iii) determination 
of antibody titer of an antiserum. 

Although immunoaffinity chromatography is widely used 
as an analytical technique, there are several problems that 
compromise the sensitivity of the method. The first is slow 
desorption kinetics. Dissociation of the antigen-antibody 
complex can be sufficiently slow that eluted antigen peaks 
are broad and asymmetric. This reduces peak height and 
makes it more difficult to detect antigens at low concentra
tions. A second problem is that of solvent interference with 
detection. The large concentration of desorption buffer 
necessary to dissociate the antigen-antibody complex can 
produce drastic shifts in the refractive index and absorbance 
of the effluent. L'nfortunately, this desorption buffer pulse 
occurs as the antigen is eluted and diminishes the spectral 
difference between the mobile phase and the antigen. While 
this base-line perturbation can be minimized by using longer 
wavelengths (>280 nm) and low detector gain, high sensitivity 
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requires detection at shorter wavelengths «240) and high 
detector gain. 

Several approaches have been suggested to circumvent these 
limitations of immunoaffinity chromatography. One was the 
use of affinity columns prepared on nonporous particles and 
operated at elevated temperatures. This produced sharper 
peaks by enhancing desorption kinetics (1). Unfortunately, 
operating columns at elevated temperatures introduces the 
risk of compromising antibody half-life. 

Solutions proposed for the base line disturbance problem, 
which also offered increased sensitivity, involved either com
petitive binding or sandwich immunoassays with indirect 
detection schemes using immunological reagents labeled with 
tags such as enzymes or fluorophores. For example, enzyme 
tags that generated a colored or electroactive prod uct have 
been used (2-4). Unfortunately, preparation of labeled 
reagents can cause a loss of antigenicity and new reagents must 
be synthesized for each antigen assayed. This paper will 
demonstrate that DCIA overcame many of the problems of 
immunoaffinity chromatography and that sensitive immu
noassays could be carried out without labeled immunological 
reagents. 

The DCIA method involved two columns, an affinity and 
reversed-phase chromatography (RPC) column, in this case, 
coupled with a switching valve (5-10). The essential steps 
of the DCIA technique were (i) purification of antigen(s) on 
an immunoaffinity column, (ii) direct transfer of antigen(s) 
to a second chromatography column operating in a different 
mode, (iii) separation of antigen(s) on the second column, and 
(iv) direct detection of antigen(s) eluted from the second 
column. 

For the work reported here, antibodies were not covalently 
attached to a chromatographic support; instead immunoaf
finity columns were prepared for each analysis by reversible 
adsorption of antibodies (11) on a column with covalently 
immobilized protein G. Protein G is a bacterial protein that 
binds to immunoglobulins. The binding of IgG to protein G 
does not interfere with antigen binding (12). It has the ad
vantage of binding to a wider range of immunoglobulin (IgG) 
species and subclasses than other bacterial IgG Fc binding 
proteins such as protein A (13). Antigens were captured by 
the adsorbed antibodies. Antigen-antibody complexes were 
desorbed from the protein G column and dissociated by using 
acidic conditions and then transferred to the RPC column 
where both components were separated. 

A big advantage of this approach is that a different im
munoassay could be performed for each run by using a dif
ferent antiserum for the antibody loading step. The sytem 
hardware and operating conditions remain the same. A 
protein G affinity column provides a versatile, "universal 
support" (14) for immunoassays because it binds to antibodies 
from a wide range of species. 

Previous work (8, 10) focused on the ability of DCIA to 
discriminate qualitatively among structural variants by using 
covalently immobilized antibodies. The goal of this paper was 
to demonstrate the utility of a protein G column for DeIA 
and to evaluate the technique quantitatively by determining 
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both antigen concentrations in complex samples and specific 
antibody concentrations in an antiserum (titer). 

Many methods have been developed for titer measurements. 
Classically, titer refers to the highest dilution of the antiserum 
(e.g. 1/16) which reacts with a constant amount of antigen 
to give a detectable change such as precipitation, agglutination, 
complement fixation, or lysis. Many of these measurements 
are useful only for rough titer quantitations. Large differences 
have been reported when comparing titers measured free in 
solution (homogeneous) with those determined in gels or using 
solid supports (heterogeneous) (15). The units used to express 
titer vary from method to method. Some report amount of 
antiserum that reacted with a constant amount of antigen; 
others specify amount of antigen bound to a constant volume 
of antiserum. Antibody titers, although expressed in identical 
units, cannot be directly compared unless the measurement 
method is identical (15). Many investigators have found that 
high-affinity antibodies are measured preferentially in some 
assays including hemagglutination, complement fixation, virus 
neutralization, and enzyme-linked immunosorbent assays 
(ELISA) (16-20). Studies using monoclonal antibodies have 
demonstrated that ELISA exhibits both affinity-dependent 
and -independent behavior (20). Affinity dependence occurs 
at low antigen concentrations and large interepitope distances 
of the antigen immobilized on the solid surface. Affinity-in
dependent behavior predominates at high antigen concen
trations and small interepitope distances. 

Antibody titers determined by DCIA could be measured 
by using affmity-independent or -dependent conditions. Since 
antigen was not immobilized on a solid phase with limited 
protein capacity, as is the case for ELISA, a large excess of 
antigen was used in this flow-through system, and epitope 
density was not a factor. Another advantage of DCIA is that 
all sides of the antigen could react with the antibody because 
it was free in solution. Immobilization of an antigen may cover 
up a face of the antigen so that antibodies recognizing the 
covered epitopes do not bind, resulting in titers that are 
smaller than the actual value. 

EXPERIMENTAL SECTION 

Materials. Crystalline rabbit IgG (RIgG), human transferrin 
(HTr), and human serum albumin (HSA) were obtained in the 
purest grade available from Sigma Chemical Co. (St. Louis, MO). 
The rabbit anti-HTr was obtained as an immunoglobulin G (IgG) 
fraction of antiserum from Boehringer Mannheim Biochemicals 
(Indianapolis, IN). Human serum samples were donated by St. 
Elizabeth's Hospital (Lafayette, IN). The Bradford reagent for 
protein assays was purchased from Biorad Laboratories (Rich
mond, CAl. HPLC-grade trifluoroacetic acid (TFA), acetic acid 
(Pierce Chemical Co., Rockford, IL), and acetonitrile and water 
(American Burdick & Jackson, Muskegon, MI) were used in the 
chromatographic analyses. All other reagents were analytical 
grade. 

Apparatus. The experimental setup used for the assays is 
shown in Figure 1. All chromatography was performed at ambient 
temperature (22-25 °C). The automatic switching valve, V4 
(Rheodyne, Model 7010 attached to a Rheodyne Model 5701 
pneumatic actuator), contained the analytical reversed-phase C-4 
column (Supelco C304, 300 A, 5 ILm, 5 X 0.41 em i.d.) in place 
of the sample loop. This allowed the protein G affinity column 
(500 A, 30 ILm, 10 x 0.46 em i.d., a generous gift from Chroma
tochem, Inc., Missoula, MT) and the RPC column to be used 
either in series or separately depending on the position of the 
switching valve. Timing of the automatic switching valve was 
controlled by pump C (Hewlett-Packard Binary Gradient Liquid 
Chromatograph, Mode11090L) fitted with a manual injector, V, 
(Rheodyne, Model 7125), used to load samples onto the RPC 
column. Valve VI (Rheodyne, Model 7010) allowed the mobile 
phase for the affinity column to be switched rapidly between 
loading buffer in pump A (Beckman, Altex, Model 110) and 
desorption buffer in pump B (Eldex, ModeI1011/B-100-S). Valve 
V2 (Rheodyne, Model 7120) was used to load samples onto the 

V, 

V2 

V= Valve 

Figure 1. Apparatus for dual-column immunoassays. 

protein G column and valve Va (Valco, Model C6U), equipped 
with a 3-mL injection loop, enabled the affinity column to be 
washed between each analysis. Absorbance of the eluent from 
both columns was monitored separately, using detector 1 (Kratos 
Spectroflow Variable Wavelength Detector, Model 773) at 280 
or 215 nm for the RPC column and detector 2 (Altex, Model 153) 
at 254 nm for the affinity column. Both detectors were connected 
to a dual-pen recorder (Linear, Model 1200) and the output from 
detector 1 was also connected to an integrator (Waters, Model 
740) which calculated peak areas for quantitation. 

Optimization of Loading and Desorption Conditions for 
Protein G Column. The immobilized protein G is a recombinant 
product, GammaBind G (Genex Corp.). Nonspecific binding of 
1 mg (100 ILL, 10 mg/mL) of HTr and HSA on the protein G 
column was evaluated by measuring the percent recovery of these 
proteins in the loading buffer, 0.01 M sodium phosphate, 0.15 M 
NaCI (pH 7.4) at 2 mL/min. Triplicate samples and controls of 
each protein were collected in lO-mL volumetric flasks. The 
protein content was measured by using a Bradford assay (21). 

The recovery of RIgG from the protein G column was evaluated 
by using various flow rates and desorption buffers recommended 
by the column manufacturer (22). Triplicate samples and controls 
of 800 ILg of RIgG (100 ILL, 8 mg/mL) were collected in 25-mL 
volumetric flasks. Bradford protein assays confirmed that percent 
recoveries could be calculated from peak area data if the sample 
peak areas were corrected for the small peak appearing in the 
desorption buffer blank. The loading buffer was 0.01 M sodium 
phosphate, 0.15 M NaCI (pH 7.4) in all cases except when 2% 
acetic acid, 0.25 M NaCI (pH 2.4) was the desorption buffer. In 
this instance, the NaCI concentration was increased to 0.25 M 
to keep the ionic strength constant. Recovery studies evaluating 
different desorption buffers were done by using a flow rate of 2 
mL/min. Flow rate recovery studies were done by using 0.10 M 
glycine, 2% acetic acid (pH 2.9) as the desorption buffer. Both 
loading and desorption steps were at the same flow rate (0.5-4 
mL/min). The affinity column was cleaned with 3 mL of 20% 
acetic acid between analyses. 

Method for Antibody Titer Quantitation by Off-Line 
Incubation. A schematic diagram for this method of antibody 
titer quantitation is shown in Figure 2. Anti-HTr was incubated 
with an excess of RTr before the mixture was injected onto the 
protein G column. For incubation time experiments, triplicate 
samples of 20 ILL of anti-HTr, 1 mg of HTr, in 1 mL of loading 
buffer, 0.01 M sodium phosphate, 0.15 M NaCI (pH 7.4) were 
incubated at 4 °C for 1 to 72 h. A control was run using nonim
mune RlgG (100 ILg) in place of the anti-RTr and 1 mg of HTr 
incubated for 24 h. Excess antigen experiments were conducted 
in triplicate using samples of 20 ILL anti-HTr in 1 mL of loading 
buffer, incubated for 48 h with antigen amounts ranging from 80 
to 1000 ILg. The valve switching sequence for the assays is listed 
in Table 1. The protein G column was equilibrated in loading 
buffer using pump A at 2 mL/min. The antigen-antibody mixture 
was injected onto the protein G column, via the 3-mL loop of valve 
Va (event 1). After 5 min, when absorbance of the eluent from 
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Figure 2. Schematic diagram of antibody titer determinations and 
antigen quantitation. 

Table I. Valve Switching Sequence for DCIA 

event time,min valve description 

titer, off-line incubation 
V, inject antigen/ antibody mixture 

titer, sequential addition 
V, inject antibody, then antigen 

antigen quantitation 
V, inject antibody 
V, inject standards or samples 

5 V, affinity and RPC switched in series 
5 V1 switched to pump B (desorption buffer) 

15 V, RPC switched back in-line with 
gradient pump and RPC analysis 
started 

15 V1 switched to pump A (loading buffer) 
17 V, inject 3 mL of 20% acetic acid 

the affmity column, monitored by detector 2, had returned to base 
line, the automatic switching valve, V" was switched to place the 
affinity and RPC columns in series (event 2). Valve V1 was 
switched (event 3) and pump B delivered desorption buffer (0.10 
M glycine, 2% acetic acid at 2 mL/min) into the affinity column, 
desorbing the antigen-antibody complexes from the affinity 
column and concentrating them on the head of the RPC column. 
After 10 min, V, was switched (event 4), connecting the RPC 
column back to the gradient pump C and valve V1 was switched 
(event 5) to pump A (loading buffer). The chromatographic 
conditions for the reversed-phase analyses started with an 8-min 
linear gradient from 0 to 35% of 0.1 % TFA in acetonitrile at 1 
mL/min. These conditions were held until 11 min, followed by 
a 5-min linear gradient up to 100% of 0.1 % TFA in acetonitrile. 
Between analyses, a 5-min linear gradient from 0 to 100% of 0.1 % 
TFA in acetonitrile was used to wash the RPC column. Absor
bance was monitored at 280 nm. During the reversed-phase 
analyses, the protein G column was washed with 3 mL of 20% 
acetic acid, using valve Va (event 6) reequilibrated and reloaded 
with sample (event 1). The amount (micrograms) of RTr bound 
to the antibody was quantitated by peak area using a calibration 
curve generated with RTr standards (20 ILL, 1.25, 2.50, 3.75, 5.00 
mg/mL) on the RPC column alone. 

Method for Antibody Titer Quantitation by Sequential 
Addition. In this method, antibodies and antigen are bound 
sequentially onto the protein G column as illustrated in Figure 
2. Excess antigen studies were performed in triplicate as follows. 
The valve switching for this assay is listed in Table!. Anti-RTr 
(20 ILL) was injected onto the protein G column via valve V, (event 

Table II. Effect of Desorption Buffer on Rabbit IgG 
Recovery from Protein G Column 

desorption buffer 

0.10 M glycine (pH 2.2) 
om M glycine, 0.15 M NaCI (pH 2.2) 
2% acetic acid, 0.15 M NaCI (pH 2.4) 
2% acetic acid, 0.25 M NaCI (pH 2.4) 
20% acetic acid (pH 2.1) 
0.05 M sodium citrate (pH 2.2) 
0.10 M glycine, 2% acetic acid (pH 2.9) 

% RlgG recovery 

26.0 ± 6.0 
62.4 ± 4.2 
94.9 ± 2.3 
40.9 ± 4.0 
93.6 ± 6.7 
75.3 ± 4.4 

102.1 ± 1.7 

1). Then, successive 20-ILL injections of RTr solutions of con
centrations ranging from 1.25 to 10 mg/mL were injected onto 
the protein G column at 1 mL/min and monitored by detector 
2 until two successive injections attained the same peak height 
(event 1). This ensured that antibodies bound to the protein G 
column were saturated with antigen. The antigen-antibody 
complexes were desorbed from the protein G column using the 
same sequence of events described in the preceding section, and 
the amount of RTr was quantitated. 

The titer of the antibody fraction was determined by quan
titating the amount (micrograms) of RTr that bound to different 
volumes of antibody sample. Triplicate samples of 10, 20, and 
30 ILL of the same solution of anti-RTr were injected into the 
protein G collUTIn and then saturated with antigen using successive 
injections of RTr (20 ILL, 10 mg/mL). 

Antigen Quantitation. For this method, the antiserum was 
loaded first on the protein G column, followed by the sample 
containing the antigen as illustrated in Figure 2. The sequence 
of events for the rest of the analysis is also listed in Table I and 
was the same as described in the previous section. Both flow rate 
and antiserum equivalent studies were done in triplicate using 
25 ILg of RTr (20 ILL, 1.25 mg/mL). For the flow rate studies, 
RTr was loaded onto 30 ILL of anti-RTr using flow rates ranging 
from 0.2 to 2.0 mL/min. Antiserum equivalent experiments were 
performed by using equivalents of antiserum ranging from 1 to 
5 (ll to 55 ILL). One equivalent of antiserum contained the exact 
amount of antibody, based on its titer, that should have reacted 
with all of the antigen. 

The amount of RTr present in two human serum samples was 
quantitated by DCJA using a calibration curve generated by 
duplicate injections, using valve V" ofRTr standards (20 ILL, 1.25, 
2.50,3.75, and 5.00 mg/mL) and an antiserum equivalent of 2.5. 
Duplicate 20-ILL aliquots of each human serum sample were 
analyzed. 

A second calibration curve was generated by monitoring the 
RPC column with detector 1 at 215 nm. Duplicate injections of 
RTr standards in amounts ranging from 0.50 to 100 ILg (20 ILL, 
0.0025-5.0000 mg/mL) were analyzed. 

RESULTS AND DISCUSSION 

Optimization of Loading and Desorption Conditions 
for Protein G Column, Variable mobile phases and flow 
rates were evaluated in order to detennine which gave the least 
amount of nonspecific binding of proteins and the highest 
amount of binding and recovery of RIgG from the protein G 
column. The manufacturer's reported capacity of the protein 
G column was 27.4 mg of human IgG per column. All of the 
recovery studies were done using less than 1 mg of RIgG, hence 
never exceeding 1/27 of the column IgG capacity. 

The percent recovery of HTr and HSA from the protein 
G column was 98.7 ± 0.3% and 97.5 ± 1.0%, respectively. 
This showed no significant binding of both proteins when the 
loading buffer 0.01 M sodium phosphate, 0.15 M NaCI (pH 
7.4) was used. As shown in Table II, desorption of RIgG from 
the protein G column was dependent on ionic strength. A 
change in ionic strength of 0.10 M (0.15-D.25 M) NaCI in 2% 
acetic acid (pR 2.4) resulted in a drastic decrease in percent 
recovery (from 94.9 to 40.9). Of all the desorption buffers 
listed in Table II, 0.10 M glycine, 2% acetic acid (pR 2.9) gave 
the highest percent recovery of RIgG (102 ± 1.7%). This 
buffer was used throughout the rest of this work. 
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Table III. Effect of Flow Rate on Rabbit IgG Recovery 
from Protein G Column 

flow rate,a % RIgG flow rate,a % RIgG 
mL/min recoveryb mL/min recoveryb 

0.5 100.0 ± 6.8 3.0 100.8 ± 2.6 
1.0 97.8 ± 4.0 4.0 102.1 ± 3.5 
2.0 102.1 ± 1.7 

a Flow rate for loading and desorption. bRecoveries measured by 
using 0.10 M glycine, 2% acetic acid (pH 2.9) as desorption buffer. 

'gG 
A 

Figure 3. Reversed-phase separation of antigens and antibodies 
captured and desorbed from protein G column: (A) anti-HTr (10 ,uL), 
HTr (1 mg); (6) anti-HTr (10 I'Ll; (C) nonimmune RIgG (100 ,ug), HTr 
(1 mg). Chromatographic conditions are given in text. 

The amount of RIgG bound and recovered from the protein 
G column was not influenced by loading and desorption flow 
rate as shown in Table III. Consequently, these assays can 
be performed rapidly by using high flow rates. However, the 
back pressure of the protein G and RPC columns in tandem 
may limit the flow rate that can be used. An intermediate 
mobile phase velocity of 2 mLjmin was chosen for these 
studies. 

Antibody Titer Quantitation. Two methods were used 
to measure the antibody titer as illustrated in Figure 2. The 
off-line incubation method involved incubating the antibody 
fraction with a large excess of antigen prior to injection onto 
the protein G column. In the sequential addition method, 
antibody and excess antigen were sequentially loaded onto 
the protein G column. In both cases, antigen-antibody com
plexes were desorbed and dissociated from the protein G 
column and concentrated on the RPC column. Dissociation 
of the antigen-antibody complexes was also aided by the 
reversed-phase mobile phases (0.1 % TFA and acetonitrile).· 
Antigen (HTr) and antibody (anti-HTr) were then separated 
by RPC as shown in Figure 3A. The broad IgG peak is typ
ically found in the reversed-phase chromatography of poly
clonal antibodies due to the heterogeneous mixture of IgG 
subclasses (23). 

Figure 3 illustrates the results of three DCIAs by using 
different samples to prove that HTr only bound to the protein 
G column in the presence of anti-HTr (Figure 3A). When 
anti-HTr was injected alone, only IgG was bound (Figure 3B). 
However, when nonimmune RIgG and HTr were injected, only 
RIgG (no HTr) was bound (Figure 3C). Additional evidence 

Table IV. Influence of Incubation Time on Off-Line 
Antibody Titer Quantitation 

incubation 
time, h 

0 
1 

360 

o 
z 
:::> 
o 
<Il50 
z 
ii' 
a: 
w 
u. 
~40 
« a: 
f-

z « 

HTr,I'g 

63.9 ± 1.9 
73.9 ± 6.8 
82.4 ± 4.0 
75.2 ± 5.8 
73.7 ± 10.1 

incubation 
time, h HTr,I'g 

10 74.8 ± 2.1 
15 72.4 ± 7.2 
20 77.9 ± 0.1 
24 78.1 ± 5.7 
72 75.2 ± 1.4 

~ 300\------,2"'00,,---4"00:;;------,6"'000:---,8"'00,,-----,;'0""'00 

I EXCESS HUMAN TRANSFERRIN (,ug) 

Figure 4. Influence of excess antigen concentration on the antibody 
titer: 0, off-line incubation; 0, sequential addition. 

for minimal nonspecific binding of HTr was the high percent 
recovery of HTr from the protein G column previously re
ported. 

For the off-line incubation method, the influence of incu
bation time and excess antigen concentration on the amount 
of HTr bound to anti-HTr was studied. The amount of HTr 
(micrograms) bound to the affinity column was determined 
from a HTr calibration curve generated by using the RPC 
column alone. The least-squares regression equation was y 
(HTr peak area) = 1.69x (,ug of HTr) 3.3 with correlation 
coefficient of 0.997 and relative standard deviation (RSD) 
values of ±2%. This calibration curve was regenerated for 
every study, and the correlation coefficient and RSD remained 
the same. 

Table IV lists the influence of incubation time. Overall, 
after 1 h, the amount of HTr bound does not appear to be 
influenced by incubation time. Experimental precision was 
very poor with RSD values ranging from ±O.l % to ±13.7%. 
Variations in incubation temperature, and temperature of the 
antigen-antibody mixture at injection, probably caused some 
of these fluctuations. Also, the amount of HTr bound to 
antibody varied with the amount of excess antigen incubated 
with the antiserum, as shown in Figure 4. The precision of 
these values was also poor, with RSD values ranging from 
±1.6% to ±11.2%. The shape ofthe curve demonstrated that 
this method is dependent on the equilibrium between antibody 
and antigen. The amount of HTr bound increased as the 
amount of excess HTr increased. (The curve would eventually 
reach a plateau.) No precipitation of the antibody and antigen 
was noted in any of the mixtures prior to injection onto the 
protein G column. 

Figure 4 shows that unlike the off-line incubation method, 
the amount of HTr bound for the sequential addition method 
was not as dependent on the excess antigen concentration. 
This method was also more precise, with all measurements 
having RSD values of ±2%. The sequential addition method 
reported smaller antibody titers than the off-line method at 
excess antigen concentrations greater than 600 ,ug. Although 
these experiments used conditions (antigen excess) reported 
to be antibody affinity independent for ELISA, this system 
does not operate under equilibrium conditions. The off-line 
incubation method is equilibrium dependent and was con
sequently able to detect very low affinity antibodies present 
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Figure 5. Determination of titer of anti-HTr by sequential addition. 

Table V. Influence of Flow Rate on Antigen Quantitation 

flow rate, flow rate, 
mL / min HTr peak area mLjmin HTr peak area 

0.2 21.61 ± 0.49 1.0 20.58 ± 1.77 
0.5 21.22 ± 1.32 2.0 21. 70 ± 0.61 

in the antibody fraction by using a large excess of antigen. 
Therefore, off-line incubation is the method of choice for titer 
measurements made early in the immune response, when low 
affinity antibodies predominate. 

The sequential addition method, which was more precise 
and less dependent on excess antigen concentration, was used 
to determine the titer of the anti-HTr antibody fraction as 
shown in Figure 5. The plot of the amount (micrograms) of 
HTr bound versus the amount (microliters) of anti-HTr 
yielded a least-squares regression equation of Y(ILg of HTr) 
= 2.27x (ILL of anti-HTr) + 4.60 with a correlation coefficient 
of 0.999 and RSD ±2.8%. The slope of the line, 2.27 ILg of 
HTr/ ILL of anti-HTr was the titer of the antibody sample. 
The manufacturer's reported titer, determined by single radial 
immunodiffusion (24), was 2.0 ± 0.2 ILg of HTr/ ILL of anti
HTr. (Good agreement between these values may actually 
be because neither method measured very low affinity anti
bodies.) The major difference is that single radial immuno
diffusion requires precipitating antiserum and DCIA does not. 
DCIA is much more flexible and can be used for monoclonal 
antibodies as well. 

Determination of antibody titers by DCIA may have many 
useful applications, such as the measurement of the immune 
response in patients using therapeutic recombinant proteins. 
When higher sensitivity is required, antigens labeled with a 
tag, such as a fluorophore or an enzyme could be used. 

Antigen Quantitation. DCIA was also used to quantitate 
antigen as illustrated in Figure 2. Antibodies were loaded onto 
the protein G column, creating an immunoaffinity support. 
The sample was injected and antigen was captured, desorbed, 
and quantitated by RPC. 

The influence of flow rate and amount of antibody on the 
amount of HTr bound was studied in order to determine 
optimum conditions for the assay. Table V shows that the 
amount of HTr bound by the antibody was the same for flow 
rates ranging from 0.2 to 2.0 mL/min. A flow rate of 2 
mL/min was chosen for the same reason stated previously. 

The influence of the amount of antibody on the amount 
of antigen bound was studied by loading the protein G column 
with increasing equivalents of anti-HTr and a constant amount 
(25 ",g) ofRTr. One equivalent of anti-RTr (11 ILL) contained 
the exact amount of antibody, based on its titer (2.27 ILg of 
HTr / ILL of anti-HTr measured by dual-column immunoassay 
in the previous section) which should react with all 25 ILg of 
the antigen. Figure 6 shows that 2 equiv of anti-HTr were 
sufficient to obtain maximal antigen binding. No increased 
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Figure 6. Influence of antiserum equivalents on antigen quantitatlon. 

Table VI. Comparison of Values Obtained for HTr 
Concentrations in Human Serum Determined by DeJA and 
Rate Nephelometry 

sample 
DeIA," 
mg/mL 

1.43 ± 0.09 
1.71 ± 0.10 

rate nephelometry, b 

mg/mL 

1.35 
1.65 

(l:RSD is ±6.0%. bManufacturer's reported RSD is ±5%. 

binding of HTr was gained by using antiserum equivalents. 
The rest of this work was done with 2.5 equiv of antiserum. 

The concentration of HTr in human serum samples was 
quantitated by DCIA. A plot of peak area versus the con
centration of HTr yielded a least-squares regression equation 
ofy(peak area HTr) = 17.94x (HTr, mg/mL) 1.026 with a 
correlation coefficient of 0_9996 and RSD values ±5.6%. The 
values obtained by DCIA were compared (Table VI) to those 
obtained by rate nephelometry using a Beckman Analyzer II 
(Brea, CAl at St. Elizabeth Hospital (Lafayette, IN). Rate 
nephelometry measures the increase in light scatter resulting 
from the antigen-antibody reaction. Within error, both 
methods showed good agreement. The RSD of the DCIA 
method was slightly higher (±6%) than the manufacturer's 
reported value for rate nephelometry (±5%). 

The detection limits and linear dynamic range of the HTr 
DCIA were measured. The calibration curve showed that the 
assay had a detection limit of 50 ng (0.7 pmol) at 215 nm and 
was linear over approximately 4 orders of magnitude from 5 
X 101 to 1 X 105 ng. The calibration curve had a correlation 
coefficient of 0.999 and RSD values of ±3.5 %. 

DCIA was more sensitive than conventional immunoaffinity 
chromatography. The antigen, which eluted from the im
munoaffinity column as a broad peak, was concentrated on 
the second more efficient column. Also the second column, 
unlike the immunoaffinity column, could be monitored at 
shorter wavelengths (e.g. 215 nm) and high detector gain and 
improved the sensitivity of the assay by at least 2 orders of 
magnitude. 

DCIA had better precision and a wider linear dynamic range 
than standard ELISA. Typical RSD values for ELISA range 
from 5 to 15 % (25) while the values obtained for DCIA were 
±3.5 %. ELISA generally has a range of 2-3 orders of mag
nitude. The linear dynamic range of DCIA covered approx
imately 4 orders of magnitude. A much wider range of sample 
volumes (0.001-2.000 mL) could be used for DCIA because 
it was a flow-through system. ELISA sample volumes are 
limited to <0.200 mL because of the size of the microtiter plate 
well. 

The limit of detection is lower for ELISA (nanograms to 
picograms) (26) than for DCIA (micrograms to nanograms). 
However the discriminating ability of DCIA is superior to 
ELISA. Nonspecific binding and nonspecificity of the antisera 
can cause great interferences in ELISA. The second column 
in DCIA adds another separation step which can help dis
tinguish species which cross reacted or bound nonspecifically 
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to the immunosorbent from the analyte of interest. Con
ventional chromatographic methods have been able to dis
criminate variants that were indistinguishable by an immu
nological method (7,8, 10). A simultaneous immunoassay of 
multiple antigens Can also be performed by DCIA provided 
the antigens can be separated by RPC or another chromato
graphic mode. 

Both ELISA and DCIA Can be automated. The throughput 
of DCIA Was 40-50 samples/day with each assay requiring 
30 min. ELISA usually requires 24 h for completion; however 
the throughput can be up to 1000 samples/ day ifthe system 
is automated. DCIA was intended for use in biotechnology 
for research and required a skilled technician, whereas ELISA 
does not. 

The biggest advantages of DCIA were its simplicity, ver
satility, and ease of implementation. The protein G column 
served as a universal support for immobilizing mammalian 
antibodies. A different antigen could be assayed for each run. 
Antibodies were not covalently immobilized, so loss of antigen 
binding capacity was not a concern as it is in conventional 
immunoaffinityanalysis. The protein G column had a long 
lifetime. Most of the analyses were done by using less than 
1/90 of the total IgG column capacity. A gradual decrease 
in capacity over time would not Cause a problem because of 
the large excess of protein Gover IgG. After 5 months of use 
(> 500 cycles) the protein G column was still in good condition. 

Reagent preparation or synthesis was not required for 
DCIA. The protein G column could selectively bind and purify 
IgG from whole serum, so prepurification of the antiserum 
waS not required. Also since relatively low detection limits 
were easily obtained by DCIA, without using labeled immu
nological reagents, antigen specific reagent synthesis was not 
required before a new immunoassay could be performed (as 
is the case for ELISA and other methods). 
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Direct Coupling of Planar Chromatography to Gas 
Chromatography by Laser Desorption 

Jianzhong Zhu and Edward S. Yeung> 

Ames Laboratory-USDOE and Department of Chemistry, Iowa State University, Ames, Iowa 50011 

A method of direct coupling of thin-layer chromatography 
(TLC) to gas chromatography (GC) Is demonstrated with 
pesticide samples. Laser desorption wHh a special TLC cell 
was used for the Interface. Factors affecting the transfer 
efficiency and the parent peak ratio were studied. The frag
mentation pattern In the gas chromatogram provides a fin
gerprint for each TLC separated compound. For TLC sepa
rations of complex mixtures, GC provides one more dimension 
of separation and sensitive detection. Laser desorption with 
electron capture detection (no GC column) was also dem
onstrated as a universal quantHative technique for TLC. The 
IImH of detection was In the low nanogram range. The scan 
speed was 5 times faster, the detection limit was 20 times 
lower, and the resolution was 2 times better than the analo
gous laser pyrolysis method. 

Thin-layer chromatography (TLC) is a widely employed 

0003-2700/89/0361-1906$01.50/0 

analytical technique that provides a simple, rapid, and inex
pensive separation method. In terms of instrumentation, 
detection, separation and identification, TLC is not as well 
developed as column liquid chromatography, although some 
aspects have been improved by the recent development of 
high-performance TLC and novel methods of detection (1-15). 
TLC still plays an important role in the separation of complex 
samples. For example, highly retained compounds may 
eventually degrade a column but are compatible with TLC 
since the plates are disposable. Because TLC is capable of 
handling multiple samples in short time, it is extensively used 
in routine clinical and drug testing, where hundreds of samples 
are analyzed every day and only a few TLC-test-positive 
samples are sent to HPLC or GC/MS for confirmation 
(16-19). Also, many GC analyses of environmental and 
biomedical samples directly or indirectly rely on TLC for 
sample cleanup to protect the GC column or to avoid back
ground interference. Therefore, direct coupling of TLC to 

© 1989 American Chemical Society 
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Figure 1. (a) Schematic diagram of the laser desorption interface. (b) 
Details of the TLC cell. Key: L, lens (focal length = 50 em); M, mirror; 
S.m., stepping motor; I, integrator. 

GC should find broad applications in many areas of analysis. 
On-line multidimensional chromatography has attracted 

increasing attention recently because of increased separation 
efficiency. The on-line combinations of HPLCjGC, 
HPLCjTLC, and GCjTLC were reported (20-24). In off-line 
combinations, the TLC spot was scraped off, redissolved, and 
then injected into LC or GC. Direct coupling of TLC to GC 
or to HPLC has not been reported in the literature, probably 
because of the sample transfer difficulties, where a solid to 
gas or solid to liquid transition with spatial resolution (on the 
TLC plate) is required. 

An ion source has been used for direct solid-gas phase 
transfer in TLC j secondary ion mass spectrometry (SIMS) to 
extract samples from the plate without loss of resolution 
(25-27). However, SIMS is only sensitive to the first few 
atomic layers of the sample and thus most of the sample on 
the TLC plate (buried in the silica particles) was inaccessible 
unless it is first extracted. Some other techniques including 
fast atom bombardment (F AB) and laser microprobe analyzer 
(LMA) were also applied in TLC jMS for direct identification 
of the TLC spotted compounds (8, 28). High TLC adsorbent 
backgrounds were observed. Identification becomes even more 
difficult if the compounds are not well separated. The com
bination of TLC j GC to MS should be free from most of these 
problems, since GC would further discriminate against the 
TLC background and distinguish between unseparated com
pounds. 

The purpose of present work is to develop an interface for 
direct coupling of TLC to high-resolution GC based on laser 
desorption. Without the GC column, this technique should 
also work as a universal quantitative scanning method for TLC 
by taking advantage of any of the existing GC detectors. 

EXPERIMENTAL SECTION 
Apparatus. The schematic diagram of the TLCjGC interface 

is shown in Figure 1a. The laser was a Model HyperEX 460 
(Lumonics, Ottawa, Canada) and operates at 308 nm. The laser 
repetition rate was varied from 10 to 200 Hz. The pulse energy 
ranged from 10 to 18 mJ as measured by radiometer (Laser 
Precision, Utica, NY, Model Rj-72oo) with an energy probe (Laser 
Precision, Utica, NY, Model Rjp-734). The laser beam was 
focused to about 2 X 3 mm with a quartz lens (focal length = 50 
em) and directed by a mirror driven by a stepping motor. 

The TLC cell was constructed with copper and consisted of 
either a 50 mm (long) X 50 mm (wide) X 8 mm (deep) or a 50 
mm (long) X 10 mm (wide) X 8 mm (deep) chamber to accom
modate the TLC plate. The top of the chamher was covered by 
a quartz window sealed with an O-ring. The details of the TLC 

cell are shown in Figure lb. The carrier gas (argon + 10% 
methane) enters from three corners of the chamber, passes above 
the surface of the TLC plate, and then flows out of the other 
corner to a GC inlet or directly to a GC detector. The flow rate 
was ahout 100 mLjmin during the sample collection or the laser 
desorption process and was reduced to 15 mLjmin during GC 
separation. 

Thin-Layer Chromatography. Normal-phase silica gel plates 
(Alltech, Deerfield, IL, Adsorbsil HPTLC) were used. The plates 
were cut to the sizes required and cleaned with methanol only. 
A 0.2-ILL portion of the pesticide sample was spotted on the plate 
by a LO-ILL Hamilton microsyringe. 

In the experiments involving quantitative scanning without GC 
separation, for a lower background, the plate was prescanned with 
the laser and the sample introduction and TLC separation were 
performed in a glovebox filled with nitrogen to avoid contact with 
air. Plates were developed with hexane and dried under a 200-W 
infrared lamp for 2 min to evaporate the solvents. A carrier gas 
flow rate of 300 mL j min was used. 

Gas Chromatography. A Model 550 gas chromatograph 
(Tracor, Austin, TX) with an electron capture detector was 
equipped with a 30 m X 0.53 mm (i.d.) DB-1701 fused silica 
column (J& W Scientific, Folsom, CAl. The oven temperature 
was programmed at 30°C for 5 min and then raised 10 °Cjmin 
to 200°C. The data collection was accomplished with an inte
grator (LDC, Riviera Beach, FL, CI 3000). The column was 
directly connected to the TLC cell through a stainless steel tubing 
via the GC inlet. The tubing was heated by a heating tape to 
around 250°C to prevent sample deposition. 

Chemicals. The pesticide standards were purchased from 
Alltech Associates, Inc. (Deerfield, IL), and used as received. They 
were dieldrin, p,p-DDT, lindane, and methoxychlor. Samples were 
dissolved in hexane and diluted to various concentrations. All 
solvents used were HPLC grade. 

RESULTS AND DISCUSSION 

Laser desorption (LD), particularly with pulsed lasers, is 
an attractive technique for rapid vaporization of solid mo
lecular samples. It has been widely investigated as a sampling 
method in mass spectrometry for both volatile and nonvolatile 
organic compounds (29, 30). Laser desorption is simply based 
on the rapid heating effect in which the molecules desorb 
before they have time to kinetically decompose (11, 25). 
However, certain kinds offragmentation processes have also 
been observed. These are related to laser power density, laser 
wavelength, and the thermal stability of the compounds (31). 
The same mechanism is expected in the laser desorption of 
TLC adsorbed molecules, although the experimental re
quirements may be very different. Quantitative transfer and 
the production of neutral molecules are the main concerns in 
TLC j GC, while enhancements of ionization processes are 
more important in laser desorption mass spectrometry 
(LDMS). Therefore, low laser power density (5 X 10· W j cm') 
and multiple pulses (around 1000 pulses) were used in this 
experiment instead of the high power density and single shot 
conditions in LDMS. 

The gas chromatograms of four pesticides directly removed 
from TLC plates by laser desorption are shown in Figure 2. 
The experimental conditions of GC have not been optimized. 
For the first 5 min, the column was left at room temperature 
to trap the material from a given spot. This effectively pro
vides a small injection volume. There are two intriguing 
features in the TLC j GC results shown in Figure 2. First, it 
demonstrates sensitive detection for TLC by GC detectors 
without TLC adsorbent background interference. The 
background peaks were marked by "b" and they were iden
tified by their GC retention times. There were four major 
background peaks. They correspond to the peaks at 9.03, 
10.57, 11.68, and 13.15 min in Figure 2b,c. These are derived 
from breakdown of the TLC stationary phase by the laser. 
No attempts were made to identify them, however. The 
background peak at 9.03 increased dramatically at high laser 
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Figure 2. GC (with an ECO detector) chromatograms of laser desorbed compounds from the TLC plates: b, TLC background peaks; detector 
signal attenuation, X32. (a) Landane: 100 ng, laser 18 mJ/30 Hz; (b) dieldrin: 200 ng, laser 16 mJ/30 Hz; (c) p,p-DDT: 200 ng, laser 14 mJ/l00 
Hz; (d) methoxychlor: 200 ng, laser 14 mJ/50 Hz. 

repetition rates. This is due to a higher degree of heating of 
the TLC plate. Second, one obtains for each analyte a 
characteristic fingerprint that can be used for identification 
of the TLC-separated compounds. Direct identification of 
the TLC-separated zones has been a challenging task. 
TLC/GC may serve as a complementary method to TLC/MS, 
similar to the use of pyrolysis/GC for the identification of a 
polymer (32). 

The transfer efficiency and the parent molecule peak ratio 
of each compound for the experimental conditions of Figure 
2 are summarized in Table 1. The transfer efficiency is 
defmed as the ratio of the total peak area of the GC fragments 
in Figure 2 and the peak area produced by a sample containing 
the same amount of analyte tested but without TLC sepa
ration (normal GC injection). The parent peak ratio is defined 
as the ratio of the parent molecular peak area and the total 
peak area of all fragments including the molecular peak. The 
data in Table I are only rough estimates because the detector 
response of the fragments may not be the same as the parent 
molecule. As we can see, the volatile compounds have higher 
transfer efficiencies and less fragmentation at the same laser 
power and pulse repetition rate. These are desorbed from the 
surface at lower temperatures. 

The transfer efficiency was found to increase with increasing 
laser energy or with higher pulse repetition rates. At a rep
etition rate of 50 Hz (1000 shots total), the transfer efficiency 
oflindane increased from 47% to 62% when the laser energy 
is increased from 10 to 16 mJ / pulse. The transfer efficiency 
was 76 % at 16 mJ / pulse and 150 Hz. The laser pulse repe
tition rate seems to playa very important role in the surface 
temperature of the TLC plate because of the heat accumu-

Table I. Fragmentation and Transfer Efficiency in Figure 
2 

pesticides 

A: lindane 
B: dieldrin 
C: p,p-DDT 
D: methoxychlor 

transfer 
efficiencies,a 

% 

71 
89 
64 
29 

parent peak 
ratios,b % 

52 
62 

3 
14 

'Transfer efficiency = (area of all fragments) j (area without 
TLC step). 'Parent peak ratio = (area of the parent peak)j(area 
of all fragments) x 100%. 

lation effect. That is, one pulse follows the other before the 
surface cools down. With a laser energy of 10 mJ /pulse, we 
estimate from the brightness of the spot that repetition rates 
of 50 and 150 Hz produce surface temperatures of 400 and 
600 °C, respectively. Also, at a higher repetition rate, more 
fragmentation is expected, since at higher temperatures py
rolysis becomes more important relative to desorption. When 
the total number of laser shots were maintained at 1000 and 
the laser energy was constant at 10 mJ / pulse, the parent peak 
ratios for lindane were 72% and 32% at repetition rates of 
30 and 150 Hz, respectively. 

Another crucial factor that will influence the transfer ef
ficiency is readsorption. Compounds desorbed from the TLC 
plate may adsorb or condense on the cold surfaces again during 
the flow process before they enter the hot connecting tubing. 
Warming up the TLC cell to lessen the readsorption is not 
recommended because volatile compounds may desorb, 
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Figure 3. Gas chromatogram of a TLC spotted mixture (without separation) by laser desorption. The mixture contains L, lindane (200 n9), D. 
dieldrin (200 ng), P, p,p-DDT (200 ng), and M, methoxychlor (200 ng); laser 14 mJ/50 Hz, 1000 shots; and ECD detector attenuation X32. 
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Figure 4. Thin-layer chromatogram of four pesticides with laser de
sorption scanning and electron capture detection (no GC separation): 
0, dieldrin (12.6 ng); P, p,p-DDT (6.8 ng); l, lindane (5.0 ng); M, 
methoxychlor (6.8 ng); laser energy, 16.5 mJ/pulse; repemlon rate, 50 
Hz; scan speed, 10 cm/min; flow rate of carrier gas, 300 mUmin; ECD 
output attenuation, X8; TlC plate,S X 5 cm. A O.l-lll portion of 
sample was introduced by a 1.0-lll syringe and developed with hexane. 

with a higher carrier gas flow should minimize this problem. 
The distance between the TLC plate and the window is also 
critical. With a distance of 1 mm, less than 10% of lindane 
was detected, even though the linear flow rate in the chamber 
was higher with the smaller chamber volume. A distance of 
5 mm was optimal for the flow rate used here. Still higher 
flow rates were not compatible with GC and the resulting 
pressure is too high for our particular TLC cell. 

TLC/GC coupling offers one more dimension of separation. 
Figure 3 presents a well separated GC chromatogram of a 
mixture of four pesticides which was spotted on the TLC plate 
with no separation. This simulates overlapping components 

causing a loss of signal. A proper design of the TLC chamber 
on the TLC plate. Here the analytes and their fragmentation 
fingerprints can be easily identified based on the individual 
chromatograms in Figure 2. 

Quantitative Scanning, For laser scanning alone, the 
TLC cell was directly connected to a GC detector without the 
GC column. Quantitative scanning of TLC plates for detecting 
amino acids and pesticides by a continuous wave infrared laser 
with a flame ionization detector (FID) or an electron capture 
detector (ECD) has been demonstrated in an earlier paper 
(LPS, laser pyrolysis scanning) (6). The system here repre
sents laser desorption scanning (LDS). The advantage of LDS 
is brought about by pulsed laser operation, which provides 
high power density, fast heating, and rapid cooling, leading 
to better scanning resolution and fewer fragments. For ef
ficient transfer of the analytes, a higher laser power density 
is needed. But a high power continuous wave laser would 
easily break the TLC plates. The scanning speed and spatial 
resolution are increased due to fast vaporization and less heat 
conduction to the neighboring spots. Figure 4 shows a dem
onstration of LDS for the four TLC separated pesticides: 
dieldrin, p,p-DDT, lindane, and methoxychlor. The detection 
limit is in the 1 ng range and the scan rate was 10 cm/min. 
The detection limit is about a factor of 20 better than LPS 
reported earlier (8). To achieve this level of performance, the 
TLC plate was precleaned, developed, and detected in a ni
trogen environment to avoid oxygen, moisture, and other 
laboratory contamination. 

The signal dependence on laser energy and the laser pulse 
frequency in a scanning mode is shown in Figure 5 for 250 
ng of lindane. It should be noted that the signal level was also 
position dependent. When the spot was in a location close 
to the outlet of the chamber, it produces larger signals, par
ticularly for a 50 X 50 mm TLC plate. Readsorption and peak 
dispersion may be the causes of this spatial dependence. 
Samples were spotted at the same position in Figure 5 for 
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Figure 5. ECO signal dependence on laser energy and repemion rate 
in laser desorption scanning TLC of 2S0 ng of lindane: attenuation, 
XS12. 
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Figure 6. ECO signal for consecutive laser pulses: sample, lindane 
(200 ng); laser energy, 16 mJ/pulse; repetttion rate, O.OS Hz. 

comparisons. The results indicate that complete vaporization 
of the sample spot occurs above 40 Hz for 14 and 16 mJ jpulse. 
On the other hand, it takes 200 Hz to vaporize the entire 
sample at 10 mJ jpulse. The thermal effects at higher repe
tition rates compensate for the lower powers of the pulses. 
Therefore, for maximum vaporization at low powers and low 
repetition rates, the scan rate will have to be reduced. 
However, the signal (Figure 4) may not increase because the 
material vaporized will then be more dilute at the detector. 
Figure 6 shows the amount of material desorbed over a series 
of laser pulses at 0.05 Hz without scanning. The slow repe
tition rate guarantees that very little heat is generated by the 

laser on the plate itself. The primary vaporization mechanism 
is therefore desorption and not thermal pyrolysis (8). It is 
interesting that less than 1 % of the sample (out of the inte
grated area in Figure 6) was detected in the first laser shot. 
The profile in Figure 6 will naturally be different at higher 
repetition rates, since surface temperatures will then be higher. 
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Resonant Two-Photon Ionization Spectroscopic Analysis of 
Thin-Layer Chromatography Using Pulsed Laser 
Desorption/Volatilization into Supersonic Jet Expansions 

Liang Li and David M. Luhman* 
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Pulsed laser desorption has been used as a means of directly 
vaporizing thin-layer chromatography (TLC) spots into the gas 
phase. The resulting neutral plume of molecules is then en
trained Into a supersonic jet expansion of CO2 and transported 
Into a time-of-flight mass spectrometer (TOFMS) where re
sonant two-photon Ionization (R2PI) Is performed. By use of 
this method, various thermally labile biological molecules, 
Including Indoleamlnes, catecholamines, peptides, and drugs 
have been detected from silica gel TLC plates with production 
of the molecular Ion In a TOFMS device. The spectroscopic 
nature of R2PI has been used to obtain cold sharp wave
length spectra In the TOFMS of several compounds desorbed 
from the TLC plate Into the jet expansion. The combination 
of wavelength selectivity and mass spectrometric identifica
tion has allowed us to uniquely Identify components that have 
not been completely separated by TLC. In addition, quanti
tation has been achieved for indole-3-acetic acid and imipr
amine over 4 orders of magnitude using this method with 
detection limits in the low nanogram range. 

INTRODUCTION 

Thin-layer chromatography (TLC) has become a widely 
used separation method for qualitative analysis of mixtures 
in both chemistry and biology (1-3). This is due to TLC's 
experimental simplicity, ability to separate several samples 
simultaneously, and applicability to a wide range of samples 
and problems. However, identification of separated compo
nents is generally performed photometrically, using either 
absorbance or fluorescence where the TLC plate is developed 
with substances that form visible or UV fluorescing spots from 
which retention times can be visually determined. Under these 
conditions unambiguous identification may not be possible 
without the use of other methods that provide molecular 
structure information. 

A number of spectroscopic detectors have been developed 
for TLC that provide enhanced identification based upon 
spectral information. These include such methods as mul
tidimensional detection via imaging detectors (4,5), diffuse 
reflectance detection (6), and Fourier transform infrared 
photoacoustic spectroscopy (7). In recent work, laser induced 
fluorescence (LIF) has been used by Zare and co-workers (8) 
as a means of achieving sensitive and selective detection for 
TLC adsorbates. In related work, Seybold and co-workers 
(9) demonstrated the use of laser induced two-photon excited 
fluorescence (TPEF) and sequentially excited fluorescence 
(SEF) as a means of obtaining additional spectral selectivity 
and of reducing the optical background level compared to 
conventional LIF. Detection limits in the 100-200-pg region 
were reported for these fluorescence methods. The work 
performed by these groups illustrated the unique advantages 
of laser radiation for detection of adsorbates on TLC plates 
including: (a) the high power, coherent nature of pulsed laser 
radiation, which allows it to be focused on a spot for sensitive 
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detection of a specific substance, and (b) the use of time-re
solved or wavelength-resolved detection, which may permit 
the analysis of a mixture of fluorescent species although the 
chromatographic spots may not be completely resolved. The 
obvious drawback of LIF and other fluorescence methods 
though is that they work well only for molecules that exhibit 
a reasonable quantum yield in fluorescence. Also the wave
length selectivity available for distinguishing different sub
stances may be limited due to the broad spectral features 
characteristic of large polyatomic molecules at room tem
perature. 

Alternative means of detecting adsorbates on TLC include 
mass spectrometric methods (10-26). In particular, particle 
desorption methods such as secondary ion mass spectrometry 
(SIMS) (15-19) and fast atom bombardment mass spectrom
etry (FABMS) (21-23) have been used to interface TLC di
rectly with mass spectrometry without requiring extensive 
sample preparation and with the capabilities of volatilizing 
thermally labile samples. Unger et al. (15) for example used 
secondary ion mass spectrometry (SIMS) to detect quaternary 
alkaloids on silica gel and cellulose plates directly in the ion 
source of a mass spectrometer. Although mass spectra were 
observed, the analysis required long periods of time and re
quired lO-l'g spots. The problem here is that SIMS is sensitive 
to only the first few atomic layers of sample and th"s most 
of the sample on the TLC plate is not probed. Also a high 
background was observed at low mass due to the plate ma
terial. Similar problems may also exist with FABMS (23). 
However, both SIMS and FABMS used for detection of ad
sorbates on TLC plates have been shown to offer great po
tential for solving practical problems and for on-line appli
cations (15-23). 

Laser desorption methodology has been shown to be a 
powerful means of volatilizing samples from TLC plates di
rectly into a mass spectrometer. This method was first used 
by Ramaley and co-workers (24, 25) to desorb various com
pounds from TLC plates, which were subsequently swept by 
a chemical ionization (CI) gas into a mass spectrometer. The 
detection limit for substances such as phenanthrene was about 
10 ng, although more polar compounds were often difficult 
to detect. Amino acids, for example, could not be detected. 
In addition, as the molecular weight increased and the vola
tility decreased, detection also became more difficult. In 
related work, Novak and Hercules (26) applied the laser 
microprobe method for direct detection from TLC plates in 
a mass spectrometer. They demonstrated that the inherent 
lateral resolution of the laser microprobe device (~5 I'm) could 
be used to resolve multiple components in broad chromato
graphic spots so that components can be identified even if they 
are not completely resolved chromatographically. However, 
they observed increased fragmentation at the increased power 
density needed to obtain spectra from a TLC plate relative 
to a zinc foil support and also a large number of peaks due 
to the chromatographic support below mlz 100. 

In this work, we present a method of detecting and iden
tifying TLC adsorbates that uses a pulsed laser desorp-
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tion/volatilization method for production of gas-phase neutral 
molecules with subsequent detection using laser-induced re
sonant two-photon ionization (R2PI) in supersonic jet ex
pansions (27-30). This method is a spectroscopic-based 
technique that allows simultaneous detection of ions in a mass 
spectrometer, thus taking advantage of the best aspects of both 
these methodologies. Spectroscopic detection is based upon 
monitoring the resonant cross section of a molecule as a 
function of wavelength as a tunable pulsed dye laser is 
scanned. Although ions are ultimately detected, the ionization 
signal reflects the absorption spectrum of the electronic state 
in resonance with the first absorbed photon. In combination 
with the supersonic jet technique, unique identification can 
be achieved with R2PI based upon the resulting sharp spectral 
features characteristic of each molecule. The selectivity ob
tained by optical analysis can be combined with the soft 
ionization capabilities of R2PI for mass spectrometric de
tection and the separation capabilities of TLC so that a 
tandem method for enhanced discrimination is obtained. In 
addition, the highly efficient R2PI method allows for sensitive 
detection and for ionization of many samples that cannot be 
detected by using LIF due to low quantum yields in 
fluorescence (29). 

In order to interface R2PI directly to detection of TLC 
spots, pulsed laser desorption (27-34) has been used to vol
atilize the eluent spots from a TLC substrate into the gas 
phase in a mass spectrometer. A relatively low-powered CO2 

laser (~106 W / cm2) is used to desorb both the eluent spots 
and TLC matrix together as mainly neutral species that are 
entrained in a supersonic jet. The analyte molecules are then 
selectively detected by R2PI in a time-of-flight mass spec
trometer (TOFMS) while the background matrix remains 
transparent to the laser radiation and is thus not detected. 
In the present study, we examine the capabilities of this 
method for detecting analytes directly from a TLC matrix in 
a mass spectrometer with little prior sample preparation. We 
demonstrate the power of this method for detecting and 
uniquely identifying eluents that are not completely separated 
by thin-layer chromatographic procedures. 

EXPERIMENTAL SECTION 
The experimental apparatus is a supersonic beam time-of-flight 

mass spectrometer (TOFMS) setup which has been described in 
detail previously (28). Sample introduction in these studies was 
performed by using pulsed laser induced desorption/volatilization 
followed by subsequent entrainment into a supersonic jet ex
pansion (27-29). Laser desorption (LD) is performed with a CO, 
laser (Spectra Physics, EXC-1, 20-40 mJ/pulse) focused onto 
a ~ 1 mm diameter spot on the TLC substrate with a 10 cm focal 
length germanium lens. We estimate a power density on the 
surface of ~5 x 10" W /cm' (28). The TLC substrate is situated 
on a Macor-tipped probe which is located 4 mm downstream of 
the orifice and 1 mm from the molecular beam axis in order to 
optimize the entrainment of the desorbed material in the jet and 
to obtain maximum cooling as described previously (29). The 
samples are prepared by dissolving the analyte in a suitable solvent 
such as methanol or water to provide a solution that is 100 
nmol/ ILL. A I-ILL sample is then introduced with a microliter 
syringe onto the TLC plate and the plate is developed with 50/50 
EtOH/ethyl acetate. A UV lamp is used to visualize the spot 
which is then cut out into a 0.5 cm X 0.5 cm piece. This small 
section of TLC plate is then connected to the probe tip with 
double-stick tape. In order to obtaln R2PI induced mass spectra, 
no further preparation of the sample is required. However, in 
order to obtain wavelength spectra, ~ &-10 ILL of glycerol is coated 
onto the TLC spot to allow an even, renewable source of molecules 
upon each desorption pulse (29). The samples were obtained from 
Sigma Chemical Co. and used without further purification. The 
TLC plates were Whatman 250 Ilm layer silica gel coated plates 
with aluminum backing (catalog no. 4420221). 

Upon desorption, the plume of neutral molecules vaporized 
from the TLC plate is entrained into a pulsed supersonic jet pulse 

Table I. Compounds Detected Directly from Silica Gel TLC 
Plate Using Pulsed Laser Desorption/Volatilization with 
Detection by R2PI at 266 nm 

1. PARs: 
(1) phenanthrene 
(2) pyrene 
(3) pentacene 

2. Carboxylic Acids: 
(1) anthranilic acid 
(2) indole-3-acetic acid 
(3) 2-naphthylacetic acid 

3. Amino acids: 
(1) tyrosine 
(2) tryptophan 
(3) phenylalanine 

4. Peptides: 
(1) Trp-Leu 
(2) Tyr-Gly-Gly 
(3) CBZ-Leu-Gly 

5. Catechola::nines: 
(1) DOPA 
(2) dopamine 
(3) synephrine 

6. Drugs: 
(1) papaverine 
(2) nalorphine 
(3) codeine 
(4) morphine-3-i/-D-glucuronide 
(5) dibucaine 
(6) diphenhydramine 
(7) fentany I 
(8) chlorpromazine 
(9) naphazoline 
(10) amitriptyline 

of CO, carrier gas and transported into the TOFMS acceleration 
region. Laser ionization (R2PI) was then performed by using the 
frequency doubled dye output from a Quanta-Ray DCR-3 Nd: 
Y AG pumped dye laser system or the fourth harmonic of the 
Nd:YAG laser at 266 nm. The sequence of events was controlled 
by several delay generators as described in earlier work (27). The 
6 mm output beam was collimated with a combination 30 cm focal 
length positive lens and a 10 cm focal length negative lens to 
produce a laser beam 2-3 mm in diameter. The power density 
of the 266-nm beam used for obtaining mass spectra is ~5 X 106 

W / cm', while the doubled dye laser beam used to obtain scanning 
spectra is ~ 1 X 106 W / cm'. The laser power was measured with 
a Scientech Model 365 power meter. The distance from the nozzle 
to the excitation point was generally ~ 16 em, which provided 
a Mach number of ~ 20, which corresponds to a translational 
temperature of 5 K using 1 atm reservoir pressure of CO2 carrier 
gas (27). Laser induced R2PI wavelength spectra were obtained 
by using a SRS 250 gated integrator to monitor only the molecular 
ion as the dye laser was scanned and mass spectra were obtained 
with a LeCroy 9400 digital oscilloscope. 

RESULTS AND DISCUSSION 

In this work, laser desorption/volatilization has been used 
to evaporate various compounds including polycyclic aromatic 
hydrocarbons (PARs), carboxylic acids, amino acids, peptides, 
and drugs into a supersonic jet expansion with detection by 
R2PI as shown in Table L In these experiments desorption 
was performed by a pulsed CO, laser in a 1 mm diameter spot 
(P ~ 5 X 106 W / em') and ionization was perfomed at 266 nm 
(P ~ 5 X 106 W / em'). In each case, the molecular ion can 
be detected, although some fragmentation generally results 
at the above laser power. Under these conditions where ~ 100 
nmol of sample is spotted onto the TLC plate, a signal level 
between 50 and 100 m V of the molecular ion is observed with 
a peak width (fwhm) of ~ 15 ns through a 50-Q oscilloscope 
input. The background noise level is <0.05 m V so that one 
would expect the detection limit to be in the low nanogram 
range for these compounds. In addition, the molecular ion 
only, with little or no fragmentation, can be observed for most 
of these compounds if the laser power is reduced. However, 
a reduction in the signal level also results. 

A comparison of the R2PI results obtained by desorption 
of compounds directly from a Macor tipped probe shows the 
same mass spectra as those obtained from the silica gel TLC 
plates. Thus, although some of the TLC substrate may also 
be volatilized in the desorption step, it does not appear to 
affect either the desorption or ionization process for the 
compounds studied in Table L The silica gel substrate is not 
observed in the R2PI process either because the matrix does 
not absorb the radiation or because the ionization potential 
of the matrix components is too high for efficient two-photon 
ionization. The selectivity of R2PI is an important advantage 
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Figure 1. R2PIIMPI mass spectra of tryptamine analogues after TLC separation: (a) tryptamine and (b) serotonin (obtained by using 266-nm 
laser ionization (P = 5 X 10· W/cm2)), (c) tryptophol (obtained by selective laser ionization at 285.75 nm (P = 5 X 10' W/cm2)), (d) indole-3-acetic 
acid (obtained by selective laser ionization at 285.30 nm (P = 5 X 10' W/cm2)). 

over other ionization methods such as FABMS (21), SIMS 
(15), laser microprobe (26), etc. where significant background 
ions are observed below m/z 100. In addition, the sensitivity 
of the method, in terms of the typical signal levels observed, 
does not appear to be significantly affected by the TLC matrix 
as compared to desorption directly from a Macor surface with 
the same sample spot size. However, the desorption in these 
experiments is performed by focusing the IR laser beam to 
a 1 mm diameter spot on a 3 mm diameter sample spot. In 
the case of the desorption directly from the ceramic rod, the 
sample can be placed in a very small spot «0.5 mm diameter) 
so that total sample desorption can be achieved in one laser 
pulse. Thus, the overall sensitivity will be somewhat lower 
for these TLC platE experiments due to diffusion of the spot 
size. However, there is no apparent dependence of the de
sorption process or sensitivity on the molecular weight or 
polarity of the compound on the TLC plate as in the LD/CI 
work of Ramaley (25). 

One of the unique features of this technique is the use of 
the supersonic jet method for obtaining sharp spectral features 
in R2PI spectroscopy (30) for identification of unseparated 

species on the TLC plate. An example of the capabilities of 
this method is shown in Figures 1 and 2. As a demonstration 
an experiment was performed where an equimolar mixture 
of four indole deviatives was spotted on a TLC plate, sepa
rated, and developed using 50/50 ethanol/ ethyl acetate. The 
Rf values obtained were tryptophol 0.83, indole-3-acetic acid 
0.83, tryptamine 0.16, and serotonin 0.53. In this case, the 
separation between tryptophol and indole-3-acetic acid is 
incomplete. The spots were then cut out and placed on the 
probe tip and inserted into our TOFMS device. Laser de
sorption/volatilization was performed on each spot and the 
sample desorbed from the spot was probed by R2PI using UV 
radiation from a tunable dye laser. The resulting R2PI mass 
spectra of each spot is shown in Figure 1. Each compound 
can be identified by its molecular ion peak including the 
unresolved tryptophol/indole-3-acetic acid spot where the 
presence of the two compounds is observed in the mass 
spectrum. The detection of tryptophol can be optimized by 
tuning into a sharp absorption peak at 285.75 nm (see Figure 
Ie) at the expense of the indole-3-acetic acid signal, which is 
not observed in the mass spectrum since it does not absorb 
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Figure 2, R2PI jet-cooled spectra of (A) tryptophol and (8) indole-3-
acetic acid desorbed from a TLC plate. 

at this wavelength. The detection of indole-3-acetic acid can 
be optimized by tuning the laser to 285.30 nm (see Figure 1d). 
At this wavelength the tryptophol signal is minimized and 
appears as a small peak at mj z 161 in Figure 1d. This is the 
molecular ion peak of tryptophol and some ionization results 
due to absorption of the UV light by the wings of a relatively 
weak tryptophol absorption band in the cold jet. 

The idea of selective spectroscopic detection is illustrated 
in Figure 2. These spectra were obtained by placing a 2-f.'L 
sample solution containing 10 f.'g each of indole-3-acetic acid 
and tryptophol onto the TLC plate with a microliter syringe 
and developing the plate with 50 j 50 EtOHj ethyl acetate. The 
unresolved TLC spot is then prepared as before for the mass 
spectrometer system; however, in this case ~5-10 f.'L of 
glycerol is coated onto the spot. The glycerol dissolves the 
spot and allows for repetitive desorption for performing 
spectroscopy as described in our earlier work (29). By mon
itoring the molecular ion intensity produced by R2PI in the 
TOFMS as a function of wavelength using a gated integrator, 
we obtain sharp wavelength spectra of tryptophol (Figure 2a) 
and indole-3-acetic acid (Figure 2b). These spectra can un
ambiguously identify these compounds in combination with 
mass spectrometry. In addition, R2PI can be used to obtain 
spectra for these molecules which have relatively low quantum 
yields in fluorescence. 

There are three other advantages of the supersonic jet in 
these experiments in addition to the spectroscopic cooling 
effect. The sample desorbed from the TLC plate is carried 
away immediately so that sample condensation can be avoided 
and the optimum sample is transported into the TOFMS. A 
second advantage of the jet is that the collisional cooling effect 
may prevent thermal decomposition of the laser desorbed 
plume of neutral molecules. A third advantage is the increase 
in resolution of the TOFMS device that results from a nar
rowing of the energy spread as discussed in previous work (35). 

The question of quantitation has been examined for in
dole-3-acetic acid using tryptophol as an internal standard. 
A set of solutions was made with between 1 and 100 f.'g of 
indole-3-acetic acid and 10 f.'g of tryptophol as a standard and 
a second set was made with between 25 ng and 1 f.'g of in
dole-3-acetic acid and 50 ng of tryptophol standard. Each 
mixture was applied to the TLC plate and developed until 
the solvent front migrated 4 cm. Each spot was prepared for 
the desorption probe as described previously and desorbed 
into the TOFMS. The mass spectrum was signal averaged 
over 10 pulses (1 s) (P ~ 5 X 106 W j cm') and the height of 
the molecular ion peak was measured in the TOFMS for 

a: 
OJ 
.2 

log A 
Figure 3. Quantitation of indole-3-acetic acid with tryptophol as an 
internal standard. A is the amount of indole-3-acetic acid in nanograms. 
R is the relative intensity between indoJe-3-acetic acid and tryptophol. 
The ionization laser wavelength is 266 nm at P = 5 X 106 W/cm2

. 

indole-3-acetic acid and tryptophol. The ratio between these 
peaks was compared and the same procedure followed for all 
the spots. An internal standard is required for comparison 
in these experiments because of the limited number of laser 
pulses available for signal averaging before the sample is 
completely desorbed. The pulse-to-pulse stability of the signal 
generated by laser desorption from the TLC matrix followed 
by R2PI may only be ±50%, so that an internal standard is 
necessary to compensate for these signal fluctuations when 
a large number of pulses are not available for averaging. A 
plot of the relative signal intensity between indole-3-acetic 
acid and tryptophol versus the amount of indole-3-acetic acid 
in nanograms is shown in Figure 3. Each point shown in 
Figure 3 represents the mean relative intensity from three 
mass spectra (error <8%). The plot is linear between 10 ng 
and 100 f.'g. The ultimate detection limit for indole-3-acetic 
acid under these circumstances is ~ 12 ng with a signal to noise 
ratio (8 j N) of 3. 

Quantitation experiments were also similarly performed 
with imipramine using ['H3Jimipramine as the internal 
standard. The TLC plate of course does not resolve the 
isotopic species but since the mass spectrometer has sufficient 
resolution to resolve the two isotopic peaks, the deuterated 
compound serves as an excellent internal standard. The plot 
of signal intensity versus concentration was linear over the 
range of 5 ng to 50 f.'g with a detection limit of ~ 3 ng with 
a 8 j N of 3. These detection limits are quite comparable to 
those obtained by other direct detection methods from TLC 
using various mass spectrometric or spectral methods that also 
provide molecular structure information. 

In conclusion, pulsed laser desorption is a powerful means 
of directly vaporizing thin-layer chromatography spots into 
the gas phase for analysis by R2PI spectroscopy and mass 
spectrometry. Using this method, we have been able to detect 
a variety of thermally labile biological molecules from TLC 
plates without significant thermal decomposition. The pro
duction of intact gas-phase neutral molecules allows us to use 
R2PI as a means of producing the molecular ion for exact mass 
identification in a TOF device. Although the TLC substrate 
is also desorbed in the desorption step, it is not observed in 
the mass spectrum due to the selective nature of the R2PI 
process. By expansion of the desorbed molecules in a su
personic jet expansion, cold sharp R2PI wavelength spectra 
can be obtained for unique identification in the TOFMS. The 
combination of wavelength selectivity and mass spectrometric 
identification has allowed us to uniquely identify components 
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that have not been completely separated by TLC. In addition, 
the method has been quantitated over at least 4 orders of 
magnitude between 10 ng and 100 I'g using an internal 
standard. The detection limit achieved is typically in the low 
nanogram regime. 

Registry No. Trp-Leu, 13123-35-8; Tyr-G1y-Gly, 21778-69-8; 
CBZ-Leu-Gly, 2706-38-9; phenanthrene, 85-01-8; pyrene, 129-00-0; 
pentacene, 135-48-8; anthranilic acid, 118-92-3; indole-3-acetic 
acid, 87-51-4; 2-naphthylacetic acid, 581-96-4; L-tyrosine, 60-18-4; 
L-tryptophan, 73-22-3; L-phenylalanine, 63-91-2; DOPA, 59-92-7; 
dopamine, 51-61-6; synephrine, 94-07-5; papaverine, 58-74-2; 
nalorphine, 62-67-9; codeine, 76-57-3; morphine-3-{3-n-glucoronide, 
20290-09-9; dibucaine, 85-79-0; diphenylhydramine, 58-73-1; 
fentanyl, 437-38-7; chlorpromazine, 50-53-3; naphazoline, 835-31-4; 
amitriptyline, 50~48-6; imipramine, 50-49-7; tryptamine, 61-54-1; 
serotonin, 50-67-9; tryptophol, 526-55-6. 
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Examination of the Automated Solute- Independent Calibration 
Technique 

Curtiss N. Renn and Robert E. Synovec* 

Center for Process Analytical Chemistry, Department of Chemistry, BG-lO, University of Washington, Seattle, 
Washington 98195 

The solute Independent calibration (SICAL) method is used 
to simultaneously measure analyte concentration and to pro
vide InformatIon, namely, the equivalent Ionic conductance, 
leading to solute Identification. The SICAL method was fully 
automated for sampling, chromatographic separation, data 
collection, and analysis and applied to Ion chromatography 
USing conductIvity detection. Theoretical predictions for the 
precisIon and accuracy of the fully automated method are 
presented and experImentally validated. The sample was 
varied wIth respect to analyte concentration and ldentHy, wIth 
the automated method successfully monitoring real-time 
changes, Over a 24-h period under steady-state sample 
condItions (26 measurements), the relative standard deviation 
of concentration was 2.5 % for fluoride and 3.9 % for chloride, 
while the relative standard deviation of the SICAL calculated 
equivalent Ionic conductance was 0.9 % for fluorIde and 1.7% 
for chloride, Precision of automated Injection for a single 
chromatographic system over the 24-h period was beUer than 
0.7%, Potential use of the method as a process monitor Is 
dIscussed, 

INTRODUCTION 
Process control in the chemical industry has entered a new 

0003-2700/89/0361-1915$01.50/0 

phase of research and development for more reliable and 
useful information (1). In the past, a wide variety of analytical 
techniques have been developed for chemical analysis. Many 
of the older techniques involve manual sampling and wet 
chemical analysis (ASTM procedures), thereby limiting the 
utility of these methods in the fast-paced, continuous, and 
potentially harsh environments of the chemical industries. 
Previously established techniques have largely given way to 
faster, automated analysis methods such as automated ti
tration (2), ion selective electrodes and sensors (1), gas 
chromatography (2, 3), and flow injection analysis (4). Ro
botics (5, 6) has also been successful in the automation of 
chemical analysis in both on-line and off-line process moni
toring_ 

The use of high-performance liquid chromatography (HP
LC) as an analytical technique for process control and mon
itoring has already found wide use (3, 7-10). More specifically, 
ion chromatography has recently been implemented in process 
control for both on-line and off-line analysis (3, 11, 12). Im
plicit in standard methods of analysis is the assumption that 
the information necessary for control decisions is encoded in 
the chemical identity and concentrations of components in 
a process stream. Therefore, in process control two phases 
of development would be employed. The first step would be 
the correlation of analyte identity and concentration to the 

© 1989 American Chemica! Society 
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behavior of the chemical process (13). The second step would 
then involve the use of the analytical information to monitor 
and control the chemical process. Although, in principle a 
process is well understood and the subsequent analysis should 
be straightforward, in practice a process that goes "out of 
control" may do so for a number of reasons. In the HPLC 
analysis, an out-of-control process will result in chromato
graphic peaks where analyte peaks have potentially changed 
in qualitative or quantitative nature, or both simultaneously. 
The need for confident and reliable analytical information is, 
therefore, paramount in monitoring and the control of chem
ical processes. 

The typical HPLC procedure involves identifying analytes 
in a sample via retention time of the chromatographic peaks 
and comparing the retention time with that of known 
standards, constructing a calibration curve with known 
standards, and then quantitating the analytes in the process 
via the calibration curve (3). Many assumptions are made 
with this standard method of chromatographic analysis. First, 
is the assumption that the resolution is adequate to identify 
the analytes of interest. In process control, the need for fast 
HPLC (14) compromises the validity of this first assumption. 
A second assumption is that the chemical matrix is well 
characterized and is known at all times during the analysis. 
When this assumption is not valid, the possibility of coeluting 
species greatly increases, and the quantitation of analytes is 
adversely effected (1). A third assumption is that the 
standards are stable and readily available. Obviously these 
conditions are not always met. A fourth assumption is that 
the conditions for the calibration and analysis remain exactly 
the same. Of particular concern are temperature drift (2), 
instrumental drift (2), eluent composition (3), and column 
performance (3). The ramifications of these assumptions is 
magnified as a limitation of standard analytical methodology 
as applied in process HPLC. The problem reduces to the need 
to improve current approaches taken to calibrate and quan
titative process HPLC data. 

With the present limitation of standard analytical metho
dology in mind, an approach for confident calibration in 
off-line HPLC was introduced by Yeung and co-workers 
(15-21), referred to as solute independent calibration (SICAL). 
The SICAL method allows one to calculate the concentration 
and chemical properties of solutes without the use of solute 
calibration curves or the use of internal standards. SICAL 
is accomplished by simultaneously injecting the sample to be 
analyzed into two chromatographic systems and measuring 
peak areas in both chromatographic systems. In addition, two 
arbitrary calibrating ions are then injected into both chro
matographic systems and peak areas are again measured. The 
peak areas are then used to provide a universal calibration 
scale to quantitate the chromatographic analytes of interest. 
A basic requirement of the SICAL method is the order of the 
peaks in both chromatograms must be known. For ion 
chromatography, this is trivial since the elution order is rel
atively invariant of the type of eluent (22). For other types 
of chromatography, a system for correlating the order of peaks 
was developed (21). With the goal of obtaining reliable 
analytical information for process control, we have investigated 
and evaluated the precision and accuracy of the SICAL me
thod using a fully automated, continuous monitoring system. 
Ion chromatography (IC) followed by conductivity detection, 
as described earlier (16), was used. The method was first 
described for refractive index detection (15). Other areas for 
application of the method include, size exclusion chroma
tography with refractive index detection (17), IC with ab
sorbance detection (18), microbore HPLC with optical activity 
detection (19), and gas chromatography with ultrasonic de
tection (20). Thus, the future of applying the SICAL method 

Figure 1. SICAL-automated monitor using two ion chromatograph 
systems in parallel, shown in the position loading the injection valve 
with sample stream material: CI. calibrating ions (arb~rary); SAMPLE 
STREAM; PP. peristaltic pump; SSV. sample selection valve; W. waste; 
IV. injection valve (two 5-I'L loops); C1. C2. ion chromatography 
columns; D1. D2 conductiv~ detectors; E1. E2. eluents (different); P1. 
P2, pumps; PO, pulse dampeners; PR, printer or recording of data for 
processing. Dotted lines represent computer and data I/O interactions 
with system. 

to chemical analysis is founded in several separation and 
detection principles. 

In the automated HPLC system described here, SICAL uses 
the "same" sample injected into two independent chromato
graphic systems to provide a universal calibration (16), in order 
to simultaneously calculate the concentration and equivalent 
ionic conductance of analytes in a sample stream. In this work, 
the sample stream consists of a l-L vessel containing fluoride 
and chloride as process analytes. Analysis is accomplished 
without assumption of the analyte identity. The first study 
conducted was to test the reproducibility of the automated 
system toward sampling, injection of the sample into the two 
systems in parallel, and chromatographic peak area mea
surements. Next, the precision of the method was investigated 
experimentally and compared to theoretical expectations 
based on propagation of error. Third, response to solute 
change was evaluated by systematically varying the analyte 
concentrations in the sample stream. Potential use of the 
SICAL method for process analysis is discussed. It should 
be pointed out that the method provides both quantitative 
analysis and qualitative analysis, simultaneously, that in 
principal is of interest in process analysis verification. In 
general, our studies point toward the need to evaluate the 
precision of automated, multistep chemical analysis proce
dures, particularly in HPLC. 

EXPERIMENTAL SECTION 
A diagram of the experimental configuration for the automated 

SICAL monitor is shown in Figure 1, and consisted of synchronous 
sampling. ion chromatographic separation, instrument control, 
data acquisition, and analysis. In Figure 1, a :'>Jalgene 1-L reservoir 
was used to simulate a batch process or continuous process stream 
(sample stream), and a Nalgene 1-L reservoir was used for the 
calibration ions (CI). Both the sample stream (8S) and the 
calibrating ions were pumped continuously by a peristaltic pump 
(Isco, Tris. Lincoln. NE) through intake and delivery lines of 0.065 
in. i.d. X 0.194 in. o.d. silicone tubing. The calibrating ion solution 
was recirculated to the calibrating ion reservoir without intro
ducing noticeable error in the method. The sample stream 
consisted of 10.0 mequiv jL KF and 10.0 mequiv jL NaCI prepared 
from dried reagent grade KF and NaCI (J. T. Baker Chemical 
Co., Baker Analyzed, Phillipsburg, NJ) and in-house deionized 
water. The calibrating ions consisted of 25.0 mequiv jL NaIO, 
and 25.0 mequiv jL NaBr prepared from dried reagent grade 
NaIO, and NaBr (Baker) and in-house deionized water. The 
sample stream and calibrating ions were pumped through a 
two-position electric-actuated HPLC sample selection valve (SSV) 



ANALYTICAL CHEMISTRY, VOL. 61, NO. 17, SEPTEMBER 1, 1989 • 1917 

SSV{SSi SSVICIJ SSV(CII SSVISSI 
lV(LOADI IVIINJI IV{LOADI IVIINJI 

Calc 
& 

Wait Measure A" Wait MeasureA3.AS Print 
IC1 

Walt Measure~, Wait MeasureA • .A 
IC' 

>--1M;o-----! j6-11Min ----i !+-1 Min ----l if-19Mjn~ 6Min 

START END 

if-------38 Min ________ -----,j 

Figure 2. SICAL-automated monitor sequencing of data acquisition, 
instrument control, and data analysis. See Figure 1, the Experimental 
Section, and eq 1-6 for explanation of sequencing. 

(Valco, Model ECI0W, Houston, TX) and then to the second 
electric-actuated HPLC injection valve (IV) (Valco, Model 
EC10W, Houston, TX) or to waste. 

The sample stream and calibrating ions were synchronously 
diverted te the injection valve (IV) from the sample selection valve 
(SSV) via 0,007 in, Ld. Teflon tubing, The injection valve was 
equipped with two 5.0-ILL injection loops made in-house from 10 
em lengths of 0,010 in, Ld. stainless steel HPLC tubing, Both 
injection loops were loaded simultaneously, thus within the 
chromatographic time frame essentially defined two "identical" 
volumes injected. The separation and detection of ions in the 
sample stream were accomplished via two independent Ie systems. 
Both systems were identical with the exception of the eluents used, 
System 1 used 1.25 mequiv /L benzoic acid (E1) adjusted to pH 
7,0 with NaOH while system 2 used 4.0 mequiv/L formic acid 
(E2) adjusted te pH 7,0 with NaOH, Reciprocating pisten pumps 
(PI and P2) (Milton Roy, Model 396-31, Riviera Beach, FL) 
delivered eluents 1 and 2 at a flow rate of 1.2 mL/min through 
pulse dampeners with pressure gauges (PD1 and PD2) (Alltech, 
Free-Flow Pulse Dampener, Deerfield, IL), through resin-based 
anion exchange columns (C1 and C2) (Wescan, Model 269-031 
Anion/R-HS 4,6 mm X 100 mm, Santa Clara, CAl, and suhsequent 
detection via conductivity detectors (D1 and D2) (Milton Roy, 
Model ConducoMoniter III, Riviera Beach, FL), each equipped 
with a 0.5-ILL volume flow cell. The effluents from D1 and D2 
were recirculated to El and E2 reservoirs, respectively, to provide 
a closed-loop Ie system necessary for continuous, long-term op
eration. No adverse affects were observed due to the recirculation 
procedure. 

The data acquisition and instrument control were facilitated 
via a laboratory interface (MetraByte, DASH-16, Taunton, MA) 
under the control of a personal computer (IBM-XT, Armonk, NY), 
The data from D1 and D2 were simultaneously collected via the 
laboratery interface on two separate analog-to-digital (A/D) input 
channels at the rate of 1000 points/s, boxcar averaged to 1 s to 
minimize AID conversion noise and provide a 2-s time constant, 
and stored in the computer for further analysis. Four TTL 
digital-to-analog (D/A) output channels from the laboratory in
terface were used to independently control the sample selection 
valve and injection valve. All computer software was written 
in-house for data acquisition, instrument control, and data 
analysis. The results of the data analysis were then output to 
a printer (IBM, Proprinter, Armonk, NY) for inspection and for 
permanent record. 

The sequencing of data acquisition, instrument control, and 
data analysis is shown in Figure 2, IC1 refers te IC system 1 and 
IC2 refers to IC system 2. In the initial phase of the sample 
monitoring cycle, the sample selection valve delivered a portion 
of the sample stream te the injection valve, which was in the "load" 
position, A period of 1 min was sufficient to flush the Teflon 
tubing and to load the injection loops in the injection valve with 
no apparent carryover from previous samples, At the end of the 
loading interval, the sample selection valve and injection valves 
were simultaneously switched to inject the sample into reI and 
IC2 and to begin delivering the calibrating ions to the injection 
valve, This configuration minimized the lag time of loading 
samples in the injection valve. The sample stream chromato
graphic data from ICI and IC2 were simultaneously collected for 
11 min to allow complete elution of all ions. At the end of 

collecting the sample stream chromatograms, the injection valve 
was returned to the "load" position to load the calibrating ions 
inte the injection loops, At the end of this time period, the sample 
selection valve and injection valve were simultaneously switched 
to inject the calibrating ions into ICI and IC2 and to begin de
livering the sample stream te the injection valve, The calibrating 
ion chromatograms were collected for 19 min to allow complete 
elution ofthe calibrating ions. At the end ofthe chromategraphic 
data collection, the automated moniter entered the data analysis 
phase, 

The raw chromatographic data were first base-line corrected 
about a numerical value of zero by choosing two portions of the 
chromategrams where no peaks should appear (before the injection 
disturbance and after the last peak has eluted) and applying a 
linear correction, i.e., calculating a line from the initial and final 
base-line portions of the chromatograms and subtracting the line 
from the raw chromatographic data. After the chromatograms 
were base-line corrected, the data were stored on the hard disk 
of the computer for later data analysis, Next the parameters for 
peak integration were read from a file on the hard disk. The 
parameters include the number of peaks and the integrating 
boundaries for each peak in each chromatogram. The peaks in 
the chromatograms were then integrated by using a trapezoidal 
rule algorithm utilizing the appropriate boundaries for integration 
of each peak, The integrated areas were then input into the 
appropriate equations for calculation of the normality and 
equivalent ionic conductance for each integration interval by the 
SICAL method, The areas and integration intervals of each peak 
in each chromatogram were output to the printer along with the 
normalities and equivalent ionic conductances. This completed 
one full cycle and the automated monitor was then returned to 
the start position for execution of the next cycle, The cycle time 
was 38 min for our system, but could easily be shortened by further 
optimization of the IC separations. The cycle time did not detract 
from the objectives of our investigation. 

RESULTS AND DISCUSSION 
It is useful to summarize the basic equations for the signal 

from a differential conductivity detector employed in SICAL, 
as previously described (16) and defined in terms of Figures 
1 and 2, namely the two IC systems, ICI and IC2 

Au = CiKI(Ai - AI) (1) 

A2,i = CiK2(Ai - A2) (2) 

A3 = CKI(A3 - AI) (3) 

A, = CK2(A3 - A2) (4) 

A5 = CKI(A, - AI) (5) 

As = CK2(A, - A2) (6) 

where Al,i is the area of analyte, i, in ICI, A2,i is the area of 
the analyte in IC2, A3 and A5 are the areas of the calibrating 
ions in IC1, A, and As are the areas of the calibrating ions in 
IC2, Kl and K2 are the instrumental factors for D1 and D2, 
respectively, Ab /"2, As, "4, Ai are the equivalent ionic con
ductances of EI, E2, CIl, CI2, and analyte, respectively, C 
is the concentration (mequiv /L) of the arbitrary calibrating 
species, and Ci is the concentration (mequiv /L) of an analyte. 
Equations 1-6 apply only for retained solutes in the case of 
IC, 

There are three advantages of using peak area instead of 
peak height. First, the precision and accuracy of peak 
quantitation are better for peak area than peak height (23). 
Second, the height of a peak is dependent on retention time, 
while, peak area is independent of retention time (23). Third, 
peak area is proportional to the flow rate and data acquisition 
rate so the calibration ion and sample injected into both 
eluents accounts not only for any difference in instrumental 
response factors but also for any differences in flow rates, 
allowing the method of SICAL using peak areas to become 
self-calibrating with no assumptions necessary for instrumental 
factors or flow rates, 
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Figure 3. Relative conductance, ilG, measured for fluoride and 
chloride in the benzoate eluent ion chromatographic system, repre
sented individually by eq 1, 5.0 ILL of 10.0 mequiv/L of each injected. 

o 123 4 5 6 7 8 9 

TIHE (HIN) 
Figure 4. Relative conductance, .6.G. measured for fluoride and 
chloride in the formate eluent ion chromatographic system, represented 
individually by eq 2. Quantities injected as in Figure 3. 

Solving eq 1-£ as a set of simultaneous equations yields an 
expression for the concentration of analyte (16) 

[ A" A,,[ H 1] 
C

i 

= C A3 _ A4[ ~: = ~: ] 
(7) 

In this experiment, both of the CI are used at the same in
jected concentration, C, to simplify eq 7 and 8 (16). With the 
additional information of the equivalent ionic conductances 
of the calibrating ions, it is possible to derive eq 8 for the 
equivalent ionic conductance of an analyte 

(8) 

where Ci is first calculated from eq 7. 
Figures 3 and 4 are ion chromatograms of the sample stream 

in benzoate and formate, respectively, as eluents. The 
darkened portions of the chromatograms signify the peak areas 
containing the analytical information of interest. Referring 
back to the basic ion chromatographic signal as given by eq 
1 and 2, it becomes clear why the signals from chloride and 
fluoride in formate are less than those obtained in benzoate. 
One must recognize that the analytical signal is a differential 

Table I. Limiting Equivalent Ionic Conductance, A 0, of 
Ions Used in Process Automated SICAL Method 

>,,0, a-I 'A 0 ,12-1 

em' em' 
ion equiv-1 ion equiv-1 

fluoridea 54.5 bromideb 78.1 
chloridea 76.4 benzoateC 32.4 
iodateb 40.5 formateC 54.6 

a Analyte. b Calibrating ion. C Eluent. 
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Figure 5. Ion chromatographic peak areas, in arbitrary units, for 
fluoride (H) measured with benzoate as eluent over a 24-h continuous 
period including a 6-h delay period (system shut off and restarted). A 
representative chromatogram is shown in Figure 3. 

signal relative to the background signal of the eluent. In the 
case offormate as an eluent, formate has a higher equivalent 
ionic conductance than benzoate (see Table I); thus, the 
difference between the analyte and eluent conductivities is 
less in formate, resulting in a smaller analytical signal. 
Chromatograms providing the data for eq 3-£ are not shown 
for brevity. 

The first consideration under study was the precision of 
an automated monitor. The automated monitor was pro
grammed to analyze a steady-state concentration of ohloride 
and fluoride ions, in a conventional manner by measuring the 
area of the chloride and fluoride peaks with sodium benzoate 
as the eluent, in order to evaluate the precision of the method. 
The automated monitor was operated for 11 h, shut down for 
6 h (delay period), and then restarted and operated for 7 h 
to check the resiliency of the system over a full 24-h period. 
The peak areas of fluoride are shown in Figure 5 with a 
root-mean-square (rms) value of lAO with an average of 120.73 
(arbitrary area units), or a relative uncertainity of 1.16%, 
which was calculated by assuming normal Gaussian statistics 
(24). Clearly, the magnitude of the peak area drifts with time, 
thus distorting the relative uncertainty. In principle, the 
drifting may be due to several factors, such as instrument 
stability (temperature and mechanical), or a changing fluoride 
concentration. The dilemma in conventional calibration ap
proaches is in understanding and overcoming problems such 
as the drift, so data may be properly interpreted. After 
correction for the linear drift, the relative uncertainty of the 
fluoride area measurements in Figure 5 was only 0.67%. Thus, 
the 0.67 % accounts for the random fluctuations primarily 
associated with the automated injection technique. Chloride 
in benzoate yielded similar results. In comparison, a typical 
rms value of 3% for peak area measurement is attainable by 
manual injection techniques (17, 23). Other than the obvious 
advantage of reducing labor intensive analysis via automation, 
clearly. the precision of the automated injection technique is 
much better. 
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Table II. Absolute Standard Deviation, s, of the Predicteda 

Concentration, SICAL-Measured Average Concentration, 
(P, and Absolute Standard Deviation of tbe 
SICAL-Measured Concentration for Analytes Chloride and 
Fluoride Monitored over a 24-h Period Including the Delay 
Period (see Figure 5) 

ion s(Cil', mequiv/L (':b, mequiv/L s(Ci)', mequiv/L 

chloride 
fluoride 

0.76 
0.37 

10.93 
9.24 

0.43 
0.23 

a Standard deviation calculated from propagation of error anal
ysis of the SICAL equations using precision of area measurements 
(n ~ 26). b Average for SICAL-measured concentration (n ~ 26); in 
both cases ('(true) was 10.00 mequiv/L. CStandard deviation cal
culated from Ci values after applying SICAL method in an auto
mated fashion using peak areas (n = 26). 

After investigation of the operation of the automated 
monitor, the next step was to investigate the predicted pre
cision of the automated SICAL method and compare the 
prediction to the actual precision of the method. Equation 
7 is first expanded to simplifY the propagation of error cal
culation 

Through propagation of error using eq 9, eq 10 can be derived 

[ 
aC. ]2 [ac. ]2 [ac ]2 

[dC;]2 = aC'dC + M;,idA"i + M~'idA2'i + 

[ 
aC ]2 [bC. ]2 [ aC. ]2 [ aC ]2 M: dA3 + M: dA. + M: dA5 + M: dA6 

(10) 

where each variance term with regard to area measurements 
in eq 10 is given by eq 11-16. Note that the statistical 

(11) 

(12) 

[ 
aCi ] [ [ A3A6 ]-2 A6 [ 
Ms = C Al,i A5 -~ A. - A

"
i As-

A.A5 ]-2 
A6 

[ 
_ A.A5 ]-2 A.A5 .[ _ AsA6 ]-2 ~] 

A 2,i A6 A 2 + A 2" A. A A 
3 As 5 5 

(13) 

(14) 

uncertainty in C, namely the standard deviation of C written 
as aC, is assumed to be equal to zero, although a systematic 
error in C may occur. Equations 11-16 were programmed on 
the computer to predict the propagation of error from the 
precision of the area measurements, where, for instance, d.4.3 
stands for the standard deviation of the 26 A3 measurements. 
Averages of the 26 peak area measurements were used in 
applying eq 9 to predict the uncertainty in Ci for fluoride and 
chloride based on the uncertainty of peak area measurements, 
with the results shown in Table II. Thus, using the precision 
of the measured peak areas, one would expect the SICAL 
method to calculate concentration with an absolute standard 
deviation of 0.76 mequiv/L for chloride (7.6% relative un
certainty) and 0.37 mequiv/L for fluoride (3.7% relative un
certainty). These relative uncertainties, s(Ci), are somewhat 
high, but note that any correlated drift increases dA, such as 
for fluoride in Figure 5, and will necessarily increase the value 
of siC,) calculated via propagation of error. 

Mter the predicted precision of the method was determined 
through the propagation of error analysis, the actual accuracy 
and precision of the automated SICAL method were exam
ined. The SICAL calculated concentrations for chloride and 
fluoride were essentially constant over the 24-h period. The 
SICAL calculated precisions of chloride and fluoride are also 
reported in Table II. It is interesting to compare siC,) values 
in Table II calculated by propagation of error, and by the usual 
approach after applying the method to calculate Ci• Referring 
to Table II, when calibration and quantitation are performed 
on-line by an internally consistent method, the relative pre
cisions of the concentration calculations for chloride and 
fluoride are only 51 % and 68%, respectively, of the relative 
precision calculated through propagation of error. Thus, an 
F test is not appropriate, since SICAL internally corrects for 
correlated linear drift, while the propagation of error pre
diction cannot. Furthermore, the precision data in Table II 
suggest that the SICAL method is correcting for systematic 
drift. 

The accuracy of the SICAL method was also examined. 
Results are reported in Table II. Both of the ions in the 
sample stream were formulated at 10.0 mequiv /L, while the 
calculated concentrations for chloride and fluoride were 10.9 
and 9.2 mequiv /L, respectively, using the average of 26 
measurements. Using 3 standard deviations as the boundary 
limits, the measured precision for each analyte, and a true 
value of 10.0 mequiv /L, one can calculate the boundary limits 
as 8.7 and 11.3 mequiv/L for chloride and 9.3 and 10.7 me
quiv /L for fluoride. The SICAL measured average concen
tration values are, therefore, on the outer limits for the two 
analytes. The sample stream and calibrating ions were made 
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Figure 6. SICAL-calculated concentration (0) and equivalent ionic 
conductance (_), as continuously monitored for a programmed chloride 
concentration change (as explained in the text), including a 5-h delay 
period (system shut off and restarted). 

from dried reagent grade materials to minimize contamination; 
however, potassium fluoride is hygroscopic and could have 
absorbed water from the air causing the fluoride concentration 
to be low. The signals from the detector were well within the 
linear range of operation. The inaccuracy more than likely 
stems from the implicit assumption that activity equals con
centration (25). In the derivation of eq 1-fi, it is assumed that 
the concentrations are at an activity coefficient of one and 
that the equivalent ionic conductances are completely inde
pendent of concentration. A slight modification of the ex
perimental confignration could alleviate this problem by using 
eluents with similar ionic strength. Another assumption in 
deriving eq 1-6 is the absence of matrix effects in the two 
different eluents. Again, eluent choice could minimize these 
effects. Meanwhile, the SICAL calculated equivalent ionic 
conductances (average for 26 trials) for chloride and fluoride 
were 69.3 (1.7% relative uncertainty) and 55.4 (0.9% relative 
uncertainty), respectively. From Table I, these equivalent 
ionic conductances for chloride and fluoride are in reasonable 
agreement with the limiting equivalent ionic conductances, 
considering the experiments were not performed at infinite 
dilution. Being able to calculate the equivalent ionic con
ductance on-line may be a valuable diagnostic tool, particularly 
in process analysis. Again, this principle is not limited to 
conductivity detection (15-21). Another consideration of the 
method as applied was the relatively long time constant for 
new information, on the order of 38 min. As evident by Figure 
2, the bulk of the time for the analysis is the acquisition of 
the chromatographic data. For a given chemical process, the 
makeup of the process will remain fairly constant and, 
therefore, the process monitor can be further optimized by 
reducing analysis time. An appropriate choice of the eluents 
could speed up the separation considerably (23). High-speed 
and superspeed HPLC may be employed (14). Another 
possibility is to reduce the rate at which the CI are analyzed. 

The next study of interest was to monitor a changing 
chemical sample. The system investigated was the same 
sample stream as before, but now the chloride concentration 
was increased while keeping the fluoride concentration con
stant. This was accomplished by steadily adding 50.0 mL of 
50.0 mequiv jL NaCI and 10.0 mequiv jL KF to 200 mL of the 
stream by a syringe pump over a 8.33-h time period at which 
time the process stream conditions level off. Recirculation 
of the process stream and negligible injection volume essen
tially kept the final sample stream reservoir volume at 250 
mL with no adverse effects. Thus, chloride should ideally 
begin at 10.0 mequiv jL and reach 18.0 mequiv jL after 8.33 
h and remain at steady state, while fluoride should ideally 
remain constant throughout at 10.0 mequiv jL. During this 

study, as in the steady-state concentration study, there was 
a delay period. The system was shut off at the 12-h point and 
restarted after 5 h. The SICAL measured concentration and 
equivalent ionic conductance of chloride are shown in Figure 
6. Original chromatograms in the two eluents are also not 
shown, for the sake of brevity. The SICAL method was 
successful in monitoring the changing chloride concentration 
without the use of a calibration curve. The next question of 
interest was what happens to the equivalent ionic conduc
tances during this same exercise? There should be no change 
in the SICAL measured equivalent ionic conductances as it 
is an intensive property of the ions that does not depend on 
concentration (25). Figure 6 also shows the measured 
equivalent ionic conductance for chloride. For chloride, the 
concentration changed as "programmed", but the equivalent 
ionic conductance did not change as predicted by eq 8. For 
fluoride, neither the concentration nor the equivalent ionic 
conductance changed as anticipated, and for the sake of 
brevity, are not shown. 

The results of Figure 6 point toward the potential of the 
SICAL method, or some similar method, that simultaneously 
performs qualitative and quantitative analysis. Conventional 
HPLC quantitative procedures assume qualitative analysis 
by performing analyte calibration in a separate step, Le., 
measure a standard, then measure the unknown. With the 
SICAL method, the unknown is measured twice in an inter
nally consistent fashion, thus providing a built-in consistency 
test that indicates whether or not the qualitative or quan
titative nature of a particular analyte response has changed. 
This feature was clearly demonstrated for chloride in Figure 
6. Likewise, the qUalitative nature of a solute response may 
be charged, as in coelution interference. The method has also 
been tested for coelution problems and succeeded in diag
nosing the problem. Thus, the method provides more in
formation than the conventional single-column HPLC cali
bration procedure. Furthermore, the method indicates 
whether or not a change in the sample component is quali
tative or quantitative in nature. This feature of the SICAL 
method may be useful in purity testing, evaluation of true 
unknowns, and process analysis if redundancy testing is re
quired. Further developments in the instrumentation and 
deconvolution techniques (26) coupled with real process testing 
will be required in future developments in order to circumvent 
the cumbersome nature of the present SICAL method. 
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We have developed a new specific detection system for 
polyamlnes, separated by high-performance liquid chroma
tography, to replace the usual o-phthalaldehyde (OPA) 
postlabellng method. This system utilizes a chemllumlnescent 
reaction to determine the amount of hydrogen peroxide gen
erated through the enzymatic oxidation of polyamlnes. WHh 
this method, as little as 5 pmol of putrescine could be accu
rately determined (SIN = 4), and linearity between the 
amount of this polyamine and the relative chemiluminescence 
Intensity was observed up to 500 pmol. In the cases of 
cadaverine, spermidine, and spermine, the IInearHy continued 
to 1 nmol. The wHhln-assay coefficients of variation for these 
four polyamlnes ranged between 0.97 % and 2.03 %. As 
compared with the OPA method, the new method Is highly 
specific for polyamlnes due to the high specificity of the en
zyme used. Another advantage of the new method is the 
direct determination of polyamlnes In urine samples that 
contain various compounds that Interfere with the OPA me
thod. 

The measurement of polyamine concentrations in urine is 
very useful for following the progress of cancer patients be
cause increases in polyamine concentrations are often noted 
in the urine of patients with cancer as well as in cancer tissues 
and body fluids. The amounts of polyamines are currently 
determined by high-performance liquid chromatography 
(HPLC) employing either the ion exchange column (1-3) or 
the ion-paired reversed-phase column of octadecylsilane (4-fi). 
Usefulness of the latter column is especially remarkable since 
free and monoacetylated polyamines, as well as metabolites 
of polyamines, can be separated within a fairly short time 
when the column is developed by a gradient elution program 
(6). After separation, polyamines are usually detected by the 
fluorescence detection system, utilizing an o-phthalaldehyde 
(OPA) postlabeling method (7). This detection method is 
sufficiently sensitive and reproducible for estimating the 
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amount of purified polyamines. However, it is not satisfac
torily specific for the determination of polyamines in biological 
materials because OPA reacts with various amino compounds 
other than polyamines and generally the quantity of poly
amines in biological materials is very low compared to those 
of various interfering amino compounds. Thus, in the analysis 
of polyamines in biological materials, it is essential to choose 
very strict conditions in the elution program to separate each 
polyamine from many other amino compounds (1, 3, 6) or to 
treat the samples prior to the analysis to remove interfering 
materials. From this point of view, it is desirable to develop 
a simple detection system, which is highly specific for poly
amines. With such a system, the conditions for HPLC to 
separate polyamines become rather simple, because the sep
aration of polyamines from each other is only required for the 
direct measurement of polyamines in biological materials. 

Generally speaking, luminescence photometry is highly 
sensitive within wide dynamic ranges and has the advantage 
that it requires no light source or spectroscope. Application 
of a chemiluminescence (CL) reaction on HPLC has been 
reported for the detection of fluorescent compounds (8, 9), 
in which the CL generated through the reaction between the 
compound to be determined, an oxalic ester, and hydrogen 
peroxide (H20 2) was measured. With the aim of applying a 
CL reaction to determine polyamines, which are not fluor
escent compounds, we developed a new CL detection system. 
The system is based on the specific enzymatic oxidation of 
polyamines and separation with a fully automated HPLC, to 
produce H20 2• The amount of H20 2 is then determined by 
using a CL reaction. Employing a flow system, we determined 
the conditions for the new CL detection method to obtain the 
highest precision and sensitivity. Then, we applied this 
method for the determination of free polyamines by HPLC 
and compared it with the OPA postlabeling method (l0, 11). 

EXPERIMENTAL SECTION 

Materials. Bis(2,4-dinitrophenyl) oxalate (DNPO), 8-
anilinonaphthalenesulfonate (ANS), and OPA were obtained from 
Wako Pure Chemical Industries, Ltd., Osaka, Japan. Amino-

© 1989 American Chemical Society 
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propyl-controlled-pore glass was obtained from Pierce Chemical 
Co., Rockford, IL. Glutaraldehyde and a packed column of oc
tadecylsilane (ODS) for HPLC were obtained from Seikagaku 
Kogyo Co., Ltd., Tokyo, Japan. Putrescine, cadaverine, sper
midine, and spermine were obtained from Nakarai Co., Kyoto, 
Japan. Putrescine oxidase (EC 1.4.3.10, PUOD) from Micrococcus 
flavidus was donated by Tokuyama Soda Co., Ltd., Kanagawa, 
Japan. Polyamine oxidase (PAOD) from Aspergillus terreus 
analogous to amine oxidase (flavin containing) (EC 1.4.3.4) was 
donated by Amana Seiyaku Co., Ltd., Aichi, Japan. 

Procedures. Preparation of Immobilized Enzymes. PUOD 
and PAOD were immobilized separately on aminopropyl-con
trolled-pore glass (particle size, 125--177 /Lm; 80-120 mesh; mean 
pore diameter, 5 /Lm) by the glutaraldehyde method (12). Briefly, 
2 g of aminopropyl-controlled-pore glass was stirred in a 1.0% 
aqueous solution of glutaraldehyde for 30 min at 0 DC. The 
derivatized beads obtained were rinsed with 50 mL of 10 mM 
phosphate buffer, pH 7.2, and then suspended in 10 mL of the 
same buffer containing 45 mg (900 units) of PUOD or PAOD. 
After the mixture was stirred for 2 h at 4°C, the beads were 
washed thoroughly with the 10 mM phosphate buffer containing 
0.8 M NaCI until no enzymatic activity was detectable in the 
washings. 

Preparation of Test Samples from Urine. Urine was collected 
from apparently healthy volunteers and stored at -70°C until 
use. Test samples were prepared from the urine as follows: 1.0 
mL of urine was mixed with the same volume of 6 N HCI, and 
then the mixture was heated for 12 h at 100°C. After the pH 
was adjusted to 7.0 with 3 N NaOH, the mixture was used as a 
test sample. 

Apparatus. A fully automated HPLC, type JLC 300, with 
a luminescence detector, type LC 30-DPClO, from JEOL Co., Ltd., 
Tokyo, Japan, was used. 

RESULTS AND DISCUSSION 

Principle Underlying the Detection of Polyamines. 
Polyamines ,eparated by HPLC wer" oxidized with a com
bination of PAOD and PUOD to generate H,02, amino
aldehyde, and ammonia, as follows: 

NH,(CH2lsNH(CH2)4NH(CH2lsNH2 + O2 + 
spermine 

H 20 ~ NH2(CH2lsNH(CH2)4NH2 + 
spermidine 

NH2(CH2)2CHO + H 20 2 

NH2(CH2lsNH(CH2)4NH2 + O2 + H 20 ~ 
spermidine 

NH2(CH2)4NH2 + NH2(CH2)2CHO + H20 2 
putrescine 

NH2(CH2)4NH2 + O2 + H 20 ~ 
putrescine 

NH3 + NH2(CH2)3CHO + H20 2 

NH2(CH2)5NH2 + O2 + H20 ~ 
cadaverine 

Thus, spermine, spermidine, putrescine, and cadaverine yield 
three, two, one, and one molecule of H20" respectively. 
Furthermore, acetyl derivatives of polyamines such as ace
tylspermine and N'-acetylspermidine, which are suggested to 
have a biological significance, generate H20, with P AOD in 
a similar manner. 

As proposed by Rauhut (13), it is possible to generate CL 
with the H20 2 produced through these steps in the presence 
of an oxalic ester and a fluorophore according to the following 
reactions. H20 2 reacts with the oxalic ester DNPO to yield 
dioxetanedione, which is immediately degraded to two mol
ecules of carbon dioxide, simulataneously exciting the coex
isting fluorescent compound, ANS. ANS in the excited state, 
then returns spontaneously to the ground state, being ac-

Figure 1. Flow diagram of the complete system for polyamine de
termination: CL reagent, chemiluminescence reagent; CL-DET. 
chemiluminescence detector; REC, recorder. The complete system 
can be separated into three parts. 

companied by the emission of a photon, hv. The emitted 
photons are detected by a photomultiplier tube with a photon 
counter, and the relative luminescence intensity is recorded. 

o 0 
II II 
c-c + ANS - 2CO, + ANS* 

I I excited state 
0-0 

ANS 

ground state 

+ hv 

To make these steps occur in order, we constructed the 
system illustrated in Figure 1. The complete system can be 
separated into three parts. The first part is HPLC to separate 
the polyamines, which is composed of eluent, a pump, an 
autosampler (AS), and a column for HPLC (Column). The 
second part is an enzymatic oxidation system for the poly
amines, which is composed of buffer, a pump, and an im
mobilized enzyme column (EC). The third part is the CL 
generating system with a detector, which is composed of 
chemiluminescence reagent (CL reagent), a pump, a chemi
luminescence detector (CL-DET), and a recorder (REC). 

Studies on the Conditions for CL Detection. At the CL 
detection step, we examined various conditions by means of 
flow injection analysis, employing the system without an AS, 
a Column, and an EC shown in Figure 1. We found that after 
injection of H20 2 into the system, followed by introduction 
of 0.2 M imidazole-{).05 M borate buffer (pH 7.5, containing 
75 mM sodium azide; flow rate, 0.75 mL/min) and the CL 
reagent (composed of 0.63 mM DNPO and 0.63 mM ANS in 
acetonitrile; flow rate, 0.8 mL/min), the relative luminescence 
intensity decreased with the lapse of time, while the signal 
to noise ratio (SIN) reached a maximal level at 10 s after the 
onset of mixing. On the basis of this maximal level of 10 s, 
we chose a corresponding flow path length for the CL reaction 
of 10 s. Although the maximal SIN value was observed at 
pH 6.5 in the CL reaction, we decided to adopt pH 7.5 for the 
following experiments because both PUOD and PAOD are 
known to have optimal pH values of about 8. Furthermore, 
we found that the SIN value became maximal at 0.63 mM 
DNPO, whereas the relative luminescence intensity increased 
with an increase in the concentration of ANS. Since the 
sensitivity of the CL reaction seemed to be sufficient with 0.63 
mM ANS, we used 0.63 mM DNPO and 0.63 mM ANS in 
further experiments. From these results we chose the fol
lowing standard conditions: (i) as the HPLC step, we adopted 
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Table I. With-Assay Precision of Peak Areaa 

putrescine cadaverine spermidine spermine 

max, pmol 
min, pmol 
mean, pmol 
SD,'pmol 
CV,' % 

306.3 
293.7 
299.7 

2.91 
0.97 

305.1 
288.3 
294.3 

4.41 
1.49 

300.6 
280.2 
291.3 

4.71 
1.62 

304.2 
281.1 
291.9 

5.91 
2.03 

an = 20 throughout. 300 prool of each polyamine was injected. 
bSD, standard deviation. cCV, coefficient of variation. 

pentanesulfonic acid ion-paired, reversed-phase chromatog
raphy on an ODS column (2.6 mm diameter X 150 mm; 
maintained at 37 °C), which has been reported to be able to 
separate spermine, spermidine, putreseine, and cadaverine 
within 25 min (8, 11, 14), (ii) conditions for the enzymatic 
oxidation step were the same as in previous work (using an 
immobilized enzyme column, 2.1 mm diameter X 35 mm; 
maintained at 37 °C) (15) except that the pH was 7.5, and 
(iii) the CL detection step was carried out as described above, 
except that the pH of the buffer solution (flow rate, 0.25 
mL/min) was raised from 7.5 to 8.42 in order to adjust the 
low pH ofthe eluent buffer for HPLC (composed of 10 mM 
sodium phosphate, pH 2.0, containing sodium chloride, 6.0 
giL; flow rate, 0.5 mL/min) to 7.5 before it entered the im
mobilized enzyme column. 

Evaluation of the New Method. The capability of the 
new method under these conditions was examined by applying 
standard polyamines. A linear relationship between the 
amount of the polyamine applied and the relative lumines
cence intensity was observed up to 500 pmol in the case of 
putrescine, and up to 1 nmol in the cases of cadaverine, 
spermidine, and spermine. The detection limit (81 N ~ 4) was 
6 pmol of spermine, 7 pmol of spermidine, and 5 pmol of 
putrescine. On comparison of these values with those obtained 
with the OPA method (16) (i.e., 12-15 pmol, 3-6 pmol, and 
3-B pmol, respectively), the sensitivity for spermine was found 
to be higher, which seemed to be the result of three molecules 
of H20 2 being generated from one molecule of spermine as 
described above. The detection limit for cadaverine is rela
tively high at 30 pmol, which may be due to the low reactivity 
of the PUOD to cadaverine. These observations indicate that 
the new method has a wide dynamic range and is as useful 
as the OPA method except for cadaverine, which is thought 
to be a less significant polyamine in biological materials. The 
within-assay precision of the peak area was examined by 
applying a standard solution containing 300 pmol of each 
polyamine 20 times, and calculating the mean value, the 
standard deviation, and the coefficient of variation. As sum
marized in Table I, the coefficient of variation was less than 
2%, indicating that the precision of the new method is sat
isfactory. Among monoacetyl derivatives of the polyamines 
which have been demonstrated to be excreted in urine (17), 
N'-acetylspermidine and acetylspermine are able to be de
tected by this method because they are oxidized with PAOD. 
The disadvantage of this method is that acetylputrescine, 
acetylcadaverine, and NB-acetylspermidine are not detected. 
However, an enzymatic chemiluminescent detection system 
for polyamines, together with their monoacetyl derivatives, 
should be possible if we utilize acylpolyamine amidohydrolase 
(18) in combination with PAOD and PUOD. This should be 
studied as a next step. 

Advantages of the New Method over the OPA Method. 
The new method shows comparable capability to the OPA 
method when it is used for the analysis of a mixture of pure 
standard polyamines (not shown). However, the advantage 
of the new method over the OPA method is obvious for the 
analysis of polyamines in biological materials such as tissue 
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Figure 2. Chromatograms of a hydrolyzed urine sample. 

Table II. Precision of the Urine Assaya 

putrescine 
cadaverine 
spermidine 
spermine 

an = 8 each. 

mean (SD), pmolj20 ~L 

286 (3.7) 
118 (3.4) 
204 (4.5) 
42 (4.1) 

CV,% 

1.3 
2.9 
2.2 
9.7 

extracts, body fluids, and urine, which contain many OPA 
reactive substances. The new method detects only polyamines 
as a result of the strict substrate specificity of PUOD and 
P AOD. Figure 2 shows two typical chromatograms of a hy
drolyzed urine sample, which was subjected to HPLC under 
simple isocratic separation conditions. The detection system 
employed was the new method in Figure 2A and the OPA 
method in Figure 2B. In part A, four sharp peaks were 
identified as corresponding to putrescine (Put), cadaverine 
(Cad), spermidine (Spd), and spermine (Spm), respectively, 
on the basis of their retention times. In part B, only the peak 
of spermidine could be identified. This clearly indicates the 
usefulness of the new method for the determination of poly
amines, especially in clinical samples. We expect its further 
application to many other fields including the diagnosis of 
cancer. The retention times are different in A and B, because 
of the degeneration of the separation column from repeated 
use. 

Analytical Variables for Urine Assay. Linearity. A 
linear relationship between the amount of the polyamine in 
urine sample and the relative luminescence intensity was 
ascertained up to 320 pmol in the case of putrescine, and up 
to 155, 60, and 115 pmol in the cases of cadaverine, spermidine, 
and spermine, respectively, which represent the content of 
polyamine in an urine sample without dilution. 

Precision. The results for studies of within-run precision 
(n ~ 8) obtained with urine samples are shown in Table II. 

Analytical Recovery. We added 10 I'M of each polyamine 
to a normal fresh urine sample to determine the recovery. 
Recovery rates ranged between 87% (cadaverine) and 103% 
(putrescine). 

Method Comparison. The correlation coefficient (r) be
tween the values of putrescine determined with this method 
(y) and those with an OPA method (x) was 0.906, the re
gression equation being y ~ l.24x - 0.90 I'M (n ~ 17). A good 
correlation (r ~ 0.983) was also observed between both 
methods as to cadacerine, the regression equation being y ~ 
l.47x + 0.05 I'M (n ~ 17), whereas a reduced correlation (r 
~ 0.763) was observed between the values of spermidine de
termined with both methods, the regression equation being 
y ~ 0.818x - 3.80 I'M (n ~ 14). It seemed to be due to the 
possible positive error caused by some interferent(s) with 
method x, and relatively low amount of spermidine in most 
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samples. Since spermine was the lowest in concentration in 
urine samples and lower than detection limit in many samples, 
we could not present any helpful information about method 
comparison. 

Finally, we should point out the possibility of utilizing the 
electrochemical detector for HPLC (19) recently developed 
for the direct determination of H20 2, with the conditions that 
(i) its sensitivity is comparable to that of our CL method or 
the usual OPA method and (ii) it is sensitive to only H20 2, 
and not to coexisting oxidoreductive compounds in biological 
materials. If these conditions can be satisfied, it would be 
interesting to compare the determination of polyamines in 
biological materials with this system and with the CL detection 
system. 
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Determination of Chloride in Platinum-Rhenium Alumina-Based 
Reforming Catalyst by Ion Chromatography 

Raj P. Singh,' Khurshid Alam, Dawoud S. Redwan, and Nureddin M. Abbas 

The Research Institute, King Fahd University of Petroleum & Minerals, Dhahran 31261, Saudi Arabia 

An Ion chromatographic method was developed for the fast 
and accurate determination of chloride in PI-ReI AI.O, cata
lysts using a Dlonex Model 2120i ion chromatograph. Ex
traction of chloride was carried out with sodium hydroxide 
solution In a Teflon Parr bomb at 150°C. After filtration, ion 
chromatographic analyses were made by injecting 100 f.LL of 
the diluted solution Into the sample port. Separation of chlo
ride was achieved on a Dionex AS-4 separator and AG-4 
guard column with sodium carbonate-bicarbonate eluent. The 
proposed method is free from interferences of sulfide and 
halides generally encountered in conventional potentiometric 
and spectrophotometric methods. The total analysis time of 
less than 1 h was considerably shorter than that reported for 
conventional methods. The minimum detectable chloride in 
a catalyst sample was 0.1 % by weight with a relative 
standard deviation of about 3 %. 

INTRODUCTION 

Pt-Re/ Al20 3 reforming catalysts are used for upgrading low 
octane naphthas to high octane gasoline as well as for the 
production of important feedstocks for the petrochemical 
industry (1-5). Reforming catalysts are bifunctional, and their 
performance largely depends on the correct balance between 
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the metallic (Pt-Re) and acidic (alumina support) functions. 
Practically, the balance is monitored by the addition of 
chlorinating agent and water in the feed. Changes in this 
balance heavily affect both the product quality and quantity. 
Low chloride content of the catalyst will cause a drop in its 
acidity, and consequently slowing down the desired reaction 
affected by the acidic properties of the catalyst (isomerization, 
and dehydrocyclization), which will result in reformate of low 
octane number. On the other hand, if chloride content un
controllably increases, the acid strength of the catalyst support 
increases and thus favors the undesired reactions such as 
hydrocracking and coke deposition. To overcome these 
problems, the chloride content of the catalyst should be 
continuously monitored and controlled. 

The methods of chloride determination in bimetallic reo 
forming catalysts have not been well established. In practice, 
the analysis of chloride is carried out by digesting the catalyst 
in sulfuric acid, for 2-26 h (depending on the carbon content) 
and titrating the chloride against silver nitrate using a silver 
or chloride ion selective electrode. A spectrophotometric 
method (6) has also been reported recently, by measuring the 
absorbance of the colored complex of Cl- with Hg(SCN)2-Fe3+. 
Extraction of chloride in the later method was carried out by 
digesting the catalyst in LO mol L-l sodium hydroxide, for 
about 2 h, in three steps. However, due to lack of availability 
of either a standard method of chloride analysis in these 

© 1989 American Chemical Society 
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Table I. Ion Chromatography Conditions 

analytical column 
guard column 
suppressor column 

eluent 

regenerant 
flow rate 
regenerant flow rate 
injection volume 
detector sensjtivity 
detector 
integrator 

Dionex AS-4 
Dionex AG-4 
Dionex Anion Micro Membrane 

Suppressor 
0.003 mol V' NaHCO, + 0.0024 

mol L-l Na2CO, 
0.0125 mol L-l H2S04 
2.0 mL min-1 

2-2.5 mL min-1 

100 ~L 
30 ~S full scale 
conductivity, Dionex 
Dionex Model 4217 

catalysts or a standard catalyst sample with certified chloride 
value, the accuracy of the extraction of chloride in sodium 
hydroxide could not be assessed. In addition, both methods 
may also suffer from the interferences of other ions, present 
in the catalyst extracts. 

Ion chromatography, the method of choice for the deter
mination of common anions, offers certain advantages over 
other techniques (7-9). In the literature few reports (l0-15) 
have been published on the ion chromatographic analysis of 
ions in the inorganic materials but none have appeared on its 
use for the analyses of catalysts. The objective of this work 
was to develop an ion chromatographic (Ie) method for the 
rapid and accurate determination of chloride in bimetallic 
reforming catalysts. We were also interested in assessing the 
extraction (liberation) of chloride from the catalyst in 1 mol 
L -1 sodium hydroxide at 150 °e in a Parr bomb, since Parr 
bomb methodology allows fast and efficient digestions. 

EXPERIMENTAL SECTION 
Reagents. Doubly distilled deionized water (Nanopure II) was 

used to prepare solutions. Sodium hydroxide (Reidel Certified) 
and sulfuric acid (Fluka) were of >99% purity and contained less 
than 0.0005 and 0.0001 % chloride, respectively. Chloride 
standards for IC were prepared from a 500 mg L-l solution sup
plied by RICCA Chemical Co., Arlington, TX. 

Catalyst Sample Preparation. All the analyses were carried 
out on the platforming catalyst R-5Q. The catalyst samples taken 
out of the reactor always contain a considerable amount of pe· 
troleum hydrocarbons in varying amounts. Therefore, to have 
the analytical results free from hydrocarbons, all the samples were 
heated at 150°C in a mechanical convection oven for 4 h. After 
cooling in a desiccator, the samples were fmally ground in an agate 
mortar to a 100 mesh size. 

Parr Bomb. The Parr bomb (4745, Parr Instrument Co.) 
consisted of a sealable bomb lined with Teflon which contained 
a 25-mL Teflon cup with cover. The bomb can operate up to 275 
'c and pressures up to 5000 psi without corrosion or loss of volatile 
elements. 

Carbon Analyzer. A Strohlein Model Coulomat 702 carbon 
sulfur analyzer was used for the determination of total carbon. 

Titrator. A microprocesssor-controlled Mettler DL 40RC 
Memotitrator fitted with Mettler's GM 141 combination silver 
ring electrode, GA 44 printer, and GA 15 chart recorder was used 
to carry out the silver chloride precipitation titrations in sulfuric 
acid extracts. 

X-ray Flnorescence Spectrometer. A Phillips PV 9500 
energy dispersive fluorescence spectrometer with a Si(Li) detector 
was used. The detector had a resolution of 164 eV at 5.9 kV and 
active area of 10 mm2• The samples were analyzed in powder form 
with a rhodium target excited at 30 kV and 500 rnA. The spectra 
were collected for 400 live seconds with an aluminum filter. The 
specimen chamber was flushed with helium gas during the data 
collection. 

Ion Chromatograph. Ion chromatographic analyses were 
made with a Dionex 2120i ion chromatograph at a constant 
temperature of 20 ± 1 °C under the conditions summarized in 
Table I. The ion chromatograph was calibrated with chloride 
standards at l.0, 2.0, and 4.0 mg V'. A computerized linear 
regression routine was used to determine the chloride concen· 

tration of catalyst samples. The slope of the calibration curve, 
peak height versus concentration, remained constant throughout 
the analysis with a linear correlation coefficient of 0.9998. 

Extraction of Chloride in Sulfuric Acid and Its Deter
mination by Titration and IC Methods. One gram of catalyst 
was weighed to the nearest 0.1 mg and transferred to a 250-mL 
round-bottom flask. After 30 mL of 3.5 mol L -1 sulfuric acid was 
added, the mixture was refluxed with a water condenser for 10--16 
h. Although preliminary studies have shown a complete extraction 
of chloride in 1 h from a used catalyst sample (containing 8.1 % 
coke), all the used catalyst samples were refluxed at least for 10 
h to ensure complete dissolution of alumina. On the completion 
of the extraction step, the flasks were cooled and the solution was 
quantitatively transferred to a 100-mL volumetric flask and di
luted up to the mark with water. This solution" A" was used for 
the determination of chloride. 

In the titration method (TM), 10 mL of A was titrated with 
standard silver nitrate solution. 

For IC, solution A was diluted 500 times and neutralized (pH 
6-7) by the addition of 1.0 mol L -1 sodium hydroxide. One 
hundred microliters of diluted solution was injected into the 
column. 

Extraction of Chloride in Sodium Hydroxide and Deter
mination by IC. A 200-mg powdered catalyst sample was 
weighed to the nearest 0.1 mg in the Teflon cup (30 mL capacity) 
of the Parr bomb. Four milliliters ofl.O mol L-l sodium hydroxide 
was then added to it and mixed well. The cap was placed on the 
cup and the bomb, preheated to 150°C, was assembled. Pre
liminary tests showed that the extraction was completed in 30 
min at 150 °C. During this period the bombs were shaken to 
agitate the mixture inside the Teflon cup. Finally, the bombs 
were cooled and the extract was transferred quantitatively to a 
50-mL volumetric flask and diluted with water up to the mark. 
A portion of this solution was filtered through 0.45 I'm (Millipore) 
or #42 (Whatman) filters and diluted 10 times for the chloride 
analysis by IC. 

RESULTS AND DISCUSSION 
Extraction and Determination of Chloride by IC. 

ehloroalumina, the acidic function of the bifunctional re
forming catalyst, is generally prepared by replacing the OH
groups of alumina with el- ions, by the ion-exchange method 
(1) 

)Al--OH 

o +Hel - __ 

)Al--OH 

Alumina 

The ion-exchange properties of the hydrous alumina have been 
extensively studied (I6-19) and depend upon the pH of the 
ion-exchange medium. At pH values greater than the isoe
lectric point (iep) i.e., 6.8 for "I-alumina, the oxide behaves 
as a cation exchanger, while below the iep it possesses anion 
exchange properties. 

Stability of alumina is weak in acidic solutions (below pH 
2) and it can be dissolved in reasonably high concentrations 
of sulfuric or hydrochloric acids. Thus, one way of determining 
chloride in these catalysts is to digest the sample in sulfuric 
acid and titrate the extracts for chloride ions against silver 
nitrate solution. This method, though seeming to be simple 
and accurate, may suffer from the interferences of ions that 
precipitate with silver. As can be seen in Figure 1, ion 
chromatography can be used for the separation and accurate 
determination (Table II) of the chloride in sulfuric acid ex
tracts; however, due to the presence of large concentration 
of sulfate ions, a long analysis time of about 10 min per sample 
is required. 

The presence of sulfate ions in the catalyst extracts can be 
eliminated by eluting the chloride ions in alkaline solutions, 
since, alumina loses its affinity for anions at high pH values. 
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Figure 1. Typical ion chromatograph of the sulfuric acid extract after 
neutralization and dilution. Chloride elutes at 1.7 min. Large peak (6.87 
min) is due to sulfate. Conditions are mentioned in the Experimental 
Section. 

Table II. Results of the Analysis of Chloride in Sulfuric 
Acid Extracts by IC and TM 

catalyst 
sample no. 

1 
2 
3 
4 
5 

% bias 
by TM (X) by IC (y) [(X - y)/ Xl100 

0.76 
0.76 
0.73 
0.95 
0.81 

0.76 
0.72 
0.70 
0.94 
0.81 

0.00 
+5.26 
+4.11 
+1.05 

0.00 

mean = 2.08 
std dey = 2.45 

Student t = 2.28 

Student t at 95% confidence interval = 2.78 

This approach was used by Koshy and Garg (6) by digesting 
the catalyst saroples in 1.0 mol VI sodium hydroxide solution. 
However, these workers failed to make a quantitative as
sessment of chloride recovery. Moreover, their digestion 
procedure as a whole is quite cumbersome. In the present 
method, we used a Parr bomb, which allowed fast (30 min) 
digestion of the catalyst samples. Figure 2 shows the typical 
ion chromatograph of sodium hydroxide extracts. The chlo
ride peak was well separated from the large negative peak of 
hydroxyl ions. The accuracy of the chloride determination 
by IC, following the extraction in sodium hydroxide, was 
assessed by comparing the results with those obtained by the 
sulfuric acid extraction/silver nitrata titration method. These 
results are reported in Table III. 

The application of null hypothesis (paired t test) has shown 
that the bias between the two methods does not differ sig-
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Figure 2. Ion chromatograph showing the separation of chloride (1.63 
min) from sodium hydroxide extract. Negative peak is due to the 
hydroxyl ions. 

Table III. Concentration of Chloride in Bimetallic 
Catalysts Containing Varying Percent Carbon (Coke 
Deposit) As Determined by TM and IC from Sodium 
Hydroxide Extracts 

catalyst carbon, 
sample wt% 

1a 0.0 
2 19.3 
3 2.3 
4 7.3 
5 2.8 
6 8.1 
7 2.9 
8 9.0 
9 3.6 

10 10.1 

CI-, wt % bias 
byTM (X) by Ie (Y) [(X - y)/XlI00 

0.94 0.95 
0.63 0.59 
0.96 0.98 
0.75 0.75 
0.99 1.01 
0.76 0.74 
1.00 1.02 
0.78 0.77 
1.03 1.03 
0.76 0.74 

-1.06 
+6.35 
-2.08 

0.0 
-2.02 
+2.63 
-2.00 
+1.30 

0.0 
+2.63 

meao = 0.58 
std dey = 2.71 

Student t = 0.50 

Student t at 95% confidence interval = 2.26 

a Fresh catalyst sample. 

nificantly from zero. For comparison studies, sulfuric acid 
extraction/titration method was chosen as a reference method 
because (i) alumina, the base of the catalyst samples, was 
almost completely dissolved in sulfuric acid, releasing all the 
chloride into solution, and (ii) the ions such as bromide and 
iodide, which can interfere by precipitating with silver, were 
either absent or present in trace amounts in all the catalyst 
samples analyzed in the present studies, as determined by 
X-ray fluorescence (XRF). 

XRF Analysis. Further confirmation of the chloride re
covery by a Parr bomb/sodium hydroxide extraction method 
can be derived from the XRF analysis of catalyst samples. 
Figure 3 shows the typical XRF spectrum of a sample con
taining 8.1 % C before and after the sodium hydroxide ex
traction. Absence of the Cl- peak in the XRF spectrum of 
the sample after sodium hydroxide treatment clearly shows 
that the chloride was eluted out of the catalyst by sodium 
hydroxide. The calculated detection limit of Cl- determination 
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Figure 3. X-ray fluorescence spectra of catalyst sample containing 
8.1 % C, before (lower) and aiter (upper) sodium hydroxide extraction. 

Table IV, Reproducibility of the Ion Chromatography 
Determination of Chloride in Bimetallic Reforming 
Catalysts 

mean, wt std dey, reI std 
n % wt% dev, % 

intrarun variation 10 0.74 0.009 1.2 
(chromatography) 

intrarun variation 10 1.01 0.005 0.5 
(chromatography) 

intrarun variation (overall) 0.74 0.02 2.7 

by the XRF method indicated that at least 97% of the total 
CI- eluted out of the catalyst samples, with a 99% certainty. 

Reproducibility of the IC Method, Table IV shows the 
reproducibility of the estimation of chloride by ion chroma
tography. On an intrarun basis, the maximum relative 
standard deviation is 1.2% for the ion chromatographic part 
of the method alone. For the overall procedure (i.e., including 
the sodium hydroxide extraction in the Parr bomb and dilu
tion of the sample) the intrarun coefficient of variation in
creased to 2.7%. 

Accuracy of the Ion Chromatographic Part of Cl
Analysis and Its Detection Limit, Table V shows the 
recovery of cr added to the sodium hydroxide extracts of five 
different catalysts. The application of null hypothesis has 
shown that the recovery was quantitative (p > 0.25). This 
reveals that hydroxyl ions present in the extract do not in
terfere in the IC determination of chloride ions. These results 
also indicate that under the experimental conditions the 
present method can detect up to 0.1 % CI- by weight in the 
catalyst samples with a relative standard deviation less than 
3 %. The recovery of CI- from the sodium hydroxide extracts 
at lower concentrations of chloride was not found to be 
quantitative. 

In conclusion, with the ability to extract CI- from the 
catalyst samples in 1.0 mol L -I sodium hydroxide in the Parr 

Table V. Recovery of 4.5 mg L -I of Chloride Added to 
Sodium Hydroxide Extracts of Different Catalysts 

sample % initial CI-, final CI-, % 
no. carbon mgL-' mg L-I recovery 

0.0 37.8 42.2 97.8 
2.8 40.3 44.6 95.6 
8.1 30.1 34.6 100.0 
7.3 29.5 34.1 102.2 
2.3 39.2 ± 0.6 43.8 ± 0.54 102.2 

mean = 99.6 ± 2.9 
% RSD = 2.9 

Student t = 0.31 
Student t at 75% confidence interval = 0.73 

bomb and to resolve the Cl- peak in less than 2 min by ion 
chromatography, the present method was found to be con
siderably faster than the presently used methods of chloride 
analysis in reforming bimetallic catalysts. Method comparison 
and XRF analyses have confirmed that a 30-min extraction 
of chloride in sodium hydroxide solution at 150°C in a Parr 
bomb was quantitative. In addition, the present method is 
free from the interference of sulfide, bromide, or iodide ions, 
which may interfere in titration and spectrophotometric 
methods. 
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The compound [4-( allyloxy )benzoyl]-4-methoxyphenyl 
(ABMP), shown to possess liquid crystal properties when 
bonded to a polyslloxane backbone, was covalenlly attached 
to silica and tested chromatographically for similar properties 
by moblle-phase-composltlon studies. Methanol, acetonHrile, 
and tetrahydrofuran are mixed with water In various propor
lions In order to determine the bonded material's reverse
phase behavior. The separation of anthracene and phenan
threne as well as that of carvone and pulegone is used to 
monHor the mobile-phase effects on the stationary phase. In 
all cases a plot of log k'vs percentage of organic solvent in 
the mobile phase in not completely linear. At higher per
centages of organic solvent the plot is linear wHhout separa
tion of eHher pair of solutes. At lower percentages of organic 
solvent the plot Is nonlinear and the two pairs of compounds 
are separated. This observation is attributed to a phase 
transition In the bonded material. Variable-temperature ex
periments also support the possibility of a phase transition, 

INTRODUCTION 
The use of liquid crystals as stationary phases in gas 

chromatography was first established over 25 years ago (1, 2). 
Tbey are used quite extensively for many difficult separations, 
and a typical review (3) may contain hundreds of references. 
In contrast, the early studies (4, 5) using liquid crystals as 
stationary phases for high-performance liquid chromatography 
were rather incomplete, and no conclusion could be drawn 
about their potential usefulness. There is, however, one im
portant difference between the use of liquid crystals as sta
tionary phases in gas chromatography and liquid chroma
tography. In GC the liquid crystal can be coated directly on 
a solid support or capillary walL The low volatility of these 
materials leads to long column lifetimes. In HPLC such a 
procedure would result in rapid loss of the stationary phase 
due to solubility in the mobile phase or to removal by shear 
forces. Therefore, the only practical solution for HPLC is to 
produce a chemically bonded material that possesses liquid 
crystal properties. Tbis situation was never properly addressed 
in the earlier studies, so no conclusion could be made con
cerning the effectiveness of bonded liquid crystals as stationary 
phases for HPLC. 

However, several recent studies (6-8) have shown that 
certain liquid crystals or structurally similar compounds when 
bonded to a polysiloxane backbone retain or develop liquid 
crystalline behavior. Therefore it seems possible that similar 
compounds bonded to silica may have the same liquid crys
talline behavior. An earlier report (9) described the synthetic 
approach for producing a chemically bonded material that 
might possess liquid crystal properties. The preliminary tests 
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of this bonded phase, particularly the thermal and retention 
index studies, indicated that liquid crystal properties could 
be present. In this report we further test the bonded material 
by subjecting it to a varying mobile-phase composition and 
monitoring the separation of two pairs of solutes. Ordinary 
reverse-phase behavior should result in a linear relationship 
between log k' and the percentage of organic solvent in the 
mobile phase (10). In contrast, it is known that molecular 
orientation of crystals is a function of solvent type (11). 
Therefore, mobile-phase-composition studies might be able 
to detect phase transitions that occur in the bonded material. 
These results would provide substantial evidence that a 
bonded liquid crystal with useful chromatographic properties 
could be produced. This report is a preliminary study of the 
solvent effects observed on the ABMP phase which could be 
used to determine whether further investigations on bonded 
liquid crystals as stationary phases for HPLC are warranted. 
Some variable-temperature studies are also included in this 
report. 

EXPERIMENTAL SECTION 

Bonded Liquid Crystal Column. The synthesis of the 
bonded liquid crystal material has been described previously (9). 
The bonded phase on NUcleosil 300-10 was packed into a 150 x 
4.6 mm stainless steel column using a Haskel pneumatic am
plification pump with methanol as the driving solvent. 

Materials. Acetonitrile (ACN), tetrahydrofuran (THF), and 
methanol (MeOH) (Merck) were all chromatographic grade 
solvents. The water was triply distilled and filtered through a 
0.45-llm filter. The solutes used in this study, anthracene, 
phenanthrene, carvone, and pulegone (Aldrich), were used without 
further purification. Each compound gave only a single peak in 
all chromatograms. 

Apparatus. One liquid chromatography system consisted of 
a Waters Model 6000A pump, a Rheodyne Model 7125 injector 
with a 50-ILL sample loop, and a Merck variable-wavelength 
monitor. Variable-temperature experiments were done on a 
Hewlett-Packard Model 1050 LC system equipped with a Model 
1046B fluorescence detector. Two C-1S columns were employed; 
both were 150 x 4.6 mm with one containing Lichrosphere RP-l8e 
(Merck) on 5-llm particles and a second containing the product 
of Nucleosil 300-10 and octadecyldimethylchlorosilane. 

Procedures. The solutes anthracene and phenanthrene were 
monitored at 254 nm while carvone and pulegone were monitored 
at 230 nm. Fluorescence of anthracene was monitored at 405 nm 
with an excitation wavelength of 365 mn. The mobile phases were 
prepared by using standard volumetric glassware and were de
gassed before use with helium. The void volumes for both the 
C-1S and liquid crystal columns were determined by nitrate in
jection. 

RESULTS AND DISCUSSION 

The primary pair of test solutes chosen for monitoring 
retention properties of the bonded liquid crystal was an-
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Figure 1. log k'vs percentage of organic solvent in the mobile phase 
for phenanthrene (X) and antracene (0) on ABMP column. Key: THF, 
tetrahydrofuran; ACN, acetonitrile; MeOH, methanol. 
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Figure 2. log k'vs percentage of acetonitrile in the mobile phase for 
carvone (0) and pulegone (X) on ABMP column. 

thracene and phenanthrene. This pair can be separated by 
a number of different stationary phases (12, 13) including 
liquid crystals coated on a capillary column for GC (3). 
Therefore the chromatographic behavior of these solutes may 
serve as a useful indicator of the presence of liquid crystal 
properties in the ABMP bonded phase. 

Figure 1 shows a plot of log k' for both anthracene and 
phenanthrene as a function of percentage of organic solvent 
in the mobile phase using three different solvents. In each 
case there is a linear portion in which the two solutes are not 
separated and a nonlinear portion where the k' values ofthe 
two compounds begin to diverge. The point of divergence 
occurs at a higher percentage of organic solvent as the polarity 
of the solvent increases, i.e. as the solvent strength in the 
reverse-phase system decreases. For each solvent, the linear 
portion occurs at relatively high solvent strength and the 
nonlinear portion at relatively low solvent strength. 

1.5 

1.5 

~ • g 1.0 

'" ~ 1.0 ~ 

05 

40 50 60 70 60 

%ACETONITRILE 

Figure 3. log k'vs percentage of acetonitrile in the mobile phase on 
C-18 columns. Merck RP-18e: phenanthrene (X) and anthracene (0) 
using scale on right side of plot and carvone (A) and pulegone (II) using 
scale on left side of plat. C-18 on NucleosiI300-10: anthracene (e) 
using scale on left side of plot. 

Figure 2 shows a similar plot for the pair of solutes carvone 
and pulegone in acetonitrile. Like anthracene and phenan
threne, this pair of solutes differs only slightly in structure 
as shown below: 

carvone pulegone 

The same behavior is observed for this pair of components 
as for anthracene and phenanthrene, i.e. a linear portion with 
no separation at high solvent strength and a nonlinear portion 
with separation at low solvent strength. 

Figure 3 shows the behavior of both pairs of solutes on a 
commercial endcapped C-lS phase as well as the retention of 
anthracene on a C-lS column made from the identical support 
used for the liquid crystal phase. In contrast to the behavior 
of these solutes on the ABMP phase, the ODS phase exhibits 
linear behavior over the entire mobile-phase-composition 
range. In addition, both pairs of solutes are separated over 
the 40-S0% acetonitrile range on the commercial column. 
Similar behavior is observed for the C-lS material bonded to 
Nucleosil 300-10, so that the silica support does not appear 
to have any effect on the retention characteristics of these 
solutes under these experimental conditions. Therefore, the 
differences observed between the ABMP and C-lS retention 
vs mobile-phase composition must be due to the properties 
of the bonded material and not the silica support. 

It is evident from an examination of the log k' variations 
of either pair of solutes in the organic and aqueous mobile 
phases studies that there is a fundamental difference between 
retention on the ABMP phase and that on a conventional 
reverse-phase material such as C-lS. The behavior exhibited 
by the two pairs of solutes on the C-lS phase (Figure 3) is the 
predicted response for variations in solvent strength (10), i.e. 
log k' varies linearly as a function of percentage of organic 
solvent in the mobile phase. Therefore the unusual charac
teristic exhibited by the ABMP phase must be due to some 
other effect besides or in addition to normal reverse-phase 
behavior. Silanophobic interactions are probably not re
sponsible for the retention behavior observed since there is 
no minimum in the plot of log k' vs percentage of organic 
solvent in the mobile phase at high solvent strengths (14, 15). 
In addition, all the solutes used in this study as well as N,N
diethylanaline gave symmetric peaks indicating no substantial 
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Figure 4. log t R of anthracene vs liT on the ABMP phase for ace
tonitrile:water (55/45) (0, scale on left side of plot) and for aceto
nitrile:water (35/65) (e, scale on right side of plot) mobile-phase 
composition. 

number of residual silanols. 
If it is postulated that some type of liquid crystal property 

(ordering) is possible for the ABMP phase, then an expla
nation of the solvent strength variations can be formulated. 
It has been demonstrated that in the presence of a "hostile" 
(polar) solvent, ordinary brush phases collapse in order to 
minimize the surface area in contact with the mobile phase 
(16). In the studies reported here, the mobile phase becomes 
more "hostile" as the percentage of organic solvent decreases. 
Figure 1 also demonstrates that this point of collapse is 
variable, depending on the polarity of the organic modifier. 
Therefore, the percentage of organic solvent required to reach 
this critical point is greater for methanol (the most polar of 
the organic solvents used) than for acetonitrile which is greater 
than that for THF (the least polar of the organics used). 
Under these conditions the collapse could lead to an ordering 
of the organic moiety on the silica because of the closer 
proximity of the bonded phase molecules and the partial 
expulsion of the solvent. This new ordered phase may have 
a more favorable environment for the solute, which leads to 
a greater increase in log k' than predicted from solvent 
strength considerations alone. The fact that the slope is 
changing as opposed to attaining a single new value indicates 
that the process is a gradual change rather than a sudden 
phase transition. This interpretation is in agreement with the 
thermal data (9), which shows a phase change over a broad 
temperature range rather than a sudden sharp transition. 

Another interesting comparison between ordinary re
verse-phase behavior and the retention characteristics of the 
ABMP phase involves the a values of the solute pairs. As 
shown in Figure 3, the a value for anthracene and phenan
threne (1.14) and carvone and pulegone (1.36) remains con
stant on the C-lS phase. For the ABMP phase these values 
change with solvent composition. With a constant log k' = 
1.5, the a values are 1.15, 1.29, and 1.33 for anthracene and 
phenanthrene in THF, ACN, and MeOH, respectively. It is 
interesting to note that a becomes larger as the overall polarity 
of the mobile phase increases. As discussed previously, the 
increasing polarity may force the bonded phase into a more 
ordered environment, which leads to greater efficiency in the 
separation process. If the a value of carvone and pulegone 
(1.16) is compared to the value for anthracene and phenan
threne (1.24), then it can he seen that the larger a value occurs 
for the higher molecular weight pair. This may reflect the 
overall distance between the bonded moieties, indicating not 
only that is there is greater degree of interaction for the pair 
anthracene and phenanthrene (higher percentage of ACN 
needed to achieve a log k' = 1) but that the differential in-

teraction between this pair is greater than that for carvone 
and pulegone. If the spacing between brushes is too large, 
then the maximum degree of interaction cannot be achieved. 
The lack of separation for either of these solute pairs at high 
percentage of organic solvent is not unusual. Normal phase 
separations using a variety of stationary phases containing 
aromatic and substituted aromatic groups result in a values 
for anthracene and phenanthrene varying from 1.0 to 1.3 (I7). 
Our own experiments with a theobromine bonded phase re
sulted in an a = 1.0 over a solvent composition range of 
30-70% ACN in water. 

Further support for the possibility of a phase transition in 
the bonded material is shown in Figure 4. At both high and 
low solvent strength, there is a discontinuity in the plot of log 
tR' vs 1/ T. The presence of the discontinuity is supported 
by the fact that the differences between the two straight lines 
drawn at each solvent strength are much greater than the error 
in the measurement of tR' (:~0.7%). Derivative analysis by 
comparison of successive experimental points indicates a 
change in slope so that representation of the data by a single 
straight line is not possible. The presence of a discontinuity 
is characteristic of a phase transition and has been observed 
for this material bonded to polysiloxane (8). The transition 
temperature observed in these experiments (between 55 and 
60 °C) is quite similar to the transition temperature (61 °C) 
measured on polysiloxane (8). A lowering of the transition 
temperature might be expected in these studies due to the 
presence of an impurity (mobile phase). It is interesting to 
note that the variable-temperature studies reveal a transition 
occurring in both the linear and nonlinear portions of the 
solvent strength plot. The difference in slope is probably 
reflective of the relative amount of ordering that exists in the 
bonded material. Only additional variable· temperature ex
periments with more bonded liquid crystal materials utilizing 
a variety of solutes and mobile phases will elucidate the exact 
nature of the bonded-phase transitions that are possible on 
silica. 

In conclusion, it appears that solvent-induced changes occur 
in the structure of the ABMP bonded phase that are likely 
related to their ability to form a liquid crystallike structure. 
Such mobile-phase effects result in nonlinear plots for log k' 
vs solvent strength and could provide a powerful means of 
controlling retention in complex systems. Current work fo
cuses on determining whether these phenomena are present 
in other liquid crystal materials bonded to silica as well as 
formulating other bonded reactions and elucidating surface, 
temperature, and solvent strength effects. 
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A laser-based Indirect lIuorometrlc detection method for 
thin-layer chromatography Is described. The new technique 
can be easily used for quantitative measurements because 
of Its two-dimensional scanning capability. Since It Is based 
on the Indirect fluorescence mode, universal detection is 
possible without derlvatlzatlon. Also, It takes only 35 s for 
acquiring a data array of 256 X 64 pOints with this technique 
to achieve a detection limit of 6 pg. This Is 100 limes lower 
than when the human eye Is used as a detector for the same 
samples based on Indirect fluorometry. The linearity In indi
rect lIuorometrlc detection Is found to be over 2 orders of 
magnitude. 

INTRODUCTION 

Since thin-layer chromatography (TLC) was described by 
Kirchner and his group (1), many improvements in all aspects 
of operation have been made, including high quality, high 
performance, and multimodal TLC plates, accurate and 
precise spotting techniques, instrumentalized development 
devices, and sophisticated detectors (2-6). These improve
ments have transformed TLC into a modern separation 
technique. 

Detection and quantification on TLC plates are important 
considerations. The simplest detection method is based on 
the human eye aided by a vast array of selective spray reag
ents, or by the use of plates impregnated with fluorescent 
indicators to allow components to be detected by absorption 
at the excitation or emission wavelength. For quantitative 
analysis, traditionally the plates were scanned by mechanically 
driven densitometers (7). This is usually a slow procedure. 
Recently, various methods have been suggested for improving 
the detection limit, speed, and scope of application. These 
include photoacoustic spectrometry (8-10), flame ionization 
(11), photothermal deflection (12, 13), laser fluorometry (14, 
15), mass spectrometry (16-19), and computer-aided video
densitometry (5,20, 21). All these detection methods respond 
to a specific property of the analyte. If the analyte does not 
possess that specific property, difficulties in detection will 
arise. There is thus a need for a sensitive universal detection 
scheme for TLC. 

Recently, quite a few indirect detection methods for liquid 
chromatography (LC) have been demonstrated (22-26). The 
detection mechanisms have been clearly identified (27,28). 
Briefly, the detector responds to some physical property of 
the chromatographic eluent. A constant background signal 
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is then maintained when the analytes are absent. When the 
analytes elute, displacement of the eluent causes a change in 
the background signal. So, analytes can be detected indirectly. 
Following the same principles, the indirect fluorometric de
tection of anions (29), cations (30), and nonelectrolytes (31) 
in TLC has also been achieved. However, the results so far 
have not been optimized. The visual observation of the TLC 
plates (which are illuminated by a UV lamp) is obviously not 
sensitive compared to instrumental detection methods. Also, 
visual observation cannot be reliably used for quantitative 
measurements. In this paper, we describe a laser-based in
direct fluorometric detection scheme for TLC with high 
sensitivity (picograms) and wide linear dynamic range (more 
than 2 orders). Reliable scanning is easily performed because 
the TLC plates and detector are fixed while the excitation laser 
beam is moved. In this system, a microcomputer controls the 
X-Y scanning and at the same time collects the data. This 
allows a total data acquisition time of 35 s for a data array 
of 256 X 64. There is also an improvement in the signal-to
noise ratio (SIN) resulting from data averaging. 

EXPERIMENTAL SECTION 
Apparatus. The experimental setup for two-dimensional TLC 

scanning in laser-based indirect fluorometric detection is shown 
in Figure 1. A He-Ne laser (Uniphase, Manteca, CAl was used 
as an excitation light source at 633 nm at a power of 8 mW. In 
order to maintain a constant laser power, a laser power stabilizer 
(Cambridge Research and Instrumentation, Cambridge, MA, LS 
100) was used. An acoustooptic modulator (Andersen Labora
tories, Inc., Bloomfield, CT), which was controlled by a radio 
frequency (rf) driver, was used to deflect the laser beam. The 
change in the frequency of rf input to the acoustooptic device 
causes deflection of the first-order laser beam (32, 33). 

The acoustooptic modulator and a rotating mirror combine to 
scan the laser beam in the horizontal and vertical directions, 
respectively. To obtain the optimum spatial resolution, we in
troduced a cylindrical beam expander with Ll and L2 and used 
long focal length lenses La and L,. The focused image onto a 
microscope eyepiece (12x magnification) was enlarged to an area 
of 40 x 50 mm (horizontal X vertical) with a laser spot size of 
about 1.5 mm on the TLC plate. 

The fluorescence signal was collected by a camera lens (28-105 
mm, {2.8-{3.8, Vivitar Corp., Santa Monica, CAl, passed through 
a cutoff filter (to remove scattered 633-nm light), and directed 
into a R928 photomultiplier tube (PMT) (Hamamatsu, Middlesex, 
NJ) operated at 850 V. The output of the PMT was converted 
into voltage via a resistor and was fed into a data acquisition 
system consisting of an analog to digital I/O interface (Data 
Translation, Marlborough, MA, DT 2827) and a microcomputer 
(IBM, Boca Raton, FL, PC / AT). This system was also used to 
control the rf output and the stepping motor in order to syn-
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Figure 1. Schematic diagram of laser-based indirect fluorometric 
detector for thin-layer chromatography: He-Ne, helium-neon Jaser; 
LS, laser stabitizer; AO. aCQustooptic modulator; M. mirror; RFD, radio 
frequency driver; PC/AT, personal computer/AT compatible; IN, 
current-vottage converter; PMT, photomultipner tube; HV, high vottage; 
eL, camera lens; ME, microscope eyepiece; SM, stepping motor; P, 
power for stepping motor; F, cutoff filter; TLC. thin-layer chromato
graphic plate; L" 25 mm focal length cylindrical lens; L" 400 mm focal 
length spherical lens; Ls, 1000 mm focal length spherical lens; L., 250 
mm focal length cylindrical lens. 

chronously scan the laser beam. After each horizontal mea
surement, the laser beam was moved vertically to the next hor
izontalline by the stepping motor. For our experiment, a data 
array of 256 X 64 points (horizontal X vertical) was acquired from 
the entire scan area. Each point was averaged 256 times. Data 
acquisition takes 35 s. Six additional minutes was needed for data 
averaging and reduction. The fmal data array was 64 X 64 points. 
The data was then normalized to minimize the fluctuations in 
the background signal. 

Chromatography. A K6 silica gel plate (Whatman, Clifton, 
NJ) was pretreated with 2 X 1O~ M Nile Blue A perchlorate in 
methanol for 20 min. The plate was then dried with a heat gun. 
A 0.1-1.0-I'L methanol solution of test sample containing crocein 
orange G and orange G (Aldrich, Milwaukee, WI) was spotted 
by a microsyringe (Hamilton, Reno, NV). The thin-layer plate 
was developed to a distance of about 40 mm from the origin in 
a developing solution containing 2-butanol/acetone/water 
(75:15:10 (v Iv)). After drying, the TLC plate was placed in the 
apparatus for measurements. For comparison with the detection 
limit obtained visually, the TLC plate was put under a sodium 
lamp. 

RESULTS AND DISCUSSION 
In indirect fluorometric detection, the limit of detection can 

be estimated from the following equation (24, 25): 

Clim = CF/DR·TR (1) 

where Clim is the molar concentration of analytes at the de
tection limit, CF is the molar concentration of the fluorophor, 
DR is the dynamic reserve (which is defined as the ratio of 
the background signal to the noise level), and TR is the 
transfer ratio (which is defined as the number of fluorescing 
molecules transferred by one analyte molecule). From eq 1, 
it is easy to see that if one wants to decrease the detection 
limit, a more stable background signal (large DR) and a lower 
concentration of the fluorophore (smaller CF) are needed. 
Even though a large transfer ratio can improve the detection 
limit, it is generally fixed by the stationary phase, the de
veloping solvent system, and the analyte. In our previous 
papers (29,31), even though we demonstrated indirect fluo
rometric detection in TLC, the detection limit was not op
timum. The human eye has a low contrast, which lowers the 
DR. In this work, we can easily stabilize the background signal 
(increase DR) and use lower concentrations of the fluorophor 
in the pretreating solution (smaller CF) due to the high sen
sitivity of phototubes. These conditions help to improve the 
detection limit. 

-, 
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Figure 2. Two-dimensional chromatogram obtained by indirect 1luo
rometric detection of orange G and crocein orange G without data 
normalization. The left series of peaks are crocein orange G; the right 
series of peaks are orange G. The amounts spotted are 80, 120, and 
150 pg, counting from bottom to top for each sample. 
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Figure 3. Two-dimensional chromatogram of indirect fluorometric 
detection of orange G and crocein orange G with data normafization. 
The peak orders and amounts are the same as in Figure 2. 

In this work, we chose Nile Blue as the fluorophor because 
it can be excited by a He-Ne laser. This will greatly enhance 
cost and convenience considerations in an eventual instrument. 
Since detection is by indirect fluorescence, the choice of the 
fluorophor is quite arbitrary. The analytes were chosen so 
that they do not absorb at the He-Ne laser wavelength or the 
fluorescence wavelength, to emphasize the indirect detection 
mode. Before the TLC plate is developed, the analyte spots 
do not show any signal. This confirms that displacement of 
Nile Blue on the plate is responsible for the indirect fluoro
metric response. The colored analytes also allow us to compare 
indirect fluorescence with conventional visualization of the 
spots on TLC plates. 

Figure 2 shows a two-dimensional chromatogram of the 
indirect fluorometric detection of orange G and crocein orange 
G. The response is dependent on the analyte because TR is 
a function of Rf (25). We can see from the figure that 80 pg 
of each can be detected. However, the conditions are not 
perfect for quantification because of the fluctuating back
ground. The systematic fluctuations in the background 
fluorescence signal are caused by variations in the intensity 
of the laser spot with the angle of deflection and inconsis
tencies in fluorophor concentration due to the development. 
To compensate for these fluctuations, the signal can be nor
malized based on the background levels in a lane in between 
the sample lanes. The normalized data is shown in Figure 
3. The data in Figure 2 and Figure 3 have been inverted to 
facilitate viewing. Thus, "zero" corresponds to background 
fluorescence, and "1" would correspond to no fluorescence. 
Figure 3 shows that the signal-to-noise ratio is readily im
proved by normalization. The detection limit of crocein orange 
G is approximately 6 pg. This detection limit is over 100 times 
lower than when the eye is used to view the same dark spots 
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Figure 4. Analytical calibration curve for indirect fluorometric detection 
based on peak volumes. The test sample is crocein orange G. A line 
with unit slope is drawn for comparison. 

under a sodium lamp (visual indirect fluorometry). This is 
also 1000 times lower than those limits reported earlier (31) 
that were obtained with a near-UV fluorophor. about 1000 
times better than using the eye to look at the colored spots 
in room light (direct densitometry) without Nile Blue pre
treatment, and 100 times better than photoacoustic detection 
of the same two analytes (8, 9). It should be noted that the 
detection limit depends on the square root of the number of 
data points averaged. It is thus possible to reduce the total 
scan time to 1 s and still achieve detectability in the 40-pg 
level. 

Because of the optical medium, a nonlinear response is 
usually observed for direct densitometry measurements (34, 
35). This can be corrected by applying the Kubelka-Munk 
function. If the detection mode is based on fluorescence or 
absorbance, for example, higher concentrations of analytes 
will lead to nonlinear calibration plots due to self·absorption, 
self-quenching, and detector saturation. In indirect fluoro
metric detection, the response is not based on the analyte 
itself. A linear response is therefore easier to obtain. Figure 
4 shows a calibration curve for crocein orange G. A line with 
unit slope is shown for comparison. Based on the linear 
regression criteria described by Johnson (36), linearity was 
observed over 2 orders of magnitude with relative deviations 
of approximately 10%. Note that the calibration curve was 
based on the peak volume of the TLC spots in Figure 3. This 
properly account. for band broadening due to development. 
The peak volume can be estimated by determining the peak 
area under a single scan through the peak raised to the 3/2 
power. Due mostly to variations in the concentrations of the 
fluorophor from plate to plate, and partly due to variations 
in light collection geometry, it was necessary to include a 
standard spot on each TLC plate to allow normalization 
among different plates. If the concentration of the analyte 
is too high (beyond 3.2 in Figure 4), the calibration plot begins 
to show nonlinearity. This happens because the TR in eq 1 
will change at higher concentrations. The signal also falls off 
at the low-concentration end, probably because of difficulties 
in integration and in background normalization for small 
signals. However, the linear range achieved is large enough 
for this approach to be broadly applicable. 

CONCLUSION 
We have developed a laser-based indirect fluorometric 

detection scheme for TLC. The method is universal, is very 
sensitive, and has a large linear dynamic range. The laser and 
the optics used should allow the construction of a rugged, fully 
automated instrument eventually. At present, commercial 
TLC plates have to be pretreated with the fluorophor to allow 
indirect detection. It is conceivable that this step can be 
incorporated into the manufacturing process. The entire 
process of TLC separations is then substantially simplified; 
i.e. one can avoid the tedious and unreliable derivatization 
steps completely. 
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Density Determination of Low-Density Polymer Latexes by 
Sedimentation Field-Flow Fractionation 

D. J. Nagy 

Air Products and Chemicals, Inc., Corporate Research Services, 7201 Hamilton Boulevard, 
Allentown, Pennsylvania 18195 

Particle density must be accurately known to characterize 
particle size distributions of polymeric latexes by sedimenta
tion field-flow fractionation (SFFF). In this work, It is dem
onstrated that SFFF can be used to determine In situ density 
of copolymer latexes In the range from 1.00 to 1.02 g/cm3

• 

To perform these measurements the density of the SFFF 
mobile phase Is decreased to less than 1.00 g/cm3 with the 
use of methanol as an eluant modifier. Retention data are 
measured for the latexes by using several low-<lensily mobile 
phase solutions. This method is feasible for low-density 
polymers since particle retention lime by SFFF Is directly 
related to the density dlHerence between the particles and the 
mobile phase. This technique has been successfully applied 
to narrow distribution styrene-butadiene and to narrow and 
broad particle size distribution vinyl acetate-acrylic copolymer 
latexes. 

INTRODUCTION 
Sedimentation field-flow fractionation (SFFF) is a sub

technique of field-flow fractionation (FFF) used to characterize 
mixtures of high molecular weight polymers, emulsions, la
texes, and other suspensions. SFFF technology combines the 
principles of single-phase chromatography and centrifugation 
to separate submicrometer-sized particles according to size 
(1,2). The size separation occurs in a circular channel of a 
spinning, continuous-flow centrifuge rotor. An imposed 
centrifugal force applied perpendicular to the laminar flow 
in the channel causes particulates heavier than the liquid 
mobile phase to sediment radially outward against the channel 
wall. This buildup of particles near the wall is resisted by 
normal diffusion in the opposite direction. The particles 
establish a steady-state concentration zone whose mean con
centration is at a height, I, which is dependent on the force 
field and diffusion coefficient of the particles away from this 
wall. Particles of different masses reach sedimentation 
equilibrium with different characteristic layer thicknesses. 
This results in different mean distances from the wall and is 
shown in Figure 1 for mean distances lA and Is (3). The 
average particle velocity will increase or decrease depending 
on the degree of zonal compression. Heavier and bigger 
particles are intercepted by slower moving flow streamlines 
near the channel wall and will elute from the channel after 
the smaller particles. This order of elution is the basis for 
size separation by SFFF and has been used successfully for 
a variety of submicrometer-sized materials (3-5). 

Particle density must be known accurately to determine 
quantitative particle size distribution information from SFFF 
turbidity-time fractograms. However, ifthe particle density 
is unknown, it is still possible to determine the density from 
SFFF measurements. Kirkland and Yau demonstrated the 
usefulness of this approach to determine densities of polymer 
latexes from 1.05 g/ cm3 (polystyrene) to 1.22 g/ cm3 (poly
chloroprene), utilizing glycerine as a mobile phase modifier 
(3). This method is feasible since particle retention by SFFF 
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is directly related to the density difference between the 
particles and the mobile phase. The use of SFFF under 
nonaqueous conditions has also been described by Yonker et 
al. (6). Binary mixtures of ethanol and 1,1,2-trichlorotri
fluoroethane were used to measure the density of silica par
ticles. 

Many commercial latex products are copolymers whose 
densities are less than that of polystyrene (1.05 g/ cm3). 

Classical methods for density measurement such as densito
metry and weight per gallon exhibit poor accuracy and pre
cision for low density polymer latexes. This is due to the fact 
that the dispersed polymer phase is at or near the density of 
the continuous aqueous phase. The presence of residual 
monomer, surfactant, salt, and/or initiators complicates the 
situation. SFFF, by providing an alternative means to ex
amine in situ polymer density, circumvents these types of 
problems. In addition, SFFF provides the capability to ex
amine polymer density homogeneity. This is not possible with 
the methods mentioned above. For particle size calculations 
of copolymers which exhibit suspected bimodal or broad 
distributions, it is important to establish that separation is 
by size alone and not the result of polymer compositional 
heterogeneity. 

In this paper, we wish to show the usefulness of SFFF for 
in situ density characterization of low-density copolymers in 
the range from approximately 1.00 to 1.02 g/ cm3• For these 
low-density polymers, we used methanol-modified mobile 
phases with densities less than 1.00 g/cm3• As in the case for 
higher density polymers and related materials, SFFF is equally 
well suited for low-density polymer characterization. This will 
be shown for styrene-butadiene and vinyl acetate-acrylic 
copolymers. 

BACKGROUND 
Kirkland and Yau have shown that under normal operating 

conditions (where the particles are more dense than the mobile 
phase), the mobile phase density, Po, can be expressed as (3) 

Po = p, - (1/Dp3)[(p"o - Po)Dp,03] (1) 

where p, is the density of the particle (g/ cm3) , P"o is an as
sumed particle density, Dp,o is the calculated particle diameter 
value based on the assumed P,o value for particle density, and 
Dp is the true average particle 'diameter of the same statistical 
averaging type. To determine particle density by SFFF, a plot 
of Po values versus the quantity (p"o - PO)Dp,03 is constructed, 
with the intercept at the density axis (x axis), to be that of 
the density of the particle in question (i.e., where p"o = Po)· 
The validity of the above equation is based on the fact that 
the fundamental SFFF separation parameter is the effective 
particle mass, which is directly proportional to the product 
(!;.p·D p3), where 

!;.p = Ips - Pol (2) 

This (!;'p.Dp3) value always appears as an inseparable quantity 
in all SFFF retention equations. Each retention time on an 
SFFF elution fractogram is in direct correspondence with a 
single value for (!;.p.Dp3). The value of this quantity remains 

© 1989 American Chemical Society 
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CHANNEL ...... 
Figure 1. SFFF separation process. 

Table I. Latexes Used for Density Determination 

latex code polymer type 

A styrene-butadiene (Tg = -6°C) 
B styrene-butadiene (Tg = +1 °C) 
C vinyl acetate-acrylic (Tg = -40 'C) 
D vinyl acetate-acrylic (Tg = -40°C) 

particle 
size type 

narrow 
narrow 
narrow 
broad 

the same regardless of different ;:'p values in the SFFF particle 
size calculations (3). Thus, for an assumed particle density, 
Ps,o 

and 

(t.p)r/Jp,03 = t.pDp3 

A rearrangement of eq 4 gives 

Dp,o = I p, - Po 1

1/3 

Dp 
p"o - Po 

(3) 

(4) 

(5) 

The importance of eq 5 above is as follows: the effect of using 
an assumed density instead of the accurate particle density 
in the particle size calculation causes the calculated Dp.o values 
to differ from the true Dp values by a simple factor containing 
the density term. For particles of homogeneous density p" 
the ratio between the Dp,o and Dp values is expected to be 
constant for all particle sizes at every retention time on the 
SFFF fractogram. The average values for Dp should also differ 
by a constant factor 

1\,0 = I p, - Po 1

1/3

15p 
Ps,o - Po 

(6) 

which is the basis for eq 1 for determining in situ particle 
densities by SFFF. Theory for density determination by SFFF 
has been described previously in greater detail (3, 7, 8). 

Experimentally, SFFF measurements are made on an un
known sample by using four or five different mobile phase 
densities. The sample is analyzed under identical SFFF op
erating conditions for each density. A reasonable value of p, 0 

is then assumed. This P"O value is used with the known ~o 
values for the various mobile phases employed, to calculate 
the 15p,o value ofche sample for any statistical particle size 
average (number, weight, turbidity, peak maximum, etc.). 

In this investigation, methanol-modified aqueous mobile 
phases were used to lower the mobile phase density to values 
less than 1.00 g/ cm3 (at 25 'C). This was necessary to keep 
the mobile phase density less than that of the polymer latexes 
studied. 

EXPERIMENTAL SECTION 

Polymer Latexes. The polymer latexes used in this study are 
all free-radical polymerized, commercially available copolymers. 
The properties of the latexes are summarized in Table l. A 
monodisperse 0.330-l'm polystyrene latex (Duke Scientific) was 
also used in this study. Polystyrene has a well-known polymer 
density of 1.05 glcm' (3, 9). 

Table II. SFFF Operating Conditions 

polystyrene latex latex latex latex 
0.330 I'm ABC D 

initial rpm 5000 12000 12000 12000 12000 
field decay 4 6 4 4 8 

constant, min 
equilibration 10 

time, min 
decay delay 

time, min 
4 

4.0,--------------, 

M 
o 3.0 

o .t. 1.0 

• PARTICLE DIAMETER 
AT PEAK MAXIMUM 

X·INTERCEPT 

~ 1.053,
9/er 

g':-96::--'-"'0:-'.9:-:8-'-""-':.0-:C0--'-~1..l:-0:-2 --'---':-.'-04,.""-'-'.06 

Po' MOBILE PHASE DENSITY, g/cm3 

Figure 2. Density plot for polystyrene latex standard, O.330-.um particle 
size. Mobile phase densities used: 0.9973, 0.9795, 0.9715, and 
0.9633 g/cm3 

Instrumentation. All measurements were made on a Du Pont 
Model 1000 SFFF (Du Pont Instrument Systems) with a Hew
lett-Packard 9000/216 data processing system. The standard 
SFFF aqueous mobile phase contained 0.1 % Aerosol-OT emul
sifier (Fisher Scientific) in HPLC-equivalent water (Milli-Q Water 
Systems). All measurements were performed on the SFFF system 
at 25 'c with a flow rate of 2.00 mL/min. Latex samples were 
prepared by dilution in the mobile phase to approximately 
0.5-1.0% (by weight) and prefiltered through an S.O-I'm Teflon 
Millipore membrane to remove any aggregates or other particulate 
debris prior to injection into the SFFF channel. Samples were 
injected immediately after preparation in the appropriate mobile 
phase. Injection volumes were 50-1'L. Detection was by turbidity 
at 254 nm. 

Operating Procedures. The SFFF operating conditions for 
the latex copolymers and the polystyrene stendard are summarized 
in Table II. The same conditions were employed for each mobile 
phase and each individual sample. Time delayed, field-decay 
programming was used in all cases. The methanol-modified mobile 
phases were prepared by adding a known amount of HPLC 
methanol (Fisher Scientific) to the stendard aqueous mobile phase 
and degassing under house vacuum for 1-2 min. Actual densities 
of the methanol-modified mobile phases were determined on a 
MettlerlParr DMA-55 density meter. Methanol-modified mobile 
phases at 25 'c were of the following densities: 0.9633, 0.9715, 
0.9795. and 0.9882 gl cma The density of the standard 0.1 % 
Aerosol-OT mobile phase was 0.9973 g/ em' at 25 'C. Normal 
laboratory safety precautions were applied for the above proce
dures. 

RESULTS AND DISCUSSION 

The usefulness of determining polymer density with 
methanol-modified mobile phases was first verified by using 
a 0.330-l'm polystyrene latex standard. Experience in our 
laboratory has shown that polystyrene and latexes of the type 
used for this study do not exhibit swelling in aqueous solutions 
of methanol. Methanol is an excellent mobile phase modifier 
even for mobile phase densities as low as 0.9633 g/cm3, the 
lowest density solution we used. 

The SFFF density plot for polystyrene is shown in Figure 
2, where the x intercept indicates a density of 1.053 g/ cma 

This value compares favorably with the generally accepted 
density value of 1.05 g/ cm3 for polystyrene. For this mea
surement the 95% confidence limit for the x intercept is 
1.030-1.114 g/cm'. The linear regression R square value is 
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Figure 3. Density plot for latex A. Mobile phase densities used: 
0.9882, 0.9795, 0.9715, and 0.9633 g/cm3. 
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Figure 4. Turbidity-time fractograms for latex A using standard mobile 
phase of 0.1 % Aerosol-OT (solid line; density = 0.9973 g/cm3) and 
methanol-modified mobile phase (broken line; density = 0.9882 g/cm3

). 

0.979. The assumed density used for the calculations was 1.100 
g/ cm3• It should be noted that the wide range for the 95% 
tolerance limit is due to the fact that the data were taken for 
mobile phase densities less then 1.00 g/ cm3• This requires 
a lengthy extrapolation of the data to the x axis. The use of 
glycerine-modified mobile phases for polystyrene, where 1.00 
~ Po < 1.05, yields better precision as shown by Kirkland and 
Yau (3). 

The particle diameter used in Figure 2 (and in the data that 
follow) was the peak maximum diameter of the turbidity
elution time fractogram. Anyone of the normally reported 
diameter averages such as number, weight, volume, or tur
bidity could be used in the calculations and subsequent plot 
of density versus (p"o - PO)fip ,03, 

The density plot for latex A (styrene-butadiene copolymer) 
is shown in Figure 3, The density of the polymer as given 
by the x intercept is 1.002 g/ cm3• The 95 % confidence limit 
for the x intercept is 0,997-1.009 g/ cm3 and the linear re
gression R square value is 0.996. The assumed density used 
for the calculations was 1.080 g/ cm3• Initially, this low 
polymer density was qualitatively verified when an attempt 
was made to sediment the latex by using the normal mobile 
phase of the SFFF (density = 0.9973 g/ cm3). With a speed 
of 15000 rpm, the fractogram indicated that the sample did 
not effectively sediment due to a lack of significant difference 
between the sample and mobile phase density. This is shown 
in Figure 4. Excellent sedimentation and separation were 
achieved for this sample by using a methanol-modified mobile 
phase of 0.9882 g/ cm3• Note that for the case where poor 
sedimentation occurred using the standard mobile phase, most 
of the sample eluted near Vo (the channel void volume). 
Particle size averages for latex A (and latex B, C, and D to 
follow) were calculated by using the particle density value 
determined from the density plot and are summarized in 
Table III. 

Latex B (styrene-butadiene copolymer) exhibited a higher 
density value determined by the x intercept of its density plot, 
as shown in Figure 5. The density of latex B was found to 
be 1.019 g/cm3, with a 95% confidence limit of the x intercept 
from 1.009 to 1.036 g/ cm3, and a linear regression R square 

Table III. Latex Particle Size Data from in Situ SFFF 
Density Determination 

latex 15w ,a .urn Dn,bf,Lm D./ Do' 

A 0.205 0.175 1.2 
B 0.110 0.105 1.1 
C 0.175 0.150 1.2 
D 0,375 0.160 2.3 

a Dw. weight average. b Dn. number average. C Dw/ Dn, polydis
persity index. 
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Figure 5. Density plot for Latex B. Mobile phase densities used: 
0.9973, 0.9882, 0.9795, 0,9715, and 0.9633 g/cm3 , 
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Figure 6. Density plot for latex C. Mobile phase densities same as 
in Figure 5. 
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Figure 7. Density plot for latex D. Mobile phase densities same as 
in Figure 5. 

value of 0,973. The assumed density used for the calculations 
was 1.080 g/ cm3. As expected, this latex sedimented ade
quately and was well-resolved by using the standard mobile 
phase density. It was determined by DSC analysis that the 
Tg of latex A was -6 °C and the Tg of latex B was + 1 °C 
(measured at onset of the Tg transition). The slightly higher 
Tg of latex B, presumably due to lower butadiene content. 
would account for the higher polymer density of latex A 
compared to latex B. 

The density plots for latex C and latex D (vinyl acetate
acrylic copolymers) are shown in Figures 6 and 7, respectively. 
Latex C was known to be a narrow particle size distribution 
material, while latex D was known to be bimodal in character. 
The measured density for latex C was found to be 1.019 g/ cm3, 
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Figure 8. Turbidity-time fractograms for latex D using standard mobile 
phase of 0.1 % Aerosol-OT (solid line; density ~ 0.9973 g/cm') and 
methanoemodified mobile phase (broken line; density ~ 0.9882 g/cm'). 

with a 95 % confidence limit of the x intercept from 1.014 to 
1.025 g/ cm3• The linear R square value was 0.995. An as
sumed particle density value of 1.080 g/ cm3 was used for latex 
C. For latex D, the density was measured by using the cal
culated particle size at the maximum of each of the two peaks 
in the fractogram shown in Figure 8. An assumed particle 
density value of 1.080 g/ cm3 was used. Fractograms are shown 
for the standard mobile phase and the methanol-modified 
mobile phase of 0.9882 g/cm3• As expected, the fractograms 
are unchanged in shape and character for the two mobile 
phases. The sample in the methanol-modified mobile phase 
elutes approximately 7 min later than that of the one in the 
standard mobile phase. 

The densities of peaks 1 and 2 for latex D in the fractogram 
are statistically equal, with measured values of 1.012 and 1.009 
g/cm3, respectively. The 95% confidence limits of the x 
intercept for peak 1 are 1.003-1.032 g/ cm3 and for peak 2, 
1.009-1.019 g/ cm3. The linear R square values are 0.980 and 
0.960, respectively. This result demonstrates that for this 
particular vinyl acetate-acrylic latex, the copolymer compo
sition is constant over the entire particle size distribution, 
although a distinct bimodal character is indicated. The lack 
of particle heterogeneity coupled with in situ determination 

of sample density enables accurate particle size distribution 
characterization of broad distribution latexes of this type. 

CONCLUSION 
The use of methanol-modified mobile phases with SFFF 

expands the utility of this technique for characterizing den
sities of copolymer latexes with values near 1.00 g/ cm3. Mobile 
phase densities from approximately 0.96-1.00 g/ em3 have been 
successfully used for characterization of these types of poly
mers. For particle size calculations of copolymers that exhibit 
suspected bimodal or broad distributions, it is important to 
establish that separation is by size alone and not due to 
polymer density heterogeneity. 
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A Different Perspective on the Theoretical Plate in Equilibrium 
Chromatography 

Paul J. Karol 

Department of Chemistry, Carnegie Mellon University, Pittsburgh, Pennsylvania 15213 

The differential rate model for equilibrium chromatography is 
used to derive both the continuous (Martin and Synge) plate 
model and the stepwise (Craig) plate model. The latter have 
previously been regarded as severely deficient because of the 
ad hoc manner In which the plate height Is related to the 
chemistry and physics of the chromatographic process. 
However, It Is demonstrated that the "height equivalent to a 
theoretical plate" arises naturally from a finite different ap
proach to solving the rate equation. II is also argued that the 
much maligned step model is a phenomenologically valid 
approximation to the continuous plate model and also to the 
rate model. 

INTRODUCTION 
For the past 25 years the theoretical plate model has been 

viewed as failing to describe the physical and molecular events 
occurring in chromatography (1). In contrast to this point 
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of view, we will try to demonstrate that the plate concept is 
a phenomenologically and mathematically sound approxi
mation to the chromatographic process and that its use is 
partially exonerated. 

After separately reviewing the differential rate model and 
the plate model, the link between them will be discussed. In 
so doing, it will be argued that the literature on this topic (1-7) 
routinely handicaps the plate model by prematurely invoking 
a unidirectional transport restraint in deriving chromatogram 
equations. It is that act which is the source of discord with 
the current procedure. 

THEORY 
The (simplified) rate model for continuous flow equilibrium 

chromatography (1), ignoring velocity profiles, usually starts 
with a differential rate equation such as 

ac(z,t) ac(z,t) a2c(z,t) ----at ~ -u, --a;- + D, ----;;;:;- (1) 

© 1989 American Chemica! Society 
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which describes the simultaneous drift and dispersion of the 
eluting species. With convenient boundary conditions, eq 1 
yields a normalized chromatogram as a function oftime t for 
a column of length L (8) 

Co [ (L - Uet)2] 
c(t) = (4'1iD

e
t)I/2 exp -~ (2) 

On occasion, reference in the literature to the function of eq 
2 incorrectly terms it a Gaussian function. Statistical moments 
of the equilibrium chromatogram have also been derived (9, 
10) for a column of finite length L. Below are the mean, 
variance, and skewness taken from previous work (J 0) 

tl = L/ue 

"t2 = 2D.£/ue
3 

1'1 = 3(2De/u.£)1/2 

(3) 

Implicit in eq 1 for equilibrium chromatography is the 
stipulation that the mobile phase velocity is low enough to 
justify ignoring interphase kinetic effects. Kinetic consider
ations would necessitate additional terms and additional 
equations. In the above equations, Ue is the eluite velocity 
(the mobile phase velocity divided by 1 + k'where k'is the 
capacity factor). De is the longitudinal dispersion constant 
divided by 1 + k' and c(2,1) is the concentration of solute at 
position 2 and time t on the column. What we will show is 
that the solution to the differential rate equation can lead 
cleanly to the so-called plate model and that there is no 
prerequisite for a large number of plates. 

Finite Difference Solution. Equation 1 is a second-order 
linear differential equation which, although it has an exact 
analytical solution, will be solved for our ultimate purposes 
by numerical approximation. For convenience, we will ab
breviate eq 1 as 

Ct = Deczz - UeCz 

The numerical solution to the above equation will be accom
plished by use of the finite difference method (11, 12). Briefly, 
multidimensional variable space is replaced by a grid whose 
mesh size can be made smaller and smaller. As is usually done, 
the mesh sizes in the z and I directions are labeled hand k, 
respectively. Any point in z,1 space can be represented by 
the number of mesh steps from the origin: 2m = mh and In 
= nk. A Taylor series expansion replaces partial derivatives 
with corresponding difference quotients 

h 2 

c(z + h,t) = c(z,t) + hc,(z,t) + "2c,,(z,t) + ... 

h 2 

c(z - h,t) = c(z,t) - hc,(z,t) + "2c,,(z,t) - ... 

Subtraction and addition of the above truncated equations 
give the following approximations with errors of order 0 (h2) 

1 
Cz ~ 2h [c(z+h,t) - c(z-h,t)] 

1 
Czz ~ -[c(z+h,t) - 2c(z,t) + c(z-h,t)] 

h 2 

Additionally 

yields 

c(z,t+k) = c(z,t) + kCt(z,t) + ... 

c(z,t+k) - c(z,t) 

k 
The grid coordinates can be identified by just their indices. 

For example, z - h, Z, and z + h become m - 1, m, and m + 

1, respectively. Substitution of the above finite difference 
approximations into the partial differential equation 1 then 
gives 

cm.n+! = A( De + ~Ueh )Cm' l,n + [1 - 2De;\jcm.n + 

A( De - ~Ueh )Cm+!.n (4) 

in which A = klh2• In this approximation, the concentration 
at grid point m at time step n + 1 on the left is equal to the 
sum of three terms on the right, all determined at the previous 
time step n: a forward-feed term from the previous grid point 
m - 1, a retention at the given grid point m, and a back
ward-feed from the next grid point m + 1. By "feed", we imply 
a combination of a forward-only velocity effect and a for
ward-and-backward diffusion effect. Traditional finite dif
ference developments of the rate model using the Taylor series 
(J, 2) invariably exclude the last term corresponding to 
backward feeding. Our approach is thus a departure from the 
conventional one. 

Equation 4 can be used to generate the approximate on
column profile even in the diffusion-only limit, Ue ~ O. This 
observation is relevant to the criticism (1) that plate treat
ments do not include effects of longitudinal diffusion. How
ever we will defer further discussion of the finite element 
solution until the plate models are addressed. 

Plate Models. Martin and Synge's plate model (3) envi
sions the chromatographic column as being a linear sequence 
of hypothetical cells or plates, each of which consists of 
identically repeating proportions of stationary phase and 
mobile phase. The loading plate, numbered zero, contains 
the sample solute which partitions between the two phases 
according to the equilibrium retention ratio, R. R, the fraction 
of solute in the mobile phase, is related to the capacity factor 
k' = (1 - R) I R. Mobile phase is then transferred downstream 
to the next plate, numbered 1; a portion of what was in 1 is 
similarly transferred to 2; etc. Simultaneously, pure mobile 
phase is added to the original cell containing stationary phase 
with retained solute. We will symbolize the time step for this 
transfer by T. Whether these transfers are truly stepwise or 
infinitesimally stepwise (continuous) can be dealt with ac
cording to a very simple argument presented below. 

Picture each cell as being divided into> identical (hypo
thetical) "subcells". For v = 1, we will have the stepwise 
(Craig) plate model, whereas for v ~ 00 we will have the 
(Martin and Synge) continuous plate model describing the 
transfers at equilibrium. The amount being transferred will 
be calculated from the equilibrium concentration in a volume 
of one subcell and is identical with the concentration in all 
other subcells in the given plate. Such a picture is consistent 
with the plate definition as "the length of a cell whose mean 
concentration is in equilibrium with its own effluent" (1). It 
is similar to the rectangular step approximation used in nu
merically integrating smooth functions that actually vary over 
the step's width. In terms offractions of the original sample 
amount, the zero-numbered plate's total solute amount after 
the first transfer is calculated from the sum of 1 - R, the 
fraction remaining in the stationary phase, and R(1 - (1/v)), 
the fraction remaining in the mobile phase. Here we introduce 
the abbreviation 

p = R/v 

for the fraction of solute in a subcell, and 

T = T/V 

for the steps to transfer a volume of mobile phase equal to 
that in a complete plate. Note that RT = pT. The letter "pO 
has frequently been used to represent R or p or sometimes 
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both (4). To avoid this ambiguity, we have chosen not to use 
"p". 

With the above definitions, the zeroth plate contains a 
solute fraction 1 - p after the first partial transfer. At 
equilibrium, repartition yields fractional compositions of R(1 
- p) and (1 - R) (1 - p) in the mobile and stationary phases, 
respectively. In the first plate down the sequence, the 
transferred total fraction is p and repartitioning yields frac
tions Rp and (1 - R)p in the mobile and stationary phases, 
respectively. After a second partial transfer and equilibration, 
the original, first, and second plates contain total fractions 
(1 - p)', 2p(1 - p), and p', respectively. In terms of amounts 
rather than fractions, the continued development as above 
corresponds to a recursion relationship for cm.n+l> the amount 
of solute in plate m following the (n + l)st transfer. In terms 
of cm_l " and cm,,' the amounts in the given and upstream plates 
prior to the transfer, we have for the continuous plate model 

c.,.,n+1 = PCm-l,n + [1 - pjcm,n 

and, parenthetically 

cm,n+1 = RCm-l,n + [1 - R]cm,n 

(5) 

(6) 

for the step plate model. After a third transfer, four plates 
have total compositions given sequentially by the terms on 
the left in the sum below 

(1 - p)3 + 3p(1 - p)' + 3p2(1 - p) + p3 = 1 

After a total of T transfers, plates 0 through T have total 
compositions corresponding to the T + 1 terms in the binomial 
expansion generalized as 

[(1 - p) + pj" = 1 

Each of the T + 1 terms in the binomial expansion can be 
written as 

r!. . 
-:;--( _ .),P'(1 - p)~J 
J. T J, 

with plate index j running from 0 to T. This is identical with 
what has been given in most developments of the plate model 
where attention is immediately drawn to the binomial dis
tribution and its mathematical properties. In particular, the 
Craig stepwise model in which v = I, p = R, and T = T gives 

f(j,T=constant) = (TlRj(1 - R)T-j = 

T! . T' 
"(T _ .),RJ(1 - R) -J (7) 
J. ] . 

and has a mean I'j = RT and a variance u/ = RT(l - R) = 
1'/1 - R). The normalization condition would be the finite 
summation 

T 
'L (f)Ri(1 - R) T-j = 1 
j=O J 

In the Martin and Synge continuous flow model, v - 00 and 
the binomial distribution becomes exactly the Poisson dis
tribution 

(pT)j (RT)j 
f(j,T=constant) = -.,- exp(-pT) = -.,- exp(-RT) (8) 

J. J. 

For large, fixed time T, the usual Gaussian approximation is 
indeed appropriate for the continuous, on-column spatial 
profile in this model 

1 [-(I" -j)2] 
fa(j,T=constant) = ---;r/2 exp __ J -2-

(21rUj ) 2uj 
(9) 

The on-column plate model profile corresponds to what an 
eluite detector would be expected to see in a semiinfinite 
column if the detector, at a fixed time, instantaneously 

scanned the column as a function of distance from the load 
point. 

It is incorrect, however, to conclude the derivation at this 
stage as is occasionally done. The binomial and Poisson 
distributions pertain only to the on-column development. 
That is, those distributions express the column spatial profile 
for fixed number of transfers and with plates j ranging be
tween 0 and T. The chromatogram develops off the column 
and the elution (time) profile is a different function, one which 
properly involves a fixed plate index j which we will now call 
r. Then T for the chromatogram ranges from r through 00. 

If the last plate is r, determined by the length of the column, 
then the elution chromatogram is determined by the fraction 
of solute in the rth plate. Equilibrium following transfer T 

= r determines that a fraction p of the amount in cell r is in 
the mobile phase and will move out of the column on the next 
transfer. Consequently, the effluent chromatogram is func
tionally given by terms of the form 

T' 
p r!(T ~ r)!p'(l - p)~' (for r = constant) 

which are to elute beginning with the (T + l)st transfer. The 
elution profile is neither a binomial nor Poisson distribution. 
Nor is the Gaussian approximation necessarily valid for large 
transfer numbers as is evident in eq 2 or in the nonzero third 
central moment of the chromatogram (9, 10). 

RESULTS 
Stepwise Plate Model Result, Bearing in mind that the 

terms with 0 :$ T < r are explicitly equal to zero, reflecting 
the displacement of the interstitial volume that precedes the 
original load in the Craig model, the normalized chromato
gram, f(j = r,T) = crT + I), for the stepwise case and the 
normalization constraint are correctly given by the infinite 
series 

'Lc(T+ 1) = 1 (10) 
T=r 

where 

crT + 1) = 0 for 0 < T < r 

crT + 1) = R{ __ T_!-R'(1 - R)T-'} for r :$ T < 00 

r!(T- r)! 

(11) 

The mean dh moments of the number oftransfers into a fixed, 
final plate r are given by 

• T' 
(T') = R'LT,--'-R'(l-R)T-, 

T-, r!(T - r)! 

The following identities are employed in conjunction with the 
substitutions w = T - rand q = 1 - R: 

TT! = (T + I)! - T! 

T'T! = (T + 2)! - 3(T + I)! + T! 

T'T! = (T + 3)! - 6(T + 2)! + 7(T + I)! - T! 

1 • (s + wi! 
---= 'L---qW 
(1 - q)'+1 Woo s!w! 

0:$ q < I, s = 

r, r + I, r + 2 ... 

to give the (Craig) elution profile mean, mean squared, and 
mean cubed transfer numbers 

(T) = r + 1 _ 1 (12) 
R 

(r + 2)(r + 1) 3(r + 1) 
(T') = R2 - --R- + 1 
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(1") = 
6(r + 2)(r + 1) 7(r + 1) (r + 3)(r + 2)(r + 1) 

R3 R2 + -R--- 1 

The peak variance is given by 

(r + 1)(1 - R) 
IJT2 = ('['2) - (T)' = (13) 

R2 

and the skewness 

(1") - 3( '['2) (T) + 2(T)3 2- R 
1'1 = 

(r + 1)1/2(1 - R)I/2 

Higher order moments can easily be calculated. 
Continuous Plate Model Result. The convenient feature 

about the above stepwise development is that it can be applied 
directly to the continuous process. The equations that result 
would be identical with T replaced by l' and R replaced by 
p. One would then reexpress the results taking limits when 
v - 00 as was done in eq 8. Then 

{
(PTY } {(RT), } c(T + 1) = P 7 exp(-pT) = P ---;:! exp(-RT) 

(14) 

for r :::; T < 00 

Although eq 14 resembles the Poisson distribution 8, it is not 
the Poisson distribution but rather the gamma distribution 
(13). Note the distinction between what is varying and what 
is constant in the two distributions 14 and 8. 

The moments of the gamma distribution are particularly 
straightforward to calculate. 

giving 

P i- (r + K)! 
(1") = - (pTY+< exp(-pT) dT = ---

r!pK 0 r!pK 

r + 1 

P 

2 
(r + 2)(r + 1) 

(1')=--'--'-----'
p2 

(r + 3)(r + 2)(r + 1) 

2 
1'1 = (r + 1)1/2 

In comparing the above equations to those from the step 
result, one should recall that T = VT and p = R/v. The ex
pression for (1') for example can be rewritten as v ( 1') = (r + 
l)/(p/v) = (T) = (r + l)/R. It is easy to demonstrate that 
the previous (Craig) stepwise results for mean, variance, and 
skewness all converge to the continuous results above when 
R = 1/(1 + k')« 1 as expected. The means and variances 
in both plate results are identical with what Klinkenberg and 
Sjenitzer derived (4). Those authors drew attention to the 
difference in the variances for the two plate models. However, 
since their derivation was achieved essentially by allowing R 
- 0, the differences become insignificant and the comparison 
is academic. 

DISCUSSION 
First, we will return to the finite difference approximation 

for the rate eq 4. Equation 4 is, in every sense, a plate model, 
but one in which forward and backward transfers are both 

possible in contrast to other discussions on the topic. The 
rate of convergence and consequently the truncation error in 
using this equation are determined not only by how small k 
(time step) and h (distance step) are but also by the factor 
A = k/h'. 

We can resort to the physical picture of the chromato
graphic process to guide us in choosing the step sizes. During 
a small unit of time lit, the eluite is diffusing with respect to 
its centroid in the mobile phase such that (az') = 2DIit. 
Simultaneously, the mobile phase is carrying the eluite 
downstream a distance ulit. A measure of the net displacement 
downstream is ulit + (az2 ) /ulit. Similarly, "at - (az') /ulit is 
a measure of the net upstream displacement. The distance 
that the mobile phase moves downstream can be identified 
with step size h since at is arbitrary. We can eliminate the 
arbitrariness by resorting to a choice that simplifies the en
suing mathematics. That is, we can choose h (=ulit) such that 
there is no net upstream displacement on the average due to 
diffusion: ulit - «az2 ) /ulit) = ulit - (2DOt/ulit) is then zero. 
Consequently, by a choice large enough to mitigate the 
backward (upstream) contributions to the chromatographic 
development, we identify the step size in :he column with 
2D / u. This convenient choice of nonzero stepsize corresponds 
to equating h to what has been called the height equivalent 
to a theoretical plate and within which the partitioning of 
solute between mobile phase and stationary phase is ap
proximated (rectangularized) by the theoretical equilibrium 
result. Equation 4 now begins to resemble eq 6 in becoming 
approximated as 

cm,n+! = 2DeACm_l,n + [1 - 2DeA]cm,n 

The remaining grid direction corresponds to time with step 
size k. To an extent, k determines how rapidly the finite 
difference equation 4 converges. The largest that k logically 
can be is just the time it takes for mobile phase from one 
complete plate (or v subcells) to move distance h. That is, 
0< k s h/u where u = ue/R is the mobile phase velocity. 
Substituting this maximum time step and h = 2D / u = 2De/ue 
into eq 4 gives eq 6. In other words, the Craig stepwise plate 
model with the plate height defined in terms of both the 
dispersion constant and the flow rate follows directly from 
the [mite difference approach to the differential rate equation. 
If higher order terms are kept, the recursion relationship 4 
will then more realistically have solute breaking through the 
end of the column in fewer than l' + 1 transfers. On the other 
hand, if fewer terms in the Taylor series a:e used, the ideal 
chromatogram (no band broadening) will be obtained (14). 
No ad hoc assumptions are necessary other than conveniently 
adjusting to zero the net contribution for backward transfers. 
If just the time step is contracted to zero in the limit, the 
continuous (Martin and Synge) plate result is obtained. This 
was demonstrated indirectly by invoking a subcell picture in 
which the number of subcells v per plate approached 00 cor
responding to an infinitesimal time step for transfer. 

The approach used in this work appears t) complement the 
developments recently presented by Guiochon et al. (14, 15). 
In their "semiideal" model, longitudinal diffusion is assumed 
to be negligible. This allows use, in more complex rate 
equations, of a numerical solution which favors just the for
ward direction of propagation. Kinetics of mass transfer are 
approximated in a way that leads to an artificial dissipation 
coefficient. Their numerical procedure yields stable and op
timized solutions when the step size is equated to the con
ventional theoretical plate height. That result is equivalent 
to what we have obtained, but the conditions and interpre
tations are somewhat different. In each case, they seem valid 
under the assumptions implicitly invoked. 

A brief critique of the major phenomenological approxi
mation to the plate model developed here is warranted. In 
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getting from eq 4 to eq 6 we had let the average contribution 
from backward feeding due to diffusion be identically can
celled by mobile phase downstream drift. This forward-only 
assumption is also imposed, but ab initio, in stochastic models 
of the chromatographic process (J 6-18), although attention 
is not drawn to it. It appears similarly in derivations of the 
differential equation based on mass balance where only 
downstream feeding is taken into consideration (J, 2, 19), that 
is, when longitudinal diffusion is neglected. The forward-only 
assumption is valid, on the other hand, for the Craig model 
of countercurrent distribution separations (20). 

In continuing the critique, let us examine the consequences 
had we not made the forward-only hypothesis but rather used 
the complete finite difference equation 4 to give a more ac
curate relationship between step h and the physical param
eters R, DO' and u" We can express this relationship simply 
as a correction to the previous one; that is, h = (2Dlu) + ,. 
The term, is not necessarily small nor is it necessarily con
stant. Substituting h into the last term in eq 4 gives, for that 
backward-feed term's coefficient 

( 
1 ) -RE/2 

A D. - 2u•h = (2D/u) + E 

The above coefficient with, '" 0 legitimately approaches zero 
in three possible ways: (i) the trivial situation where D ~ 00 

in which case the solute is diffused uniformly over the entire 
column and no "chromatography" occurs, (ii) when u, the 
mobile phase VElocity, approaches 0 where again no 
"chromatography" occurs, and (iii) when R, the equilibrium 
retention ratio, approaches zerO. In this third case, the neglect 
of backward feed is identified as the chromatographically 
relevant assumption. Both plate models based on it become 
justifiable under this condition. This is true regardless of the 
number of theoretical plates in a column. 

In assessing how well the plate models do, one can compare 
their statistical moments with those obtained by using the 
differential rate model 4. Below are the latter, transformed 
from eq 3 which had time t as the continuous variable, into 
transfers T as the variable 

(T) 
r + 1 

p 

r+l 
«J,2) = --2-

P 

3 
('Y!) = (r + 1)1/2 

The mean and variance from the exact differential rate model 
are identical with what is obtained from the plate approxi
mations (when R is necessarily small, irrespective of the 
number of plates, r + 1). It is not until the skewness is 
evaluated that the approximations display any significant 
deviation from the exact result. Even here, the deviation I/(r 
+ 1)1/2 is small for large plate numbers. An assertion fre
quently made concerning large plate numbers is that both the 

step and continuous plate models then provide Gaussian 
chromatograms. A quick probe of the non-Gaussian character 
of a chromatogram is the skewness parameter, which should 
be zero. The step plate model skewness for a large number 
of plates is not negligible if R "" 1, although this is rarely of 
practical interest. 

We will put the above discussion in a more succinct per
spective in order to summarize this paper. First, we have 
shown that the Craig step model and the Martin and Synge 
continuous plate model are both derivable directly from the 
differential rate equation as approximate solutions to equi
librium chromatography. Our method reveals that the ap
proximations employed to accomplish this inherently bring 
about the relationship between plate height and physico
chemical variables for equilibrium chromatography. Fur
thermore, both plate models are shown to be equally valid 
in the limit R « 1 (or capacity factor k'» 1) and, as we have 
seen, give equivalent results in that limit. The "equality" is 
not a new conclusion (2, 4, 21) but the validity claim is. 
However, we have also concluded something at odds with the 
literature (2,4). There is no a priori justification for employing 
the continuous plate model in preference to the step model 
when R is not «1 since then both are inappropriate. For 
small R (large k ') the continuous and step plate models are 
equally valid even for inefficient columns; but, neither can 
be justified for large R (small k') regardless of the number 
of theoretical plates. The often quoted claim that they give 
different results here is moot. 
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Kane's Kjeldahl protein data were assembled to compare the 
efficacy of a copper sulfate catalyzed procedure with that of 
the standard procedure employing mercury( II) oxide. The 
original data analysis was carried out by a conventional 
analysis of variance at each level, aller the rejection of 
outliers. The data have now been reexamined by a functional 
relationship method aller the estimation of robust means and 
standard deviations. The combined methods gave the rapid 
and unambiguous resuH that there was no measurable relative 
bias between the two procedures. 

In 1984 Kane (1) reported parallel collaborative trials of 
two variants of the manual Kjeldahl procedure for the de
termination of protein in feedstuffs. The same test and 
reference materials were used in both procedures. The pur
pose of the trial was to determine whether a variant procedure, 
which used a copper sulfate catalyst, gave the same results 
as the standard procedure requiring a mercury(II) oxide 
catalyst. 

The parallel trials were designed in the normal manner, with 
22 laboratories participating. Twenty-six test materials were 
analyzed in each laboratory by each procedure, with blind 
duplication. Two reference materials were also included, but 
were analyzed without duplication. The test materials were 
organized as 13 closely matched Y ouden pairs, so that a split 
level interpretation could be undertaken (2). 

The interpretation reported by Kane was carried out in the 
normal manner, consisting of a separate one-way analysis of 
variance for each analytical procedure and each Y ouden pair, 
after outliers had been identified and excluded from the data. 
The purpose of the trial, namely the detection of bias (if any) 
between the two procedures, was addressed by a separate 
comparison of the means for each material. The general 
conclusion was that, as significant differences between pro
cedures were observed in only four of the 26 materials at the 
95 % confidence level, and those differences were small, the 
variant procedure with the copper catalyst could be adopted. 

In this study some newer statistical methods were used for 
the interpretation of this large suite of published interlabo
ratory data. The purpose was to test the applicability and 
power of the functional relationship for a comparison of the 
results of two analytical procedures carried out 9n a number 
9f materials of the same class but with widely varying analyta 
levels. In additi9n the use of a robust method f9r estimating 
means and standard deviati9ns of analytical data was als9 
tested. 

STATISTICAL METHODS 
Robust Mean and Standard Deviation. Robust methods 

are designed for use with parametric data that might be 
contaminated with outliers (3). The potential applicability 
to analytical data is therefore obvious. The aim of robust 
statistics is to describe the parametric or "good" part of the 
data set. This is similar in intention to the rejection of outliers 
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before using classical statistics. However, robust methods 
accomplish this by downweighting rather than rejecting the 
outlying results. Unlike their classical counterparts, robust 
estimates cannot be calculated directly from a formula. 
Nevertheless, they can be readily obtained by numerical 
methods that can be simply implemented on a microcomputer. 

Many different robust methods have been proposed, but 
the one used in this study is based on the "Huber Proposal 
2" (4). Suppose that the data Xl> X" ••• Xn come from a 
Gaussian population N(p.,(J') but are contaminated with 
outliers subsequently. The "Winsorized" values (Xi) of the 
variate are defined as follows: 

Xi = Xi if IXi - ml < cs 

or 

~=m+~gn~-m~if~-~>~ W 

The value of the constant c depends on the expected pro
portion of outliers. A value of c = 1.5 seems widely accepted, 
protecting against up to 5% of outliers, and was used in this 
study. 

The robust estimates of mean (m) and standard deviation 
(8) are obtained from the equations 

m = average (Xi) (2) 

s' = var (xi)/B (3) 

where B is a function of c. However, the Winsorized values 
are not defined until m and s are evaluated, so eq 1-3 have 
to be iterated to a suitable degree of convergence. Suitable 
initial estimates of m and s are 

mo = median (x) 

So = 1.483 median (lXi - median (x)1) 

The function B is defined as 

where X is a standard normal deviate. This function can be 
evaluated from the equivalent expression 

B = p(lXI < c) + c'p(iXI > c) - 2c· exp(-c'/2)/(21r)l j ' 

where the probabilities (P) are obtained from tabulations of 
the area of the Gaussian curve. Some corresponding values 
of c and B are as follows: 

c 1.0 
B 0.516 
c 1.8 
B 0.877 

1.1 
0.578 
1.9 
0.900 

1.2 
0.635 
2.0 
0.920 

1.3 1.4 1.5 1.6 1.7 
0.688 0.736 0.778 0.816 0.849 

Functional Relationship. The obvious course to pursue 
in this study was to assume a linear relationship between the 
results of the two procedures. Other types of relationship are 
sometimes encountered (5), but in this case a glance at the 
scatter plot (Figure 1) shows that a linear model is a good 
initial assumption. 

© 1989 American Chemical Society 
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Figure 1. Comparison of robust means for the two procedures for 
protein determination. 

The functional relationship approach is similar to weighted 
linear regression in that it provides estimates (a and b) of the 
intercept and the slope coefficient together with their standard 
errors (se(a) and serb), respectively). However, it differs from 
regression in an important way: It produces unbiased values 
of a and b when both of the variables are subject to errors, 
as in the comparison of analytical methods. A corollary of 
this advantage is that the interpretation of variables as 
"dependent" or "independent" is purely nominal, and the 
method gives the same relationship whichever way the two 
variables are designated. 

Methods of estimating the parameters of linear functional 
relationships have been suggested since the work of Adcock 
(6). A maximum likelihood treatment by York (7) obtained 
b by minimizing the expression 

Li[(Xi - u;l'/ki + (Yi - IX -/'luY/lil 

where Xi is the mean result of the first method on the ith 
material, Yi is the corresponding result by the second method, 
ki and Ii are the respective variances of Xi and Yi, Ui is the 
(unknown) population mean of Xi, and IX and (3 are the pa
rameters to be estimated by a and b. Note that k,'/' and 1,'/' 
are the standard errors of the means Xi and Yi' The mini
mization was carried out by an iterative method, after setting 
the derivatives to zero. Ripley and Thompson (8), concerned 
with accuracy comparisons in analytical science, showed that 
the problem was equivalent to minimizing 

L.:,w;(!'l)[Yi - a(!'ll - /'lxJ2 

where the weight w,{!'ll is given by 

Wi(!'ll = Wi = l/(li + /'l'ki) 

and 

a(fi) = LiWi(Yi - /'lXi) /LiWi 

to find the value of b. The minimization was undertaken by 
a linear search with parabolic inverse interpolation, a method 
thought to have superior performance to setting the derivatives 
to zero (9). The iteration starts with a preliminary estimate 
of {3 obtained by normal regression. Expressions such as a(!'ll 
indicate that the estimate a depends on the estimate of (3 in 
the current iteration. The standard errors are given by 

seta) = [L.:;wiX( /LiwiL.:;W,(Xi- xw)'j1/2 

se(b) = [L.:;WJXi - xw)2rl/' 

where the weighted mean is given by 

Xw = 2:iwixi!Liwi 

A FORTRAN program for the maximum likelihood functional 
relationship method used in this study can be obtained from 
Prof. B. D. Ripley, Department of Mathematics, University 
of Strathclyde, Glasgow G1 1XH, u.K. 

If there is no overall bias between the two analytical pro
cedures, then E(a) = 0 and E(b) = 1. Bias is demonstrated 
by a significant deviation from these criteria and is formalized 
by an examination of the values of a/sera) and (b -l)/se(b), 
which are distributed approximately according to the t dis
tribution. The adequacy of the linear model can be tested 
by an examination of the scaled residuals. Ideally they should 
be randomly positive or negative and show no trend in ab
solute magnitude when plotted against concentration and be 
approximately distributed as a sample from a standard normal 
deviate. 

Additionally the degree of fit of the model can be gauged 
by forming the sum of the squares of the scaled residuals, i.e. 

S = LiWi(Yi - a - bx)' 

For a perfect fit to the model S should have a chi-squared 
distribution with n - 2 degrees of freedom. Lack of fit is 
indicated by a value of S greater than that shown for the 
chi-squared distribution at p = 0.05. This circumstance might 
arise if the true relationship were curvilinear, or alternatively 
if cumulatively there were enough biases between individual 
pairs of results. In the present study this latter effect could 
conceivably arise from occasional failure of one or other of 
the two analytical procedures for particular trial materials. 
A significantly high value of S could also be obtained when 
no bias were present if the precisions of the analytical pro
cedures were underestimated. This last feature is a common 
failing in within-laboratory analytical data. In this study, 
however, underestimated precision would not be expected, as 
the data originated independently from different laboratories. 

RESULTS AND DISCUSSION 

Comparison of Means. The data from Table 2 of Kane's 
paper, as outlined above, were used without any omission. The 
results for each blind duplicate were averaged. Then the 
robust means and standard deviations were estimated over 
all 22 laboratories, for each of the 28 materials and both 
analytical procedures. The "Youden pairs" of similar materials 
were treated as two independent materials. The reference 
materials were included in the data set and treated as were 
the test materials, except that there was no analytical du
plication. The statistics are shown in Table I and II. The 
functional relationship between the two sets of 28 means for 
each procedure was then investigated by the method of Ripley 
and Thompson, with the arbitrary selection of the results of 
the copper-catalyzed procedure as the "independent" variable. 

The results obtained were as follows: intercept, a = 0.005, 
sera) = 0.040, t = 0.12; coefficient, b = 0.9997, serb) = 0.0015, 
t = 0.20. 

The results indicate that overall there is no measurable bias 
between the two methods, as the respective t values are not 
significantly high. (In fact the t values are unusually low, 
perhaps indicating that the original analytical data from the 
two methods were not completely independent). The scaled 
residuals showed no trends or unusual features when plotted 
against concentration (Figure 2). The distribution showed 
no obvious excess of outlying points, showing that the general 
conclusion (of no bias between the results of the procedures) 
applied equally to the individual trial materials. The sum of 
the squared residuals was 18.5, less than the critical level of 
X' (38.9 for p = 0.05 and 26 degrees offreedom), demonstrating 
the absence of significant lack of fit. 

The residuals from some of the "Youden pairs" seemed 
systematically close by visual inspection, suggesting small 
matrix effects for particular materials. However, an analysis 
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Table I. Robust and Classical Means (% Protein) of 
Results from 22 Laboratories 

mean, 
Cu method 

mean, 
Hgmethod 

material classical robust classical robust 

dehydrated alfalfa meal 
dehydrated alfalfa meal 
soy protein concentrate 
soy protein concentrate 
pullet grower 
layer 
meat and bone meal 
meat and bone meal 
custom mix cattle feed 
beef feed 
swine base mix 
swine base mix 
dry dog food 
dry puppy food 
hydrolyzed poultry feathers 
hydrolyzed poultry feathers 
cottonseed meal 
cottonseed meal 
blood meal 
blood meal 
swine developer 
swine grower 
milk replacer 
milk replacer 
soybean meal 
soybean meal 
NH,H,PO, 
lysine HCI 

18.74 
16.86 
87.66 
88.89 
15.69 
16.13 
54.20 
53.83 
13.36 
10.11 
29.76 
29.27 
26.97 
28.10 
85.85 
90.18 
39.43 
40.40 
84.82 
80.61 
17.00 
17.92 
17.75 
17.79 
44.02 
44.41 

18.74 
16.86 
87.92 
88.81 
15.73 
16.20 
54.21 
53.92 
13.39 
10.19 
29.76 
29.32 
26.97 
28.17 
85.84 
90.30 
39.40 
40.52 
84.84 
80.73 
17.02 
17.95 
17.79 
17.78 
44.08 
44.54 
75.78 
93.38 

18.75 
16.86 
87.60 
88.82 
15.70 
16.17 
53.92 
53.55 
13.44 
10.08 
29.73 
29.24 
26.88 
27.99 
85.75 
90.06 
39.38 
40.38 
84.94 
80.57 
17.02 
17.94 
17.67 
17.87 
44.11 
44.59 

18.79 
16.88 
87.77 
88.86 
15.72 
16.20 
53.97 
53.68 
13.48 
10.08 
29.65 
29.26 
26.92 
28.02 
85.63 
90.18 
39.49 
40.52 
85.23 
80.73 
17.05 
18.05 
17.70 
17.83 
44.16 
44.66 
75.50 
94.59 

Table II. Robust and Classical Standard Deviations (% 
Protein) of Results from 22 Laboratories 

std dev, 
Cu method 

std dev, 
Hg method 

material classical robust classical robust 

dehydrated alfalfa meal 0.30 
dehydrated alfalfa meal 0.25 
soy protein concentrate 0.94 
soy protein concentrate 0.98 
pullet grower 0.20 
layer 0.33 
meat and bone meal 0.50 
meat and bone meal 0.55 
custom mix cattle feed 0.25 
beef feed 0.20 
swine base mix 0.46 
swine base mix 0.36 
dry dog food 0.38 
dry puppy food 0.35 
hydrolyzed poultry feathers 0.93 
hydrolyzed poultry feathers 1.08 
cottonseed meal 0.50 
cottonseed meal 0.82 
blood meal 0.91 
blood meal 0.85 
swine developer 0.20 
swine grower 0.20 
milk replacer 0.24 
milk replacer 0.20 
soybean meal 0.42 
soybean meal 0.52 
NH,H,PO, 
lysine HCI 

0.35 
0.28 
0.99 
1.26 
0.22 
0.23 
0.56 
0.68 
0.19 
0.23 
0.47 
0.33 
0.44 
0.30 
1.30 
0.99 
0.56 
0.67 
1.01 
1.05 
0.26 
0.26 
0.26 
0.29 
0.48 
0.59 
0.96 
2.26 

0.40 
0.27 
0.88 
1.13 
0.22 
0.27 
0.77 
1.00 
0.27 
0.20 
0.48 
0.32 
0.35 
0.44 
0.89 
1.05 
0.71 
0.62 
1.14 
0.99 
0.26 
0.28 
0.29 
0.26 
0.34 
0.51 

0.32 
0.31 
0.94 
1.33 
0.20 
0.30 
0.75 
0.94 
0.28 
0.27 
0.60 
0.34 
0.42 
0.55 
1.28 
1.10 
0.71 
0.90 
0.95 
1.10 
0.34 
0.34 
0.34 
0.29 
0.40 
0.66 
0.77 
1.61 

of variance of the residuals between and within "Youden pairs" 
did not support this conclusion (F = 1.18 with 12 and 13 
degrees of freedom; p = 0.384). 

Precision and Concentration. The relationship between 
precision and concentration for both analytical procedures was 
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Figure 2. Scaled residuals from the functional relationship plotted 
against concentration. 
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Figure 3. Robust standard deviation vs concentration (a) for the 
copper-catalyzed procedure and (b) for the mercury-catalyzed pro
cedure. The solid lines show the weighted regression lines. The broken 
curves show the Horwitz function. The circled point in a was omitted 
from the regression. 

investigated by weighted regression of the robust standard 
deviations against the robust means. The model fitted was 

fIe = fIo + 8e 

where "e is the standard deviation at concentration c and "0 

and 8 are constants. The weights were estimated by 2nj S, 2 

where se is the estimate of ",. 
The data are shown in Figure 3, together with the regression 

lines. For the copper-catalyzed results, tbe circled point was 
excluded from the regression. The regression statistics were 
as follows (%): CuSO., a = 0.064, b = 0.0112, S = 23.6, dof 
= 24; HgO, a = 0.109, b = 0.0111, S = 52.4, dof = 26 where 
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a estimated "0 and b estimates O. Overall, the levels of pre
cision indicated by these values were virtually identical for 
the two procedures over the whole concentration range. Apart 
from the result for the reference material lysine (excluded from 
the regression), the copper-catalyzed procedure gave a good 
fit to the model, as shown by the x2 test. In contrast the 
mercury·catalysed procedure showed significant lack of fit (x2 

= 38.9 for 26 degrees of freedom and p = 0.05). This demo 
onstrates that the mercury·catalyzed method gave somewhat 
less predictable values of precision from material to material. 
In both instances the precision function is noticeably lower 
than that predicted by Horwitz's conjecture (10) that repro
ducibility should follow the relationship 

lIe = 0.02CO.8495 

Comparison of Robust and Classical Estimates. Means. 
The means produced by the robust estimation were very close 
to those produced by classical statistics after outlier rejection 
(Table I). The average difference between the methods 
amounted to only 0.15 %, well below the relative standard 
deviation of the procedures (about 1.1 %). 

Standard Deviations. In contrast to the means, the 
standard deviations produced by robust estimation were no
ticeably greater on average than those produced by classical 
statistics afer outlier rejection as implemented by Kane (Table 
II). The average increases amounted to 10% for the cop
per-catalyzed procedure and 13% for the mercury-catalyzed 
procedure. This difference probably reflects the unwarranted 
rejection of data by the outlier tests, i.e., a small proportion 
of "errors of the first kind". While this has a relatively small 
effect on the mean, the standard deviation is more strongly 
affected. 

This difference may be of some importance if it is general 
in analytical data. Collaborative trial data are currently 
processed after outlier rejection, and values of repeatability 
and reproducibility may subsequently be used as standards 
for data quality control schemes. If these statistics are un
derestimated, then an unduly large proportion of data may 
be unnecessarily rejected by failing the precision tests. If the 
standard were set 13% lower than the true level, for example, 
about 9% of the observations would fall outside the putative 
95 % confidence limits. 

CONCLUSIONS 
Two nonclassical methods of statistical estimation have 

been used to examine an existing data set. The trial showed 
that the robust method used gave appropriate values of mean 
and standard deviation without the need for outlier tests. The 
maximum likelihood functional relationship provided a (sta
tistically) unbiased comparison of the relative accuracy of the 
two methods over the whole range of materials analyzed, 
including the reference materials, and provided a validated 
fitting to a model with only two parameters. A comparison 
of the parameter estimates with their theoretical values 
showed that there was no significant (analytical) bias between 
the two procedures. Examination oftne residuals showed that 
there were no individual materials that deviated from this 
overall conclusion. 

It seems that much greater consideration should be given 
to the possibilities in analytical science of statistical procedures 
such as robust estimation and functional relationship. Despite 
the apparent complexities of the iterative methods of esti
mation, both methods can be easily implemented on a mi
crocomputer. 
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Factors Affecting Precision and Accuracy in Quantitative 
Analysis by Secondary Ion Mass Spectrometry 

Ray-Chern Deng and Peter Williams' 

Department of Chemistry. Arizona Stote University, Tempe, Arizona 85287-1604 

In quantitative analysis by secondary Ion mass spectrometry 
(SIMS) using external standards, precision and accuracy are 
affected by sample misalignment and different secondary Ion 
energy distributions. To Investigate this, depth profiles of four 
pieces of a B-Implanted silicon wafer were obtained with 
samples mounted flat, or Intentionally misaligned. The B+ 
signal was referenced to 30SI+ and 2·S13 +. In comparative 
analyses of four nominally Identical samples, the relative 
standard deviation (RSD) was 5.9% for nominally flat sam
ples compared to 13 % for misaligned samples for the 30SI+ 
reference Ion. When 2·SI/ was used as the reference 
species, Internal agreement was much worse (150 % for 
misaligned samples compared to 13% for flat samples). The 
best results (RSD 1.9 %) were obtained for analyses from the 
center of one large sample with 30SI+ as a reference. This 
study has shown that random sample misalignments lead to 
discrimination between analyte and reference Ion species with 
differing energy distributions, which cause Significant errors 
In the comparison of two samples. 

INTRODUCTION 

Secondary ion mass spectrometry (SIMS) has heen used 
widely for depth profiling ion-implanted impurities in sem
iconductor materials in the electronics industry. For quan
tification, the average count rate in the implant profile is 
compared with an average concentration over the analyzed 
depth, calculated from the implant dose (1). When one im
planted sample is used as a standard for a second sample, it 
is usual to normalize the implant count rate to a signal for 
the matrix element, to minimize errors arising from differing 
instrumental sensitivity (transmission) between samples. It 
is generally felt that SIMS analyses obtained in this way 
should be accurate to about ±10% (standard deviation of a 
single comparison); detailed measurements using replicate 
analyses gave a precision of 5-7% (2), again for a single 
comparison. The question arises: what is the source of this 
sample to sample variation? Counting statistics on most depth 
profiles should yield errors much less than 1 %. Matrix effects 
and ion yields should be constant for a given dilute impurity 
in, say, Si, and these effects should not contribute any error 
in the final results. We suspected that the sample to sample 
variation arises from small misorientations of the samples with 
respect to the secondary ion optic axis of the instrument, 
together with differences in energy distribution between im
plant and matrix ion species. Together, these effects can result 
in a misregistration of the secondary ion beams for the two 
species at the entrance aperture of the secondary ion mass 
spectrometer, so that the entrance aperture, if aligned to 
maximize the matrix ion signal, may not be aligned accurately 
for the implant ion signal. Note that the secondary ions move 
slowest in the initial portion of their trajectory, so that electric 
fields near the sample have a particularly strong effect on ion 

* To whom correspondence should be addressed. 

0003-2700/89/0361-1946$01.50/0 

trajectories. Thus a random fraction of the signal for the 
implanted element may be rejected by the entrance aperture 
which leads to random errors in the results. 

If the secondary mass spectrometer must be operated at 
highest sensitivity to detect a weak impurity signal, the signal 
for the matrix element is often too high to be measured with 
an electron multiplier. Under such circumstances, one often 
looks for a matrix-related signal of lower intensity; cluster ions, 
e.g. Sis+, Si3" or multiply charged ions, e.g. Si'+, are often used. 
If the initial kinetic energy distribution for the reference ion 
is markedly different from that for the analyte species, as is 
the case for the cluster ions, then the effects of sample mi
sorientation are increased. For negative ion analysis, multiply 
charged ions are not formed, so that cluster ions offer the only 
low-intensity matrix reference signal 

To evaluate the effects of sample misorientation and initial 
kinetic energy differences on analytical precision, we have 
compared depth profiles for a set of samples cut from the same 
boron-implanted silicon wafer. Four mounting conditions were 
compared. Sample set I used our normal four-hole sample 
holder. This sample holder has a thin metal faceplate with 
four holes against which samples are pressed by small springs; 
some slight distortion of the faceplate, and small misorien
tation of the samples was therefore possible. For set II the 
samples were deliberately misaligned using small shims. For 
sample set III analyses from different areas on a large single 
wafer piece were compared to simulate identically aligned 
samples. Finally (set IV), four samples were mounted in a 
one-hole sample holder separately and introduced into the 
instrument successively for analysis. 3OSi+ and 2SSi3 + were used 
as reference signals. 

EXPERIMENTAL SECTION 
All the depth profiles were obtained by using a Cameca IMS 

3f secondary ion mass spectrometer. An O2+ primary ion beam 
with an impact energy of 8 ke V was used. Secondary ion signals 
were taken from a 62 J.Lm diameter circular area in the center of 
a 250 X 250 .urn raster area, eliminating signals from the crater 
edge. The chosen sample was a B-implanted silicon wafer with 
an implant energy of 40 ke V and a nominal dose of 1 x 1015 

ions/ em'. For each set of analyses, pieces slightly larger than 1 
cm square were cut from adjacent areas on the wafer. The dif
ferent sample sets were analyzed under different sets of conditions 
as follows. 

Sets I and II. For these analyses our standard four-position 
sample holder for multiple sample holding was used. This sample 
holder has a thin (0.5 mm) tantalum faceplate containing four 
1 cm diameter holes. For set I, four samples taken from adjacent 
areas were placed one over each hole and pressed against the rear 
of the faceplate by small springs. This mounting procedure could 
induce some small sample misorientations if the tantalum fa
ceplate flexed slightly, and such misorientations were suspected 
as the source of sample-to-sample variation encountered in normal 
analyses. For set II, two of the four samples were deliberately 
misaligned by loading with a 0.5 mm shim (another piece of the 
waferl inserted between the sample holder and One end of the 
sample as shown in Figure 1. These two samples were tilted in 
opposite directions, each by an angle between 4° and 6°. Sample 
sets I and II were each analyzed by using two reference ion species, 
30Si+ and 28Si3 +, leading to the results labeled conditions 1-4 in 
Table I. 

© 1989 American Chemical Society 
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Tantalum faceplate 
J, 

~ 
Shim Samples Shim 

Figure 1. Detail of sample holder showing the Ta faceplate and 
mounting of the titted samples. The angle of the tilting is between 40 

and So. 

Table I. Analytical Results for the Four Sample Sets 

sample set 
condition and loading reference ion 0/0 RSD % RSDM 

1 I, flat 3OSi+ 5.9 1.7 
2 I, flat 28Sia+ 13 3.8 
3 II, tilted 3OSi+ 13 3.8 
4 II, tilted 28Sia+ 150 44 
5 III, one piece 3OSi+ 3.9 1.0 
6 III, one piece 30Si+ 1.9 0.55 
7 IV, flat 3OSi+ 2.9 0.84 

Set III. Sample set III was actually a single flat piece of wafer, 
about 2 x 2 em, cut from the starting wafer and attached with 
silver paint to a flat copper mounting block held in a sample holder 
without a faceplate. The height difference measured from each 
edge of this sample to the back ofthe copper block was less than 
75 I'm. Analyses in four regions of this sample corresponding to 
the four analysis positions in the four-hole sample holder were 
intended to simulate analyses of identically aligned samples 
(condition 5). "'Si+ was used as the reference ion species. A further 
set of analyses was obtained from a small region near the center 
of this sample to avoid any electric field perturbations near the 
edges of the sample holder (condition 6). Again ,oSi+ was used 
as the reference ion species. 

Set IV. These samples (again taken from adjacent areas on 
the wafer) were each mounted separately in a sample holder having 
a single 1 em diameter hole in the center, and introduced suc
cessively into the instrument for analysis. Analyses were obtained 
from regions close to the center of the sample holder. ,oSi+ was 
used as the reference ion species (condition 7). 

Depth profiles were taken in each case after the secondary 
current was maximized for the reference ion by adjusting the 
primary ion beam position and the mass spectrometer entrance 
aperture. At least three depth profiles were taken for each sample. 
Each depth profile was obtained in 10 min. Integrals of the B+ 
signal were normalized to the reference ion signals before the 
relative standard deviations were calculated. Simulation of the 
secondary ion trajectories was performed by using the SIMION 
PC !PS2 computer program (Idaho National Engineering Labo
ratory, Idaho Falls, ID). 

RESULTS AND DISCUSSION 
In the Cameca IMS 3f secondary ion mass spectrometer ions 

are accelerated by a 4500-V electrostatic potential applied 
between the sample and a grounded extraction plate. Leaving 
the acceleration space through a hole in the extraction plate, 
the beam is focused by a pair of einzel lenses (transfer optics) 
to a beam waist or crossover in the plane of the mass spec
trometer entrance aperture. The width of the crossover is a 
function of the initial trajectories and kinetic energies of the 
secondary ions; its mean position reflects the alignment of the 
primary ion impact area with the optical axis of the transfer 
optics, and the alignment of the sample surface normal to this 
axis (3). The circular entrance aperture is known also as the 
contrast diaphragm (CD), because it allows improvement of 
contrast and lateral resolution in the secondary ion image by 
limiting the angular and energy spread of the ions entering 
the mass spectrometer. The smallest CD (diameter 20 I'm) 
was used for the present study; this CD transmitted an es
timated 0.1 % of the sputtered ions. It was noted that to 
maximize the reference ion signal when moving from sample 
to sample in set I, the primary beam position and! or the CD 

position needed to be adjusted. This effect was much stronger 
for the intentionally tilted samples (set II). 

Table I contains the results of the seven study conditions 
and shows the relative standard deviations (RSD) of the 
normalized ratios of the integrals, calculated for 12 replicate 
analyses (three from each of four sample positions in the set). 
Also shown are the relative standard deviations of the means 
(RSDM) of the seven data sets. Data from the intentionally 
misaligned samples were treated as a single set as they would 
be in a normal analytical situation where misalignment was 
not suspected. As expected, the agreement for the misaligned 
samples was particularly bad when 28Si, + was used as a ref
erence species. The use of 30Si+ as a reference for this sample 
set gave much better internal agreement (13 % RSD rather 
than 150%). For the nominally flat set of four separate 
samples (set I), the results were significantly better. Again, 
the use of the '"Si, + reference gave demonstrably worse results 
(RSD 13%) than did 30Si+ (RSD 5.9%). Mounting samples 
separately in the single-hole sample holder and restricting 
analyses to the center of the holder gave even better results 
(RSD 2.9%, condition 7), even though the possibility remained 
of sample-to-sample variations in alignment. For the single, 
large sample (III), analyses at points distant from the center 
of the sample (RSD 3.9%, condition 5) were better than for 
individual samples at these positions (RSD 5.9 %, condition 
1) but were less accurate than analyses that were restricted 
to the center of the sample holder. Analyses on sample III 
performed at the center of the sample gave the best results 
in the set (RSD 1.9%, condition 6). 

This study clearly shows that sample misalignment is a 
significant source of error in SIMS analyses that use an ex
ternal standard. The results also substantiate our initial 
suggestion that the error arises from a misregistration of the 
secondary ion beam crossovers for the analyte and reference 
species at the position of the contrast diaphragm. This causes 
discrimination against the analyte signal if, as is usually the 
case, the CD and primary ion beam positions are adjusted to 
maximize transmission of the reference signal. Alternatively, 
if the analyte signal were maximized, discrimination against 
the reference signal would result. The effect of the misre
gistration is exaggerated if the analyte and reference signal 
have markedly different initial kinetic energy distributions. 
The effect was observed in reductions of the B+ signals by as 
much as 40% for conditions 3 and 4, where the 28Si: signal 
was maximized for the tilted sample. Although initial kinetic 
energy differences are most often encountered when an atomic 
analyte signal is compared to a cluster reference signal, the 
effect can also occur even if two atomic signals are compared. 
H+ and pt in particular have energy distributions very dif
ferent from the majority of atomic secondary ions (4,5). 

In some cases it is necessary to operate the secondary ion 
mass spectrometer at high mass resolving power to distinguish 
the analyte signal from that of an interfering cluster ion. A 
typical entrance slit width for such analyses is comparable 
to the size of the contrast aperture used in the present study 
(20 I'm diameter). Depending on the quality of the magnet 
power supply, it can be difficult to switch reproducibly be
tween the analyte and reference peaks, so that an additional 
source of error is introduced. If, instead of peak switching, 
the analyte signal alone is monitored, with the reference signal 
being recorded only at the end of the analysis, then the sta
bility of the primary ion current may limit the analytical 
accuracy. In general, the analytical accuracy would be ex
pected to degrade at high mass resolution, but the extent of 
this degradation will vary depending on the stability of the 
instrument being used. The effects of sample tilt examined 
here would also be present to about the same extent in high 
mass resolution analyses. In addition, a tilted sample can 
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degrade the mass resolution of the mass spectrometer, because 
ions are initially directed away from the ion-optical axis of 
the instrument. 

The crystal orientation of the sample is not expected to 
affect the analytical results for semiconductor samples because 
the ion bombardment rapidly amorphizes the sample surface 
to a depth on the order of the ion projected range. For heavy 
ion bombardment (e.g. 0,+) the dose required to fully 
amorphize the surface region of a silicon sample at room 
temperature is ~10'5 ions/em'; such a dose sputters no mOre 
than one to two monolayers of silicon, so that over essentially 
the entire analysis the sample surface is amorphous. The good 
results from the individually loaded samples (condition 7), 
which were loaded with random orientations, confirm that 
variations in sample orientation for silicon do not introduce 
major errors. For metals, many of which do not amorphize 
fully under ion bombardment, changes in sample orientation 
may well introduce sizable errors in analyses which use ex
ternal standards. 

It is not clear where the residual 3.9% RSD for widely 
spaced analyses on the flat sample (condition 5) arises. 
Counting stetistics in the B+ and silicon signals would account 
for only a 0.3 % RSD. A portion of the variation might result 
from nonuniform implantation across the wafer. The wafer 
used was 10 em in diameter, and implant doses should be 
uniform to at least 5% across the wafer area, assuming proper 
operation of the implanter. A 5% nonuniformity could pro
duce a 1 % variation across the 2 em wide sample. A possible 
source of error is misalignment of the sample holder in the 
instrument, which could have caused the entire sample to have 
been tilted and changed the path length through the accel
eration field from one side of the sample to the other. We 
believe that the major source of variation is the finite extent 
of the sample holder which gives rise to fringe field effects 
that slightly distort the acceleration field. The sample holder 
has a fmite size (approximate 2.8 em X 3.4 em) and is situated 
5 mm from an extraction electrode at ground potential. 
Within about 4-6 mm of the edge of the sample holder, the 
accelerating field is not accurately normal to the sample 
surface, and this can cause deviations of the ion trajectories 
which vary depending on the initial kinetic energies of the 
different ion species. Trajectory simulations using the SI
MION ray-tracing program of the secondary ions ejected from 
the edge and from the center of the sample holder show that 
the distorted acceleration field near the edge does alter the 

ion trajectories to some extent. When a set of replicate 
measurements were all obtained in the central region of the 
large flat sample (condition 6), the reproducibility improved 
to 1.9 % RSD, suggesting that samples should be centered in 
the sample holder for the most accurate SIMS analysis. The 
relative standard deviation of the mean for condition 6 was 
only 0.6% (0.8% for condition 7 and 1.7% for condition 1), 
so that the precision of a set of 12 measurements compares 
well with other precise microanalytical or thin film techniques 
(electron probe or Rutherford backscattering spectrometry). 

The results of this study suggest that for the most accurate 
quantitative SIMS analysis, the sample should be mounted 
as flat as possible in the center of a sample holder having a 
rigid faceplate, and the analyzing area should be restricted 
to the center of the sample to minimize the effects of nonu
niform accelerating fields near the edges of the sample holder. 
In situations where sample orientation is not under ideal 
control, for example if the sample itself is not flat, or is very 
small, it is worth noting that careful selection of the reference 
ion species to have a closely similar energy distribution to the 
analyte species gives the best chance of analytical accuracy. 

CONCLUSIONS 
Quantitative analysis by SIMS is an important requirement, 

particularly in the electronic industry, and because standards 
are always required to calibrate elemental sensitivities in each 
sample type, it is important to know the factors affecting the 
accuracy with which two samples can be compared. This study 
has shown that differences in initial kinetic energy distribu
tions between analyte and reference species, combined with 
small, random sample misalignments, may be a significant 
source of error in the comparison of two samples. When care 
is taken to minimize sample misalignments, and analyte and 
reference ion species are chosen to have similar initial energy 
distributions, the present results demonstrate that the pre
cision of a comparative SIMS analysis can be better than ±3 % 
for a single comparison of standard and unknown. 
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Linearized Model for Error-Compensated Kinetic Determinations 
without Prior Knowledge of Reaction Order or Rate Constant 

Jan A. Larsson and Harry L. Pardue' 
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This paper describes a new algorithm for calculation of re
action orders, rate constants, and initial and final values of 
detector signal from several signal vS time data pOints. The 
algorithm utilizes a linearized version of the rate equation and 
Is Intended primarily to provide initial estimates of these ki
netic parameters for other curve-fitting methods. However, 
under some circumstances, the linearized model can provide 
sufficiently reliable results that subsequent processing by 
other methods is not needed. Simulated data with different 
levels of superlll'4losed nOise, data densities, reaction orders, 
rate constants, and signal change are used to evaluate the 
algorithm both for Its primary purpose of providing initial es
timates for other curve-flltlng methods and as an independent 
method. Results are compared with those obtained with a 
nonlinear least-squares method and two initial-rate methods. 
The new algorithm provides less reliable results than those 
obtained by the nonlinear curve-filling method for some situ
ations (e.g. reaction orders greater than two, low data den
sltles) but has the advantage that It is applicable to reaction 
orders at and near unity where the nonlinear method to which 
It Is compared falls. 

Several papers have described kinetic methods based on 
the use of regression methods to fit suitable model equations 
to time-dependent data (1-4). Most of these methods require 
initial estimates of the fitting parameters that may include 
the signals at the beginning (t = 0) and end (t = 00) of the 
process as well as the rate constant and reaction order. Ap
proaches used to obtain these initial estimates have ranged 
from educated guesses based on prior experience with the 
system to the use of some experimental datum such as the 
last measured value of signal as an estimate of the final value. 
However, because the success of the fitting process often 
depends on the initial estimates of the fitting parameters (5), 
a more systematic method for obtaining the initial estimates 
is needed. 

In an earlier study, a predictive method based on a line
arized model was developed and used to obtain initial esfi
mates of parameters for a nonlinear predictive method (6). 
Preliminary work with the algorithm indicated that it had 
potential as an independent kinetic method in its own right. 
This paper describes that algorithm and results of a study 
designed to evaluate its capabilities and limitations. 

The algorithm is based on a linearized version of a general 
rate equation and uses time-dependent rates in addition to 
time-dependent signal values. Simulated data for different 
values of signal change, rate constants, reaction order, data 
density, and noise are used to evaluate the algorithm. Results 
obtained with this new algorithm are compared with results 
obtained with two rate methods and a nonlinear curve-fitting 
method. These comparisons show that in some situations, 

results obtained with the new algorithm are as reliable as 
results obtained with the other methods. Therefore, a1t~lOugh 
the primary focm was on a method to obtain initial estlma~s 
of fitting parameters for other curve-fitting methods, It IS 
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concluded that the new algorithm can be used as an inde
pendent kinetic method in some situations. 

MATHEMATICAL DESCRIPTION 
This section describes the primary algorithm as well as 

mathematical procedures used to obtain best estimates of 
reaction order and the signal at the start of the process. 

Linearized Rate Equation. As described earlier (6), it 
is assumed that the rate of change of concentration can be 
represented by the equation 

-dct! dt = kct
n (1) 

in which k is a rate constant, n is the reaction order, and Ct 

is the concentration of the species monitored (reactant or 
product) at time, t. It is also assumed that the time-dependent 
concentration is related to measured signal by 

Ct = (Dlq)(S. - St) (2) 

in which D is ±1 and accounts for the direction of signal 
change and q accounts for stoichiometry (6) and St and S. 
are values of signal at time t and at t = 00, respectively. 

By differentiating eq 2, equating the result for dcddt to 
eq 1, and substituting for Ct from eq 2, one can see that 

D(dSt!dt) = kq[(Dlq)(S. - SJJn (3) 

Assuming that St is unidirectional, the product on the left 
side of the equation can be replaced by an absolute value 
operation, and the resulting equation can be rewritten in the 
form 

IdSt!dtll/n = D(ql-nk)l/n(s. - St) (4) 

Substituting k, = ql-nk, eq 4 can be written as 

IdSt/dtl'/n = Dk,l/ns. - Dk,l/nSt (5) 

in which k, is viewed as a signal-based rate constant. Thus, 
a plot of IdSt/dtl l / n vs St should be linear with the rate con
stant and signal value at t = 00 being related to the slope, b" 
and intercept, aI, by k, = (_Dbl)n and S. = -alibI' 

Reaction Order. The proposed plot based on eq 5 will be 
linear only if the correct value of reaction order is used, and 
this is the basis for obtaining the best estimate of n. Briefly 
stated, the procedure is to find the value of n that gives the 
"best" linear relationship between IdSt/ dtl l / n and St. 

The criteria and procedures used to accomplish this are 
discussed later. 

Zero-Time Signal. The integrated form of the kinetic 
equation is used to evaluate the signal at t = O. To do this, 
the integrated form of equation (6) 

St = S. - D{k,(n - l)t + [D(S. - So)]'-nl'/('-n) (6) 

is arranged into the form 

[D(S. - St)J'-n = (n - l)k,t + [D(S. - So)],-n (7) 

Because S. and n have been determined as described above, 
the term on the left can be plotted vs time, yielding a straight 
line with the signal at t = 0 being related to the intercept, 02, 

by So = S. - D(a2)!j(1-n). 

EXPERIMENTAL SECTION 
Instrumentation. A 8upermicrocomputer (MC5500 wor~ 

station, Massachusetts Computer Corp., Westford, MA) was use 

© 1989 American Chemical Society 
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to generare and process simulared data. This compurer runs under 
a UNIX operating system, and all software used is written in C 
language. 

Simulated Data. Simulated kinetic responses with superim
posed noise were produced as described in a previous study (6). 
Each signal value was computed as the sum ofthe perfect value 
(no noise added) plus the product of the desired standard deviation 
times a noise factor. The noise factor was obtained from the sum 
of 100 random numbers normalized to the range (1 to 32767) of 
the random number generator to give an approximate Gaussian 
distribution with a mean value of zero and a variance of unity. 
All simulated responses were for an increasing signal with the same 
background value (0.1 signal unit). Most cases covered the time 
interval from 1 to 200 s with a data rate of one point per second, 
corresponding to 85% of the steady-state signal change, AS •. 

Data Processing. A linear least-squares program was used 
to fit the linearized model to kinetic data as described above (eq 
5 and 7). A minimum of seven data points covering the desired 
time range was used, and the program automatically derermined 
the signal direction, D, and the four desired parameters (k" n, 
S., S,). When the nonlinear predictive method was used, the 
parameters determined with the linearized model were auto
matically passed on as initial estimares to another program section 
in which the nonlinear least-squares algorithm (6) was imple
mented. 

The method of Savitzky and Golay (7) was used with convo
luting integers given by them to compute rates used in the lin
earized predictive method. The size of the moving data range 
(window) for the derivatization process was selecred automatically 
by the program by using the square of the correlation coefficient, 
r2, as a diagnostic of fit. The data window was selected as the 
smallest range that gave a final value of r' of 0.98 or larger in the 
procedure described later for selecting the best value of n. 

Results obtained with the linearized predictive (LP) method 
described herein and the nonlinear predictive (NLP) method 
described earlier (6) were compared with two rate methods, herein 
called an ordinary initial rate method and an extrapolated rate 
method. For these comparisons, 200 data points were used with 
each of the predictive methods. In the ordinary rate method, 
the rate was computed as the linear-least-squares slope for the 
first eight data points. In the extrapolated-rate method, the 
method of Savitzky and Golay (7) with a seven-point window was 
applied to each response, and the resulting values of rate vs time 
were fit over points 4-19 by a linear least-squares model to obtain 
the extrapolated rate at t = O. 

Data used for comparisons involved fits of five data sets each 
for six values of simulated signal change, AS., ranging from 0.1 
to 0.9, three reaction orders (0.75, 1.25, 2.25) and three rate 
constants (0.006, 0.02, 0.3). The reaction orders and rate constants 
were selected so that the 200 data points used with the predictive 
methods corresponded to about 85% completion for the midlevel 
signal change (0.3) and the eight data points used with the or
dinary rate method corresponded to no more than about 10% 
of completion except for a reaction order of 2.25. For n = 2.25, 
an 8-s data range would have corresponded to up to 34 % com
pletion for some cases, and insread a 10-fold faster data acquisition 
rate (10 S-1) and shorter dead time (0.1 sJ were used for the rate 
methods for this reaction order; numbers of data points processed 
for the rate methods were the same as stated above. 

To facilitare comparisons, rares computed by these two methods 
were converred to equivalent values of derermined signal change, 
AS., by using expected values of reaction order and rate constant 
for each case. 

RESULTS AND DISCUSSION 

Unless stated otherwise, the expected signal change, I1S., 
was 0.500 with superimposed noise corresponding to a 
standard deviation of 0.0007 signal unit and 200 data points 
were processed, corresponding to 85 % of the total change 
expected. All noise levels are quoted as the values corre
sponding to one standard deviation. All evaluations of sta
tistical significance by t tests and Ftest were made at the 95% 
confidence level. 

Reaction Order. As explained earlier, the best estimate 
of reaction order was taken as the value that gave the most 
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constant 0.01 (a, a'), 0.02 (b-d'); signal change (I1S.) 0.5 (a-c'); 0.9 
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nearly linear relationship between /dS/dtj'/n and S, (eq 5). 
Initially, we attempted to use the standard error of the es
timate, sYX' to test for goodness of fit of the linear model. 
However, changes in the standard error were too gradual in 
the range of correct values of n to make this a useful diag
nostic. On the other hand, as shown in Figure 1, the squares 
of the correlation coefficients, r", were smooth and passed 
through reasonably sharp maxima in the region of correct 
values of n. Thus, r' was used as the test diagnostic in the 
selection of the best estimates of reaction order. 

Curve a' in Figure 1 is used to describe an optimization 
program used to obtain best estimates of n. The boxes on the 
plot correspond to test values used in the computerized se
lection of the best estimate of n. An initialization step is used 
to select two values of n and to calculate the corresponding 
two values of r' for the fit described by eq 5. These initial 
values of n are then temporarily ranked as nh and nm, where 
nh and nm correspond to the highest and lowest values of r'. 
Thereafter a multistep loop is used to select the best value 
of n. The first step in the loop is to compute the next value, 
n., to be tested by using the equation 

n. = nh + I(nh - nm ) (8) 

in which [is a variable with the value 1.0 for the initial trial 
inside the loop. The second step is to obtain the new value, 
r.2, and to rank the latest three values of n (nh' nm, n,) as the 
new nh, nm, and nl according to which gave the highest, me
dium, and lowest values of r". The third step is to determine 
the next value of I, which can be --D.5, 1.0, or 2.0. The value 
of I is equal to --D.5 anythne nh is between nm and nl; it is equal 
to 1.0 when nh and nl are on opposite sides of nm ; and it is 
2.0 when this latter situation continues. After the correct value 
of I is selected, nl is discarded and the process is repeated by 
returning to the first step in the loop. This looping process 
is continued until I is --D.5 and the difference between nm and 
nl is smaller than a predetermined value, such as 0.001. The 
best n is then selected as the latest value of nh' 

For data with moderate noise such as those from which 
curves a'-d' in Figure 1 were produced, this process gives very 
good values of n; in the particular case of curve a' used to 
illustrate the process, the true value of n was 0.750 and the 
determined value was 0.753. Effects of signal noise are shown 
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in Figures 1 and 2. For the plots a-d in Figure 1, produced 
from kinetic data with very low noise, the peak maxima occur 
exactly at the correct values of n; for higher levels of noise, 
the maxima are sometimes shifted away from the true value. 
For results in Figure 2, errors (peak positions) are relatively 
low for noise levels up to about 5 X 10-" with values for n < 
1 being more raodomly distributed about the true values thao 
is the case for n > 1. Effects of noise on the results for n when 
the values of n aod other parameters determined with the 
linearized method were used as initial estimates in the non
linear program have been discussed previously (6). 

Effects of data density on computed values of n are shown 
in Figure 3. For moderate noise levels, reliable results are 
obtained for 20 or more data points; errors increase rapidly 
for fewer thao 20 data points. When these values were used 
as initial estimates for the nonlinear method (6), only slight 
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Figure 4. Effects of reaction order on results obtained by linearized 
predictive method: signal change, 0.5; noise, 0.0007; k, selected to 
give 195 = 200 s; processing range, 0.95 LlS oo (0) 0.85 LlS oo (+). 

improvements were obtained for the lower values of n but 
errors for the larger value of n became more randomly dis
tributed about the true value aod the scatter was slightly less 
than that for the lower plot in Figure 3. 

Signal Change. Effects of different values of reaction 
order, data raoge, data density, aod signal noise on computed 
values of signal change were evaluated. 

Reaction Order. Figure 4 shows effects of reaction orders 
between 0.04 and OA on the signal change, expressed as 
percentage recovery of the expected value of 0.5. As expected, 
errors are quite large for reaction orders near zero, but drop 
to reasonable values as the order increases. For a processing 
range of 95 % completion, errors are 5 % or less for reaction 
orders above 0.15; for a processing range of 85% completion, 
errors are 5 % or less for orders larger than 0.3. For reaction 
orders close to unity (n = 0.98-1.02, not shown), the average 
recovery was 99.3 ± 0.1 % for data processed over 95% com
pletion and 98A ± 0.9% for data processed over 80 to 85% 
completion. Herein lies a principal advaotage of this algorithm 
relative to that described earlier (6); whereas the previously 
reported model fails for orders near unity, the present al
gorithm suffers no such limitation. 

When rate data are used, as in eq 3-5, there are no math
ematical restrictions for n at or near unity. However, in eq 
7 in which signal-versus-time data are used, the calculation 
of 8 0 will be indeterminate when n is at or near unity because 
of the 1/(1 - n) term. This problem was resolved by pre
venting the absolute value of 1 - n from becoming smaller thao 
a preselected value. In this study, the value used was 1 - n 
2: 0.008, which is the same as the value used for other re
strictions in an earlier study (6). This restriction does not 
affect the calculation of any of the other parameters (800 , k" 
n). 

Effects of reaction order on results obtained with the 
nonlinear method were presented earlier (6). 

Data Range. The effect of data range was evaluated for 
ao unfavorable reaction order of 0.20. For data raoges between 
75 and 90% completion, results were consistent among the 
different raoges, being systematically high, with errors raoging 
from -2 to +10% and averaging about +5%; for a range of 
95 % completion, the average error was about 2 %. 

Data Density. Effects of data density on LlSoo values are 
analogous to those shown in Figure 3 for reaction order. For 
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7 to 20 data points, errors ranged up to +10% for n: 0.75 
and up to + 12 % for n : 1.25; for more than 20 points, the 
errors were distributed about zero with a maximum range of 
-3 to +4 %, with a slight bias toward negative values. When 
these values were used as initial estimates for the nonlinear 
method, results were randomly distributed about expected 
values with maximum errors ranging from about 5% for 7 to 
20 data points to about 3 % for 30 to 90 data points. 

Signal Noise. Figure 5 shows effects of signal noise on the 
error in the computed value of ,,13 •. For noise levels below 
about 5 X 10-4, maximum errors are less than 2%; above this 
level, maximum errors increase to about 10%. Effects of signal 
noise when these values were used as initial estimates in the 
nonlinear program were discussed earlier (6). 

Comparison of Methods, Results for responses corre
sponding to six values of expected signal change (0.1,0.2,0.3, 
0.5,0.7,0.9), three values of reaction order (0.75, 1.25, 2.25), 
and three values of rate constant (0.006, 0.02, 0.3) are com
pared here for the two predictive and two rate methods de
scribed above. 

Rate Methods. Some preliminary studies were done to 
evaluate the properties of the rate methods, especially the 
extrapolated rate method because there have been no previous 
reports of such an approach. Some typical data for the effect 
of data range on the recovery of expected signal change are 
shown in Figure 6. As expected, the rate computed as the 
slope of a linear-least-squares fit of St vs t decreases as the 
range of data included in the fit increases. A range of eight 
data points was chosen as a compromise between systematic 
and random error. The extrapolated-rate method is much less 
susceptible to this problem because rates analogous to those 
shown for the ordinary rate method are extrapolated to the 
value at t : 0, with those involving a seven-point smooth 
having less systematic bias than those for the 13-point smooth. 
The larger scatter among the results for the extrapolated-rate 
method is not surprising because intercepts of least-squares 
fits are expected to have large uncertainties associated with 
them. 

Comparisons. Results for three combinations of reaction 
order and rate constant are shown in Figure 7 as residuals 
which represent differences between computed and expected 
values of signal change. For the lower values of nand k, 
(Figure 7 A), results for both predictive methods and the ex-
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Figure 6. Effects of data range on computed results by ordinary and 
extrapolated rate methods: ordinary method (.1»; extrapolated method, 
7-point (0) and 13-point (+) windows; first data pOint, 1 s; data rate, 
1 s-'; ,,5. : 0.5; n: 1.25; k,: 0.015. 

trapolated-rate method are randomly distributed about the 
expected values, whereas results for the ordinary rate method 
appear to exhibit some bias at higher values of signal change. 
For the higher values of nand k, (Figure 7C), only the non
linear predictive method yields unbiased results throughout 
the signal range examined. A t test for each set indicates that 
apparent biases in the figures are statistically significant at 
the 95% confidence level. More specifically, for the lower 
values of nand k" neither approach exhibits a statistically 
significant additive bias and only the ordinary rate method 
exhibits a significant proportional bias. For the higher values 
of nand k" the nonlinear-predictive and ordinary rate 
methods exhibited additive bias while all methods exhibit 
proportional bias. Results for the predictive methods with 
intermediate values of n (1.25) and k, (0.02) are shown in 
Figure 7B. These results are better than those in either part 
A or C of Figure 7. Analysis of variance (ANOVA) methods 
(8) indicate significant deviations from linearity only for the 
linearized predictive and extrapolated-rate methods at the 
higher values of nand k, (Figure 7C). It is apparent from these 
results that the nonlinear predictive method supplemented 
with initial estimates from the linearized predictive method 
yields superior results for the conditions examined. 

The point-by-point scatter for the different methods can 
be visualized in Figure 7. The average imprecision along each 
calibration plot was evaluated as the mean square pure error 
(MSPE) of residuals. Values (10-6 signal units) at the low, 
medium, and high values of nand k, were 19, 3, and 8 for the 
nonlinear predictive method, 64, 10, and 71 for the linear 
predictive method, 340, 22, and 133 for the extrapolated rate 
method, and 350, 33, and 105 for the ordinary rate method. 
By comparison, the analogous MSPE for "equilibrium" results 
computed as the difference between averages of 20 noise points 
each at the beginning and end of each process was 0.03 or 
about 2 orders of magnitude below the best values obtained 
for any of the kinetic methods. Also, additive and proportional 
bias were not statistically significant for the equilibrium re
sults. 

These results show that of the four kinetic methods tested, 
the nonlinear predictive method yields highest quality results. 
The principal limitation of this latter method is the relatively 
longer data-processing time required. The average processing 
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rate constant. Conditions are given in Figure 7. 

times per data set for the four methods were 16, 6.7, 0.4, and 
0.3 s for the nonlinear predictive, linearized predictive, ex
trapolated rate, and ordinary rate methods, respectively. The 
time for the nonlinear predictive method includes that for the 
linearized predictive method that is used to ohtain initial 
estimates of fitting parameters. The linearized predictive 
method is not optimized for speed, and if it were, data pro
cessing times for both the predictive methods could be re
duced. For example, by changing the termination criterion 
for selection of the best value of n from 0.001 to 0.05 and 
manually entering a suitable range for the derivatization 
window (seven points), the average processing time for the 
linearized predictive method was 1.9 s per run. 

Rate COTU3tants / Reaction Order. These data were also used 
to evaluate the combined effects of signal change, reaction 
order, and rate constant on the reliability with which the latter 
two parameters were computed by the two predictive methods. 
Results for rate constant are shown in Figure 8. Both 
methods yield very good results throughout the range of signal 
changes examined for the lower values of nand k. Results 
are degraded at higher values of these parameters, with the 
largest scatter and bias (negative) resulting at the smallest 
values of signal change. Analogous plots for reaction order 
have similar shapes and can be visualized reasonably reliably 
by relabeling the left-hand ordinate as reaction order ranging 
from 0.5 to 2.5, bottom to top. 

Discussion. Of the four kinetic methods tested in this 
study, the nonlinear predictive method yields the most reliahle 
results for the widest range of conditions. As noted earlier 
(6), a principal limitation of that method is that it fails for 
values of n at and near unity. Although the linearized pre
dictive method exhibits somewhat larger systematic errors at 
higher values of reaction order, rate constant, and signal 
change, those errors are in the range 4-10%, relative, and this 
method gives satisfactory results for reaction orders at and 
near unity. The main source of error for the linearized pre
dictive method lies in the determination of n. The reaction 
order is determined first, and if it is incorrect, its subsequent 
use in eq 5 and 7 leads to errors in the three other parameters 
(k" S., So). The method is least reliable for low and high 
values of n. When the reaction order is close to zero, the 1/ n 
term in eq 5 gives very small numerical values for the de
pendent variable, which makes r' less ideal as a criterion for 
goodness of fit. The noise is also amplified. When the reaction 
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order is greater than about 2, the initial rate is very high 
relative to rates after the first half-life of the reaction. This 
high initial rate causes a larger loss of detector signal before 
the first data point is acquired. When this curve segment is 
extrapolated to obtain So (eq 7), even a small error in the signal 
data is amplified by the high slope to give a larger error in 
the intercept (So), This effect is seen only for high reaction 
orders at high concentrations (Figure 7C), even though the 
determined values for reaction order and rate constant (Figure 
8) improve as the concentration increases. 

Although the linearized predictive method may appear more 
complex because reaction order and the signal at t = 0 are 
quantified separately. these operations are easily automated. 
Because the method determines the rate constant and reaction 
order separately for each sample, it should exhibit the same 
ability to compensate for changes in chemical and physical 
variables that affect these parameters. Accordingly, the lin
earized predictive metod merits consideration, not only as a 

way to obtain initial estimates of parameters for nonlinear 
iterative methods but also as an independent method in its 
own right. 
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Electrochemical Behavior of N-Acetylpenicillamine Thionitrite at 
Glassy Carbon and Carbon Fiber Electrodes 

Michael J. Nuwer and Janet Osteryoung* 

Department of Chemistry, State University of New York at Buffalo, Acheson Hall, Buffalo, New York 14214 

Optimization of square-wave voltammetric parameters in
creases the sens/tlvHy (0.27 J.LA/J.LM) 8-fold and decreases the 
detection limit (3 J.LM) an order of magnitude below that of the 
previously reported method for N -acetylpenlciliamine thio
nitrite at a glassy carbon electrode. The construction of and 
pretreatment procedure for the carbon fiber microcylinder 
electrode (CFME) are described. The current denSity at the 
CFME was 5 times larger than at the glassy carbon electrode, 
with about 15 % of the enhancement due to nonplanar diffu
sion. The kinetics of the irreversible electron transfer at a 
glassy carbon electrode was examined by analyzing normal 
pulse (NP) voltammetric data with a nonlinear least-squares 
fit employing a simplex search routine for the optimal values 
of the kinetic parameters. The mean value for the transfer 
coefficient is 0.457 and that of the standard rate constant 
referred to E = -0.4 V is 7.8 X 10-5 cm!s. The diffusion 
coefficient calculated from the limiting NP current is 8.5 X 
10-6 cm'!s. 

N-Acetylpenicillamine thionitrite (NAPTN) and organic 
thionitrites (RSNO) in general are currently being investigated 
for their vasodilating effect in mammals (J, 2) and as tools 
for synthetic organic chemists. The sulfur-nitrogen bond in 
S-nitroso compounds is weak compared with the corre
sponding oxygen-nitrogen bond in nitrites (O-nitroso). 
Therefore, compounds containing S-NO bonds would be ex
pected to be more reactive and more useful as sulfenylating 
and nitrosating agents (3). It is this reactivity that makes 
thionitrites so difficult to study from an analytical point of 
view. However, NAPTN is an unusually stable representative 
of this class of compounds; in fact, it is the only one that is 
stable in the crystalline form. 

0003-2700/89/0361-1954$01.50/0 

The first analytical method for NAPTN was described by 
Takeuchi and Osteryoung (4), who examined the electro
chemistry of NAPTN at mercury and glassy carbon electrodes 
(GCE). They found that the voltammetric behavior at a 
mercury electrode is similar to that of the parent compounds 
N-acetylpenicillamine (RSH) and penicillamine (R'SH). The 
reaction is the one-electron oxidation of mercury in the 
presence of a thiol (or thionitrite) to form the mercury mer
captide. Upon further investigation, we have found the re
actions at mercury to be very complicated due to overlapping 
anodic (of mercury) and cathodic (of nitrogen) waves as well 
as adsorptive prewaves. 

Electrochemical and spectroscopic evidence suggests that 
at a carbon electrode RNSO is reduced irreversibly according 
to the reaction 

RSNO + W + e- ~ RSH + NO (1) 

The value of ana (charge-transfer coefficient times apparent 
number of electrons transferred) for reaction 1 has been de
termined from linear scan voltammetry to be 0.53, using the 
diffusion coefficient value of 7.8 x 10-6 cm2/s reported for 
penicillamine (5). By making use of this reaction, one can 
determine NAPTN selectively in the presence of other sul
fur-containing organics. 

This report focuses on the reduction at carbon electrodes 
with the dual aims of better characterizing the charge-transfer 
process and achieving superior analytical performance through 
optimization. We have employed normal pulse voltammetry 
to determine the value of the diffusion coefficient for NAPTN. 
These data are used also to verify the value of the transfer 
coefficient (a) by means of the curve-fitting procedure de
scribed by O'Dea et al. (6), as well as to determine the het
erogeneous rate constant (ka). 

In the original investigation, square-wave voltammetry 
(SWV) was chosen over linear scan voltammetry for its in-

© 1989 American Chemical Society 
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creased sensitivity and discrimination against background 
current. By the use of a large (0.283 cm2) glassy carbon 
electrode, a square-wave frequency (f) of 5 Hz, a step height 
(ilE,) of 5 m V, and a square-wave amplitude (E,w) of 25 m V, 
the sensitivity was found to be 3.2 X 10-2 JiA/ jiM with a 
detection limit of 40 jiM. Typically an irreversible process 
might yield only one-tenth the current found for a corre
sponding reversible process if the optimal values of parameters 
for the reversible process (nE,w = 50 m V, nilE, = 10 m V) are 
used. We have found that optimization of the square-wave 
parameters (ilE" E,w, and fJ and use of a microelectrode each 
gave a greater sensitivity and lower detection limit. A com
plete discussion of SWV and the optimal parameters to choose 
for reversible and totally irreversible reactions can be found 
in ref 7. The square-wave response is considered to be optimal 
when the resolution has maximum value. The resolution is 
the net peak current (tli = if - i,) divided by the peak width 
at half-height (W1/ 2). Inspection of the resolution vs the 
parameter under investigation allows the experimenter em
pirically to determine the best choice. 

Because of their many advantages, microelectrodes would 
seem an automatic choice in any electroanalytical investiga
tion. In particular microcylinder electrodes have been shown 
both theoretically (8) and experimentally (9) to have an en
hanced signal due to nonplanar diffusion at all experimental 
times (scan rate or frequency). Their small area results in 
lower background currents. However the area, in contrast with 
that of a microdisk electrode with similar mass transport 
properties, is typically large enough that currents can be 
measured with conventional instrumentation. Therefore a 
microcylinder electrode made from a single carbon fiber is used 
here for the determination of NAPTN. 

EXPERIMENTAL SECTION 
Materials. N-Acetylpenicillamine thionitrite (NAPTN) was 

prepared from its parent compound, N-acetylpenicillamine (Sigma 
Chemical Co.) as prescribed by Field et al. (10). Recrystallization 
was required to transform the powdery, pale green product into 
tbe dark green crystals that reflect red light described in the 
original paper. The procedure is to dissolve the crude product 
in a minimal amount of methanol, add water dropwise until the 
solution becomes slightly cloudy (the total amount of water added 
is about 30% that of the methanol), filter the solution, and place 
it in a freezer until the crystals fallout of solution. The re
crystallized product is retrieved by filtration through a sintered 
glass funnel and may be stored indefinitely in a refrigerator. The 
crystalline NAPTN product was characterized by Fourier 
transform infrared spectroscopy (Nicolet 7199). Broad band 
absorbances were observed at Vmax = 1510 and 1940 cm-l, which 
have been reported (11) to be characteristic of the thionitrite 
functionality. Also, the absence of an absorbance at 2600-2550 
em-I, characteristic of the thiol function, was noted. 

NAPTN stock solutions were prepared daily by dissolving 
NAPTN crystals in the supporting electrolyte, an aqueous solution 
0.1 M in potassium chloride (Mallinckrodt) and 0.1 M in hy
drochloric acid (Fisher Scientific). The very low pH was chosen 
to eliminate any complications due to the preceding or follow-up 
protonation reaction that must occur. Under these chemical 
conditions no wave is seen for reduction of NO (cf. eq 1) at a 
carbon electrode. Water was purified by passing distilled water 
through a Millipore Milli-Q purification system. To prevent 
light-catalyzed decomposition, amber-colored glassware, including 
the electrochemical ceil, was used for NAPTN solutions. Solution 
concentrations were confirmed with visible spectroscopy (Shi
madzu, Model 260) by measuring the absorbance at 590 nm, 
specific to NAPTN. The absorbance and nominal concentrations 
yielded the value of molar absorptivity previously determined (2), 
12.4 L mol-l em-I 

All electrochemical experiments employed a three-electrode 
configuration using a platinum wire auxiliary electrode, saturated 
calomel reference electrode (all potentials are reported versus the 
SCE), and a glassy carbon (A = 0.1963 em', IBM Instruments) 
or carbon fiber (8-,u.m diameter) working electrode. The auxiliary 

Pasteur_ 
Pipet 

Wire----P-

___ Wax 

Support Arm 
- (gloss) 

Figure 1. Carbon fiber microelectrode. 

electrode was contained in a compartment separated from the 
analyte solution by a Vycor frit. Isolation of the auxiliary electrode 
is essential since the oxidation product produced at this electrode 
drastically changes the background signal at the working electrode. 
The glassy carbon electrode was lightly polished with 1.0-Jim 
alumina on a Microcloth polishing cloth (both from Buehler, Ltd.) 
by using a Buebler Minimet mechanical polisher and only was 
rinsed with distilled water prior to use. 

Fabrication of Carbon Fiber Cylindrical Electrodes. 
Carbon fibers (polyacrylonitrile (PAN) type) were obtained from 
Aesar (Johnson Matthey, Inc.). They were cleaned chemically 
by placing them in a vial of acetone and sonicating for 10 min. 
This procedure was repeated with 1:1 nitric acid and again with 
distilled water. The fibers were retrieved on a piece of filter paper, 
which was subsequently placed in a 100 °C oven to dry the fibers. 
The batch cleaning provides a hearty supply of fibers that can 
be stored in a desiccator indefinitely. 

Figure 1 is a diagram of the carbon fiber electrode. The device 
costs about a dime and takes approximately 5 min to construct 
(with practice). A 9-in. Pasteur pipet is used as a mechanical 
support. The capillary portion of the tip is removed from the 
body about 1/2 in. past the taper by simply pulling the two pieces 
apart after heating in a gentle flame. The tip of the pipet is filled 
off by using a rotating piece of sandpaper to provide an opening 
about 0.1 mm in diameter. The capillary that was pulled off is 
heated and molded into the side arm, which is held in place with 
cellophane tape. With the aid of a microscope (20X) the fiber 
is threaded into the tip of the pipet to a distance of about 0.3 mm, 
making sure the opposite end touches the side arm. The exposed 
fiber length is 1-2 em, yielding an area of 0.0025-0.0050 em'. At 
this time the epoxy (5-Minute Epoxy, Devcon Co.) can be mixed. 
A small drop is gently placed on the tip of the pipet; capillary 
action will pull the epoxy inside, making an adequate seal. An
other drop is placed on the point where the fiber touches the side 
arm, and few drops are used to secure the side arm to the pipet. 
The purpose of the side arm is not only to provide the needed 
mechanical support but to prevent the fiber from twitching during 
electrochemical pulse experiments. The device is placed in a 120 
°C oven for 1 h to cure the epoxy (epoxy cured at room tem
perature swells more readily when placed in the electrolyte so
lution). When the pipet has cooled, the fabrication can be com
pleted by making electrical contact with a drop of mercury and 
a length of wire. The open end of the pipet is sealed with paraflim. 

Electrochemical Instrumentation. Cyclic linear scan vol
tammetry was performed with an IBM 225 electrochemical an
alyzer. The data were collected on a Houston Instruments X -Y 
recorder. 

All pulse voltammetric data were collected with a system de
signed for real-time voltammetry. The major components include 
a PDP-Sf e minicomputer (DEC) and an EG&G P ARC Model 273 
potentiostat/galvanostat. This automated system allows for the 
execution of reproducible experiments and facilitates signal av
eraging and batch analysis. The scheme for a normal pulse 
experiment incorporates a purging cycle after each pulse to renew 
the boundary conditions at the initial potential. These experi-



1956 • ANALYTICAL CHEMISTRY, VOL. 61, NO. 17, SEPTEMBER 1, 1989 

Figure 2, Cyclic linear scan voltammograms at the glassy carbon 
electrode for 0.6 mM NAPTN at scan rates of 5, 50, and 200 mV/s 
(bottom to top). 
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Figure 3. Resolution of the square-wave response versus the 
square-wave amplitude: t:.E. = 5 mV, f = 260 Hz, 1.0 mM NAPTN, 
glassy carbon electrode. 

ments can be carried out in a batch mode, which permits the 
experiment to be run unattended for the extended periods of time 
required to acquire significant amounts of data. This same 
computer is used for calculations and data analysis. 

Experimental results were compared with theoretical models 
by means ofthe COOL algorithm (6), which finds the best-fitting 
theoretical curve by a procedure equivalent to the method of 
maximum likelihood. 

RESULTS AND DISCUSSION 
Typical linear scan voltammograms at the glassy carbon 

electrode for various scan rates are shown in Figure 2. From 
their shape it is clear the overall reaction is totally irreversible. 
A plot of peak current versus the square root of scan rate is 
linear, implying the process is diffusionally controlled. 
Voltammograms were obtained by purging the solution with 
argon for 15 s, allowing 10 s for the solution to equilibrate, 
and then scanning from 0.0 to -1.1 V. With a freshly polished 
electrode it is necessary to repeat this procedure about 50 
times in the electrolyte solution to provide a constant back
ground signal. Peak currents were measured from the ex
trapolation of the base line before the wave. The calibration 
curve obtained by using this procedure at a scan rate of 10 
m V / s was linear over the entire range studied (10--1500 I'M) 
with a correlation coefficient of 0.999 and a sensitivity of 0.014 
I'A/ I'M. The detection limit, defined as 3 times the standard 
deviation of the y-intercept of the calibration function divided 
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Figure 4. (a) Forward (f) and reverse (r) and Ib) net square-wave 
currents for square-wave amplitudes of 80 (1) and 25 (2) mV: M, 
= 5 mV, f = 260 Hz, 1 mM NAPTN, glassy carbon electrode. 

2900 

I 

"001 

~----~~----~n-----~~----_tc20,_----~ 

6E., (mY) 

Figure 5. Resolution of the square-wave response versus the 
square-wave step height: E,w = 80 mV, f = 260 Hz, 1 mM NAPTN, 
glassy carbon electrode. 

by its slope, calculated for concentrations less than 100 I'M, 
is 4.6 I'M. 

Square-wave voltammetry at the glassy carbon electrode 
was found to have an optimal response for a square-wave 
amplitude of 80 m V as seen in Figure 3. Figure 4 shows how 
the individual forward and reverse (4a) as well as the net (4b) 
square-wave currents are affected by changing the amplitude 
from 25 to 80 m V. The shapes of the voltammograms are 
typical of those for a totally irreversible electron transfer in 
which there is no anodic contribution to the reverse current. 
This is true even at frequencies as high as 620 Hz. The 
considerable advantage attained at larger pulse amplitudes 
arises from the resulting decrease in the reduction current on 
the reverse step. 

The step height was optimized in a similar manner with 
results as shown in Figure 5. In this case the resolution of 
the square-wave response continues to increase monotonically 
with step height. Since a larger step height results in fewer 
data points, a step of 10 m V was chosen as a reasonable value 
to give a well defined voltammogram. 
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Figure 6. Square-wave voltammograms at 10. 20. 40. 100. 180.400. 
and 600 Hz. (bottom to top): !>E, = 10 mV. E~ = 80 mV. 0.166 mM 
NAPTN. glassy carbon electrode. 

Theoretically, the response increases indefinitely with in
creasing square-wave frequency, but of course there are in
strumental or chemical limitations to consider. Square-wave 
voltammograms at various frequencies up to 600 Hz are shown 
in Figure 6. Background currents have been subtracted, and 
then a tangent, fit to the wings of each voltammogram, has 
been subtracted. The peak shifts to more negative potential 
as the frequency is increased, as expected for a slow electron 
transfer. It is this phenomenon that limits the square-wave 
frequency to 600 Hz, since at higher frequencies the peak due 
to NAPTN begins to overlap with the next peak (probably 
for reduction of NO, or H30+). The square-wave net current 
is proportional to the square root of frequency over this range. 

Calibration curves for the square-wave experiments were 
done with a step height of 10 m V, an amplitude of 80 m V, 
and a frequency of 5 or 260 Hz. The 5- and 260-Hz cases gave 
detection limits of 5.5 and 3.5 I'M with sensitivities of 0.039 
and 0.27 I'A/I'M, respectively. 

The Microcylindrical Electrode. Experiments using a 
carbon fiber working electrode require electrochemical con
ditioning at + 1.4 V for 10 s prior to each scan. The scan begins 
at + 1.3 V and proceeds slowly (5 Hz) (or alternatively begins 
with a 10-s delay at 0.0 V) to -1.3 V. Employing higher 
square-wave frequencies results in irreproducible background 
current. When a new carbon fiber is used, it must be activated 
by repeating the above procedure 5D-B0 times. This procedure 
may be monitored by watching the analytical peak shift to 
more positive potential (about a 200-m V shift in this case) 
until its position and magnitude remain constant. This routine 
was developed on the basis of previous studies (12, 13) and 
empirical observations of what was necessary to achieve a 
background signal suitable for studying reductions at these 
very negative potentials. 

This method gave a detection limit of 2.7 I'M with a sen
sitivity of 2.92 X 10-3 I'A/I'M and a linear correlation coef
ficient of 0.9996. The calibration is linear up to 1.6 mM. 

The normalized (il Ll.i(peak» square-wave responses for a 
carbon fiber and a glassy carbon disk are shown in Figure 7. 
In Figure 7a we observe the dramatic change in shape for the 
forward and reverse current, where the additional flux at the 
fiber (in comparison with the disk) is seen clearly at potentials 
negative of the peak. Although it has been shown that the 
net square-wave response is independent of electrode geometry 
(14) for a reversible system, we observe a shift in peak po
tential and difference in peak width (7b) which is attributed 
to the interaction of time-dependent diffusion with the kinetics 
of the electron transfer. Some portion of the difference may 
be due also to the different electrode materials. 

Deciding which of these methods provide the best means 
of analysis is not straightforward. The detection limits are 

~ 0_3 
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Figure 7. (a) Normalized forward (f) and reverse (r) and (b) net 
square-wave voltammograms at the glassy carbon electrode (1) and 
at a carbon fiber mieroeleetrode (2, A = 3.55 X 10-3 em'): 0.166 mM 
NAPTN, f = 5 Hz, E,w = 80 mV, Ll.E, = 5 mV. 

comparable, but the sensitivities vary widely, that for the 
260-Hz square wave at the disk being almost 20 times greater 
than for the 5 m V Is linear scan. Since the background signal 
at a CFME can be orders of magnitude lower than at the GCE, 
the sensitivity of the instrument measuring the current may 
be adjusted to measure currents orders of magnitude lower 
with the same accuracy and precision. With this rationale, 
it is reasonable to compare current density per concentration 
unit. The current density per unit concentration for the 5-Hz 
square-wave experiment at the glassy carbon disk was 0.123 
I'A/(I'M em') compared with 0.646 I'A/(I'M em') at the 
CFME. About 15% of the increase in current density can be 
attributed to nonplanar diffusion. The reason for the addi
tional current is not known. Specific effects of differing carbon 
surfaces are well documented (12). It would be reasonable 
also to suspect the intensive initial conditioning, since drastic 
chemical and topographical changes have been observed with 
chemically and electrochemically oxidized carbon fibers (15). 
The enhanced sensitivity at the carbon fiber does not result 
in a comparable decrease the in detection limit because the 
background noise also increases. 

Kinetic Investigation. Normal pulse experiments were 
carried out using the glassy carbon electrode with a 10- or 
15-m V step height over the potential range of 0.0 to -1.0 V. 
The pulse width was varied between 20 and 400 ms, which 
required a 15-20-s delay between pulses in order to renew the 
boundary conditions. The delay time can be cut in half, from 
a total of 22 to 11 min per voltammogram, by purging the 
solution for the first 3 s after each pulse. The voltammograms 
analyzed were an average of three repetitive experiments with 
background subtracted. Linear base-line correction could not 
be used, since the wave of interest merges into the background. 
For all experiments the limiting current increased linearly with 
concentration. 

Kinetic parameters were obtained from normal pulse 
voltammetric data by means of the COOL algorithm, which 
provides nearly real time data analysis (6). The experimental 
data (after background subtraction) are used directly without 
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E tV) 

Figure 8. Normal pulse voltammograms at various concentrations of 
NAPTN (Circles). The solid line is the best-fitting voHammogram (see 
text). Conditions: concentration, 0.225 ~ C (mM) ~ 0.985; t p = 50 
ms; glassy carbon electrode. 

normalization, eliminating operator bias in choosing a nor
malizing factor (here the limiting current). The experimental 
current is expressed as a linear function of the dimensionless 
current function, '{;: 

i.xp = a'{; + b (2) 

For normal pulse voltammetry under the present conditions 
(initial conditions renewed before each pulse), the dimen
sionless current function for slow electron transfer, based on 
the Butler-Volmer relation, is given by the well-known ex
pression 

'{; = (11"'/2(1 + ,t'x) exp(x2) erfc (x) (3) 

where 

R 

-0.6 

E(Y) 

c 

-0·Z -e·.. -e· 
E(Y) 

, = exp{nF(E - E , j2') / RTI 

K = ke 0 / D o(1-a)/2D
R

(a/2) 

tp is the pulse width, a is the charge-transfer coefficient, E,d 
is the reversible half-wave potential, Do and DR are diffusion 
coefficients of the oxidized and reduced forms, respectively, 
and ke 0 is the standard heterogeneous rate constant. 

Extracting kinetic and thermodynamic information from 
totally irreversible voltammetric waves is limited by the de
generate nature of the standard potential, EO, and the ap
parent heterogeneous rate constant, keo (16). Knowledge of 
the standard potential, which is not accessible in this case, 
is required in order to determine the rate constant. Similarly, 
the curve-fitting procedure will have inseparable degenerate 
pairs of values for the reversible half-wave potential E,!2' and 
K. The diffusion coefficients of the oxidized and reduced 
forms, Do and DR, respectively, are assumed equal, and 
therefore E,/z' equals EO. Because of this degeneracy, we 
report a formal rate constant, k" referenced to an arbitrary 
reference potential, E,. The value of the charge-transfer 
coefficient is unaffected by these considErations. 

With the value of E,d fixed at -0.4 V (which is more 
positive than the E'/2 value for the longest time scale ex
periment), the arbitrary reference potential, the algorithm 
searches for the optimal values of K and" using a simplex 
search routine and evaluates the fit to the experimental data 
by computing the correlation coefficient (R) of eq 2. The 
optimal values of the kinetic parameters correspond to the 
minimal value of the complement of the correlation coefficient 
(l-R). 

Figure 8 shows normal pulse data points (circles) along with 
the best fit voltammogram (solid line) for a 5O-ms pulse width 
at various NAPTN concentrations. To evaluate the quality 
of the fit, there are two parameters to consider, the correlation 
coefficient (R) or the signal-to-noise ratio (8/ N = a/ SY' where 
a is the slope and Sy the standard deviation about the line 
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Figure 9. Square-wave voHammograms at frequencies (Hz) of (A) 10, (B) 20, (C) 50, (D) 100. Experimental data pOints are circles and the best-fitting 
theoretical curve is the solid line. Conditions: 0.566 mM NAPTN; E ,w = 50 mV, t1E, = 5 mV. 
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according to eq 2). For the fitted voltammogram in Figure 
8, R 2': 0.9998 and S / N increases from 123 to 237 as the 
concentration is changed from 225 I'M (lower curve) to 985 
I'M (upper curve). From a data bank representing 56 volt
ammograms over 11 days of experimentation, at pulse widths 
from 20 to 400 ms, the mean value of -log K was determined 
to be 1.57 (range = 0.41, standard deviation = 0.11) with a 
mean a value of 0.457 (range = 0.13, standard deviation = 
0.012). Rejection of data was done with a Q-test at the 90% 
confidence level on a daily basis. A day of experiments rep
resent a series of voltammograms at increasing concentrations 
of NAPTN. The large range of values greatly exceeds both 
the uncertainty of each individual fit and the consistency 
within a given day but is nevertheless anticipated, since the 
data were collected at a solid electrode whose electroactive 
surface area as well as surface work function depends on 
polishing as well as chemical and electrochemical conditioning 
(4,17). 

The mean value of the diffusion coefficient determined from 
the limiting current is 8.50 X 10"; cm' / s. When one uses this 
value of D and 0.0269 S-I/' for K, the value of the rate constant 
referenced to -0.40 V is 7.8 X 10-5 cm/s. 

Square-wave voltammetry can be used also to extract the 
same kinetic idormation (6, 18). Figure 9 shows four 
square-wave voltammograms at 10, 20, 50, and 100 Hz (i.e. 
a pulse width from 50 to 5 ms) for which the experimental 
data points are the circles and the optimal theoretical curve 
is the solid line. The correlation coefficients are 0.9998, 0.9999, 
0.9998, and 0.9887, respectively, and the values of kinetic 
parameters agree well with those obtained from normal pulse 
data. The average value of log K is -1.62 and the average value 
of a is 0.463. The cycle time for one square-wave experiment 
(at 10 Hz and a step height of 10 m V, range 1.0 V) is 10 s plus 
3 s of purge time and 5 s of delay time for a total of 18 s. 
Compare this with the 50-ms normal pulse experiment (the 
same characteristic time), which would take 14 min and 10 
s, or 45 times as long. 

To complete our investigation, the linear scan data (from 
Figure 2, as well as at 20, 100, and 300 m V Is) were analyzed 
by using the treatment for a totally irreversible heterogeneous 
electron transfer (19). Using our value of the transfer coef
ficient (a = 0.457), we obtain a diffusion coefficient of 5.38 
X 10"; cm'/s and rate constant of 4.8 X 10-5 cm/s, corre
sponding to a value of -1.68 for log K, which agree well with 
the data presented above. 

Thus we conclude that even at these very negative poten
tials either glassy carbon or carbon fiber electrodes can be used 

to determine N-acetylpenicillamine thionitrite voltammet
rically with a detection limit of ca. 3 I'M. The vasodilating 
properties of NAPTN have been studied over the range 10-10 

to 10-5 M. The voltammetric measurement described here 
could not be used directly in complex biological fluids. 
However, it could be adapted readily to detection following 
appropriate sample pretreatment, Under the proper condi
tions the kinetic process (reaction 1) is extremely well-behaved. 
Thus examination of this reduction may be a useful technique 
for characterizing unstable thionitrites of physiological interest. 

ACKNOWLEDGMENT 
Discussions with John O'Dea and Stanley Bruckenstein are 

greatly appreciated. We thank James Schmidt for assistance 
with the FTIR work. 

LITERATURE CITED 
(1) Edward, J. C.; Ignarro, L. J.; Hyman, A. L.: Kadowitz. P. J. J. Pharm. 

Exp. 1984, 1, 33. 
(2) Ignarro, l. S.; Lippton, H.; Edwards, J. C.; Borros, W. H.; Hyman, A. L. 

J. Pharm. Exp. 1981, 3, 739. 
(3) Oae, S.; Shinhama. K. Org. Prep. Proced. Int. 1983, 15,165-198. 
(4) Takeuchi. E. S.; Osteryoung, J.; Fung, H.-L. Anal. Chim. Acta 1985, 

175,69-77. 
(5) Jemal, M.; Knevel A. M. J. Electroanal. Chern. Interfacial Electro

chern. 1979, 95, 201. 
(6) O'Dea, J.; Osteryoung, J.; Lane, T. J. Phys. Chern. 1986,90,2761. 
(7) Osteryoung, J.; O'Dea, J. Electroanalytical Chemistry; Bard, A. J., Ed.; 

Marcel Dekker: New York, 1986; Vol. 14, pp 209-303. 
(8) Aoki, K.; Honda, K.; Tokuda, K.; Matsuda, H. J. Electroanal. Chern. 

Interfacial Electrochem. 1985, 182, 267. 
(9) Singleton, S. T.; O'Dea, J. J.; Osteryoung, J. Anal. Chern. 1989, 61, 

1211. 
(10) Field, L.; Dolts, R. V.; Ravichandran, R.; Lenhert, P. G.; Carnahan, G. 

E. J. Chern. Soc., Chern. Commun. 1978, 249. 
(11) Bonnet, R.; Nicolaidou, P. J. Chern. Soc., Perkin Trans. 1 1979, 

1969. 
(12) Edwards, T. E. Anal. Chim. Acta 1985, 175, 1-22. 
(13) Gonon, F.; Fombarlet, C. M.; Buda, M.; Pujol, J. F. Anal. Chern. 1981, 

53, 1386-1389. 
(14) Aoki, K.; Tokuda, K.; Matsuda, H.; Osteryoung, J. J. Electroanal. 

Chern. Interfacial Electrochem. 1986, 107,25-39. 
(15) Kozlowski, C.; Sherwood, P. M. A. J. Chern. Soc., Faraday Trans. 1 

1984,80,2099-2107. 
(16) Oldham, K. B.; Parry, E. P. Anal. Chern. 1968, 40, 65. 
(17) Poon, M.; McCreery, R. Anal. Chern. 1988, 60, 1725. 
(18) O'Dea, J. J.; Osteryoung, J.; Osteryoung, R. A. Anal. Chern. 1981, 

53,695-701. 
(19) Bard, A. J.; Faulkner, L. R. Electrochemical Methods; John Wiley and 

Sons: New York, 1980; p 223. 

RECEIVED for review March 24, 1989. Accepted May 19, 1989. 
This work was supported in part by Grant No, CHE8521200 
from the National Science Foundaion, by donations of 
equipment from EG&G PARC, and by fmancial support from 
the Office of Naval Research for purchase of the FTIR 
spectrometer. 



1960 Anal. Chern. 1989, 61,1960-1970 

Influence of Mass Transfer Kinetics on the Separation of a 
Binary Mixture in Displacement Liquid Chromatography 
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The derlvallon and properties of the system of equallons de
scribing a nonlinear, nonldeal model of chromatography are 
discussed In the case of the separation of the components of 
a binary mixture by displacement chromatography. This Is a 
three-component problem and the system of equations In
cludes three mass balance equations and three kinetic 
equations, one mass balance equation and one kinetic equa
lion for each component of the binary mixture and for the 
dlsplacer. The nature of the specHlc problem (displacement) 
Is accounted for In the boundary conditions: a rectangular 
pulse of the sample Is Injected In a column containing only the 
pure mobile phase. After the Injection, a stream of a solution 
of dlsplacer Is passed through the column. The procedure for 
calculating numerical solullons of the system of nonlinear 
partial dlfferenllal equations obtained Is explained and justi
fied. A series of simulated chromatograms is presented, 
corresponding to various combinations of the mass transfer 
coefficients of the three compounds Involved, covering a wide 
range of numerical values. When the values of the three 
mass transfer coefficients become large, the resuHs approach 
those derived from a semlequlllbrium model of displacement 
chromatography. 1\ Is shown, however, that displacement 
chromatography remains possible when the kinetics of mass 
transfer between phases Is slow, provided long columns are 
used at low flow velocity of the mobile phase. The critical 
parameters for a displacement separation are the dlsplacer 
concentrallon, the loading factor (ratio of sample size to 
column saturallon capacity), and the number of theoretical 
plates as measured In linear elution, for a very small sample 
size. 

INTRODUCTION 
Displacement chromatography was first introduced by 

Tiselius in 1943, as a new mode of carrying out chromato
graphic separations (1). A chromatographic phase system is 
selected so that the components of the sample have large 
retention volumes and the proper column is prepared. A 
volume of sample is introduced in the column. This volume 
can be rather large compared to the column volume if the 
sample is dilute, but it should remain moderate compared to 
the retention volume, so that frontal analysis does not take 
place. Elution is then carried out with a displacer, i.e., a 
solution of a compound that is more retained than any com
ponent of interest in the sample. The front of the displacer 
moves along the column, sweeping the sample components 
in front of it. These components are stacked in neat zones, 
ordered after their increasing retention in the phase system 
selected. Under proper conditions, the separation of these 
zones is complete, and the corresponding components can be 
recovered at a high degree of purity. The displacer must be 
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purged out of the column, and only after this regeneration 
step has been completed, can another separation be attempted 
on the original column. 

In displacement chromatography, the elution of the sample 
out of the column exhibits a series of zones, with thin 
boundaries, where two neighbor zones interfere, with wide 
concentration plateaus in between, during which a pure 
component of the sample is eluted at a constant concentration. 
These series of zones are called "isotachic displacement trains", 
because, once formed, they move at constant velocity and 
profile. Therefore, the optimum conditions for a separation 
are those for which the isotachic train is just formed when 
it exits the column, or, possibly, slightly before that moment, 
if analysis time or production rate are of serious concern. The 
retention data (time or volume) do not mean much in dis
placement chromatography: they depend on the composition 
of the sample. The maximum concentration of the band of 
a given compound does not depend on its concentration. The 
width or duration of this band, on the other hand, is pro
portional to the compound concentration in the sample. 

In the 1940s, analytical instrumentation was very rudi
mentary. Analysts would collect fractions at the exit of the 
column and analyze them by combinations of chemical re
actions and colorimetry. A separation process such as dis
placement chromatography, which delivers fractions more 
concentrated than elution chromatography, was highly valu
able. When analytical instrumentation progressed and the 
liquid chromatograph was developed in the 1960s, displace
ment was abandoned because it does not give well-resolved 
bands, which can be turned into easily handled signals by the 
very sensitive detectors now available. On-line detection of 
the isotachic train is not suitable for analytical purposes. 
Horvath et al. brought displacement chromatography back 
to the limelight in the early 1980s, as a possible implemen
tation of preparative liquid chromatography, when it became 
obvious that the pharmaceutical industry was in need for a 
general purpose, highly selective method of separation for its 
intermediates (2). 

In spite of the publication of a number of important con
tributions (2-8), the lack of theoretical understanding of the 
kinetics of the displacement process still hinders experimental 
studies of the optimization of the experimental conditions 
under which displacement chromatography is run. Most 
theoretical investigations of displacement chromatography are 
based on the use of an equilibrium or ideal model (2-{). The 
rates of mass transfers of the components of the sample be
tween the two phases of the chromatographic system are 
assumed to be infmite, while axial dispersion is neglected. This 
amounts to assuming the column efficiency to be infinite. 
Under such an assumption, the bands in an isotachic train 
are completely resolved and merely touch each other. The 
boundaries of each zone are vertical. Helfferich and Klein 
have presented an analysis of the phenomenon based on the 
coherence concept (i.e., isotachic migration of two components) 
and using the h-transform (4). They have shown how to 
predict the progressive formation of the isotachic train and 
the characteristics of that train. Rhee et al. have analyzed 
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the details of multicomponent ideal displacement chroma
tography, when the adsorption isotherms are given by the 
classical competitive Langmuir equations (5, 6). 

In spite of the very high column efficiencies available today 
in high-performance liquid chromatography (HPLC), the ideal 
model permits only first-order approximations. The nonlinear 
effects due to the curvature of the equilibrium isotherms and 
the coupling between the isotherms of the various components 
are properly taken into account. On the other hand, however, 
the ideal model predicts razor-sharp boundaries between the 
displacement zones of an isotachic train and this is not re
alistic. Using a semiideal model, in which the finite column 
efficiency is taken into account, Katti and Guiochon have 
shown that the ideal model assumption grossly overestimates 
the recovery yield of a separation and its production rate, 
because it neglech the losses due to the zone boundaries which 
are significant (7). The semiideal model gives excellent results, 
which account very well for the experimental profIles obtained, 
when the chromatographic system and the sample used pro
vide for rapid mass transfers between phases, and especially 
for a fast kinetics of the retention process (7). 

There are casE'S of practical importance, however, where 
mass transfers between phases are not fast, especially when 
proteins are concerned. In a number of practical applications 
of bioaffinity chromatography, or even of adsorption chro
matography, the kinetics of the retention and/or of the mass 
transfers between phases are slow, and their effect on the band 
profIles must be taken into account. This can be done through 
the use of a kinetic model. Recently, Philips et al. presented 
a numerical solution of such a model (8). This approach has 
some limitations, which will be discussed in the present paper. 
We have recently described a procedure for the computer 
calculation of numerical solutions of the classical kinetic 
model, in the case of a single compound (9) and of a binary 
mixture (10), in isocratic elution chromatography. 

The purpose of the present paper is in the extension of our 
previous results to the solution of a multicomponent problem 
and in the application of these results to the investigation of 
the influence of the kinetics of mass transfers between phases 
on the profiles of zones in displacement chromatography, on 
the rate of formation of the isotachic train, and on the recovery 
yields in a separa:ion. The following discussion is limited to 
the case of a binary mixture, with a single component used 
as a displacer (three-component problem). Extensions to the 
case of multi component mixtures appear rather straightfor
ward. 

MATHEMATICAL MODEL AND NUMERICAL 
SOLUTION 

The problem investigated here involves a three-component 
chromatographic system, with particular boundary conditions 
simulating the experimental conditions under which a dis
placement run is carried out. In the following, subscripts 1 
and 2 refer to the two components of the binary mixture to 
be separated, in the order of their elution, and subscript d 
refers to the displacer. 

1. The Mass Balance Equations. The mass balance 
equations for the three components involved are written in 
exactly the same way as for a single compound 

ac! ac! aq! a2c! 
at + Uaz + Fat = DCai' (la) 

aC2 aC2 aq2 a2c2 - + u- + F- = D2- (lb) 
at az at az2 

aCd aCd aqd a2cd at + Uaz + Fat = DdiJii (lc) 

In these equations t and z are the time and abscissa along the 

column, respectively, C and q are the concentrations of the 
compounds indicated by the subscript in the mobile and 
stationary phase, respectively, F = (1 - ,) /' is the phase ratio 
of the column, and, is the column porosity, U is the mobile 
phase velocity, which is constant along the column and during 
the experiment, and D is the axial dispersion coefficient, which 
accounts for the effects of the molecular diffusion of the 
corresponding compound, of the column tortuosity and of the 
lack of homogeneity ofthe packing on the axial dispersion of 
the chromatographic bands. 

A similar set of equations has been previously discussed (9, 
10). It contains two functions for each compound, the con
centrations in the mobile and the stationary phases. These 
functions must be related. In the ideal and the semiideal 
models, the relationship is derived by assuming that the two 
phases are always at equilibrium (ideal model) or near 
equilibrium (semiideal model). In the present work, we em
ploy a kinetic model to account for the rate of mass transfer 
between the two phases. 

2. Kinetic Equations. Several models are conceivable for 
the kinetic equation relating the concentration of a compound 
in the mobile and the stationary phase. Thomas (11), Gold
stein (12), and Wade et al. (13) used the Langmuir kinetics 
of adsorption/ desorption in their investigations. Since the 
Langmuir kinetics cannot account for the mass transfer ki
netics, which is the main source for deviation from equilibrium 
in most chromatographic separations, we have preferred the 
solid fIlm driving force model (9). The corresponding equation 
assumes that the rate of mass transfer is proportional to the 
difference between the actual concentration in the stationary 
phase and the one that would correspond to thermodynamic 
equilibrium between the two phases. Accordingly, we have 

aqdat = -k,Jq! - q!) (2a) 

aq.;at = -k,/q2 - q2) 

aqd/ at = -k'd(ijd - qd) 

(2b) 

(2c) 

In these equations k" stands for the lumped mass transfer 
coefficient of the compound i and qi is the concentration of 
the corresponding compound, i, in the stationary phase, at 
equilibrium with the concentration Ci in the mobile phase. 
qi is given by the appropriate isotherm equation. 

3. Isotherm Equations. In principle any isotherm 
equation can be used to complete the system of equations. 
Special difficulties arise, however, when the phenomenon 
popularly referred to by experimentalists as "isotherm 
intersection" takes place (14, 15). In the present work, we have 
used the competitive Langmuir isotherms for three compounds 

These ternary isotherms account for what is probably the most 
important single feature of multicomponent nonlinear chro
matography, the competition between the different com
pounds involved for interaction with the stationary phase. 
More complex isotherm equations are available, which ac
counts for the nonideal behavior of the mobile and the sta
tionary phases. 

4. Boundary and Initial Conditions. The initial con
ditions correspond to a column initially filled with pure mobile 
phase and empty of either the binary mixture or the displacer 
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Ci(X, 0) = qJX, 0) = 0 (i = 1, 2) x > 0 (4a) 

Cix, 0) = qd(X, 0) = 0 x > 0 (4b) 

At time t = 0, a rectangular pulse of the binary mixture is 
injected. The duration of the pulse is tp and its concentrations, 
Clo and C2o, and the amounts of components 1 and 2 injected 
are respectively CIOt,!'v and C20t,!'v, where Fv is the volume 
flow rate of mobile phase; hence the boundary conditions for 
the binary mixture are 

C,(o, t) = COi 0 < t :S tp 

C,(O, t) = 0 t > tp 

(5a) 

(5b) 

After the injection is finished, a step of constent concentration, 
Cd, of the displacer in the mobile phase is introduced in the 
column at constant flow velocity, until the experiment ends 

Cd(O, t) = 0 

Cd(O, t) = COd 

(6a) 

(6b) 

The problem is now fully determined and ready for solution. 
5. Numerical Analysis. The mathematical model involves 

the three mass balance equations, eq 1, the three kinetic 
equations, eq 2, the three isotherm equations, eq 3, the initial 
condition, eq 4, and the boundary conditions, eq 5 and 6. It 
is impossible at present to obtain an analytical solution for 
this system. Even the numerical analysis is not simple, be
cause the convergence of a numerical algorithm toward the 
exact solution of the system has not been demonstrated, so 
that stability conditions of the numerical procedures are 
unknown. The convergence, stability, and truncation errors 
of several numerical procedures used for the calculation of 
solutions of the kinetic model have been discussed (16, 17). 

In the present work we have replaced the set of partial 
differential equations 1 and 2 by the following equivalent tmite 
difference equations (i = 1, 2, d): 

(Ci)~t\ - (Ci)~+l (Ci)~+l - (Ci)~ F(qi)~+l - (q;l~ 
U h + 7 + 7 =0 

(7a) 

(7b) 

where hand 7 are the space and time increments and n and 
j are the space and time indices, respectively. 

In order to minimize the impact of the truncation errors 
on the numerical solution, we have carried out the calculstions 
assuming that the axial dispersion coefficients are all equal 
to O. Under such conditions. the truncation errors introduce 
an artificial dispersion term which can be made to compensate 
exactly for the lost axial dispersion term, if the space and time 
integration increments are properly chosen (16). The error 
analysis shows that, in the linear case, the error made in 
replacing each eq 1 by a finite difference equation introduces 
an artificial dispersion term that is equal to Di?C / aX 2, where 
D. is the apparent or artificial dispersion coefficient introduced 
by the truncation errors. D. is equal to (a - l)huo/2, where 
a is the Courant number, equal to uo, / h(1 + ko 1, which must 
be kept larger than 1 to avoid numerical instabilities and 
negative values of the concentration. 

In the present work, we have taken a = 2 and the space 
integration increment equal to 2D / uo, where D is the axial 
dispersion coefficient. Under these conditions, 7 = 4D(1 + 
ko1/Uo2 and the apparent dispersion coefficient, D., is equal 
to D, as required. The axial dispersion coefficient includes 
the axial molecular diffusion, the column tortuosity, and the 
unevenness of the flow pattern in the packed column. Thus 
it corresponds to the sum of the first two terms of the classical 
Knox equation, (2,,(Dm /u) + Aul / 3 (18). The third term of 

the HETP equation, CUo, the resistance to mass transfer in 
the stationary phase is accounted for here by the kinetic 
equations (eq 2). The importence of the truncation errors was 
ignored in ref 8, which may affect the validity of some of the 
conclusions of that work, and certainly results in the prediction 
of profiles which are smoother than they should. 

A computer program implementing this algorithm has been 
written and numerical calculations have been carried out on 
the VAX 8750 at the Computer Center of the University of 
Tennessee. 

RESULTS AND DISCUSSION 

Using the mathematical model, the calculation procedure, 
and the computer program described above, we have studied 
systematically the influence of the displacer concentration, 
the column length, the mobile phase velocity, the axial dis
persion, and the mass transfer coefficients on the character
istics of the separation achieved. The results are described 
in Figures 1 to 20. 

1. Inflnence of the Displacer Concentration. The 
influence of the displacer concentration has already been 
discussed in detail by Rhee et aI., using the ideal model (5, 
6). They have shown that there is a threshold concentration, 
below which displacement of a compound band can never take 
place. More precisely, displacement is possible only if the 
slope of the chord between the origin and the point on the 
isotherm of the pure displacer corresponding to its concen
tration in the mobile phase, Cd' is lower than the slope of the 
origin tengent to the isotherm of the compound studied. This 
condition can be written (6) 

qd ad 
C;; = 1 + bdCd < ai 

(8) 

Therefore, the critical concentration of the displacer during 
a chromatographic development is 

1 (ad ) Cd" = - --1 
bd ai 

(9) 

and a successful displacement requires that Cd > Cd.,,' Thus, 
for a multicomponent mixture, the critical displacer concen
tration for displacement of the whole band system depends 
only on the adsorption isotherms of the pure displacer and 
of the pure lesser retained component of the mixture. It does 
not depend on the other components of the mixture, except 
that, of course, the displacer must also be more strongly re
tained than the more retained component ofthe mixture. It 
does not depend on the composition of the feed either. 

The use of the kinetic model permits a more detailed in
vestigation, since it predicts the exact profile of the component 
zones at the end of the displacement, when they elute from 
the column. If needed, it can also predict the progressive 
changes in the zone profiles which accompany the formation 
of the isotachic train (7). We can investigate three types of 
displacement experiments, depending on the value of the 
displacer concentration. Let 1 be the subscript which stands 
for the last eluted component of a mixture and f the subscript 
for the first eluted one. 

a. a, < qd/Cd' The Chord Slope Exceeds the Slope of the 
Origin Tangent of the Most Retained Component. In this 
case the displacer concentration is lower than the threshold 
concentration for the last component 

1 (ad ) Cd < - --1 
bd al 

(10) 

The displacer has no influence on the behavior of any of the 
mixture components. Their migration along the column is 
too fast and the displacer front can never take over and in-
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Figure 1. Simulated zone profile for displacement chromatography. 
Experimental conditions: column length, 25 em; phase ratio, 0.25; flow 
velocity, 0.05 em/so Curve 1, first component; curve 2, second 
component; curve 3, displacer. Isotherms: first component, q 1 :; 

18.75C ,/(1 + 12.5C, + 15C, + 18C,); second component, q, = 
22.5C,/(1 + 12.5C, + 15C, + 18C,); displacer, q, = 27C,/(1 + 
12.5C, + 15C, + 18C,). Relative retention of the two components 
of the feed: C\:' = 1.20. Sample size: injection duration, t p = 250 s; 
concentration in the feed, C 10 = 0.01 M, C 20 = 0.02 M. Loading 
factors: L f1 :;;; 1.333%, Lf2 = 2.666%. Displacer concentration: Cd 
= 0.01 M. Mass transfer coefficients: k'l:;;; k f ::::; k'd = 15-1

. Axial 
dispersion coefficient: Da:;;;;; 1.25 X 10~ emit/so 

teract with them. A conventional chromatogram, typical of 
elution or overloaded elution, is recorded. For example, Figure 
1 has been obtained with Cd = 10 mM, a concentration for 
which the inequality 10 is satisfied. Although there is some 
interference between the bands of the two components of the 
binary mixture, there is none between the second component 
and the displacer, as expected. 

b. af < qd/ Cd < al' The Chord Slope Is Intermediate 
between the SlOPES of the Origin Tangents of the Two Com
ponents. In this case the displacer concentration is higher 
than the threshold concentration for the last component, but 
lower than the th~eshold concentration for the first one 

1 (ad) 1 (ad ) - - - 1 < Cd < - - - 1 
bd al bd af 

(11) 

The displacer has no influence on the behavior of the first 
component but does displace the second component. Figure 
2 has been simulated with the same parameters as Figure 1, 
except that the displacer concentration is now 20 mM. It 
shows that the zor.e profile of the second component is very 
different from the one on Figure 1. A displacement effect is 
taking place, although the isotachic train has not had time 
to fully form. In agreement with theory, the formation of an 
isotachic train is possible for the second component and it is 
nearly achieved under the conditions of Figure 2. As theory 
also predicts, it is impossible to ever incorporate the band of 
the first component in an isotachic train. In fact, the first 
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Figure 2. Simulated zone profile for displacement chromatography. 
Same conditions as for Figure 1, except displacer concentration Cd 
= 0.02 M. 

component profile is almost the same as on Figure 1, except 
that at its very end its tail is shorter and ends 2 min earlier, 
because of the increased concentration of the second com
ponent in the corresponding time zone, enhancing the com
petition with the first component molecules. 

Under the experimental conditions simulated by Figures 
1 and 2, the critical displacer concentration for displacement 
of the sample mixture is 24.5 mM. 

c. qd/Cd < af. The Chord Slope Is Lower Than the Slope 
of the Origin Tangent of the Lesser Retained Component. 
In this case the displacer concentration is higher than the 
threshold concentration for a successful displacement (Le., 
Cd> (l/bd)(ad/af) -1)). Figure 3 corresponds to a displacer 
concentration of 40 mM, which satisfies this condition. Rather 
sharp boundaries appear on both sides of each zone and on 
the displacer front. An isotachic displacement train is formed. 

The ideal model predicts that a concentration shock should 
take place on both sides of each profile (5, 6). In actual 
columns, which have a finite efficiency, the true concentration 
discontinuities are replaced by shock layers, which have a fmite 
thickness, proportional to the column HETP. The length of 
the plateau is shorter than that predicted by the ideal model: 
the actual zone profiles are not rectangular. The ideal model 
also predicts the height of each plateau, ct, which is given 
by (5) 

(12) 

The plateau concentration for each component of the mixture 
is independent of the feed composition, but depends only on 
the equilibrium isotherm of the corresponding component, 
as a pure compound (only ai and bi enter in eq 12, not the b/s 
(j "" i», and on the displacer concentration and isotherm. For 
example, eq 12 predicts for the plateau concentrations of the 
two components of the binary mixture, under the experimental 
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Figure 3. Simulated zone profile for displacement chromatography. 
Same conditions as for Figure 1, except displacer concentration Cd 
= 0.04 M. 

conditions simulated on Figure 3, ct = 0.015556 M and Cl 
= 0.028889 M respectively. The values predicted by the 
computer calculations are identical, 0.015556 M and 0.02889 
M, respectively. Thus, the finite column efficiency, i.e., the 
axial dispersion and the finite mass transfer kinetics, narrows 
the plateaus, smooths their edges, and turns the shocks into 
shock layers. It does not change the maximum concentration 
of the zones, if a plateau can be formed. As we show later, 
when the mass transfer kinetics decreases excessively, the 
plateau narrows and disappears. As long as the plateau exists, 
however, its concentration is given by eq 12. 

d. Optimization of the Displacer Concentration. As we 
have shown in the previous section, the minimum concen
tration for the formation of an isotachic train involving the 
bands of all the mixture components is given by eq 9. How
ever, the ideal model predicts that the best results are obtained 
if the displacer concentration is chosen so that the ratio qd! Cd 
is smaller than the smallest root, "'" of the equation 

b·q p -' -' = 1 (13) 
'=lai - '" 

In this case, the shocks between the two components and 
between the last component and the displacer appear as soon 
as the displacer is injected and are stable and propagate as 
such. Thus a short column is needed for the formation of an 
isotachic displacement train of fully separated zones, a column 
shorter than in the previous cases (6). 

If we use a displacer concentration higher than the one given 
by eq 9, we can, within the framework of the ideal model, 
increase the plateau heights (see eq 12). The zone width 
decreases, which is not detrimental with an ideal column of 
infinite efficiency, but is with a real column. The actual 
boundary between displacement zones is always a shock layer, 
as explained above, and a mixed, interference boundary zone, 
with a finite thickness, appears between each successive pair 
of bands. The recovery yield may never approach 100%. As 
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Figure 4. Simulated zone profile for displacement chromatography. 
Same conditions as for Figure 1, except displacer concentration Cd 
= 0.5 M. 

the displacer concentration rises above the critical value (eq 
9), the plateau at the top of each band narrows and the ratio 
of the width of the interference regions to the band widths 
increases. The recovery yield decreases. For a while, the 
production rate increases, because the cycle time decreases. 
At still higher displacer concentrations, the plateaus disappear, 
the separation between the two components degrades, and 
eventually the two bands are eluted on the front of the dis
placer without any significant degree of resolution (see Figure 
4). The recovery yield and the production rate are negligible. 

Thus, the optimum displacer concentration in displacement 
chromatography with real columns is slightly higher than the 
critical threshold concentration (eq 9), but not as large as the 
optimum value predicted by the ideal model (Cd corresponding 
to the smallest root of eq 13). For example, in the experi
mental case investigated above (see Figures 1 to 4), the critical 
displacer concentration, for the phenomenon to take place is 
24.4 mM. Simulation with a displacer concentration of 30 mM 
fails to show an adequate isotachic train developed for colunms 
shorter than 35 cm. This is why we have chosen a concen
tration of 40 mM for the rest of the investigation. 

2. Influence of the Column Length. In order for the 
isotachic train to fully develop, the sample size should not 
exceed a value corresponding to a certain, optimum loading 
factor. The loading factor is inversely proportional to the 
column length (19). Thus, if the sample is too large or the 
column length too short, the isotachic train will not have time 
to form, but with the same sample size, it will develop with 
another, longer column. Alternatively, if the sample is smaller 
than the optimum loading factor, the isotachic train will be 
formed before the end of the column. Increasing the column 
length will result in no change in the band profiles of the 
mixture components, their resolution, or the displacer front 
at the column exit but will decrease the production rate. 

Figures 5-7 show the concentration profiles observed at the 
exit of columns having lengths of 10, 25. and 50 cm, respec-
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Figure 5. Simulated zone profile for displacement chromatography. 
Same conditions as for Figure 3, except (i) mass transfer coefficients 
k'1 = k '2 = k fd = 50 s- t and (ii) column length L = 10 em. Since the 
sample size is the same, the loading factors are now L'l = 3.33% 
and L'2 = 6.65%, respectively. 

tively. for the same sample size. At the end of the fIrst column 
(Figure 5), the isotachic displacement train is not formed; the 
loading factor was too large. At the end of the second column 
(Figure 6), it is formed. 

The band profiles are identical at the exit of the last two 
columns (see Figures 6 and 7). This observation confirms 
the existence of a constant pattern behavior, as demonstrated 
in the case of convex isotherms, such as the Langmuir iso
therm, by Cooney and Lightfoot (20). In the initial region 
of the column, the finite kinetics of mass transfer spreads the 
bands as the front progresses. At some distance from the 
column inlet, however, the band front approaches an as
ymptotic form and moves as a stable profile thereafter, with 
no further change in its shape. Such a concentration profile 
is called a constant pattern profile (20). 

Finally, the profile shown in Figure 8 has been obtained 
with the same column and under the same conditions as the 
one in Figure 5, except that the sample size was 2.5 times 
smaller. Thus, the loading factor was the same as for Figure 
6, and the band profiles of these two figures are identical 
(constant pattern profiles). This demonstrates that, in order 
to obtain an isotachic train just fully developed at the column 
exit with a displacer of constant concentration, the critical 
parameters are not the column length, or the injection 
bandwidth, or the mobile phase velocity, or the composition 
of the feed, but the loading factor. As shown below, the 
column efficiency, Le., the value of the mass transfer coeffi
cients, also has some effect. Since the loading factor is in
versely proportional to the column length, and since the 
residence time of the displacer front is proportional to the 
column length, the maximum production rate of a 
chromatographic system in displacement chromatography 
is independent of the column length, when the column is 
operated at its optimum loading factor. 
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Figure 6. Simulated zone prOfile for displacement chromatography. 
Same conditions as for Figure 5, except column length L = 25 em, 
hence L'l = 1.33%, L12 = 2.66%. 
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Figure 7. Simulated zone profile for displacement chromatography. 
Same conditions as for Figure 5. except column length L =:; 50 em; 
hence Lfl = 0.666% and L12 = 1.333%. 

3. Influence of the Axial Dispersion. In the numerical 
analysis section, we use the truncation error caused by the 
finite nature of the space and time integration increments to 
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Figure 8. Simulated zone profile for displacement chromatography. 
Same conditions as for Figure 5, except sample size and loading 
factors L'l :::;;; 1.333% and Lf2 = 2.666%. 

simulate the effect of the axial dispersion in the calculations. 
This effect smooths the band profiles, as seen in Figures 1 to 
8 and in the following ones. 

The numerical dispersion effect in Figures 5 to 8 corre
sponds to a space integration increment h of 50 I'm (Le., a 
numerical dispersion coefficientD. = 1.25 X 10-4 cm'/s) and 
to a mass transfer coefficient equal to 50 S-1 In classical mass 
transfer terminology, the height of a mixing stage is equal to 
2D / Uo and the height of a mass transfer stage is given by 
2uoko' /(1 + ko')'k, (10, 21). They are respectively equal to 
0.005 and 0.00029 for these figures. The two curves in Figure 
9, on the other hand, have been calculated by using the same 
mass transfer coefficient (k, = 1000), and two values of the 
numerical dispersion coefficient, the same as before (corre
sponding to a height of a mixing stage equal to 50 I'm) and 
a second one 10 times smaller (mixing stage height, 5 I'm). 
When the kinetics of mass transfer are not very slow, which 
is true with the columns discussed so far, the band profiles 
under linear conditions (small sample sizes) are Gaussian and 
their variances correspond to a HETP given by (21) 

H = 2D + 2uoko' 
(1 + ko')'k, 

(14) 

The numerical values corresponding to the two curves on 
Figure 9 are 50.1 and 5.15 I'm, respectively, corresponding to 
theoretical plate numbers of 4990 and 48550. The shock layers 
are much thinner, the plateaus broader and their ends more 
abrupt on the second curve (Figure 9) than they are on the 
first one (see captions). 

Comparison between these two curves illustrates the im
portance of column efficiency in displacement chromatogra
phy. It also illustrates the potentially very important effect 
of numerical errors if they are not properly accounted for. In 
this work, we have adjusted the truncation errors so that they 
account exactly for the axial dispersion effects, and therefore 
our numerical results are correct. In some previous work the 
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Figure 9. Simulated zone profile for displacement chromatography. 
Same conditions as for Figure 6, except (i) mass transfer coefficients: 
kfl = kf2 = kf~ = 1000 $-1. Curves 1, 2, and 3: elution ~rofiles .of 
the first and second components and the displacer, respectIvely, With 
a mixing stage height of 5 ,urn. Curves 1', 2', 3', same profiles, but 
with a numerical dispersion coefficient corresponding to a height of 
a mixing stage equal to 50 ,urn. 

truncation errors have been neglected. Since they cannot be 
avoided, the numerical results obtained are inaccurate and 
cannot be used for quantitative predictions of production rates 
and recovery yields (8). The width of the mixed regions, 
between the different component zones, is proportional to the 
thickness of the shock layer, itself a function of the column 
HETP. The recovery yield and the production rate increase 
with increasing column efficiency. 

4. Influence of the Mass Transfer Kinetics (kfl = k,,). 
In this subsection, we assume that the mass transfer; proc~ed 
at the same rate for the two components of the binary mixture 
investigated and for the displacer. In the next subsection, we 
investigate the influence of widely different mass transfer 
coefficients for these three compounds and the resulting effects 
of these differences on the profiles of the displaced bands. 

Figures 9 (curve 1), 6, and 3 above, and Figures 10-13 show 
a series of displacement chromatograms that have been sim
ulated under identical conditions, except for the value of the 
mass transfer coefficient, which decreases in the following 
order: 1000 s-" (Figure 9); 50 S-l (Figure 6); 1 S-l (Figure 3); 
0.5 S-l (Figure 10); 0.2 S-l (Figure 11); 0.05 S-l (Figure 12); 0.01 
S-l (Figure 13). The corresponding value of the column HETP 
is given in Table L 

The factor that determines the profile shape is the ratio 
of the column length to the height equivalent to a theoretical 
plate (Le., the sum of the height of a mass transfer stage, 
2uoko' / (1 + kO')2k, and the height of a mixing stage, 2D /uo). 
The heights of the mass transfer stage corresponding to the 
series of mass transfer coefficients used for Figures 9, 6, 3, and 
10-13 range from 1.45 em (Figure 13) to 1.5 X 10-5 em (Figure 
9). In the worst case, the column contains only 17 stages. 

When k, decreases from 1000 to 0.5 S-l (Le., the plate 
number decreases from 5000 to 735), the plateau at the top 
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Figure 10, Simulated zone profile for displacement chromatography. 
Same conditions as for Figure 6, except mass transfer coefficients: 
k" :::; k'2 = kId:::; 0.5 S-1, 
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Figure 11. Simulated zone profile for displacement chromatography. 
Same conditions as for Figure 6, except mass transfer coefficients: 
k'l :::; kf2 :::; kId:::; 0.2 S-1. 

of the displacement zones predicted by the ideal model re
mains present and its height is constant. Its width decreases 
steadily, however, while the thickness of the shock layers 
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Figure 12. Simulated zone profile for displacement chromatography. 
Same conditions as for Figure 6, except mass transfer coefficients: 
k'l:::;;; k'2:::; kid =. 0.050 S-1, 
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Figure 13. Simulated zone profile for displacement chromatography. 
Same conditions as for Figure 6, except mass transfer coefficients: 
k'l = k'2 = k'd:::; 0.010 $-1, 

increases, and the plateau disappears when k, becomes smaller 
than 0.5 8-1. The degree of interference between bands in
creases and the recovery yield decreases. Further decrease 



1968 • ANALYTICAL CHEMISTRY. VOL 61. NO. 17. SEPTEMBER 1. 1989 

Table I. Correspondence between Column Efficiency and 
Coefficient of Mass Transfer 

height of a column height 
mass height of a mass equiv to a 

transfer mixing stage,a transfer theoretical 
eoeff,8-1 em stage,b em plate' 

1000 0.00050 0.000015 5.1 
1000 0.0050 0.000015 50.1 

50 0.0050 0.00030 53 
1.0 0.0050 0.0145 195 
0.50 0.0050 0.029 340 
0.20 0.0050 0.0725 775 
0.050 0.0050 0.29 2950 
0.010 0.0050 1.45 14550 

a2D./uo· b2uok'0.';(1 + k'0.2)2k,. C In micrometers. 
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Figure 14. Simulated zone profile for displacement chromatography. 
Same conditions as for Figure 11, except displacer concentration Cd 
: 0.10 M. 

of the mass transfer coefficient to 0.2 S-1 and below gives 
bell-shaped bands. The plateau has disappeared and the band 
height decreases with decreasing mass transfer coefficient (see 
Figures 11 to 13). The displacement process just does not take 
place anymore. The mass transfer kinetics has become too 
slow. 

The experimentalist placed in such a difficult situation may 
try one of three things in order to attempt to improve the 
experimental results: increase the displacer concentration, 
increase the column length, or decrease the mobile phase 
velocity. 

Figure 14 shows that increasing the displacer concentration 
has no significant effect on the displaced zone profiles and 
certainly does not improve the separation. The overdis
placement effect shown on Figure 4 appears (compare Figures 
4 and 14), as was expected. Figure 15 shows that a reduction 
of the displacer concentration (from 0.04 to 0.03 M) very 
slightly improves the separation. 

Figures 16 and 17 show that increasing the column length 
and keeping the same loading factor permits a serious im-
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Figure 15. Simulated zone profile for displacement chromatography. 
Same conditions as for Figure 11, except displacer concentration Cd 
: 0.03 M. 
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Figure 16. Simulated zone profile for displacement chromatography. 
Same cond~ions as for Figure 11. except column length L : 50 em. 
hence loading factors L " = 0.667 % and L '2 = 1.333 %. 

provement of the performance achieved. For Figure 16, the 
experimental conditions, including the sample size, have been 
kept constant (as for Figure 11), except for the column length, 
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Figure 17. Simulated zone profile for displacement chromatography. 
Same conditions as for Figure 16, except sample size and loading 
factors. L'i = 1.333% and L'2 = 2.667%. 

which has been multiplied by 2, thus, effectively decreasing 
by half the loading factor. The zone profiles are very com
parable to those in Figure 11 and there is no improvement 
in the separation. The separation time is double, but the zone 
widths and heights remain nearly the same. For Figure 17, 
the experimental conditions remain the same as for Figure 
16, except the sample size is double, so the loading factor is 
nOw the same as for Figure 11. Although there is not yet a 
detectable plateau, the maximum of the zone profile is now 
at the plateau concentration predicted by the ideal model and 
the separation is improved. The displacement train profile 
is nearly identical with the one obtained on Figure 10, with 
the same loading factor, a column twice as short but a mass 
transfer coefficient 2.5 times as large (number of mass transfer 
stages in the columns, 645 for Figure 17, instead of 735 for 
Figure 10). Figure 17 shows that, when the mass transfer is 
slow, the separation and the production rate of displacement 
chromatography can be improved by increasing the column 
length, and injecting proportionally more solute (so as to keep 
constant the loading factor and the throughput). 

We note that the improvement observed above (cf. Figure 
16 and 17) in the separation performance when doubling the 
loading factor is contrary to what is expected in ideal chro
matography, which predicts that there should be no sample 
size effect, as long as the loading factor is smaller than the 
optimum. In real columns, concentration shocks do not appear 
on both sides of a large size displacement zone, but shock 
layers, whose width is proportional to the column HETP. 
When the sample size decreases, the plateau narrows down, 
but the shock layer thickness remains constant. Eventually, 
the plateau disappears when the tops of both shock layers 
come into contact. 

Finally, Figure 18 shows the result obtained by decreasing 
the mobile phase velocity, at constant column length. It has 
been assumed here that the velocity has no effect on the height 
of a mixing stage (2D/uo). The results of the displacement 
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Figure 18. Simulated zone profile for displacement chromatography. 
Same conditions as for Figure 11, except mobile phase flow velocity: 
Uo = 0.02 em/s, and loading factors LIl = 1.66% and L'2 = 3.33%. 
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Figure 19. Simulated zone profile for displacement chromatography. 
Same conditions as for Figure 11, except mass transfer coefficients 
kf2 = 0.20 S-1 and kfl = k frj = 1.0 s-'. 

experiment are much better, because a reduction in the mobile 
phase velocity results in a proportional decrease of the height 
of the mass transfer stage (compare Figures 11 and 18). We 
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Figure 20. Simulated zone profile for displacement chromatography. 
Same conditions as for Figure 11, except mass transfer coefficients 
kf1 :;:: 0.205-1 and kf2 = kf~:;:: 1.0 S-1, 

must emphasize, however, that this result is valid only if the 
mobile phase diffusion coefficient of the compounds studied 
is small (e.g., proteins). Otherwise, the improvement could 
be only marginal. 

The critical parameter for the onset of a displacement train 
appears to be the ratio of the column length to the height 
equivalent to a theoretical plate; i.e., a minimum value of the 
column plate number is required for a successful displacement 
experiment. 

5. Influence of the Mass Transfer Kinetics (k"l "" kd. 
All the results presented here have been obtained with the 
assumption that the mass transfer coefficients of the two 
components of the binary mixture studied and the displacer 
are equal (Figures 1 to 18). 

When the kinetics of mass transfers proceed at different 
rates for these three compounds, the fronts of the zone profIles 
of the compounds that transfer rapidly from one phase to the 
other are much steeper than those of the compounds that 
exchange more slowly. The compounds that have a high mass 
transfer rate cannot, however, separate easily from those that 
have a slow mass transfer kinetics, and this may result in 
paradoxical situations. These effects are illustrated by Figures 
19 and 20. 

For Figure 3, the mass transfer coefficients were all equal 
to 1 sol For Figure 11, they were all equal to 0.2 S-l. These 
figures should be compared to Figure 19 (k" = k'd = 1 s-" k" 
= 0.2 S-l) and Figure 20 (k" = k'd = 1 s-" k" = 0.2 S-l). The 

first separation (Figure 3) is the best. Surprisingly enough, 
the other three separations are almost equally bad, except that, 
on Figure 20, the first component, which has the slower mass 
transfer kinetics, can be produced with a somewhat better 
yield under the conditions of Figure 20 than under the other 
two sets of conditions. In these three cases, there is an in
terference between the first component and the dis placer 
band, so the second component cannot be prepared at a high 
degree of purity with any significant recovery yield. Increasing 
the mass transfer coefficient from 1 to 50 S-l for the two 
components which have fast mass transfers does not change 
the profiles significantly. 

CONCLUSION 
As results from the work described here, high production 

rates and satisfactory recovery yields in preparative liquid 
chromatography can be obtained only by using chromato
graphic systems for which mass transfer between phases is 
sufficiently fast, and efficient, well-packed columns. The 
successive development of applications of displacement 
chromatography, especially in the life sciences, requires some 
understanding of the factors that influence kinetic phenomena 
in chromatographic columns. 

The relationships between the kinetics of mass transfer in 
chromatographic systems, the nature of the retention mech
anisms involved, and the nature of the components of the 
mixture whose separation is studied are largely unknown. It 
is also likely that the kinetics depends on the mobile phase 
concentration of the compounds that are to be separated. 

A solution to these important problems would help con
siderably in the development of strategies for the rapid op
timization of separation schemes by preparative liquid chro
matography. 

LITERATURE CITED 
{1} Tiselius, A., Ark. Kerni, Mineral. Geol. 1943, 18. 1. 
(2) Horvath, Cs.; Nahum, A.; Frenz, J. H. J. Chromatogr. 1981, 218, 365. 
(3) Glueckauf, E. Discuss. Faraday Soc. 1949, 7, 12. 
(4) Helfferich, F.; Klein, G. Multicomponent Chromatography. A Theory of 

Interference; Marcel Dekker: New York, 1970. 
(5) Rhee, H. K.; Aris, R.; Amundson, N. R. Proc. R. Soc. London, A 

1970, A267, 419. 
(6) Rhee, H. K.; Amundson, N. R. AIChE J. 1982, 28, 423. 
(7) Katti, A. M.; Guiochon, G. J. Chromatogr. 1988, 449, 25. 
(8) Philips, M. W.; Subramanian, G.; Cramer, S. M. J. Chromatogr. 1988, 

454,1. 
(9) Lin, S.; Golshan-Shirazi, S.; Guiochon, G. J. PfJys. Chem. 1989, 93, 

3363. 
(10) Golshan-Shirazi, S.; Lin, B.; Guiochon, G. J. Phys. Chem., in press. 
(11) Thomas, H. C. J. Am. Chem. Soc. 1944, 66, 1664. 
(12) Goldstein, S., Proc. R. Soc. London, A 1953. A219, 151. 
(13) Wade, J. L.; Bergold, A. F.; Carr, P. W. Ana/. Chem. 1987, 59, 1786. 
(14) Huang, J. X.; Guiochon, G. J. Colloid Interface Sci. 1989, 128,577. 
(15) Horvath, Cs.; Lee, A. Communication to HPLC'88, WaShington, DC, 

June 1988. 
(16) Lin, B.; Guiochon, G. Sep. Sci. Techno!. 1989, 24, 31. 
(17) Lin, B.; Ma, Z.; Guiochon, G. J. Chrornatogr., in press. 
(18) Knox, J. H.; Saleem, M. J. Chromatogr. Sci. 1969, 7, 745. 
(19) Golshan-Shirazi, S.; Guiochon, G. Anal. Chern. 1988, 60, 2364. 
(20) Cooney, D. 0.; Lightfoot, E. N. Ind. Eng. Chern. Fundam. 1966, 5, 

212. 
(21) Van Deemter, J. J.; Zuiderweg, F. J.; Klinkenbe-g, A. Chem. Eng. Sci. 

1956,5,271. 

RECEIVED for review March 6, 1989. Accepted May 23, 1989. 
This work has been supported in part by Grant CHE-8715211 
of the National Science Foundation and by the cooperative 
agreement between the University of Tennessee and the Oak 
Ridge National Laboratory. 



Anal. Chern. 1989, 61, 1971-1977 1971 

Ionic Equilibria of Picric Acid in Mixed Amphiprotic Solvents. 
The 2-Methoxyethanol/Water Solvent System 
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Picric acid Is the guide solute used In our studies in order to 
verHy the applicabliHy of an empirical treatment that describes 
the dependence of the dissociation constant on temperature 
and composition of the solvent mixture (X is mole fraction). 
The 2-methoxyethanol/water solvent system has been em
ployed In this work operating at 19 temperatures ranging from 
-10 to +80 °C; by use of the conductometric method the 
dissociation constant values of picric acid have been evalu
ated by the Fuoss-Hsla equation. The data have been fitted 
by three empirical equations that represent the functions K 
= K(T), K = K(X), and K = K(T,X). The K = K(T,X) 
equation In Its complete form is composed of 20 terms, some 
of which can be eliminated because of small statistical weight; 
the number and type of these terms vary on passing from one 
solvent system to another, and the best-fitting form, which in 
this case represents 13 terms, is suggested. The possibility 
of extrapolating K values of picric acid in a pure water solution 
is investigated and compared with similar previous calcula
tions. 

INTRODUCTION 
The importance of the study of dissociating behavior of 

weak electrolytes is demonstrated by the increasing interest 
and noticeable effort of many research workers. However, the 
role of the solvents in ionization and dissociation processes 
of weak solutes is still not well understood, because of the 
complexity of physicochemical phenomena that take place in 
solution (1). The use of binary solvent systems (or higher 
mixtures of miscible components) apparently can make this 
problem difficult. On the contrary, it represents an useful 
and powerful tool of experimental investigation, making 
possible the continuous variation of some physicochemical 
properties such as density, viscosity, and dielectric constant; 
all these parameters play, in fact, a significant role in the 
ionization and dissociation processes. 

As regards our specific interest in obtaining a calculation 
model able to predict acid-base titration curves in nonaqueous 
solvents, in their mixtures and in mixtures with water (2-7), 
we need to know at first some characteristic properties of the 
systems under study, such as the dissociation constants of the 
utilized electrolytes, the association constants ofthe adducts 
formed during the titrations, and the ionic mobilities in so
lution. 

Recently we have performed a series of preliminary in
vestigations on picric acid, chosen as the guide solute, in some 
solvents, i.e. pure 1,2-ethanediol (Gliet), pure 2-methoxy
ethanol (Gliem), their binary mixtures (8-10), and the binary 
system Gliet/water (11). The dissociation constants of the 
above solute were evaluated by the conductometric method 
at 19 temperatures in the range between -lO and +80 DC. In 
connection with our previous studies we report here the 
dissociation constant determination of the same solute in the 
binary system Gliem/water using the same conductometric 
technique in the temperature range above mentioned in the 
pure solvents and in their six mixtures. In the case of pure 

0003-2700/89/0361-1971$01.5010 

water and of another particularly water rich mixture we have 
encountered some difficulties in evaluation and interpretation 
of experimental data (see the discussion below). This study 
is, consequently, a part of systematic research regarding both 
the influence of the solvents on the dissociation constants of 
weak electrolytes and the correlation between the feasibility 
of conductometric titrations of such solutes under suitable 
experimental conditions and the properties of the solvent 
systems employed (2-11). 

EXPERIMENTAL SECTION 
Materials, The 2,4,6-trinitrophenol (picric acid), supplied by 

BDH (purum ca. 95%), was twice purified by recrystallization 
from hot ethanol and diethyl ether (mp 122 DC; lit. 122-3 DC) (12). 

The solvent 2-methoxyethanol (containing <0.05% water found 
by Karl-Fischer titration) was of Carlo Erba high-purity grade. 
Twice distilled water, utilized for the preparation of the mixed 
solvents and as pure solvent, gave conductivities of <2.36 X 10-6 
Sat 25 DC. 

Apparatus. Conductances of the solutions were measured with 
an Amel Model 134 digital conductivity bridge operating in the 
0.1 x 10'" to 0.3 S (scale-end) range, with a sensitivity of ±1.0%, 
and using platinized platinum electrodes (cell constant 9.12 em). 
The temperature control was provided by a Lauda K2R ther
mostatic bath maintained to ±0.02 DC. Viscosity measurements 
were performed by using a Schott-Gerate A VS 400 viscosity 
measuring system, equipped with a series of Ubbelhode viscom
eters. The densities were determined with a digital density meter, 
Anton Paar Model DMA 60, equipped with a density measuring 
cell, Model DMA 602, with a sensitivity up to 0.000001 g cm-3• 

The dielectric constants were measured with a WTW-DM01 
dipolemeter equipped with two stainless-steel cylindrical cells: 
MFL2 (7 < , < 21) was calibrated with dichloromethane (, = 9.08 
at 20 DC), pyridine (, = 12.30 at 25 °C), butan-1-o1 (, = 17.80 at 
20 DC), and acetone (, = 20.70 at 25 DC) (12); MFL3 (21 < , < 
90) was calibrated with ethanol (, = 24.30 at 25 DC), methanol 
(, = 32.63 at 25 DC), glycerol (, = 42.50 at 25 DC), and water (, 
= 80.37 at 20 DC) (12). A frequency of 2.0 MHz was used. 
Karl-Fischer titrations were performed with an automatic titration 
system (Crison Model KF431) equipped with a digital buret 
(Crison Model 738). 

Procedure. The solvent mixtures were prepared by weight. 
The solutions of picric acid at different concentrations were 
obtained by successive dilution of stock solutions, freshly prepared 
by weight; concentrations in volume were then calculated from 
weight concentrations and densities. Conductance readings were 
recorded when they became invariant with time; this took about 
30 min for each measurement. Solvent conductance corrections 
were applied to all the data at different temperatures. 

RESULTS AND DISCUSSION 

Tables 1-6 (available as supplementary material; ordering 
information is given in the last paragraph of this paper) report 
the equivalent conductance values obtained from conducto
metric measurements at 19 temperatures (ranging from -10 
to +80 DC) for at least six different concentrations of picric 
acid in pure 2-methoxyethanol (GIiem) and in five binary 
Gliem/water mixtures. The solvent systems employed were 
identified by means of the water mole fraction, i.e.: H, 0.0000 
(pure Gliem); G, 0.3244; F, 0.5208; E, 0.7436; D, 0.8673; C, 
0.9457. It must be noted that for the two solvent systems B 
(0.9751) and A (1.0000; pure water) many difficulties appeared 

© 1989 American Chemical SOCiety 
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Table I. Dissociation Constant Valuesa for Picric Acid in the 2-Methoxyethanol/Water Solvent System at Different 
Temperatures 

system Hb system G system F system E system D system C 
t,OC K x 10' K X 10' K x 10 K x 10 K X 10 K X 10 system B system A 

-10 8.482 ± 0.010 1.530 ± 0.002 0.6191 ± 0.0128 0.7799 ± 0.0089 0.9703 ± 0.0166 -
-5 7.656 ± 0.010 2.121 ± 0.002 0.8142 ± 0.0238 0.9668 ± 0.0114 1.188 ± 0.014 1.823 ± 0.198 

0 6.637 ± 0.010 1.985 ± 0.002 1.026 ± 0.100 1.201 ± 0.017 1.421 ± 0.050 2.101 ± 0.279 
5 5.494 ± 0.010 1.669 ± 0.002 1.177 ± 0.006 1.409 ± 0.027 1.604 ± 0.046 2.262 ± 0.257 

10 4.646 ± 0.010 1.531 ± 0.002 1.262 ± 0.005 1.604 ± 0.049 1.937 ± 0.044 2.414 ± 0.404 
15 4.191 ± 0.010 1.351 ± 0.002 1.334 ± 0.007 1.775 ± 0.068 2.197 ± 0.091 2.650 ± 0.238 
20 3.591 ± 0.010 1.244 ± 0.002 1.322 ± 0.007 1.939 ± 0.082 2.525 ± 0.132 2.853 ± 0.442 
25 2.975 ± 0.010 1.121 ± 0.001 1.268 ± 0.006 2.001 ± 0.090 2.572 ± 0.135 3.029 ± 0.471 
30 2.470 ± 0.010 0.9938 ± 0.0102 1.115 ± 0.006 2.010 ± 0.076 2.709 ± 0.127 3.165 ± 0.761 
35 2.170 ± 0.010 0.8767 ± 0.0089 0.9404 ± 0.0393 1.906 ± 0.075 2.723 ± 0.165 3.191 ± 0.710 
40 1.748 ± 0.010 0.7624 ± 0.0080 0.8429 ± 0.0307 1.663 ± 0.069 2.700 ± 0.164 3.189 ± 0.779 
45 1.472 ± 0.010 0.6974 ± 0.0067 0.7220 ± 0.0249 1.532 ± 0.065 2.588 ± 0.146 3.146 ± 0.506 
50 1.260 ± 0.010 0.6588 ± 0.0064 0.6232 ± 0.0194 1.349 ± 0.049 2.473 ± 0.170 3.122 ± 0.526 
55 1.075 ± 0.010 0.6252 ± 0.0060 0.5034 ± 0.0135 1.193 ± 0.039 2.225 ± 0.110 3.009 ± 0.545 
60 0.8646 ± 0.0002 0.5950 ± 0.0057 0.4157 ± 0.0100 1.014 ± 0.067 2.055 ± 0.117 2.860 ± 0.585 
65 0.6525 ± 0.0003 0.5259 ± 0.0050 0.3464 ± 0.0074 0.8608 ± 0.0226 1.876 ± 0.095 2.575 ± 0.437 
70 0.4778 ± 0.0002 0.4215 ± 0.0038 0.2706 ± 0.0050 0.7243 ± 0.0170 1.566 ± 0.057 2.356 ± 0.370 
75 0.3126 ± 0.0001 0.3482 ± 0.0031 0.1941 ± 0.0029 0.5913 ± 0.0119 1.215 ± 0.035 2.005 ± 0.235 
80 0.1715 ± 0.0002 0.2869 ± 0.0024 0.1451 ± 0.0019 0.4872 ± 0.0085 0.9498 ± 0.0216 1.718 ± 0.184 

a All K values are reported on the molar scale. b From ref 10. 

in the computing treatment (see below), and as a consequence, 
the conductance data of these last mixtures have not been 
utilized and the relative tables have been omitted. The specific 
conductances of the solvents at each temperature were used 
in order to correct the experimental data. The so corrected 
values were analyzed by the method of Fuoss and Hsia (13, 
14), modified in order to take into account the variation with 
density of the solutions' concentrations. The equation 

the solvent; n, solvent viscosity; z, valencies of the ions; N, 
Avogadro's number; k B, Boltzmann constant; e, electronic 
charge; KA7 association constant; 'Y, degree of association; f:, 
mean ionic activity coefficient; a = ti, interionic distance 
parameter. 

An initial value of Ao is estimated from a A vs Cl/' plot, and 
then a few iterations allow us to obtain the limiting ionic 
conductivity Ao, the association constant KA (K = 1/ KA), and 
the interionic distance parameter a. 

A = Ao - S(C,)l/' + EC, log (Coy) + J1C, 
J,(C,)3/2 - K AC,f±2A (1) 

was used, whose symbols have the following significance (15): 

S=",Ao +(3 

'" = (8.204 X 105)j(,T)3/2 

(3 = 82.43h(d,)1/2 

E = E1Ao - 2E2 

El = 2.303k'a'b' j 24C 

E, = 2.303kab(3jI6Cl/' 

b = _e_'_ 
a,kBT 

k = (87rNZ'e,C)1/' 
1000,kBT 

J l = O'lAo + 0', 

J 2 = 0'3AO + 0'4 

0'1 = [(kab)2 j24C][1.8147 + 2 In (kajCl/') + (2jb3) 

(2b' + 2b - 1)] 

0'2 = ",(3 + (3(kajCl/') 

(3[(kab)jI6Cl/'][1.5337 + (4j3b) + 21n (kajCl/')] 

0"3 = 
[b'(ka)3j24C3/'][0.6094 + (4.4748jb) + (3.8284jb')] 

0'4 = [(3(kab)' j24C][(2jb3)(2b' + 2b 1) - 1.9384] + 
a(3(kajCl/') + [(3(ka)' jC] - [(3b(ka)' j16C][1.5405 + 

(2.2761jb)]- «(3'kabjI6AoCl/')[(4j3b) - 2.2194] 

where the following are defined: C, concentration (equiva
lents/ dm'); T, absolute temperature; " dielectric constant of 

The Fuoss-Hsia analysis does not involve difficulties for 
the choice of the electrolyte or of the solvents; however, as 
already mentioned and observed also in a previous paper (11) 
for the water solvent system, any attempt to calculate K values 
by the conductometric method fails when one is working with 
water (system A) and with water-rich solvent mixtures (system 
B). Similar difficulties were found by other authors working 
by the potentiometric method (16, 17). This lack is probably 
due to the characteristic property of picric acid which is a 
nearly strong electrolyte in these media. In fact, picric acid 
is almost completely dissociated in 10-' M aqueous solutions, 
and K and Ao values evaluated are unreliable (K values, for 
example, are in disagreement with those obtained by other 
methods (12, 16-18)); the same behavior was observed in our 
previous work (11). The formation of triple ions or dimers, 
observed by other authors (19,20), may be excluded by the 
experimental evidence of conductometric titrations performed 
at various temperatures in the same solvent system (21). 

The experimental K values for picric acid in the Gliem/ 
water solvent system in the temperature range between -10 
and +80 °C are reported in Table I, with the exception of the 
data regarding the mixtures B and A owing to the above
mentioned problems, while Table II reports the a parameters 
obtained. 

Each set of K data for all the mixtures was fitted by the 
equation 

In K = ao + alT + a,jT + a3 In T (2) 

Figure 1 reports the experimental K values and the best-fit 
curves for the systems from C to H. The ai values, calculated 
by analyzing the experimental data with the multilinear re
gression package TSP (22), are presented in Table III, while 
Table IV reports the K data calculated from eq 2. The average 
difference of 3.7% between calculated and experimental values 
indicates that the integrated Van't Hoff equation (2) well 
reproduces the experimental K values. 
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Table II. Interionic Distance Center-to-Center (8:) for Picric Acid in the 2-Methoxyethanol/Water Solvent System at 
Different Temperatures 

t,OC system H system G system F system E 

-10 2.614 4.968 5.477 2.299 
-5 2.600 6.603 6.831 2.707 

0 2.579 6.531 7.989 3.270 
5 2.544 5.952 8.709 3.811 

10 2.518 5.817 9.157 4.334 
15 2.513 5.530 9.549 4.796 
20 2.494 5.442 9.719 5.229 
25 2.469 5.277 9.792 5.485 
30 2.447 5.080 9.569 5.654 
35 2.440 4.893 9.149 5.645 
40 2.416 4.694 8.939 5.353 
45 2.401 4.642 8.520 5.242 
50 2.392 4.685 8.098 4.972 
55 2.385 4.742 7.325 4.716 
60 2.366 4.810 6.641 4.336 
65 2.334 4.697 6.029 3.971 
70 2.302 4.396 5.192 3.618 
75 2.275 4.207 4.257 3.241 
80 2.245 4.051 3.698 2.955 

Table III. Bi Coefficients of Eq 2 for Picric Acid in the 
2-Methoxyethanol/Water Solvent System 

system ao a, a, a3 

A 
B 
C -2430.2 -0.80279 57347 434.58 
D -2176.1 -0.80359 45815 396.78 
E 1406.7 0.19549 -50519 -227.67 
F ,208.8 0.68536 -99188 -541.03 
G 774.7 0.16693 -22774 -132.08 
H -E663.0 -1.74210 145109 997.85 

From examination of the trends of Figure 1, some features 
are apparent: 

(i) The shape of the curves K vs t (CC) changes progressively 
from convex (mixture C) to concave (mixture H). The de
creasing trend of the curve H is not very evident upon ex
amining the figure because all the curves have been reported 
in a unique compressed scale that makes curve H quite flat, 
but if we consider the K data as they appear in Table I, the 
decreasing trend. is evident. 

(ii) The curves from C to F show a maximum in K values, 
which shifts toward lower temperatures as the Xwale, decreases. 

system D system C system B system A 

1.484 
1.653 1.410 
1.854 1.557 
2.038 1.670 
2.377 1.792 
2.677 1.970 
3.061 2.150 
3.189 2.330 
3.409 2.502 
3.517 2.615 
3.595 2.717 
3.586 2.798 
3.574 2.895 
3.402 2.931 
3.303 2.938 
3.180 2.826 
2.860 2.754 
2.453 2.539 
2.158 2.365 

K 

0.30 

0.20 

0.10 

0.00 

-10 20 50 80 

HOC) 

Figure 1. Dissociation constants of picric acid in 2-methoxyethanol/ 
water solvent system as a function of the temperature. 

A particular case is that of system G where the experimental 
observations, as they appear from Table I, suggest the presence 
of a maximum at ca. -5 cC, but the integrated Van't Hoff 
equation (2) does not adequately represent the trend. In fact, 

Table IV. Dissociation Constant Values" for Picric Acid in the 2-Methoxyethanol/Water Solvent System Calculated by Eq 2 
at Different Temperatures 

system H system G system F system E system D system C 
t,OC Kx 10' K X 10' K X 10 K x 10 K X 10 K x 10 system B system A 

-10 9.197 1.883 0.6279 0.7489 0.9633 
-5 7.463 1.813 0.8228 0.9822 1.182 1.852 

0 6.216 1.723 1.008 1.224 1.422 2.046 
5 5.295 1.619 1.161 1.455 1.675 2.249 

10 4.588 1.505 1.262 1.653 1.933 2.457 
15 3.997 1.387 1.308 1.806 2.178 2.567 
20 3.497 1.268 1.295 1.901 2.397 2.843 
25 3.057 1.152 1.232 1.932 2.576 3.006 
30 2.651 1.040 1.133 1.905 2.699 3.132 
35 2.271 0.9342 1.010 1.825 2.754 3.212 
40 1.920 0.8358 0.8764 1.703 2.740 3.243 
45 1.593 0.7453 0.7428 1.551 2.653 3.217 
50 1.295 0.6626 0.6164 1.381 2.502 3.134 
55 1.027 0.5880 0.5030 1.205 2.296 2.995 
60 0.7932 0.5210 0.4046 1.032 2.050 2.805 
65 0.5963 0.4610 0.3211 0.8689 1.781 2.577 
70 0.4058 0.4114 0.2619 0.7316 1.466 2.249 
75 0.3062 0.3606 0.1970 0.5888 1.238 2.039 
80 0.2087 0.3190 0.1528 0.4752 0.9901 1.756 

a All K values are reported on the molar scale. 
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Table V. Kmaxa and t (OC) Corresponding Values for the 
Dissociation of Picric Acid in the 2-Methoxyethanol/Water 
Solvent System 

eq 2 pK vs 1/, 
system Kmu tmu Kmu tmu 

A 
B 
C 0.3427 40.3 0.3426 42.2 
D 0.2821 36.5 0.3325 36.1 
E 0.1963 25.2 0.2375 26.7 
F 0.1289 16.4 0.1633 18.2 
G 
H 

a All Kmu values are reported on the molar scale. 

the fitting procedure gives probably little statistical weight 
to the terminal points of the curve, which as a consequence, 
appears continuously decreasing also at lower temperatures 
(see Table IV). 

(iii) If we consider that the composition of the solvent 
system varies with continuity and that the curves in the .. IK,T} 
plane change in shape with continuity, it is reasonable to think 
that the dissociation constant too varies with continuity with 
the mixture composition. If this hypothesis is true, we may 
think to the existence of a particular mixture that dermes the 
limit between convex and concave curves, called "limiting 
mixture", as already observed for similar binary systems 
(8-10). 

The possibility of the existence of this "limiting mixture" 
may appear also by examining the trend of the a values 
reported in Table II. In fact, while the trend vs T for each 
solvent system reflects that observed for the experimental K 
values, the a vs X trend (T being constant) shows increasing 
values from the H to G or F system and then decreasing values 
up to C; this behavior could suggest that any phenomenon 
depending on the properties of the solvent mixture occurs 
between the G and F solvent systems. 

Taking into account the above considerations and in par
ticular ii, it is possible to perform a pK vs 1/, correlation in 
order to check the K m", and T m", values for the various 
mixtures calculated by the best-fit K vs T equations. Good 
agreement is observed for the results of these procedures 
(Table V). The pK vs 1/, correlation has been performed 
by using the dielectric constant values experimentally de
termined for pure solvents and for the mixtures at all the 
temperatures under investigation; the, data were optimized 
by the relation log, = at + {3 (t in °C) (12) and are reported 
in Table 7 of the supplementary materiaL 

The relation between pK and ,-1 is normally linear, but in 
some cases smooth curves and deviations from linearity were 
found, particularly in mixed solvents (23, 24). A probable 
explanation of these deviations lies in the fact that the effective 
microscopic dielectric constant cannot be identified with the 
macroscopic and measured quantity. In fact, particularly in 
mixed solvents, the dielectric constants effective on molecules, 
ion pairs, and ions are influenced by selective solvation 
phenomena (25) that happen in the immediate neighborhood 
of the species. In the present case the two branches of the 
smooth curves relative to the systems from C to F have been 
approximated as straight lines, their linear correlation coef
ficients being quite acceptable (26,27): r = 0.987 and 0.961 
for C; r = 0.975 and 0.970 for D; r = 0.986 and 0.996 for E; 
r = 0.987 and 0.994 for F. For the systems G and H a linear 
increase is observed (r = 0.986 for G and r = 0.998 for H) (see 
Figure 2). 

Starting from eq 2, the standard thermodynamic equations 
could be used to determine the thermodynamic f)"Go, Mfo, 
and f)"So parameters even if many uncertainties due either 

pK 

5.0 / 
H 

2.5 

3 5 

c 1 X 100 

Figure 2. pK vs 1/ E plot for picric acid in 2-methoxyethanollwater 
solvent system. 

to experimental errors in K values determination and/or to 
the method of calculating the integrated Van't Hoff equation 
could probably affect the obtained values (9). 

Let us consider now the ai coefficients of Table III; taking 
into account the above iii hypothesis, we may think that the 
dependence of K on the solvent system composition is im
plicitly present in the ai parameters whose graphs show 
characteristics of "self similarity (28, 29) or omotetia interna 
(30)", i.e. 

ai = ai(X) for i = 0, 1, 2, 3 (3) 

No model equation expliciting the ai function is available in 
the literature. We proposed in previous papers (10, 11) an 
empirical equation that correlates K with x: 

(1 - X) (1 - X2) 
In K = bo + b1x + b2-( --) + baX2 + b.---

2 
(4) 

1 + X (1 + X) 

Also in the present case eq 4 fits the experimental K values 
better than many other tested empirical relations; in fact, the 
experimental K values of Table I are reproduced by eq 4 with 
good approximation (average difference 2.4%). 

The bj coefficients, determined as ai (22), are reported in 
Table VI and refer to all the isothermal K = K(x) curves, some 
of which are presented in Figure 3; the K values calculated 
by eq 4 are in Table VII. Similarly to ai, the bj adjusting 
parameters should contain an implicit dependence on the 
temperature and we may write 

bj = bj(TJ for j = 0, 1, 2, 3, 4 (5) 

The two empirical equations, (2) and (4), were simply 
combined (10, 11) in order to propose an empirical approach 
to solving the problem of a single function K = K(T,x): 

f(T,x) = [{(TJ.f(X)),/2 (6) 

where f(TJ and f(x) are eq 2 and 4, respectively. The above 
equation, written in its expanded form, is composed of 20 
terms which have been evaluated together with their statistical 
weights by fitting the set of experimental dissociation constant 
values of Table I with the use of the computing program 
mentioned above (22). 

As already done in our previous papers (10, 11) the terms 
having negligible statistical weight have heen omitted. In 
general the statistical weight of the polynomial coefficients 
provided by the TSP fitting procedure (22) varies between 
o and 100 ca. and it is reasonable to omit all the terms having 
statistical weight less than 1 ca. In this way the importance 
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Figure 3. Dissociation constants of picric acid in 2-methoxyethanol/ 
water solvent systems as a function of the composition of the binary 
solvent system: (a) -10, (b) 20, (c) 50, (d) 80°C. 

Table VI. hj Coefficients of Eq 4 for Picric Acid in the 
2-MethoxyethanoilWater Solvent System 

t, 'C bo b1 b, b3 b, 

-10 -687.50 931.73 474.12 -246.56 204.00 
-5 -840.78 1136.45 579.13 -297.38 252.17 

0 -1130.30 1532.65 786.56 -404.03 334.12 
5 -1388.a8 1887.19 972.49 -499.95 406.68 

10 -1435.n 1952.85 1007.06 -518.64 418.97 
15 -1572.48 2140.06 1105.39 -569.24 457.01 
20 -1511.44 2058.04 1062.63 -548.18 438.57 
25 -1491.')2 2030.55 1048.17 -541.05 432.42 
30 -1326.99 1807.55 931.57 -481.98 384.81 
35 -1162.76 1583.83 814.66 -422.43 337.36 
40 -1297.36 1766.46 909.81 -469.90 377.10 
45 -116Ul 1580.16 812.10 -419.90 338.28 
50 -1090.26 1481.62 760.06 -392.55 318.91 
55 -834.17 1131.72 576.60 -298.67 246.14 
60 -686.39 929.45 470.07 -243.63 205.16 
65 -606.33 818.82 411.67 -213.59 182.72 
70 -528.14 711.51 355.24 -184.54 160.64 
75 -197.68 260.63 118.75 -64.25 66.26 
80 65.69 -98.96 -70.57 31.92 -8.40 

of the remaining terms is emphasized and the expression is 
simplified. The omitted terms vary in dependence of the 
solvent system under study, so that every system is charac-

Figure 4. Plolof K = K(T,X) for picric acid in 2-melhoxyelhanol/waler 
solvent system (two pOints of view are presented). 

terized by its own best fitting K = K(T,xl equation. For the 
Gliem/water solvent system 13 terms are present: 

1 X 
(In K)2 = Co + CIT + C2y. + C3X + c,TX + C5y. + 

(1 - xl (1 - xl (1 - xl 
c6(1 + xl + c,T(1 + xl + cS(l + xlT + C9X

2 + 
X2 (1 - x2) 

ClOT X2 + Cll-
T 

+ CI2--- (7) 
(1 + X2) 

where Co = 22817.2; c1 = -38.0176; C2 = -3193576; C3 = 
-37900.9; c, = 63.2231; C5 = 5374304; C6 = -23913.8; c, = 
41.0047; Cs = 3392922; C9 = 15201.9; ClD = -25.4167; Cll = 
-2196784; C12 = -356.199. When eq 7 is applied, the calculated 
K values of Table VIII are obtained in satisfactory agreement 
with the experimental ones (average difference of 9.0% l. 

Equation 7 can also provide the three-dimensional plot of 
Figure 4 (two points of view), which represents the K = K(T,Xl 
function; the intersections of the surface with planes 1l'1K, Tj 
and 1l'1K,xl provide the curves of Figures 1 and 3, respectively. 

In recent papers (10, 11) the same evaluation of the function 
K = K(T,xl was made for the ethane-l,2-diol/2-methoxy
ethanol and ethane-l,2-diol/water systems; the best fitting 
equations, corresponding to eq 7 of the present work, differ 
in the number and in the type of the terms of the equation, 
as well as in magnitude of the coefficients. The choice of the 
best equation was made on the basis of the lowest difference 
between calculated and experimental K values; however, an
other probably more appropriate way should be the reduction 
as much as possible of the number of the terms, the percent 
differences being acceptable. While in a previous work (11) 
it was possible to obtain an equation with only nine terms and 
acceptable percent differences, in the present case only eq 7 
may be suggested. 

Table VII. Dissociation Constant Valuesa for Picric Acid in the 2-Methoxyethanol/Water Solvent System Calculated by Eq 4 
at Different Temperatures 

system H system G system F system E system D system C 
t,OC K X 10' K X 10' Kx 10 K X 10 Kx 10 Kx 10 system B system A 

-10 8.482 1.530 0.6190 0.7800 0.9700 
-5 7.637 2.158 0.8002 0.9162 1.344 1.704 
0 6.618 2.026 1.006 1.128 1.641 1.942 
5 5.476 1.708 1.151 1.321 1.888 2.070 

10 4.636 1.555 1.243 1.527 2.166 2.271 
15 4.182 1.372 1.314 1.694 2.445 2.500 
20 3.586 1.257 1.309 1.878 2.175 2.742 
25 2.969 1.136 1.252 1.920 2.826 2.878 
30 2.466 1.004 1.104 1.946 2.918 3.040 
35 2.168 0.8836 0.9331 1.862 2.871 3.100 
40 1.747 0.7641 0.8407 1.649 2.753 3.155 
45 1.472 0.6981 0.7209 1.525 2.616 3.128 
50 1.260 0.6582 0.6238 1.354 2.451 3.137 
55 1.075 0.6246 0.5033 1.195 2.215 3.016 
60 0.8652 0.5923 0.4179 1.029 1.989 2.912 
65 0.6534 0.5211 0.3492 0.8864 1.756 2.670 
70 0.4781 0.4189 0.2723 0.7352 1.512 2.402 
75 0.3126 0.3479 0.1941 0.5918 1.212 2.008 
80 0.1714 0.2883 0.1444 0.4804 0.9801 1.689 

<l All K values are reported on the molar scale. 
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Table VIII. Dissociation Constant Valueso for Picric Acid in the 2-MethoxyethanollWater Solvent System Calculated by Eq 
7 at Different Temperatures 

system H system G system F system E 
t,OC K X 105 Kx 10' K x 10 K x 10 

-10 7.264 1.847 0.6760 0.7330 
-5 6.961 1.809 0.8020 0.9542 
0 6.497 1.744 0.9230 1.217 
5 5.916 1.657 1.026 1.514 

10 5.265 1.553 1.101 1.823 
15 4.591 1.439 1.137 2.110 
20 3.929 1.319 1.130 2.327 
25 3.306 1.198 1.084 2.427 
30 2.740 1.079 1.008 2.391 
35 2.241 0.9649 0.9123 2.234 
40 1.811 0.8572 0.8064 1.998 
45 1.448 0.7576 0.6998 1.729 
50 1.148 0.6665 0.5988 1.459 
55 0.9020 0.5841 0.5063 1.210 
60 0.7040 0.5102 0.4245 0.9930 
65 0.5462 0.4443 0.3536 0.8080 
70 0.4215 0.3861 0.2930 0.6542 
75 0.3239 0.3349 0.2420 0.5282 
80 0.2479 0.2900 0.1993 0.4256 

a All K values are reported on the molar scale. 

Data Extrapolation. The correlation procedures for the 
experimental data enable us to extrapolate K values for picric 
acid in the B and A systems, taking into account the hy
pothesis previously announced regarding the continuity 
properties of eq 2, 4, and 7. 

For comparison purposes only, the data relative to system 
A (pure water) at 25°C are discussed, and this is also because 
at temperatures higher than 50 °C great difficulties appear, 
probably due to the lack of experimental data for two systems 
(B and A) causing an excessive variance of the coefficients of 
eq 7. The data of the extrapolation at 25°C, i.e. 2.573 X 10-1 

(pK vs 1/,),2.187 X 10-1 (eq 4), 3.327 X 10-1 (eq 7), are in good 
agreement with those reported in our previous paper, i.e. 2.00 
X 10-1 (pK vs 1/ ,), 1.90 X 10-1 (eq 4), 2.68 X 10-1 (eq 7, K = 
K(T,x)) (11), and with literature data, i.e. 4.6 X 10-1 (12) and 
2.00 X 10-1 (18). 

CONCLUSIONS 
The three proposed empirical equations, which represent 

the functions K = K(T) (eq 2), K = K(x) (eq 4), and K = 
K(T,x) (eq 7), well reproduce the experimental K values; the 
average differences between experimental and calculated 
values are in fact quite acceptable (3.7% for eq 2, 2.4 % for 
eq 4, and 9.0% for eq 7). 

In particular for eq 7, on the basis of our present and 
previous experiences (10, 11) we may conclude that any ex
trapolation outside the T and X experimentally investigated 
ranges is at least hazardous. However, for K values in the 
range 10-6 to 10-2 mol dm-3 the use of equations like (7) may 
be considered as an acceptable tool in extrapolating K values, 
either in the experimentally studied T and X ranges or shortly 
outside the ranges. 

The limits affecting the proposed K = K(T,X) model 
equation are evident if we consider in particular the failure 
in extrapolating the K values for the B and A systems. This 
fact surely arises from the impossibility of obtaining reliable 
conductance data for nearly strong electrolytes, such as picric 
acid in very high dielectric constant solvent systems; the lack 
of data for two mixtures out of eight makes excessive the 
variance of the coefficients obtained by the multilinear re
gression. 

At the moment, each investigated solvent system is char
acterized by its own best-fitting model equation even if they 
are all derived from the same general equation (6). The same 
equation was proposed in previous works for other solvent 

system D system C 
K x 10 K X 10 system B system A 

0.9719 
1.198 1.746 
1.453 1.944 
1.732 2.147 
2.016 2.353 
2.293 2.554 
2.519 2.745 
2.670 2.921 
2.732 3.063 
2.687 3.176 
2.545 3.249 
2.345 3.269 
2.105 3.267 
1.860 3.206 
1.619 3.127 
1.398 3.002 
1.196 2.877 
1.021 2.720 
0.8668 2.568 

systems, and its validity is now extended to the Gliem/water 
system. 

The next step in our studies should be to set up a unique 
general equation that gives acceptable percent differences 
between calculated and experimental K values, consists of a 
few simple terms, and is able to predict the K values of the 
solutes as a function of T and x. In addition, the availability 
of a three-dimensional model K = K(T,x) for several solutes 
in many solvent systems makes it possible to select the most 
appropriate conditions, i.e. the best solvents and the best T 
and X values, for obtaining the most accurate analytical results 
and the clearest evidence in acid-base titration curves. 
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Voltammetric Detection with Gradient Elution for Open Tubular Liquid 
Chromatography 

Sir: Electrochemical detection has become an important 
tool in liquid chromatography. However, the acceptance of 
this detection method for LC has been hindered by the belief 
that it does not work well with gradient elution (1-3). As 
recently as 1980, it was thought that "gradient elution cannot 
be used with electrochemical detectors" (2). Since that time 
many researchers have found that the two can be compatible 
(4-14). To our knowledge, all of the published work on this 
topic has involved amperometric detection. While data ob
tained at a single potential can be very valuable, voltammetric 
detection can yield a great deal more information since it 
provides electrochemical as well as chromatographic data. 
This can be useful for complex mixtures, in which analytes 
may not be resolved chromatographically but do have different 
oxidation or reduction potentials. They can thus be resolved 
voltammetrically but not amperometrically under the same 
chromatographic conditions. An excellent example of the 
utility of voltammetric detection is found in the analysis of 
individual snail neurons (15, 16). The added resolution ob
tained by combining voltammetry with chromatography al
lowed for the quantitative determination of several neuro
transmitters present in single cells. Without voltammetric 
detection it would have been impossible to resolve all of the 
compounds present. Unfortunately, a gradient was not 
available to these workers, and they were thus affected by the 
general elution problem. The combination of a gradient with 
voltammetry in this case would have provided an even more 
powerful technique. 

This report describes the use of voltammetric detection with 
gradient elution in an open tubular LC system. The value 
of the technique is demonstrated by using a sample of brewed 
tea. 

EXPERIMENTAL SECTION 

Apparatns, The chromatographic system used in this work 
has been described in detail elsewhere (14, 11). Briefly, the 
gradient was provided to the column by a Waters 600E Multi
solvent Delivery System used at a flow rate of 1 mL/min. The 
flow rate on the column is typically 60 nL/min, so a splitting 
system was employed to divert the majority of the mobile phase 

0003~2700/89/0361 ~ 1977$01.5010 

to waste. The analytical column had an inner diameter of 15 I'm, 
was 150 cm long, and had octadecylsilane bound to its porous glass 
walls. 

The electrochemical detector used here has also been described 
previously (17, 19, 20). A carbon fiber, 0.4 mm long and 9 I'm 
in diameter, serves as the working electrode. It is inserted directly 
into the outlet end of the capillary column. The electrode potential 
was scanned from 0 to +1.5 V vs a AgIAgCI reference electrode 
at a rate of 1 V Is. Data were acquired at 100 pointsls through 
the lise of a microcomputer. A Model 427 current amplifier 
(Keithley Instruments, Inc., Cleveland, OH) with a 30 ms rise time 
and a Model 3341 low pass filter (Krohn-Hite Corp., Avon, MA) 
set at 40 Hz were also used. 

Materials. HPLC grade acetonitrile and methanol (Fisher 
Scientific Co., Fair Lawn, NJ) were used as received. All water 
used was purified by a Milli-Q Water Purification System 
(Millipore, Bedford, MA). Standards were purchased from Sigma 
(St. Louis, MO). Naphthalene-2,3-dicarboxaldehyde (NDA) was 
purchased from Molecular Probes, Inc. (Eugene, OR), while 
reagent grade sodium cyanide was obtained from Aldrich (Mil
waukee, WI). 

Phosphate buffer (0.1 M), pH 3.1, was mixed with acetonitrile 
to form the mobile phases. All mobile phases were filtered before 
use. Sample solutions were made by using the initial mobile phase 
as the solvent and were prepared fresh each day. 

Procedures. Preparation of Tea. Tea samples were prepared 
by boiling 2.4 g of tea leaves (Nifda Golden Brew Tea) in 60 mL 
of 0.1 M phosphate buffer for 5 min. After cooling, the solution 
was filtered through a Whatman No. 42 filter (Whatman Paper, 
Ltd., Maidstone, England), and then through a 0.45-l'm filter 
(Micron Separations, Inc., Westboro, MA). 

Derivatization of Leucine. Leucine was derivatized to form 
an electroactive compound using NDA (14,21-23). To 100 I'L 
of 10-2 M leucine was added 100 I'L of 0.1 M cyanide, followed 
by 200 I'L of 0.01 M borate buffer (pH 9.5) containing 20% 
methanol. Finally, 100 I'L of 0.1 M NDA (dissolved in methanol) 
was added. The reaction was allowed to proceed at room tem~ 
perature for 10 min and was then diluted 1:1 with the initial mobile 
phase. 

RESULTS AND DISCUSSION 

The viability of voltammetric detection with gradient elu
tion was determined by using a set of standards. Figure 1 

© 1989 American Chemical SOCiety 
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Figure 1. Chromatogram at +1.2 V vs Ag/AgCI of an equimolar 
mixture (0.1 mM) of tyrosine (A), catechol (B), 4-methylcatechol (C), 
2,3-dihydroxynaphthalene (D), and NDA-tagged leucine (E). 
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Figure 2. Chromatovoltammograms of the standard run shown in 
Figure 1: (A) includes the first 20 min; (B) covers the remaining 30 
min. Labeled peaks correspond to those given in Figure 1. 

shows results that were obtained voltammetrically but with 
only the current from a single potential (+ 1.2 V) plotted. The 
mixture consists of 10-4 M tyrosine, catechol, 4-methylcatechol, 
2,3-dihydroxynaphthalene, and NDA-leucine. The chroma-

0.7 V 

10.2 nA 

O.3V 

L 
10.09 nA 

" 1'2 
, 

0 24 36 48 
TIME (minutes) 

Figure 3. Chromatograms of four voltages from a single blank run: 
(A) chromatogram at + 1.5 V vs Agi AgCI; (B) chromatogram at + 1.1 
V; (C) chromatogram at +0.7 V; (D) chromatogram at +0.3 V. 

togram of this group of standards demonstrates that the base 
line is relatively flat over a wide range of organic content. The 
gradient used here began with 100% phosphate buffer and 
changed linearly to 80% phosphate "ith 20% acetonitrile over 
the first 20 min. During the following 30 min the mobile phase 
composition changed linearly to 30/70 phosphate/acetonitrile. 

Chromatovoltammograms of two parts of the standard run 
are given in Figure 2. Prior to converting all data to the 
three-dimensional domain, the mathematical derivative was 
taken of each electrochemical wave (20). Figure 2a is taken 
from the first 20 min (0 to 20% acetonitrile) and shows a few 
ripples but is, in general, very flat. Figure 2b contains the 
part of the run that involves an increase in acetonitrile content 
of the mobile phase from 20 to 70%. While a rise in the base 
line is evident at very low potentials, again the background 
is quiet. The valleys seen behind the peaks in the chroma
tovoltammograms are a result of taking the mathematical 
derivative of the peaks and are not due to the gradient or the 
detection method (20). 

Evaluation of the extent of base-line drift due to the gra
dient was done by means of a blank run, in which no solutes 
were injected. Data-taking was initiated when the gradient 
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Figure 4. Chromatogram at + 1.3 V vs Agi AgCI of a sample of brewed 
tea. Peak labeled "T" is theophylline. 

began. The gradient used was a linear change from 0 to 40% 
acetonitrile in phosphate buffer over 50 min. Figure 3 shows 
the base line obtained at four different potentials. The 
background current is the highest at + 1.5 V, as might be 
expected. The large dip present from approximately 15 to 
20 min is thought to be due to electroactive contaminants 
present in the mobile phase that build up at the head of the 
column during the early part of the gradient. As the organic 
content increases. these contaminants are eluted. Certainly 
the base· line drift seen here would be detrimental if very low 
analyte concentrations were used, but for routine analyses the 
change in base line is acceptable, as demonstrated by the 
standard run shown in Figure 1. 

The detection limit for voltammetric detection with gradient 
elution was estimated for catechol. The signal to root mean 
square noise ratio for catechol at a concentration of 1.9 X 10-5 

M was found to be 47. A concentration of 1.2 X 10-£ M would 
therefore yield a signal to noise ratio of three. This is 
equivalent to approximately 7 fmol injected onto the column. 
This estimated detection limit is about 100 times higher than 
that found for voltammetric detection without the gradient, 
which is about 10-£ M (20). However, the increased analytical 
utility of the combination of the gradient with voltammetry 
will certainly outweigh the disadvantage of a higher detection 
limit in many cases. 

The resolving power of voltammetric detection in con
junction with gradient elution is demonstrated for tea, a 
complex sample containing many electroactive species. Figure 
4 is a chromatogram of brewed tea, obtained voltemmetrically 
but with only the current from + 1.3 V plotted. The gradient 
used in this case is the same as that for the blank run, a linear 
change from 0 to 40% acetonitrile over 50 min. Two major 
components of tea, theophylline and caffeine, should be 
present in the chromatogram. Theophylline is the first peak 
to elute. The voltammetric wave of this compound peaks at 
approximately + 1.5 V. Caffeine, however, has a voltammetric 
wave that peaks very sharply at +1.7 V. It cannot be de· 
termined until this potential is reached, and so is not evident 
in Figure 4. When the potential was scanned up to + 1. 7 V 
in order to oxidize caffeine, severe disturbances in the base 
line were produced due to the massive oxidation of water that 
occurs at this potential. Caffeine was found to elute at ap
proximately 22 min under these chromatographic conditions, 
however. 

Chromatovoltammograms of this tea sample are given in 
Figure 5. The first 15 min of the chromatogram are contained 
in Figure 5a. Theophylline is the first peak seen. Figure 5b 

Figure 5. Chromatovoltammograms of portions of Figure 4: (A) in
cludes the first 15 min of the run; (8) covers the second 15 min of the 
chromatogram. Theophylline is labeled "T". 

covers the second 15 min. Many peaks present at lower po
tentials are observed in the chromatovoltammogram that 
cannot be seen in Figure 4, which is plotted at a single po
tential (although obtained voltammetrically). Much more 
information and greater resolving power are available due to 
the use of voltammetric detection rather than amperometric 
detection. 

Voltemmetric detection with gradient elution has thus been 
shown to be a valuable technique for use with liquid chro
matography. It provides important electrochemical infor
mation that cannot be obtained with amperometric detection, 
and excellent chromatographic and voltammetric resolution 
are both possible. 
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Crystal-Face-Specific Response of a Single-Crystal Cadmium Sulfide 
Based Ion-Selective Electrode 

Sir: The approach to characterization of ion-selective 
electrodes (ISEs) has been to pull together thermodynamic 
and kinetic principles and apply them to response interpre
tation. The extensive studies by Buck, Eisenman, Simon, 
Morf, Pungor, Cammann and others have solved major 
thermodynamic and kinetic problems in the theory and 
mechanism of ISE responses (1-6). However, not much has 
been achieved in the way of microscopic characterization of 
ISEs, particularly of solid membrane ISEs. Although ion
exchange reaction is considered to be one of the processes 
responsible for permselectivity and charge separation for solid 
ISE/electrolyte interfaces, conventional solid membrane ISEs 
such as pressed-pellet types do not necessarily satisfy rigorous 
analysis of experimental results in terms of the relation be
tween surface structure on the atomic scale and potential 
response. 

It appeared to us that the study of the ion-selective response 
of a well-defined surface of a single-crystal ISE would provide 
direct atomic/molecular information for understanding the 
basic principle of potential generation. Since the introduction 
of LaF 3 single-crystal ISEs (7), several attempts have been 
made to use single crystals for ISEs. However, the purpose 
for utilizing a single-crystal membrane has been limited to 
improving bulk electrical conductance and reducing the dis
solution of solid matrix. Thus, no control of the crystallo
graphic polarity has been attempted aiming at the atomic/ 
molecular basis for the potential response (8-12). 

Here we report for the first time the crystal-face-specific 
response of single-crystal ISEs. As a representative example 
of the system, we have chosen CdS, which has been known 
for a long time as an active component of Cd (II) ISEs (see, 
for example, ref 13). The lack of inversion symmetry in the 
[0001] direction of wurtzite CdS single crystals gives rise to 
a crystallographic polarity of this compound (14). One face 
(0001) terminates with Cd and the other (0001) with S. 
Fortunately, crystal-face controlled single crystals of CdS are 
easily available because of its use as a photocell component. 
Also, the historical background that CdS has been well studied 
in terms of solid-state physics, semiconductor electrochemistry, 
and photoelectrochemistry further justifies the choice of CdS 
for the above objective. Striking differences between these 
two faces have been observed in some of the physical, elec
trical, and chemical properties (15-20). 

To correlate the surface compositions with the response 
characteristics, the surface of ISE membranes should be 
characterized. X-ray photoelectron spectroscopy (XPS), 

0003-2700/89/0361-1980$01.5010 

Auger, and Fourier transform infrared (FT-IR) techniques are 
often employed (21, 22). Another potential technique for 
characterization of ISEs seems to be ion-scattering spec
troscopy (ISS) (23-25), particularly impact collision ion
scattering spectroscopy (ICISS) (26,27). ISS gives stoichio
metric information about an exclusively top layer (monolayer) 
of solid surfaces and is most suitable for this study. Here we 
demonstrate for the first time the use of ICISS for the surface 
characterization of a CdS single-crystal ISE. Theoretical 
analysis of the potential response of the (OOOl)Cd and (OOO1)S 
surfaces of a single-crystal CdS ISE suggests the imperfection 
of surface composition, which is confirmed by ICISS mea
surements. 

The results and approach of this study will be of value for 
the atomic/molecular level characterization and design of solid 
membrane ISEs. 

EXPERIMENTAL SECTION 

CdS single-crystal slices (thickness ~ 1 mm) cut perpendicularly 
to the c axis were purchased from Teikoku Tsushin Kogyo Co., 
Ltd. (Kanagawa, Japan). The crystals were not intentionally 
doped, and their carrier density was ~ 1017 em-a Two types of 
electrodes were prepared. One has a (OOOI)Cd face and the other 
has a (OOO1)S face as electrode surfaces, respectively. Two faces 
were distinguished by chemical etching in 6 M HCl in this study. 
The difference in etching characteristics of these two faces has 
been noted many times (16-20). The (OOOl)Cd face is etched much 
faster than the (OOO1)S face and gives a brighter face by the etching 
(17). The faces thus determined were confirmed by many methods 
including X-ray reflection (16), ISS (14), and piezoelectric (15) 
techniques. An ohmic contact was obtained by indium metal at 
the back face. Except for the front face, all other parts were 
covered with epoxy resin and shielded in a glass tubing. 

Sample solutions were prepared by using reagent grade chem
icals (Wako Pure Chemicals Co., Ltd., Tokyo) and purified water 
(Milli-Q water purification system, Millipore Corp.). Solutions 
used were 10-2 to 10'" M CdSO, plus 0.1 M NaN03 and 10-2 to 
10'" M Na2S plus 0.3 M CH3COONH, (pH = 9.0). Since the pKol 
and pK,2 for sulfur species are 7.0 and 12.9, respectively, the 
solution species at pH = 9.0 is almost exclusively (>99%) SH-. 

Potentiometric measurements were carried out at room tem
perature in complete darkness by using a millivolt meter (Model 
COM-20R, Denki Kagaku Keiki Co., Ltd., Tokyo) with Ag/ AgCl 
as a reference electrode. Prior to each run, the electrode surface 
was etched in 6 M HCl followed by exhaustive rinsing. The 
measurements were carried out from dilute to concentrated so
lutions unless otherwise stated. 

Flat band potentials were determined by analyzing measured 
impedance data (28). Impedance measurements were carried out 

© 1989 American Chemical Society 
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Figure 1. Crystal-face specific response of single-crystal CdS elec
trodes toward SK" and Ccf+ ions: 0, (0001)Cd face; ., (0001]S face. 
(a] Response to SK" ions. Solution compos~ion was Na,S in 0.3 M 
CH3COONH, (pH; 9). (b) Response to Cd'+ ions. Solution compo
sition was CdSO, in 0.1 M NaN03• 

by using a potentiostat (Model NPG-301S, Nikko Keisoku Co., 
Ltd., Tokyo) and a frequency response analY2er (Model S-5720B, 
NF Electronic Co., Ltd., Tokyo) which was controlled by a per
sonal computer (Model PC-8801 mkII, NEC Corp., Tokyo) via 
a GP-IB interface. All data were transferred to and stored on 
a floppy disk. In these measurements, the three-electrode con
figuration with a large Pt auxiliary electrode and a Agj AgCI 
reference electrode was employed. 

ISS and ICISS measurements were carried out by a Model 
ADES 400 spectrometer (V.G. Co., U.K.) operating at 5 x 10-11 

Torr vacuum. Attempts were made to remove surface impurities 
from the CdS single-crystal samples, such as Zn, Na, and 0 atoms 
that still existed at negligible levels after the chemical etching 
in HCI, by flash-heating at 400-500 °C. 

RESULTS AND DISCUSSION 
Figure Ia shows a remarkable preferential response of SH

ions (pH; 9) to the (OOOI)Cd plane over the (OOO1)S plane 
of a CdS single-crystal ion-selective electrode. The slope of 
the log c vs E curve was found to be 53 m V j decade at the 
(OOOI)Cd plane, which is close to the theoretical value (;59 
m V) at 25°C, whereas the (OOO1)S plane exhibits a very poor 
response to SH- ions «20 m V). On the other hand, the 
(OOO1)S plane responded to Cd2+ ions in the Nernstian 
manner, but the (OOOI)Cd plane responded poorly to Cd2+ ions 
(Figure Ib). A large decrease in the potential in 
CH3COONH, + media (Figure Ia) compared to that in NaNOa 
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Figure 2. Potential response of (0001)S face of a CdS Single-crystal 
electrode toward Cd2+ ions. The potentials were measured from dilute 
to concentrated (0) and then back from concentrated to dilute (fl.). 
The solution composition was CdS04 in 0.1 M NaN03 _ 

media (Figure Ib) even at very dilute sample solutions may 
be due to adsorption or complexation of CHaCOO- ions with 
the Cd sites of the surface, which appears to be more ap
preciable for the (OOOl)Cd face than for the other. The re
sponse was quite reversible, virtually free from hysteresis 
(memory effect) regardless of the direction of concentration 
change. This is shown in Figure 2 for the (OOO1)S face elec
trode toward Cd2+ ions as an illustrative example. One must 
note that although the potential with respect to a Agj AgCI 
electrode differs from sample to sample, the reproducibility 
of the slope was quite high. 

To investigate the mechanism of the above potentiometric 
response, it is essential to understand how the potential is 
generated. It is known that the flat band potential (V fb) 

measurement which is carried out under potentiostatic con
ditions provides the information on the potential distribution 
at semiconductor j electrolyte interfaces. Since CdS is an 
n-type semiconductor, it is useful to compare the potentio
metric response with the activity (concentration) dependence 
of V fb. Thus, we also measured the flat band potentials (V fb) 

of the (OOOl)Cd and (OOOnS faces of each CdS single-crystal 
electrode in the same solution in which the potentiometric 
response was studied. Dependence of V fb of the (OOOI)Cd face 
and (OOOl)S face on the concentrations of Cd2+ and S2-(SH-) 
ions was found parallel to the above potentiometric results: 
The observed slopes of V fb vs log c plots were virtually 
identical with those of E vs log c plots_ Thus, these ions seem 
to affect both V fb and E in the same manner. It has been 
well-known that V fb shifts positively or negatively depending 
on the sign of excess surface charge which is caused by specific 
adsorption of ionic species and is represented as (29) 

Vfb; Vfb.O + t>.VH (1) 

where V fb,O is the value of V fb without specific adsorption, 
which does not depend on the concentration of noninteracting 
ionic species including different kinds of redox systems, and 
t>. V H is the amount of potential change within the inner 
Helmholtz layer due to the specific adsorption (29). Some 
examples of V fb shift due to specific adsorption are hydroxide 
adsorption onto Ti02 (29), InP (30), and CdSe (31) and sulfide 
adsorption on CdSe (29). In these cases, V fb values shift 
negatively when OH- or S2-(SH-) concentration increases. The 
values of V fb of CdS also depend on the concentration of Cd2+ 
and S2-(SH-) ions (32-35). This shift is also explained by 
adsorption of Cd2+ or SH- ions onto the CdS surface. If Cd2+ 
is adsorbed, V fb shifts toward positive potential, and if SH
is adsorbed, V fb shifts toward negative potential. As men
tioned above, V fb and E have yielded essentially the same 
magnitude of response for the concentration change of Cd2+ 
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and SH- ions. Also, the change in V fb is attributable solely 
to Ll. VH (see eq 1). From these, it is concluded that the po
tential changes observed in the potentiometric measurement 
are equal to Ll. V H and potential distribution at interfaces other 
than the CdS/electrolyte interface is not affected by a change 
of ion concentration. Thus, the present potentiometric re
sponse can be explained by the preferential adsorption of Cd2+ 
ions to the (OOO1)S face and SH- ions to the (OOOl)Cd face, 
respectively. This proposed mechanism is, in a sense, similar 
to that operated at fixed site ion-exchange membranes, Cd 
being a site for SH- and S being a site for Cd2+. The analogy 
between the doped semiconductors and solid-state ion ex
changers is suggested by Buck (2). We must point out here, 
however, that the present adsorption/desorption model ap
pears to be more general than the ion-exchange mechanism. 
If the adsorption/ desorption process of ions determines the 
response, the response should be reversible, and the results 
of Figure 2 confirm this. 

It should be noted here that in both the Cd2+ and SH- cases, 
complete failure of the response to the (OOOl)Cd and (OOO1)S 
surfaces, respectively, was not observed. The most plausible 
mechanism for this will be discussed in terms of a theoretical 
analysis and the data for ISS as in the following. The mag
nitude of the potential change that occurs within the inner 
Helmholtz layer, Ll. VH, is given by (36) 

LlVH = Q.d/CH (2) 

where Q.d is surface excess charge due to specific adsorption 
of ions and CH is the double-layer capacitance. By assuming 
a simple adsorption equilibrium in which no interaction be
tween adsorbates exists, one gets the Nernst equation (29). 
There were many cases, however, where the Nernst equation 
did not hold as the present case. Recently, Licht and Marcu 
proposed the following general equation to explain the activity 
(concentration) dependence of the flat band potential, as
suming a Frumkin isotherm for adsorption (37): 

dLl VH/d In (a) = ZFr /[1/10(1 - Oll + f + glCH (3) 

where a is the activity of the adsorbing ion, Z the charge, F 
the Faraday constant, r the number of adsorption sites, 0 the 
surface coverage of adsorbates, t the interaction energy be
tween adsorbed species, and g a parameter given by 

(4) 

It must be mentioned here that when 1/10(1 - O)} is small 
compared to if + g), a linear dependence of Ll. VH with In (a) 
is obtained, and if g » t, eq 3 becomes 

dLlVH/d In (a) = RT/ZF (5) 

which is the Nernst equation. Typical values of dLl. V H/ d In 
(a), i.e., responses to concentration changes, are calculated by 
using values of Z = 1, CH = 20 I'F cm-2, 0 = 0.5, and various 
values of rand f. The results are shown in Figure 3 as a 
function of f. The larger the r, the larger the response. When 
the number of adsorption sites is close to that of the exposed 
atom (~10'4 cm-') at the solid surface, d VH/d In (a) is ca. 
50 m V and is close to Nernstian slope. When r is 1013, 10'2, 

and 10" cm-2
, the slope is ca. 20, a few, and almost 0 mY, 

respectively. Since values of CH at semiconductor electrodes 
are not known (29), a typical value at metal electrodes (CH 
= 20 I'F cm-2) was used for the calculation shown in Figure 
3. It is generally believed that values of CH at semiconductor 
electrodes are not much different from those at metal elec
trodes (29). The larger CH value gives the smaller slope, but 
the values shown above are not much affected as far as 10-30 
I'F cm-2, which are typical values of metal electrodes and are 
used as CH• The effect of 0 on the slope is quite small in the 
region of 0.2 < 0 < O.S. When 0 approaches either 0 or 1, the 
slope approaches zero. This happens when the concentration 
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Figure 3. Calculated value of dLl. V Hid In (a) as a function of f based 
on eq 3. CH = 20 I'F cm-', 0 = 0.5, and Z = 1 were used for the 
calculation. Key: A, r = 10 14 cm-2; B, r = 1013 cm-2; C, r = 1012 

cm-2; D, r = 1011 cm-2. 

is very high (0 - 1) or very low (0 - 0). Based on this 
calculation, the experimental results are interpreted as follows. 
At the (OOOl)Cd face, exposed Cd atoms acted as adsorption 
sites for SH- and Nernstian behavior was observed. Due to 
surface imperfections, there were a small number of S atoms 
at the (OOOl)Cd face which acted as adsorption sites for Cd2+ 
and the (OOOl)Cd face responded to Cd2+ although poorly. A 
similar explanation is valid for the (OOO1)S face. A comparison 
of results of Figure 1a and Figure 3 (see curve B) suggests that 
about 10% of the (OOOI)S surface is actually Cd atoms. 

To confirm the above, surface atomic composition was 
analyzed by ISS. The best available means for determining 
surface composition has been known to be ISS (23-25). Here 
the term "surface" shall denote that region of a solid which 
is, at most, a few atomic dimensions in depth (38). ISS utilizes 
low-energy «3 ke V) ion beam scattering to characterize the 
surface properties of solids. The elemental composition of 
the first monolayer of surface atoms can be derived from the 
energy spectrum of back-scattered noble gas or alkali-metal 
ions. In the present experiment, ISS spectra were taken with 
the impact collision mode (ICISS), which is a type of ISS 
technique known as the most quantitative approach of this 
kind (26, 27). The results are shown in Figure 4. In this 
measurement, a Na+ ion beam of 1 keY was incident at an 
angle of ", from the (OOOl)Cd or (OOO1)S direction. Then the 
intensities of Na+ ions scattered by surface Cd atoms at an 
angle of 1600 with respect to the direction of the primary ion 
beam were analyzed as a function of" (see inset of Figure 4). 
The critical angle "0 where the intensity starts to decrease is 
calculated assuming a perfect crystal structure and is shown 
as crosses in Figure 4; "0 is higher at the (OOO1)S face than 
at the (oool)Cd face. This means that the content of Cd atoms 
at the top layer is lower at the (OOO1)S face than the other. 
If the top layer of the (OOO1)S face consists of only S atoms, 
the intensity of ICISS for the (OOOI)S plane is supposed to 
decrease sharply to zero at a relatively large" value compared 
that for the (OOOl)Cd plane, as shown by the dotted curve 
(shadowing effect) (26, 27). Contrary to this, the present 
experimental result (solid curve) shows that the intensity of 
ICISS scattered by surface Cd atoms for the (OOO1)S surface 
decreased very gradually with the decrease of ". The dif
ference between experimental and calculated results is shown 
in Figure 4 as a shaded portion. This means that there are 
a certain number of Cd atoms at the outermost layer of the 
(OOO1)S face. This residual cadmium may be due to either 
the defect or the step at the surface of the (OOO1)S plane. 

In summary, the (OOOl)Cd face of a CdS single-crystal ISE 
was found to respond essentially to SH-(S'-) rather than Cd2+ 
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Figure 4. ICISS intensity scattered from Cd atoms measured in the 
[1010] azimuth of (0001)5 face (0) and (0001)Cd face (X). The 
measurements were carried out under the conditions shown sche
matically in the inset. The intensity of the ICISS spectrum for the 
(0001)5 face was muniplied by 3 so that the comparison between the 
intensity at the (0001)Cd face and that at the (0001)5 face becomes 
more accurate for smaller values of a (ex < 40). The shadowing critical 
angles calculated (26) for the surface without disorder are indicated 
by crosses. The difference between calculated (---) and experimental 
(-) values at a < 0:-0 (shaded portion) is due to Cd atoms exposed 
as a result of steps and/or sulfur atom defects at the surface. 

and the (OOOl)S face to Cd'+ rather than SH-(S'-). These 
results were explained by a reversible adsorption/ desorption 
model together with the data for flat-band potentials. ICISS 
measurements demonstrated the existence of Cd atoms at the 
(OOO1)S face and S atoms at the (OOOI)Cd face, which led to 
a poor but measurable response of the (OOO1)S face to SH-(S'-) 
and the (oool)Cd face to Cd'+. The smaller slope is considered 
to be due to the failure of co-ion exclusion in the classical 
ion-exchange mechanism without quantitative treatment (2). 
The employment of a single-crystal CdS ISE with the ad
sorption/ desorption model makes it possible to treat the re
sponse of the ISE to specific ions quantitatively. 
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Pseudo Molecular Ions in Ion Trap Detector Electron Impact Mass 
Spectra: Practical Consequences 

Sir: Self chemical ionization (self-CI) (1) and space charge 
effects (2) have been proposed as alternative explanations for 
the occurrence of pseudo molecular ions, (M + 1)+, in ion trap 
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detector (lTD) electron impact (EI) mass spectra. From a 
practical point of view, however, there is a more fundamental 
question. Does the formation of pseudo molecular ions, for 

© 1989 American Chemical Society 



1984 Anal. Chern. 1989, 61, 1984-1986 

whatever reason, compromise the utility of the lTD as a tool 
for routine gas chromatography Imass spectrometry (GC/MS) 
analysis? 

We have recently used a Finnigan-MAT ITD-8oo (Revision 
3.15 software) coupled to a Carlo Erba 4160 gas chromatograph 
for the routine analysis of natural triglycerides after trans
esterification to form the fatty acid methyl ester derivatives 
(3). Such long chain fatty acid esters have earlier been used 
as model compounds to study self-CI effects in Fourier 
transform mass spectrometers (4) where, like the ion trap, ions 
are held for a given time before analysis. We therefore felt 
that fatty acid methyl esters would provide a good test of 
potential interference from pseudo molecular ions on the 
analytical capabilities offered by the lTD. 

For lTD spectra of methyl stearate, a typical long chain 
fatty acid ester, run in the EI mode, we observed: (a) full scan 
spectra from as little as 2 pg of analyte entering the ion trap; 
(b) a steady increase of the pseudo molecular ion with in
creasing sample quantity for sample levels> 10 ng: in a 225-ng 
spectrum, (M + 1)+ at mlz 229 was the base peak; (c) sta
tistically similar values of library comparison parameters for 
a given sample size whether lTD spectra of methyl stearate 
or literature EI spectra from a variety of conventional mass 
spectrometers were used as library reference spectra; (d) no 
statistically significant change in values of library comparison 
parameters, even at sample levels where the pseudo molecular 
ion became the base peak. 

Using an lTD library of fatty acid methyl ester EI reference 
spectra which we created from pure standards, we have been 
able to routinely analyze fatty acid methyl ester mixtures from 
lipids of both animal and vegetable origin, including human 
milk and blood plasma lipids. Generally, target compounds 

are identified in rank 1 of the library hit list, and a combi
nation of GC retention data with the mass spectrum system
atically gives an unambiguous identification. 

We conclude that even in conditions where self-CI or an
other phenomenon leads to the formation of pseudo molecular 
ions in lTD EI mass spectra, these still retain enough EI 
character to be readily recognizable by library algorithms. The 
lTD offers the sensitivity and selectivity required for routine 
GC-MS analysis of fatty acid methyl esters over a 10<-105 

dynamic range. Although of theoretical interest, pseudo 
molecular ions in the lTD would appear to be of little practical 
detriment to the analyst and may even be advantageous in 
providing "molecular ion" information (5). 
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Optical Resolution of Enantiomers with Chiral Mixed Micelles by 
Electrokinetic Chromatography 

Sir: Hydrophobic interactions contribute principally to 
substrate binding in enzymes and to the self-association of 
surfactants in micelles (1,2). This paper reports the recog
nition of molecular chirality based on hydrophobic entan
glement of enantiomers with chiral mixed micelles. Many 
micellar enzyme models, particularly chiral imidazole catalysts 
in the presence of surfactant micelles for affecting the hy
drolysis of enantiomeric substrates (3-8), have been investi
gated for greater clarification of the nature of enzyme reac
tions. Hydrophobic substrate binding to micellar systems is 
essential for their enantioselective hydrolysis. A comicellar 
system composed of chiral surfactants with L-amino acid 
residues and sodium dodecyl sulfate (SDS) was found to vary 
in its binding affinity to enantiomeric amino acid derivatives, 
thus becoming a means for their optical resolution. This was 
confirmed by using the electrokinetic capillary chromatog
raphy devised by Terabe et al. (9-15), which provides a so
phisticated means for assessing micellar enantioselectivity 
without any solid support to hold the stationary liquid phase 
in place. In capillary zone electrophoresis, metal-chelate 
complexation using a chiral copper(II)-aspartylphenylalanine 
methyl ester has been successfully applied to the resolution 
of enantiomeric dansylated amino acid mixtures (16). The 
chiral recognition discussed here is primarily based on hy
drophobic entanglement of amino acid derivatives with the 
micellar interior core. 

0003-2700/89/0361-1984$01.50/0 

There are numerous reports on enantioselective hydro
phobic entanglement that accompanies the formation of the 
inclusion complex, i.e., mutual hydrophobic binding of a solute 
to a chiral molecular cavity such as that of cyclodextrin 
(17-21). In such a case, there may be enantioselectivity by 
which a solute becomes bound by hydrogen bonds to hydroxy 
groups at the rim of a cyclodextrin cavity. Chiral recognition 
of enantiomers is possible when a chiral hydrogen-bonding 
functionality, such as an amide unit induced from an optically 
active amino acid, becomes embodied in the micellar hydro
phobic core to entangle enantiomers. This was achieved by 
the comicellization of N-dodecanoyl-L-amino acid sodium salts 
as chiral surfactants and SDS. Enantioselective interactions 
between the chiral comicelle and solute should thus be inca
pable of a tight fit, as seems to be the case in the inclusion 
complex. 

EXPERIMENTAL SECTION 
Synthesis of Sodium N-Dodecanoyl-L-valinate (SDVal). 

N-Dodecanoyl-L-valine was prepared from L-valine by treatment 
with the dodecanoic acid N-hydroxysuccinimide ester (mp 87°C; 
lit. (22) mp 75°C) according to a procedure of the literature (21); 
mp 103-105 °C (recrystallized from ethyl acetate), [aj26.5n = -2.6° 
(c = 1.00, methanol). This carboxylic acid was then converted 
to the corresponding sodium salt by methanolic sodium hydroxide; 
the slightly residual carboxylic acid was extracted with acetone 
by the Soxhlet apparatus. 

© 1989 American Chemical Society 
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Figure 1. Optical resolution of a mixture containing four enantiomeric 
pairs of amino acids as their N-(3,5-dinitrobenzoyl) O-isopropyl ester 
derivatives in electrokinetic capillary chromatography. Chromato
graphic conditions: column, fused silica tubing 40 em in length (50 .urn 
i,d.) for effecting the separation; micellar solution, 0.0125 M SOVal and 
SOS each in 0.025 M borate-0.05 M phosphate buffer (pH 7.0) con
taining 10% (v/v) methanol; samples, 2.5% methanol solution in each 
solute; total applied vo~age, ca. 10.5 kV; current, 26 p.A; detection, 
UV at 254 nm; temperature, ambient (ca. 20 °e). The if' of the 
first-eluted 0 enantiomer and a for each derivative are as follows: k'D 
0.79 (a 1.09) for the alanine, ;i:' 0 1.97 (a 1.09) for the valine, ii' 0 4.38 
(a 1.10) for the leucine, and ii' 0 6.24 (a 1.06) for the phenylalanine 
derivatives. 

Chromatographic Procedure. Electrokinetic capillary 
chromatography was performed according to Terabe et al. (9, 10). 
The capillary column consisted of a fused silica tubing 64 em in 
length (situated 40 em from the detection cell, 50-I'm i.d. and 
375-l'm o.d.; Gasukuro Kogyo, Inc.). A regulated de power supply 
delivering a maxirnal25 kV (Model HEL-25RO.1-TYU; Matusada 
Precision Devices, Otsu, Japan) provided high voltage between 
the ends of the column filled with a chiral comicellar solution. 
The chromatography was carried out at a constsnt electric current 
of 26!LA. The elution of a solute injected at the positive end of 
the column was monitored by on-column UV detection (254 nm) 
through a slit of 0.05 x 3 mm at the negative end. SDS (Tokyo 
Kasei) was recrystellized from ethanol prior to use. Chiral com
icellar solutions were prepared by dissolving equimolar amounts 
of the chiral surfactant and SDS in the borate-phosphate buffer 
(pH 7.0) solution consisting of 0.025 M sodium tetraborate and 
0.05 M sodium dihydrogen phosphate solution. In all cases, the 
micellar solution was filtered through a 0.45 I'm pore membrane 
filter and degassed in an ultrasonic bath for 3 min. 

The capacity factor (k ~ for a solute was calculated as follows 
(9,10): 

where TR is the retention time of the solute, To that determined 
with methanol as the solute unsolubilized into a micelle, and T Me 
that with Sudan III as the solute completely solubilized into a 
micelle. Sudan III indicates migration of the micellar phase, i.e., 
a capacity factor of infinity. 

Fluorescence Measurements in Microenvironmental 
Polarity. Steady-state fluorescence spectra were obtained with 
a Hitachi 650-60 spectrometer, using an excitetion and emission 
slit width of 5 nm. Emission intensity was measured during 
excitation at 337 nm and at both 373 and 383 nm, using pyrene 
(Tokyo Kasei; recrystallized from ethyl acetate) as the probe iOn 
SDVal-SDS mixtures dissolved in the borate-phosphate buffer 
solution. 

RESULTS AND DISCUSSION 
It was possible by use of a comicellar system consisting of 

equimolar amounts of sodium N-dodecanoyl-L-valinate 
(SDVal) and SDS to effectively bring about the enantiomeric 
resolution of N-3,5-dinitrobenzoylated amino acid isopropyl 
esters, as shown in Figure 1. The negatively charged micellar 
phase migrates at a velocity slower than that of the aqueous 
phase toward the negative end of the column, since the 
electroosmotic velocity of the aqueous phase is much greater 
than the electrophoretic velocity of the micelle in the opposite 

direction. The separation is thus based on distribution pro
cesses between two phases. The 3,5-dinitrobenzoyl derivatives 
provided the most effective resolution for all examined solutes 
containing the corresponding 4-nitrobenzoyl and benzoyl 
derivatives. Among the different amino acid derivatives used, 
the alanine derivatives were the least hydrophobic and thus 
eluted first. When a comicellar solution of 0.1 M (total con
centration) was used, the capacity factor of the first-eluted 
D enantiomer (k'o) and separation factor (a) between enan
tiomers for each derivative were as follows: k '0 7.42 (a 1.12) 
for the 3,5-dinitrobenzoyl, k'o 5.76 (a 1.05) for the 4-nitro
benzoyl, and k'o 3.59 (a 1.05) for the benzoyl derivative. 
Decreasing the micellar total concentration from 0.1 to 0.025 
M led to a smaller k' and virtually constant a values for these 
derivatives. The k'o and a values observed for the 3,5-di
nitrobenzoylalanine derivative were 1.19 and 1.11, respectively, 
in 0.025 M solution. In contrast, the corresponding phenyl
alanine derivative was the most hydrophobic and thus had 
the largest k'o value of 13.07, hut its resolution even in the 
0.025 M solution was poor. In electrokinetic chromatography, 
the resolution (R,) is very much dependent on k' of the solute, 
as has been reported by Terabe et al. (10), and a large k'value 
is unfavorable for obtaining good resolution. Resolution of 
the enantiomeric mixtures was improved by adding methanol 
to the comicellar solution at 5-10% (v/v) (15), leading to a 
greater total elution range, as is evident from the values of 
To/TMC (10). With the 0.025 M comicellar solution, an in
crease in the organic modifier concentration decreased To/T MC 
from 0.20 in the absence of methanol to 0.10 in 10% (v Iv) 
methanol. This corresponded to a decrease in k' of the en
antiomers and an increase in resolution (R,), as was noted in 
particular for the phenylalanine derivative with the largest 
retention. 

In the elution order of the amino acid derivatives resolved, 
the D enantiomer eluted faster than the corresponding L en
antiomer in all cases, indicating that the chiral comicelle binds 
to the L enantiomer having the same configuration as its chiral 
component to a greater extent than the D enantiomer. Such 
a difference in binding capacity has been reported in kinetic 
measurements in the enantioselective hydrolysis of enan
tiomeric N-acyl amino acid esters using a cationic comicellar 
system containing N-acyl-L-histidine; the binding constant 
for the L enantiomer was less than that of the corresponding 
D enantiomer (3). This finding is at variance with our ob
servations. 

The critical micelle concentration (erne) of the comicellar 
system was determined at 2 X 10-3 M hy using the intensity 
ratio of pyrene fluorescence peaks at 383 nm (I3d relative 
to that at 373 nm (I373), which reflected the micropolarity 
around pyrene as a probe (23). The intensity ratio (J383/Ia73) 
increased from 0.69-0.70 (in the borate-phosphate buffer 
solution, 0.68) to 1.10-1.11 at erne and remained virtually 
constant above erne owing to the solubilization of pyrene in 
the interior core of the comicelle. This comicellar micropo
larity was lower than that observed for the SDS micelle in the 
borate-phosphate buffer solution (1.00-1.03). The smaller 
extent of water penetration into the chiral comicelle than into 
the SDS micelle (22) may be the explanation for this. Thus 
possibly, the comicellar system may provide a favorably or
dered medium for hydrogen bonding with the solute enan
tiomers since chiral recognition of the enantiomers should be 
induced, at least to some degree, by hydrogen bonding between 
the chiral surfactant and the enantiomers in the shallow hy
drophobic region, near the Stern layer, in which hydrogen 
bonding sites exist. The addition of methanol to the comicellar 
solutions resulted in no change, as expected, in the micro
polarity of tlie interior core. The intensity ratio of pyrene 
fluorescence peaks appeared essentially constant (1383/1373 = 
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1.10-1.12) at 0-20% (v/v) methanol. This appears to support 
the notion that water soluble alcohols predominantly dissolve 
in the water phase, causing the aggregation number of a 
surfactant to change according to the alcohol concentration 
(24). Thus, the main effect of an organic modifier may be to 
change micellar size, as well as electroosmotic flow, as sug
gested by Gorse et al. (15). 

Weare now examining better chiral surfactants containing 
SDVal congeners and N-acyldipeptide sodium salt. The re
sults will be presented in detail in the near future. 
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Quantitative Supercritical Fluid Extraction/Supercritical Fluid 
Chromatography of a Phosphonate from Aqueous Media 

Sir: There are several problems associated with supercritical 
fluid extraction (SFE) of analytes from aqueous samples. 
Water is soluble in CO, to approximately 0.3 % at supercritical 
conditions (1). For a dynamic type of extraction where fresh 
fluid is continually passed over the sample to be extracted, 
the removal of 0.3 % water over time can cause problems such 
as restrictor plugging and activation of the trapping or 
chromatographic phase. Aside from these problems should 
the resulting stream be collected into a nonpolar solvent for 
further chromatographic analysis, a two-phase system would 
result. Clearly very little constructive extraction can be re
alized in this manner since the sample and matrix would 
simply have been moved from one container to another. 
Equilibrium static extractions on the other hand, wherein the 
vessel is pressurized for a time and then analyzed, may be 
inefficient and slow. 

The vast majority of the work that has been reported for 
SFE of aqueous systems has been performed on large scales 
such as for wastewater treatment purposes (1-4). Manyap
plications for SFE of aqueous samples at the analytical scale 
can be envisioned, such as the analysis of pesticides and 
herbicides from field drainage, municipal wastewater, and 
drugs/drug metabolites from biological fluids. We, therefore, 
offer here a preliminary description of an on-line extraction 
system for performing trace analysis of phosphonates in an 

0003-2700/89/0361-1986$01.50/0 

aqueous matrix. To our knowledge, this constitutes the first 
study of this type reported. 

EXPERIMENTAL SECTION 

The extraction vessel currently in use was acquired from Suprex 
Corp. (Pittsburgh, PAl and is 1 em i.d. X 10 em in length (8 mL 
volume). The supercritical CO, (Scott Specialty Gas, Plum
steadville, PAl was delivered by and subsequent chromatography 
was done with a Suprex SFC 200 (Suprex Corp., Pittsburgh, PAl. 
The system shown in Figure 1 in the recirculation mode consists 
of three six-port valves (Rheodyne, Inc., Cotati, CAl, a recirculating 
pump (Micropump, Inc., Concord, CAl, extraction vessel, and 
associated plumbing in a temperature-controlled oven. A 
three-port switching valve (VICI, Houston, TX) was used to allow 
for easy conversion of the instrument for conventional SFC 
analysis. A I-m length of 100 I'm deactivated fused silica was 
used to interface the extraction apparatus to either a LO mm or 
4.6 mm (i.d.) X 250 mm DELTABOND cyanopropyl packed 
column (Keystone Scientific, Inc., Bellefonte, P A). The results 
stated herein were obtained with a 20-I'L sample loop. The volume 
of extracted phase was determined to be 6 mL when using 3-mL 
aqueous samples. Each 20-I'L injection represents only 0.3 % of 
the total extracted phase, so that multiple injections could be run 
on the sample without significantly depleting the extracted phase 
of analyte. Fourier transform infrared (FT-IR) data were acquired 
from a Nicolet (Madison, WI) supercritical fluid chromatogra
phy/infrared (SFC/IR) interface. 

© 1989 American Chemical SOCiety 
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Figure 1. Extraction setup showing the recirculation and injection 
modes. 

C02 IN 

CO2 OUT 

Figure 2. Aqueous extraction vessel. 

RESULTS 

The extraction apparatus shown in Figure 1 was designed 
and built for the purpose of extracting species from aqueous 
samples for quantitative analysis. The same type of system 
could be used on a semipreparative or preparative scale for 
the extraction of products or waste from reaction mixtures. 
Many of the valves used are extraneous and allow the system 
to perform many different types of extractions other than the 
aqueous technique which is described here. There are two 
points at which the extraction apparatus in Figure 1 differs 
from existing SFE systems. They are a recirculating pump 
and the design of the extraction vessel, Figure 2. Once 
pressurized the extraction system can be isolated to form a 
loop. The recirculation pump then acts to move the super
critical fluid trapped in the loop. For example, the fluid enters 
the vessel as shown. It is then brought into intimate contact 
with the sample and being less dense than water rises in the 
vessel and exits through a second line. After an appropriate 
time the extract can be sampled and analyzed via the attached 
20-.uL loop. 

Figure 3 shows a comparison of the flame ionization and 
Gram-Schmidt reconstruction (GSR) (i.e. essentially total 
infrared absorbance) traces of a supercritical fluid extrac
tionjsupercritical fluid chromatography (SFEjSFC) run of 
834 ppm diisopropyl methylphosphonate (DIMP) in water. 
FT -IR detection was used to provide positive identification 
of the eluting pe2.k as DIMP. The large peak at the beginning 
of the GSR is due to a relatively small amount of water 
(carried over with the phosphonate during the extraction) 
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Figure 3. Comparison of FlO and GSR traces for SFE/SFC of an 834 
ppm solution of DIMP in water, DELTABOND CN column (25 cm) at 
100 atm for 10 min ramped to 350 atm in 10 min. The column 
temperature was 75 °e. Extraction was done at 350 atm for 1 h. 

being injected onto the column. The relatively long hold time 
in the chromatographic pressure program was used to allow 
the water to completely elute from the column prior to the 
phosphonate. Figure 4 compares the spectrum of the major 
eluting peak from SFEjSFC with the spectra of DIMP taken 
from a standard. At all frequencies the spectra match. 

In order to be a useful extraction technique, the method 
must be fast (less than 30 min). A time study was done to 
determine the rate of extraction of DIMP from the water. The 
results are shown in Figure 5. As expected, there is an initial 
equilibration time where there is a slow increase in the amount 
extracted with time. After 1.5 h the system reaches equilib
rium and there is no change in the SFC jFID area response. 
However, when 0.1 mg of NaCI is added to the sample before 
extraction, the equilibration time is reduced to less than 5 min 
as shown in Figure 5. 

A calibration curve was made to determine the viability of 
the static extraction method as a quantitative technique. The 
FID response for four concentrations of DIMP in H20 was 
measured. The total analysis time for each concentration was 
less than 45 min. This time included cleaning and loading 
of the extraction system, pressurization, extraction of the 
sample as well as five replicate injections, and SFC analysis 
of each aliquot. The calibration curve is linear over the range 
measured (834 ppb to 834 ppm). The relative standard de-
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Figure 4. Comparison of spectra for actual DIM? and the major peak 
from SFE/SFC of aqueous solution (DIMPEX). 

viation for peak area is less than 1.5 % for concentrations 
greater than 8.34 ppm and 15% for 834 ppb DIMP. 

The technique has also been extended for the qualitative 
study of various hydrochloride salts of drugs. Figure 6 shows 
the results of triprolidine hydrochloride analyzed by SFEj 
SFC. An aqueous solution of the drug was added to 1 mL of 
tetrabutylammonium hydroxide (TBAR) in the extraction 
vessel. In the extraction vessel the free triprolidine base was 
formed and subsequently extracted. Chromatographic sep
aration of the free base from the residual water was then 
accomplished by eluting with a gradient of CO2 and metha
nol-containing TBAR. The qualitative success of SFEjSFC 
of triprolidine suggests that the technique described may be 
extended to many relatively polar materials on a quantitative 
basis. 
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Chromatography: Demonstration of Improved Reversibility and Detection Limits 
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INTRODUCTION 
The development of liquid chromatography / electrochem

istry (LCEC) provided a very sensitive technique for a variety 
of redox compounds, many of which are biologically important. 
The marriage of the separation ability of LC and the selectivity 
and low detection limits of amperometric flow detect.ors has 
made LCEC the method of choice for many neurotransmitters, 
vitamins, pharmaceuticals, and a variety of other systems (1, 
2). With the adVEnt of capillary zone electrophoresis, elec
trochemical detectors have extended detections limits to 
femtomole levels, with analytical volumes in the subnanoliter 
range (3). In addition to the high sensitivity resulting from 
Faraday's law, LCEC has an additional advantage of variable 
applied potential. Selectivity beyond that already provided 
by the chromatographic process may be realized for analytes 
having different redox potentials. Several technological ap
proaches for exploiting these advantages have been discussed 
(4-7). 

The LCEC experiment is dependent on heterogeneous 
electron-transfer kinetics at the electrode/solution interface 
and can be adversely affected by changes in the electrode 
surface. Kinetic effects in LCEC have two common mani
festations in detector sensitivity and stability. First, slow 
kinetics may result in poor sensitivity for certain analytes. An 
example of relevance to this report is the oxidation of gluta
thione (GSH) at carbon electrodes. Slow heterogeneous ki
netics require a high oxidation potential at the detector, 
leading to high background current and poor detection limits. 
Stated more generally, there is a variety of important redox 
systems that could be detected with LCEC if their charge
transfer kinetics were more favorable. Second, the sensitivity 
of an LCEC detector may degrade with time due to electrode 
passivation, usually by irreversible deposition of solution 
species or electrolysis products on the electrode surface. The 
resulting film may inhibit electron transfer and decrease 
detector response. Selectivity is dependent upon kinetics as 
well. The ability to resolve analytes at the detector on the 
basis of redox potential is an important aspect of LCEC (5). 
Whether the detector sensitivity and selectivity are low be
cause of inherently slow charge-transfer kinetics or because 
of passivation, a means to improve the electron-transfer rate 
constant (hO) would be valuable. 

Due to several practical advantages such as wide potential 
range, low background current and desirable mechanical 
properties, glassy carbon (GC) has been used widely for LCEC. 
The electron-transfer kinetics of a GC electrode are known 
to vary greatly with pretreatment history, and several methods 
have been demonstrated for improving electrochemical ki
netics on glassy carbon. These include rigorous polishing 
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procedures (8-10), flame, inert atmosphere, vacuum, and 
low-pressure heat treatments (11-13), radio frequency plasmas 
(14, 15), electrochemical pretreatments (16-24), and laser 
irradiation (25-28). While any of these may be done prior 
to cell assembly, the activated surface is sensitive to pollution, 
and deactivation is likely during cell mounting and startup. 
Only the last two methods can be carried out in situ during 
LCEC analysis, thus reducing contamination. Electrochemical 
pretreatments (ECP) have been developed for LCEC, to result 
in a repeatable, in situ activation technique (23,24). It was 
demonstrated that passivated GC electrodes could be restored 
repeatedly by using ECP directly in the LCEC cell. A very 
different approach to activation is exposure of the GC surface 
to intense laser pulses, also in situ. Not only did laser acti
vation restore passivated GC surfaces, but it also increased 
hO greatly for several redox systems with very slow kinetics 
(26,27). 

This work was undertaken to address several questions. 
First, can the advantages demonstrated for laser activation 
in conventional electrochemical experiments be realized in an 
LCEC detector? Second, can a passivated LCEC electrode, 
specifically GC, be renewed in situ with laser activation? 
Third, can a wider range of analytes be detected with laser
assisted LCEC? 

EXPERIMENTAL SECTION 
Activation was conducted with a Quante1580-10 Nd:YAG laser, 

using the same optical arrangement and alignment procedure 
described previously (26,27). Unless noted otherwise, three pulses 
of the Nd:YAG fundamental (1064 nm, 7-10 ns) were employed 
for activation, and the center of the laser beam covered the entire 
GC working electrode surface. Three laser pulses were used to 
average out the significant spatial and pulse-to-pulse variation 
in laser power density, which was approximately ±20%. Power 
densities were determined by dividing average power through a 
known aperture by the pulse duration, repetition rate, and 
aperture area. 

The electrode was a single 3.2-mm glassy carbon disk in a Kel-F 
block. A modified Model TL-5A cell (Bioanalytical Systems, West 
Lafayette, IN) held the working electrode block and Ag/ AgCI 
reference electrode (3 M in NaCI). All potentials reported are 
relative to this reference electrode. A window was mounted in 
the cell block across from the working electrode to allow entry 
of laser light, as shown in Figure 1. All laser activation was 
conducted in the LCEC cell, with solvent present and flowing. 
Prior to cell assembly the GC was polished successively with 1.0-, 
0.3-, and 0.05-l'm alumina and ultrasonicated. The detector unit 
was a BAS LC-4B potentiostat operated at constant potential, 
and output from the detector was recorded by a Labmaster 
analog-to-digital converter (Scientific Solutions, Solon, OR) and 
IBM PC compatible computer. The working electrode was 
switched off during laser irradiation to avoid overloading the 
detector with the large electromagnetic interference and current 
spikes accompanying laser activation. 

© 1989 American Chemical Society 
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Figure 1. Design of the thin-layer cell used for experiments. See text 
for details. 

An unmodified Model BAS PM-30A pump was used with a 
lO-l'm silica C-18 bonded phase column (Alltech Associates), 25 
X 0.46 em. All separations were isocratic, and injections were made 
with a 20-I'L sample loop. A Teflon tube delivered the column 
eluent to the cell block mounted in front of the laser on an optical 
table. Mobile phases were made with NANOpure II water (Sybron 
Barnstead) and filtered with 0.45-l'm membranes (Gelman Sci
entific). Degassing was performed by bubbling argon through 
the mobile phase for 20 min prior to use. All chemicals and 
solvents were of reagent grade and used as received. 

RESULTS AND DISCUSSION 
The optical and electrochemical aspects of the apparatus 

depicted in Figure 1 are very similar to those of previous work 
on laser activation, with the exception of the thin-layer hy
drodynamic cell and high current sensitivity. The most 
pronounced effect of laser activation on the LCEC response 
is an increase in the heterogeneous electron-transer rate 
constant, kO, particularly for GC electrodes. The effect of 
improved kinetics on the LCEC chromatogram is an increase 
in observed peak current for systems exhibiting slow kinetics 
on unactivated electrodes. The result of increased kO of im
portant to LCEC is detection of redox systems at applied 
potentials closer to the thermodynamic EO. As will be dem
onstrated, increased kO provides advantages in selectivity and 
detection limits. 

An example of laser activation for LCEC is shown in Figure 
2 for the case of a chromatogram of a mixture of three oxi
dizable species. At an applied potential of +0.05 or +0.6 V, 
glutathione (GSH), resorcinol, and 5-hydroxytryptamine 
(5-HT) exhibit small chromatographic peaks on a conventional 
GC electrode, due to slow electron transfer. Laser activation 
significantly improves the peak currents for these systems by 
improving the electron-transfer rate. At the same time, 
background has not increased in proportion to signal and 
settles quickly after laser activation. For unactivated GC, 
GSH and resorcinol are barely observable above background 
but exhibit well-defined peaks at either +0.5 or +0.6 V after 
in situ laser activation. 

GSH is a tripeptide with a thermodynamic redox potential 
of -0.57 V vs Agj AgCl (at pH 7.4; EO' is ca. -0.15 V vs Agj 
AgCI at pH 0) and should be amenable to oxidative LCEC 
detection. However, very slow electron-transfer kinetics on 
GC inhibit oxidation to the disulfide within the available 
potential range. The potential dependence of the LCEC 
response for GSH is shown in the hydrodynamic voltammo
gram (HD V) of Figure 3. The points in Figure 3 are the peak 
heights for equal amounts of GSH injected at a range of E.pp 
values. Figure 3, curve B shows that GSH does not oxidize 
on polished GC, until E.pp is greater than + 1.0 V vs Agj AgCI, 
with an E'/2 above + 1.2 V. In order to obtain a useful LCEC 
response on unactivated GC, the high Eapp required will lead 
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Figure 2. LCEC chromatograms for the separation of glutathione 
(GSH), resorcinol, and 5-HT after injection of 0.60. 60.0, and 0.60 nmol, 
respectively. Mobile phase: 0.050 M monochloroacetic acid 
(MCAA)-methanol (25:1), pH 2.9, flow rate 1.5 mL min-i. (A) E." 
+0.50 V; (B) +0.60 V. Lower traces are for polished GC; upper traces 
were obtained 5 min after three 30 MW cm-2 laser pulses. Upper trace 
in Figure 2B was displaced upward by 50 nA for clarity. Peak identities: 
1, solvent front; 2, GSH; 3, resorcinol; 4, 5-HT. 
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Figure 3. Hydrodynamic voltammograms for the oxidation of gluta
thione on GC injections of 0.40 nmol in 20 I'L. Mobile phase: 0.040 
M MCAA-methanol (100:1), pH 2.9, flow rate 1.0 mL min-i. A is for 
three 30 MW cm-2 pulses applied initially, with one renewal pulse at 
each potential. B is for conventionally polished GC. 

to high background and low signal-to-background ratio. Laser 
activation leads to a more useful hydrodynamic voltemmogram 
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Figure 4. Renewal of an electrode fouled with phenol. Conditions: 
ascorbic acid injections of 0.20 nmol, phenol 160 nmol; mobite phase, 
0.050 M MCAA-methanol (20:1), pH 2.95, flow rate 1.5 mL min-'; 
laser, three 35 MW em-2 pulses at 38 min; E 'PP +0.900 V. 

with an El/2 of +0.76 V vs Agj AgCl, and thus more easily 
quantified LC peaks. Although the charge-transfer kinetics 
are still slow and the El/2 is still much more positive than the 
thermodynamic EO', the electron-transfer rate has been in
creased to a point where LCEC analysis is tremendously im
proved. The resulting improvement in the detection limit for 
GSH is discussed below. 

The benefits of laser activation for LCEC applications 
presented thus far are dependent on improved electron
transfer kinetics. As reported previously, an additional aspect 
of laser activation is removal of surface films, which may foul 
solid electrodes. For the case of passivating films produced 
from phenol oxidation, laser treatment in a conventional cell 
restored an inactive electrode apparently indefinitely (25). 
Phenol oxidation results in a passivating film similar to ir
reversibly adsorbed products that may form from a variety 
of common analytes and nonelectroactive biomolecules. This 
film deters the mass transport of some analytes to the elec
trode surface, or the electron transfer itself. The resulting 
decreased response to a common analyte and the removal of 
this passivating film are both demonstrated in Figure 4. 
Initially, ascorbic acid (AA) exhibits an LCEC response on 
a laser-activated GC electrode with a peak height of 210 nA. 
After six injections of large amounts of phenol, the ascorbic 
acid peak current is reduced to 120 nA. Three laser pulses 
restored the peak current to 202 nA. This increase in current 
is due exclusively to film removal since at 0.90 V ascorbic acid 
is already at its diffusion limit before electrode activation. 

As mentioned in the Introduction, the LCEC detector can, 
in principle, resolve analytes on the basis of their redox po
tentials, through the use of different applied potentials. For 
example, AA and dihydroxyphenylacetic acid (DOPAC) have 
thermodynamic potentials that differ by 0.18 V, with DOPAC 
more positive. Based on thermodynamic EO, an LCEC de
tector operating at 0.3 V vs Agj AgCl should detect only AA, 
while one at +0.5 or greater should detect both compounds. 
Unfortunately, the electron-transfer kinetics for both systems 
are so slow that their voltammetric peaks are shifted positive 
by several hundred millivolts, to the point where they severely 
overlap. As shown by the series of chromatograms in Figure 
5A, it is difficult to find an E,pp where only one component 
is detected. If E,p, is low enough so DOP AC is not detected, 
(e.g. +0.3 V), the AA response is greatly diminished. As 
demonstrated for conventional voltammetry (26), laser acti
vation can greatly improve resolution by increasing hO to the 
point where redox systems appear near their thermodynamic 
potentials. On the laser-activated surface (Figure 5B), AA 
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Figure 5. Chromatograms of mixtures of AA (0.30 nmol) and DOPAC 
(1.80 nmol) at various applied potentials. Mobile phase: 0.050 M 
MCAA-methanol (17:1), pH 2.9, flow rate 1.5 mL min-'. (A) polished 
GC; (B) following three 30 MW em-2 laser pulses. Single laser pulses 
occurred after each chromatogram in series B. E app values indicated 
are positive relative to Ag/ Agel. 

Table I. GSH Detection Limits 

+ 1.0 V, no laser 
+1.5 V, no laser 
+0.6 V, laser activated 
+1.0 V, laser activated 

p-p 
noise, pA 

18.3 
784 

16.5 
39.5 

sensitivity,a 
pA/pmolb 

41.5 
366 

96.1 
304 

detectn 
lim, 

pmolb 

(SIN = 
3) 

1.32 
6.43 
0.52 
0.39 

a Determined from five or more injections covering at least an 
order of magnitude of GSH injection amount. b Picomoles of in
jected GSH. 

and DOPAC exhibit El/2 values that are well separated (by 
ca. 0.25 V). At an E,pp of +0.2-D.3 V on the activated surface, 
AA exhibits a diffusion-limited response, while the DOPAC 
peak is negligible. Clearly the activated GC surface permits 
resolution on the basis of redox potential. 

As demonstrated in Figure 3 for GSH, a consequence of 
increased hO is detection of redox systems at values closer to 
their thermodynamic potentials. In the case of GSH, LC 
detection is feasible at 0.6-0.9 V rather than 1.0-1.3 V vs 
Agj AgCI. Since background current from both GC surface 
oxidation and interferents generally increases with more 
positive potentials, a higher signal-ta-background ratio would 
be expected at +0.6 than at + 1.0 V. The effects of potentials 
and laser activation on GSH detection limits are listed in 
Table I. Noise is defined as the peak-to-peak variation in 
detector response with no peaks eluting; signal is the LC peak 
height above the average base line. For an unactivated surface, 
the high E,pp required to detect GSH led to higher background 
and noise, and a relative poor detection limit. With E,pp = 
1.0 V, laser activation increased the noise, but increased the 
signal by a greater factor, resulting in improved signal-to-noise 
ratio and a lower detection limit. At +0.6 V, where an 
unactivated electrode showed negligible response, the laser
activated surface exhibited a significantly lower detection limit 
than that of the conventional GC electrode operating at higher 
applied potential. It should be noted that this comparison 
was carried out with synthetic GSH samples. For actual 
analytical samples, interferents that may oxidize at high po
tentials may not appear at +0.6 V. Thus laser activation may 
reduce contributions to background from oxidizable inter-
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Figure 6. Chromatograms showing decay of activation for GSH on GC: 
injections, 0.40 nmol; mobile phase as in Figure 3. At t = 0, the 
electrode was conventionally polished GC. At t = 40 min, 1030 MW 
cm-1 laser pulses were applied. Single renewal pulses were applied 
at t = 6.7,13.5, and 21.2 h. Eapp: +0.800 V. Peaks are labeled as 
follows: A, last GSH peak before laser; B, laser pulse; C, first GSH 
injection after laser; D. second injection after laser. 

ferents, as well as improve the signal-to-noise ratio. The 
principal motivation for the activation of GC toward GSH 
oxidation is to provide an alternative to mercury film elec
trodes for GSH in biological materials (29). 

The duration and reproducibility of laser activation on 
LCEC chromatograms were examined in more detail for the 
case of glutathione on GC. Loss of surface activity would be 
exhibited in the HDV (similar to Figure 3) as a shift to more 
positive potential. Deactivation is accelerated by the passage 
of mobile phase over the electrode surface, presumably because 
of enhanced mass transport of adsorbates. We observed that 
loss of surface activity is extremely slow under static conditions 
in a thin-layer cell. Several factors were observed to affect 
activation lifetime, including laser power, purity of mobile 
phases, filtering, and flow rate. Figure 6 shows a series of 
chromatograms for GSH at four different times after acti
vation. At 0.8 V, the applied potential is below the mass 
transport limit with or without laser activation and laser 
activation yields a significant increase in GSH peak height. 
Although the peak height decays slowly after activation, it 
may be restored with additional laser pulses, as shown in 
Figure 6 for a period covering 23 h. Although the GSH peak 
height decreased by 58% over a 6-h period after activation, 
it was completely restored by a single laser pulse. Peak heights 
are reproducible following subsequent activations within the 
margin of error expected from injection to injection. The laser 
also induces an increase in background current, which decays 
to base line. Apparently the background current is due to 
activation to surface faradaic reactions which are pronounced 
at 0.80 V. The magnitude of the laser-induced background 
increase depends on potential and detector sensitivity, with 
larger backgrounds always appearing at higher potential. For 
low potential or relatively high analyte concentrations, la
ser-induced background is negligible, but for very low analyte 
concentrations, the passivation period following laser treat
ment was significantly shorter than that following polishing, 
in some cases a few seconds instead of many minutes. From 
the practical standpoint, the principal advantage of laser 
activation is the ability to activate analyte redox processes 
to a greater extent than background processes. 

The longevity of laser activation depends on the redox 
system being detected, for reasons related to the electron
transfer rate constant. GSH is a case where E'l' on the ac
tivated surface is still far from the thermodynamic EO'. Laser 

activation increases kO by several orders of magnitude, but 
the applied oxidation potential for LCEC detection of GSH 
is still very positive of EO'. As activity gradually decreases 
with time, kO decreases and the peak response is reduced. 
GSH represents a difficult case where LC response is sensitive 
to kO and therefore to electrode surface stability. A different 
situation arises with ascorbic acid, for which the activated E'l' 
is close to the thermodynamic EO. For the large kO values 
exhibited by AA on activated GC, the LC response is not 
charge-transfer-limited and variations in kO no longer affect 
LCEC response. After laser activation, the surface must 
deactivate substantially before charge-transfer kinetics again 
become a factor and the LCEC response suffers. The practical 
ramification of this effect is variable sensitivity of different 
redox systems to the time elapsed after electrode activation. 
For GSH detected at 1.0 V, the LCEC response decreased by 
21 % during a l30-min period following laser activation. For 
AA detected at +0.250 V, the LCEC peak height decreased 
by less than 5% over a 70-min period, and no decrease was 
observed for 75 min if Eapp was +0.450 V. Thus kO appears 
to decrease for many systems folowing laser activation, as 
would be expected from surface adsorption of impurities. 
However, the LCEC responses of some systems (e.g. GSH) 
are more sensitive to kO changes than others, and the 
charge-transfer-limited systems exhibit the greatest variation 
with time after activation. Even with these difficult systems, 
however, electrode activity may be restored by an additional 
laser activation pulse. 

In situ laser activation of LCEC detectors has objectives 
similar to those of the electrochemical activation methods for 
GC (16-24) and metal electrodes (30). While electrochemical 
pretreatments have the advantage of simplicity and low cost, 
there are fundamental differences in the effects on surface 
chemistry. Potential pulses applied to Au and Pt electrodes 
(30) are very effective for a variety of electrocatalytic reactions, 
but are not applicable to GC because they rely on reversible 
oxide film formation. The oxidation of GC is a more complex 
and irreversible process, with the surface of the oxidized GC 
currently being uncharacterized at the molecular scale (31, 
32). Of particular importance to the LCEC application is the 
potentially high background current observed on oxidized GC, 
which apparently results from surface redox groups (28). In 
contrast, laser activation reduces oxides and enhances kO by 
exposing graphitic edge plane (28, 31). Although the com
parative efficacy of laser vs electrochemical activation will be 
application dependent, it is important to recognize that they 
are fundamentally different processes. 

CONCLUSIONS 
All of the effects of laser activation of GC electrodes used 

for LCEC result from the enhanced electron-transfer rate 
following laser treatment. Laser activation is fast and re
peatable, and can be carried out in situ without cell disas
sembly. Enhanced kO permits detection for several example 
analytes to be conducted at less extreme potentials and may 
reduce interferences. Although laser activation may increase 
background current on GC, the increased sensitivity to analyte 
often more than compensates, and both selectivity and de
tection limits may be better. For analytes exhibiting high kO 
on activated GC (e.g. AA), laser activation yields a long-lived 
improvement in response, while the response for kinetically 
slowanalytes (e.g. GSH) slowly decreases "ith time. In either 
case, response can be restored immediately with additional 
laser pulses. The degree of these improvements will depend 
on the nature of the analyte, other substances in the sample, 
and the properties of the mobile phase (pH, solvent, etc.). 
While not examined here, other electrodes of value for LCEC, 
such as metals and composite electrodes, may also exhibit 
improved performance upon laser activation, particularly with 
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respect to the removal of passivating films. On a final note 
regarding practicality, the Nd:Y AG laser employed for this 
work is a versatile research laser with high cost compared to 
that of the LCEC detector. However, initial experiments with 
a small N, laser have demonstrated activation with a much 
lower cost laser (ca. $3500). 
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Diffusion Apparatus for Trace Level Vapor Generation of Tetramethyllead 

P. R. Fielden* and G. M. Greenway! 

Department of Instrumentation and Analytical Science, UMIST, P.O. Box 88, Manchester M60 1QD, U.K. 

The generation of vapor standards and measurement of the 
diffusion coefficients of vapors is an important aspect of the 
development and calibration of methods for trace vapor 
analysis in atmospheres. Dynamic vapor generation systems 
can be based on a wide range of production methods such as 
gas stream mixing (1), injection methods, evaporation and 
chemical reactions (2), permeation devices (3), diffusion ap
paratus (4), electrolytic methods (5), and gas-phase titrations 
(6). 

The toxicity of the compound must be considered when 
deciding which method should be employed. Usually for toxic 
compounds the vapor standards required will be of very low 
concentrations. In this work vapor samples of tetramethyllead 
(TML) were prepared near the Occupational Exposure Limit 
of 0.15 mg m" (7). Permeation devices and diffusion appa
ratus are the most appropriate methods for the production 
of low vapor concentrations; however permeation devices are 
difficult to develop and construct for toxic compounds because 
oftheir basic design (8). Diffusion apparatus provides a simple 
method for preparing mixtures of vapor-containing atmo
spheres and determining diffusion data (4). 

The apparatus works by maintaining the liquid phase of 
a vapor in a reservoir which is kept at constant temperature. 
The liquid is then allowed to evaporate and the vapor diffuses 
through a capillary tube into a flowing gas stream. If the rate 
of diffusion of the vapor and the flow rate of the diluent gas 
are known, the vapor concentration in the resultant mixture 
can be calculated. 

1 Present address: Department of Chemistry, University of Hull, 
Cottingham Road, Hull HU6 7RX, U.K. 

0003-2700/89/0361-1993$01.50/0 

More recent designs allow for rapid changes in the con
centration of the vapor standards by altering the diffusion 
path length (9, 10). These methods require syringes or taps 
to alter the volume of liquid present. This is not suitable for 
toxic compounds because there is a danger of the pure liquid 
leaking, and the need for significant volumes of liquid renders 
such an approach potentially hazardous. 

Another important consideration when handling toxic 
compounds is the method of measuring the diffusion rate. The 
gavimetric method is not always practicable. Alternatively 
the diffusion rate can be found by monitoring the position 
of the liquid meniscus in an open precision capillary tube as 
a function of time (11). The gradient (X) of a graph of the 
square of the variation in diffusional path length (I') vs time 
is given by 

X = 2DMP In [~] 
RTp P- p 

(1) 

where p is the density of the liquid at temperature T, Pis 
pressure in diffusion cell at the open end of the capillary (Pa), 
p is the partial pressure of the diffusing vapor at temperature 
T (Pa), M is relative molecular mass of the vapor, R is the 
gas constant (8.314 J K'! mol"), D is the diffusion coefficient 
(m' s'!), and T is the temperature (K). At a fixed temperature 
and pressure the diffusion rate can be calculated from 

S = XAp/21 (2) 

where (S) is rate of diffusion of vapor out of the capillary tube 
(kg S"), and I is diffusion path length (m). A is the cross 
sectional area of the diffusion tube (m'). 

© 1989 American Chemical SOCiety 
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Figure 1. Diagram to show the construction of the diffusion apparatus. 

The diffusion rate can be determined at any time from a 
knowledge of X, A, T, and I. For eq 2 the change in path 
length (I) with time is negligible in comparison to the actual 
diffusion path length and therefore does not affect results. 
To obtain precise results, control of the temperature to within 
,1,0.2 cC is considered necessary (9). A difference of 0.4 cC 
would cause an error in the diffusion rate of 0.01 X 10-11 kg 
S-l. Once the system has been calibrated, the vapor concen
tration produced can be altered by varying the temperature 
of the system or by altering the diffusion path length. Suf
ficient time must be allowed for equilibrium to be obtained 
after adjustment. Changing the flow rate of the diluent gas 
will also alter the concentration but should not exceed ca. 1 
dm3 min-lor turbulence will occur (12), which would reduce 
the effective diffusion path length. Since the diffusion rate 
is also governed by the length and diameter of the capillary 
column, a judicious selection of these parameters will con
tribute to the range of concentrations that may be obtained. 

EXPERIMENTAL SECTION 
Apparatus. In the design of the apparatus, eq 1 and 2 were 

utilized to set the parameters so that a suitable diffusion rate could 
be obtained. To use the equations, it was necessary to obtain an 
approximate value for the diffusion coefficient of the compound 
in question. When this is not readily available in tables, it can 
be calculated by using (13) 

0.0043T3/'[ ~ + ~ ] 
MA MB 

D = ----:-::-=---:c:::-::-----'
[VAl / 3 + VBl/3]'p 

(3) 

where MA is molecular mass of vapor, MB is molecular mass of 
diluent gas, VA is molal volume of A (MAl p at boiling point) of 
vapor (m3), VB is molal volume of B (MBI p at boiling point) of 
diluent gas (m3), and P is total pressure (Pa). An approximate 
value of 6.3 X 10-6 m' S-l was calculated for TML by using the 
available data (the density of TML at 25 cC and the density of 
nitrogen at its boiling point). This approximation could then be 
used to construct the apparatus and find the experimental dif
fusion coefficient. 

The apparatus that was constructed is illustrated in Figure 1. 
The pure tetramethyllead was obtained from Associated Octel 
(Port Sunlight, U.K.). One end of a precision capillary tube (2 
mm i.d.) was sealed and the compound was introduced directly 
into the capillary bore. This meant the liquid was contained and 
could only escape up the capillary bore. Introduction was ac
complished by a glass syringe with a 60 em length of poly(tet
rafluoroethylene) (PTFE) tube attached which could be passed 
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Figure 2. Diagram showing design of the dilution manifold. 

down the capillary tube. All glassware was previously silanized 
with hexamethyldisilazane to prevent loss of sample on the glass 
walls. The temperature of the system was controlled by enclosing 
the capillary tube in a water jacket, and a water circulating pump 
(Churchill, Surrey, U.K.) was used to keep the capillary tube at 
the required temperature. 

When the apparatus was designed, it was necessary to ensure 
that the drop in the meniscus would be sufficiently large to be 
monitored. If the system was set up so that there was a diffusion 
path length of 40 em and the temperature was 50 cC, then, using 
eq 3, the theoretical diffusion rate was calculated to be 4.87 X 
10-11 kg S-1 This value was then used to estimate the drop in 
meniscus height over an 8-h period. With this diffusion rate, 1.403 
X 10-' g would have diffused from the tube over an 8-h period. 
The density ofTML is 1.99 g cm-' at 25 cC, so the volume ofTML 
that would be lost from the tube over 8 h is 7.04 X 10-4 cm3. With 
the cross-sectional area of the capillary being 3.14 X 10-' em', the 
drop in the meniscus would be 0.22 mm. This change in meniscus 
level could be monitored precisely to within ±5% by using a 
cathetometer (Precision Instruments, Ltd.), which could be read 
to ±0.01 mm. 

Calibration of the Diffusion Apparatus. The system was 
assembled by using the capillary dimensions described in the 
calculation given above and the temperature was maintained at 
50 cC. The diluent gas was air, which was first pumped through 
a glass microfiber filter tube (grade 10 minifilter, Whatman) to 
remove particulate matter. A mass flow controller (flow range, 
281-1160 em' min-l, Brookes, Stockport, U.K.) was utilized to 
alter the flow rate enetering the dilution chamber. The position 
of the meniscus was then monitored with time. The cathetometer 
was placed on a stable base as near as possible to the meniscus. 

Dilution of Vapor Standard. The apparatus used for dilution 
is shown in Figure 2. Stainless steel valves are often used in gas 
dilution apparatus but with the very low concentrations that were 
involved in this experiment, the sample could not be allowed to 
come in contact with such surfaces. The system was designed 
so that the sample was only in contact with glass walls that had 
been silanized previously with hexamethyldisilazane. The dilution 
occurred in two stages and was achieved by using mass flow 
controllers, (Brooks, Stockport, U.K.). The errors in this type 
of system are typically ±5% (11). At each mixing stage a pro
portion of the gas flow was removed leaving 100 em' min-l to 
dilute, otherwise high flows would have resulted. The flow was 
split with a mass flow controller, which meant that the amount 
removed was always constant and not affected by back pressure; 
an adsorption tube or gas bubbler was required at the end of the 
system to generate a back pressure or the gas would take the path 
of least resistance and travel straight out of the open end. The 
diluent gas flow was also controlled by a mass flow controller, and 
therefore when all the flow controllers were fixed at the correct 
values, a known dilution was obtained. These flow controllers 
were shown to have a maximum error of ±3 % by observing the 
fluctuations of the float and by taking into account the scale 
reading errors. The dilution process occurred in the following 
steps: (i) 730 em' min-l standard atmosphere entered the dilution 
apparatus; (ii) split 630 cm3 min-' standard atmosphere, leaving 
100 em' min-I; (iii) added 500 em' min-l air thus, diluting by 6; 
(iv) split 500 em' min-l diluted standard, leaving 100 em' min-'; 
(v) added 400 cm3 min-l air thus diluting by 5; (vi) 500 em' min-l 

standard atmosphere, which had been diluted 30 times, left the 
dilution apparatus. 

The diluted vapor standard was collected either on adsorption 
tubes packed with Porapak Q or in a gas bubbler containing nitric 
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Figure 3. Graph of diffusion path length squared vs time. for deter
mination of the diffusion rate at 50 °C. 

acid (70% (w/v». With the system set up in this manner. a total 
dilution of 30 was achieved. The system could easily be adjusted 
to give different dilutions. The baffle mixers incorporated after 
each split/ dilution stage. ensured adequate mixing between the 
standard vapor and diluent gas. Dilutions of up to 400 times would 
be possible with two dilution steps. 

Validation of Diffusion Method by Anodic Stripping 
Voltammetry. Anodic stripping voltammetry was used for the 
determination of the lead in the vapor standards because of its 
inherent sensitivity. For the analysis a static mercury drop 
electrode was utilized (Model 303 static mercury drop electrode. 
Princeton Applied Research) with a Ag/ AgCI reference electrode. 
The experiment was controlled by a polarographic analyzer / 
stripping voltammeter (Model 264. Princeton Applied Research). 
The instrument was set up as follows: medium drop size; scan 
rate 5 m V S-1; pulse repetition interval 0.2 s; and pulse amplitude 
50 m V. Under these conditions. the potential at peak maximum 
(differential pulse stripping voitannnetry mode) for lead was found 
to occur between -0.67 and -{).73 V vs Ag/ AgCI reference elec
trode. 

The system then had to be calibrated for lead determination. 
For trace analysis in electrochemistry it is essential to use ultrapure 
water to keep the blank value low. The water was prepared by 
circulating doubly distilled water through a water purifier con
taining a mixed bed ion exchange column (Water-I Gelman 
Sciences. Inc .• Ann Arbor. MI) until its resistance was above 18 
MD. The standards were prepared from lead nitrate (AnalaR 
Grade. BDH. Dorset) and were made up in the pure water to which 
nitric acid (70% (w Iv) Aristar Grade. BDH. Dorset) had been 
added (5% (v/v». A stock solution of 1000 ppm Pb'+ was pre
pared from which fresh standards were made daily. The standards 
were stored in nitric acid washed polythene bottles. 

RESULTS AND DISCUSSION 
The results obtained for the calibration of the diffusion 

apparatus were plotted as a graph of diffusion path length 
squared vs time (Figure 3). It can be seen from Figure 3 that 
the precision of the results improves after 1.18 x lOS s. Mter 
this point to reduce errors due to slight movement of the 
apparatus. the readings were taken relative to a fixed mark 
on the capillary tube. The equation for the line after 1.18 X 

106 s was y = 1.02x + 1620 and the correlation coefficient was 
0.998 (the standard deviation of the (y) residuals was 2.7). It 
was decided to take the gradient of the final part of the line, 
(1.02 ± 0.01) X 10-8 m' S-1 (95% confidence limits) where there 
was greater precision in the readings for the calculation of the 
diffusion rate from eq 1 and 2. The diffusion rate was found 
as (7.97 ± 0.14) X 1O~11 kg S-1. The diffusion coefficient was 
calculatad to be (1.03 ± 0.02) X 1()-5 m' S-1. When the diffusion 
rate was calculated, care had to be taken to use the correct 
diffusion path length. This was because the graph covers 
readings taken over 31 days. The meniscus dropped ap
proximately 1 mm per day and therefore over this time period 
the diffusion path length would alter considerably (ca. 31 mm). 
By use of the diffusion coefficient calculated, a difference of 
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Figure 4. Graph of diffusion path length squared vs time, for deter
mination of the diffusion rate at 30 °C. 

1 mm would cause the diffusion rate to alter by 0.13 X 10-11 

kg S-1. This experiment also showed the stability of the system 
to be good because the error in the gradient of the line over 
a 31-day period was only ±1.5%. 

The experiment was repeated with the temperature set at 
30 °C, Figure 4. The equation of the line was y = 0.52x + 
2500 and the correlation coefficient was 0.981 (the standard 
deviation of the y residuals was 6.7). The results obtained 
at this temperature were less precise because it was more 
difficult to keep the temperature constant to within ±0.2 °C 
and the change in the meniscus level was smaller. The percent 
relative standard deviation for the gradient at 50 °C was 1.3% 
compared to 4.5% for 30 °C. The diffusion rate obtained at 
30 °C was 3.26 X 10-11 kg S~1. 

The temperature of the system was returned to 50 °C and 
the diffusion rate was calculated by using the experimental 
diffusion coefficient and a diffusion path length of 49.5 cm. 
The diffusion rate was calculated to be (6.44 ± 0.01) X 10-11 

kg S-1. This meant that when the flow rate of the diluent gas 
was 730 cm3 min-I, the concentration of TML in air was 5.3 
± 0.18 mg m-3. This concentration is approximately 30 times 
greater than the occupational exposure limit for TML (0.15 
mg m-3 as lead). 

The concentration could be altered by changing the diffu
sion rate, but this was undesirable as the only easily variable 
parameter was the diffusional path length, which meant 
handling the toxic tetramethyllead. A more acceptable so
lution was the quantitative dilution of the gas standard using 
the apparatus described. In order to assess the dilution 
process, the gas standard collected in the bubblers was de
termined for total lead content by anodic stripping voltam
metry. The value obtained by this method was compared with 
the calculated value. 

For analysis, the polarographic conditions were as previously 
described and the electrode cell was cleaned with dilute nitric 
acid. A blank of 10 mL of ultrapure water was then run with 
a supporting electrolyte of 5 I'L of Aristar nitric acid. Purging 
was carried out for 4 min with "oxygen free" nitrogen. This 
resulted in a low blank signal with less than 10 nA variation 
in stripping current over the electroactive region for lead. For 
this initial calibration, 5-I'L aliquots of a 100 ppm solution 
of lead were successively added to the blank and after each 
addition a run was taken. Figure 5 shows these data as a series 
of stripping peaks of increasing magnitude. All results were 
triplicated to check reproducibility (within 2%) and the blank 
value was subtracted from each result. A linear calibration 
curve was obtained for 0 to 40 ng cm~3 and the equation of 
the line was y = 1.04x - 0.4; the correlation coefficient was 
0.999 and the standard deviation of the y residuals was 0.43. 

Once a suitable calibration curve had been obtained, the 
vapor standard could be analyzed. TML was collected in 
concentrated nitric acid. To ensure that no TML was lost, 
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Figure 5. Figure to show the stripping voltammograms obtained for 
the blank and a series of lead calibration solutions. 

three bubblers in series were used to collect it. In each bubbler 
there was 100 ems of acid. In subsequent determinations most 
of the lead was found in the first bubbler and none was found 
in the last bubbler. The nitric acid destroys the TML 

(CHS)4Pb + HX ~ (CHs)sPbX + CH4 

(CHslsPbX + HX ~ (CHshPbX + CH4 

Under extreme conditions inorganic lead(II) compounds are 
formed (14). It is essential that all the organolead be converted 
to inorganic lead, because anodic stripping voltammetry only 
detects inorganic lead. After several experiments it was found 
that all the TML could be converted to inorganic lead by 
placing it in a sealed digestion vessel, lined with Teflon 
(Berghol, West Germany) and heating it in an oven at 100°C 
for 3 h. 

Once it was known that all the lead could be converted to 
inorganic lead, a sample of the diluted vapor standard could 
be analyzed. The standard atmosphere was generated with 
an air throughput of 730 ems min-l After dilution, the sample 
flow rate through the collection solution was 500 ems min-I. 
A 0.5-cms portion of the sample that had been collected in 
acid and digested was diluted to 10 ems. This was then de
termined and the concentration oflead in the acid was found 

to be 6.75 ng cm-3• The sample had been Gollected for 5 min 
and the diffusion rate was 6.44 X 10-11 kg S-I. There was a 
30 times dilution before collection of the sample in 100 ems 
nitric acid. This meant that theoretically there should have 
been 6.44 ng cm-3 lead present. The error in the result was 
therefore 4.8 %. 

The ASV analysis confirmed that the vapor generator was 
operating successfully. The stability of be system was also 
shown to be acceptable with the error in the slope of the 
calibration curve being 1.5% over 31 days. 

CONCLUSIONS 
The apparatus described here is capable of providing very 

low vapor concentrations of toxic compounds. For this type 
of apparatus with a diffusion path length of 49.5 em, a cali
bration range of approximately 4 mg m-s to 10 I'g m-s TML 
would be possible at 50°C. At 30 °c the range would be 2 
mg m-" to 5 I'g m-3 TML. The equipment ensures that the 
toxic liquid is safely contained but, rapid production of dif
ferent vapor concentrations is still possible by gas stream 
mixing. In using this method the diffusion coefficient of the 
compound may also be determined without making an extra 
measurement. Although the system was designed for tetra
methyllead, it can be easily adapted to other compounds by 
altering the appropriate parameters. 

Registry No. Tetramethyllead,75-74-1. 
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Preparation of Organic Matter for Stable Carbon Isotope Analysis by Sealed Tube 
Combustion: A Cautionary Note 
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INTRODUCTION 
The utilization of sealed tube combustion methods (1, 2) 

continues to increase in popularity as a more time-efficient 
and less costly method for the conversion of organic carbon 
to carbon dioxide for stable carbon isotope analysis. Com-

* Author to whom correspondence should be addressed. 

0003-2700/89/0361-1996$01.50/0 

parisons of dynamic combustion and sealed tube combustion 
have demonstrated that, with appropriate precautions, both 
methods provide comparable results (1-3). 

In the course of preparing several samples of reference 
material NBS 22 for stable carbon isotope analyses using 
sealed tube combustion, it was observed that with increasing 
elapsed time subsequent to combustion, the psC values of 

© 1989 American Chemical Society 
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these samples became up to 3%0 lighter (i.e., depleted in 
carbon-13). In this paper, we report the results of a series of 
experiments that document this observed carbon isotope 
depletion effect and suggest a strategy for sample preparation 
to avoid this problem. 

EXPERIMENTAL SECTION 
One hundred eleven samples of NBS 22 (~3 ILL each) were 

placed in individual Pyrex tubes (22 em X 7 mm i.d.) that con
tained 5.5 g of copper oxide wire. The tubes and copper oxide 
were preheated (to 550 and 850°C, respectively) and then cooled 
to room temperature prior to loading the samples. Next, the tubes 
were evacuated, sealed, and combusted at 550°C for 2.5 h. 
Subsequent to combustion, the tubes were stored at room tem
perature. At various times, ranging from 1 to 274 days after 
combustion (Table I), several tubes were opened with a tube 
cracker (4) and the CO, gas was cryogenically isolated from the 
individual tubes for stable carbon isotope analysis as previously 
described (5). The sampling ampules containing the CO, samples 
were transferred directly to the inlet system of a Finnigan Delta 
E mass spectrometer for stable carbon isotope analysis. On several 
occasions some of the sealed tubes were reheated for 2.5 h at 550 
°C just prior to stable carbon isotope analysis. 

It has been speculated that, subsequent to combustion, copper 
carbonate may precipitate as a surface film via prolonged contact 
of CO, and H,O with the copper oxide wire in a sealed tube. 
Additional experiments were conducted to verify this phenomenon 
and to evaluate its possible effect on the stable carbon isotope 
composition of CO,. After analysis of the CO2 gas isolated from 
the 259 and 274 day old tubes (Table I), the individual copper 
oxide samples isolated from these tubes were reheated to 550°C. 
The resultant CO, samples were isolated and analyzed for their 
respective stable carbon isotope compositions as described above. 
Also, three additional tubes containing NBS 22 and copper oxide 
wire were combusted and, after being kept at room temperature 
for 112 days, were pinched in half. The bottom halves, containing 
gas and copper oxide, and the top halves, containing only gas, 
were reheated (550°C) prior to the stable isotope analysis of their 
respective CO2 components. 

Assuming that the observed carbon isotope depletion effect 
for CO, is directly associated with the reaction of CO, and H,O 
with the copper oxide wire, an attempt was made to evaluate 
whether this apparent CO, fractionation could be diminished by 
increasing the volume of the combustion tube. Aliquots of NBS 
22 and copper oxide (approximately identical with the amounts 
used in the above experiments) were placed in 34 em X 0.7 mm 
i.d. Pyrex tubes and combusted as described above. Two of these 
samples were analyzed for their stable carbon isotope compositions 
immediately subsequent to combustion. After storage at room 
temperature for 96 days, the CO, gas in 11 of the tubes was 
analyzed for stable carbon isotope compositions. The copper oxide 
wire in the bottom half of each tube was resealed while the tube 
was still under vacuum in the tube cracker and then reheated for 
2.5 h at 550°C. The resultant CO2 was isolated and analyzed 
as above. Three of the long tubes were reheated just prior to stable 
isotope analysis of the CO, gas. 

RESULTS AND DISCUSSION 

Stable carbon isotope values for samples of NBS 22 that 
were combusted and then stored for 1-274 days prior to 
analysis are compiled in Table L The average 813C value for 
samples that were stored for up to 22 days prior to analysis 
was -29.80 ± 0.03%0. However, the average ,,13C value for 
samples that were stored for 37-274 days prior to analysis was 
-30.83 ± 1.0%0. The combusted NBS 22 samples that were 
stored for 274 days prior to analysis were depleted by more 
than 3%0 relative to average ,,13C values for NBS 22 that have 
been reported in the literature, i.e., -29.81 ± 0.06%0 (3) and 
-29.73 ± 0.09%0 (6). Statistical analysis revealed that a linear 
relationship exists between the stable carbon isotope values 
of the NBS 22 samples and storage time subsequent to com
bustion (Pearson's correlation coefficient = 0.98). It is im
portant to note, however, that the average ,,13C value for 
samples that had been stored for up to 259 days, but were 

Table I. Stable Carbon Isotope Values for NBS 22 Samples 

time elapsed 
after initial 
combustn, 

days 

1 
2 
3 
4 
5 
6 
7 
8 

10 
12 
13 
21 
22 
31 
34 
37 
39 
40 
41 
46 
55 
61 
68 
69 
88 
89 

259 
274 

-29.82 ± 0.04 (13)" 
-29.85 ± 0.01 (3) 
-29.81 ± 0.03 (13) 
-29.82 ± 0.02 (6) 
-29.81 ± 0.05 (3) 
-29.76 (1) 
-29.80 ± 0.03 (5) 
-29.79 ± 0.03 (11) 
-29.85 (1) 
-29.77 ± 0.03 (3) 
-29.77 ± 0.01 (2) 
-29.80 ± 0.04 (5) 
-29.83 ± 0.04 (2) 
-30.08 ± 0.13 (4) 

-30.06 ± 0.15 (2) 
-29.92 ± 0.01 (2) 
-30.04 ± 0.01 (3) 
-29.85 ± 0.01 (2) 
-29.99 (1) 
-30.36 ± 0.02 (3) 
-30.30 (1) 
-30.83 ± 0.15 (3) 
-30.87 ± 0.01 (3) 
-31.08 (1) 

-33.27 (1) 
-33.21 ± 0.42 (5) 

(PC, %0, for samples 
reheated just prior to 

anal. 

-' 

-29.82 (1) 

-29.83 ± 0.01 (2) 
-29.82 ± 0.01 (4) 
-29.81 (1) 
-29.85 ± 0.01 (2) 
-29.82 ± 0.01 (2) 

a The number in parentheses indicates the number of samples 
that were analyzed. b_, sample not analyzed. 

Table II. Stable Carbon Isotope Values for NBS 22 
Samples 

time 
combustn elapsed 

DI3C, %0 tube after initial 
length, combustn, reheated CuO 

em days CO2 gasa wireb 

22 259 -33.27 (1) -25.98 (1) 
22 274 -33.21 ± 0.42 (5) -26.15 ± 0.21 (4) 
34 1 -29.84 ± 0.00 (2) 
34 96 -29.89 ± 0.05 (11) -24.16 ± 0.42 (7) 
34 96 -29.86 ± 0.02d (3)' 

a DI3C value for CO2 gas present in tube. b DI3C value for CO2 gas 
that was recovered by reheating the CuO wire. c_, sample not an
alyzed. d Sample reheated just prior to stable carbon isotope anal
ysis. eThe number in parentheses indicates the number of samples 
that were analyzed. 

reheated to 550°C just prior to analysis, was -29.83 ± 0.01%0 
(Table I). 

Subsequent to the analysis of the NBS 22 gas samples that 
were stored for 259 and 274 days, the copper oxide wire that 
remained in the tubes was resealed under vacuum and heated 
to 550°C. Whereas the original CO, components isolated from 
these tubes were depleted in carbon-13 relative to NBS 22 
samples that were stored for shorter time intervals (Table I), 
the CO2 samples recovered by reheating the copper oxide wire 
were enriched by several parts per mil (Table II). Further
more, stable carbon isotope analyses of the CO2 recovered 
subsequent to the reheating of tubes that were pinched in half 
revealed that the gas in the top portions of the tubes was 
depleted in carbon-13 relative to NBS 22 (-31.69 ± 0.41%0) 
and the gas in the bottom portions of the tubes that remained 
in contact with the copper oxide was enriched in carbon-13 
relative to NBS 22 (-28.66 ± 0.04%0). Assuming that the 
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observed stable carbon isotope depletion for NBS 22 that 
occurs with prolonged storage is a consequence of the inter
action of the gaseous products of combustion with the copper 
oxide wire, it is not surprising that an increase in the size (34 
cm) of the combustion tubes diminished the isotope depletion 
effect that was observed for the shorter (22 cm) combustion 
tubes (Table II). 

The synthesis of copper carbonate minerals such as mala
chite results in an isotope fractionation such that the carbonate 
carbon becomes enriched in carbon-13 relative to the CO2 
starting material (7). Also, the fact that copper carbonate 
minerals such as malachite and azurite decompose at 200 and 
220 °C, respectively, well below the combustion temperature 
employed in this study (i.e., 550 °C), lends credence to the 
hypothesis that (1) the formation of a copper carbonate phase 
is responsible for the observed isotope depletion of CO2 with 
prolonged storage of the NBS 22 samples subsequent to 
combustion and (2) reheating of older NBS 22 samples prior 
to stable isotope analysis results in the destruction of this 
copper carbonate mineral phase and the release of this l3C_ 
enriched component back into the CO2 reservoir. 

X-ray diffraction analysis of the preheated (850 °C) copper 
oxide wire indicated that the dominant mineral present was, 
as expected, tenorite (CuO). X-ray analysis of the wire sub
sequent to the combustion and storage of NBS 22 samples 
was apparently not sensitive enough to detect the copper 
carbonate phase. It was observed, however, that a significant 
percentage of the tenorite had been converted to cuprite 
(Cu20), which is at an appropriate oxidation state for the 
formation of copper carbonate (CU2C03)' 

In summary, the sealed tube combustion method is rapidly 
becoming the method of choice for the conversion of organic 

matter to CO2 for stable carbon isotope analysis. Unlike those 
who use dynamic combustion, scientists who employ static 
(sealed tube) combustion are typically combusting 30 or more 
individual samples at a time. As indicated above, the storage 
of samples for prolonged time intervals (i.e., several weeks) 
subsequent to combustion will result in 1i13C values that are 
depleted by up to 1-3%0 relative to what would have been 
observed had the samples been analyzed within several days 
subsequent to combustion. For situations that arise (such as 
instrument down time) when combusted samples must be 
stored prior to analysis, it is possible to avoid this problem 
by isolating the CO2 gas from the copper oxide wire. A more 
practical solution, however, is to simply reheat the tubes 
immediately prior to analysis. 
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Foam separation has long been used for separation of a 
broad spectrum of samples ranging from metal ions to mineral 
particles (1). The separation is based on a unique parameter 
of foaming capacity and/ or foam affinity of samples in an 
aqueous solution and bears a great potential for application 
to biological samples. Utility of the method in research lab
oratories, however, has been extremely limited mainly due to 
a lack of efficient instruments to fully exploit versatility of 
the method. 

Recently, an innovation of the foam separation technology 
has been achieved by development of foam countercurrent 
chromatography (CCC), which utilizes a true countercurrent 
movement between foam and its mother liquid through a long, 
narrow coiled tube by the aid of a particular mode of planetary 
motion generated by a coil planet centrifuge (2). Introduction 
of a sample mixture into the coil results in separation of the 
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sample components; Foam-active materials quickly move with 
the foaming stream and are collected through the foam outlet 
while the rest are carried with the liquid stream in the liquid 
outlet. The method has been applied to various test samples 
including ionic compounds collected with suitable surfactants 
and surface-active proteins separated in a phosphate buffer 
solution to prevent denaturation of the molecule (2-4). 

This paper describes a successful application of the foam 
CCC technology to chromatographic fractionation of bacitracin 
complex using nitrogen gas and distilled water entirely free 
of surfactant or other additives. Bacitracin (Be) is a basic, 
cyclic peptide antibiotic commonly used as a feed additive 
of livestock all over the world. It consists of more than 20 
components, each with different antimicrobial activities, and 
chemical structures of these components other than BCs-A 
and -Fare still unknown. Because of its strong foaming 
activity, BC is an ideal test sample to demonstrate capability 
and usefulness of the present method. 

EXPERIMENTAL SECTION 
The apparatus used for the present study is a multilayer coil 

planet centrifuge, which produces a synchronous planetary motion 
of the gear-driven column holder and has been described pre-

© 1989 American Chemical Society 



ANALYTICAL CHEMISTRY, VOL 61, NO. 17, SEPTEMBER 1, 1989 • 1999 

l1IBC-AI 

12 
13 

141BC-F1 15 

15 20 25 30 

TIME (min) 

Figure 1. HPLC analysis of bacitracin in the original sample. The 
experimental conditions are given in the text. 

viously (2, 3). Although our prototype was originally designed 
and fabricated at NIH, the apparatus may be duplicated in a 
reasonable time period by the following two companies: Phar
ma-Tech Research Corp., Baltimore, MD, and P.C., Inc., Potomac, 
MD. Also, interested readers may try to use their commercial 
high-speed CCC models with a 10 em revolutional radius by 
modifying the column holder and the separation column. 

Separation was initiated by simultaneous introduction of 
distilled water at a flow rate of 3.2 mLjmin from the tail and 
nitrogen gas pressured at 80 psi from the head into the rotating 
coil at 500 rpm while the needle valve on the liquid collection line 
was fully open (13.5 turns). After a steady-state hydrodynamic 
equilibrium was reached, the pump was stopped and 0.5 mL of 
a sample solution containing bacitracin (Sigma Chemical Co., St. 
Louis, MO), 1 % (wjv) in distilled water, was injected through 
the sample port. After a standing time of 5 min, the opening of 
the needle valve was adjusted (0.8 turn) to bring the volume ratio 
of foam and liquid fractions to 1:5-6, and the pumping resumed 
at 3.2 mLjmin. Effluents through the foam and liquid outlets 
were each manually fractionated at 30-s intervals. An aliquot of 
each fraction was analyzed by reversed-phase high-performance 
liquid chromatography (HPLC). The HPLC analysis was per
formed with a Shimadzu HPLC set consisting of a Model LC-6A 
pump, a manual injector kit, a Model SPD-6A detector, and a 
Model C-R5A recording data processor (Shimadzu Corporation, 
Kyoto, Japan) using a Capcell Pak C'8 column, 0.46 em i.d. X 15 
em (Shiseido, Tokyo, Japan). The mobile phase, composed of 
methanol and 0.04 M Na,HPO, (pH 9.4) at a volume ratio of 62:38, 
was isocratically eluted at a flow rate of 1 mLjmin, and the 
effluent was monitored at 234 nm. 

RESULTS AND DISCUSSIONS 
HPLC analysis of the original BC sample revealed major 

component BC-A, its oxidation product BC-F, and over 20 
UV-absorbing minor components as shown in Figure L In 
the present foam CCC method, all these components were 
divided into two groups based on their foam activity: BC-A 
and several components with higher hydrophobicity (or longer 
retention time in Figure 1) were eluted through the foam 
collection line while the rest of the components were eluted 
through the liquid collection line. 

In the foam fraction, hydrophobic components corre
sponding to peaks 10 through 15 (Figure 1) were eluted in such 
a manner that the most hydrophobic component (peak 15) 
emerged first near the foam front followed by the rest of the 
components exactly in decreasing order of hydrophobicity or 
retention time. Furthermore, each component in the foam 
fractions showed substantial enrichment relative to that in 
the original sample solution. In the first foam fraction, most 
hydrophobic components corresponding to peaks 15 and 14 
(BC-F) were enriched 2.8 and 2.2 times, respectively (Figure 
2). Peak 15 is hardly visible in Figure 1 due to the low solute 
concentration in the original sample solution, whereas the 
same peak is clearly observed in Figure 2 after near 3-fold 
enrichment in the foam fraction. In the 11th fraction, BC-A 
(peak 11) was enriched 1.8 times and almost entirely isolated 
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Figure 2. HPLC analysis of the first foam fraction. 
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Figure 3. HPLC analysis of the 11th foam fraction. 
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Figure 4. HPLC analYSis of the second liquid fraction. 
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from other components (Figure 3). It should be noted that 
these separations were achieved within 6 min of elution or 11 
min after sample injection. 

On the other hand, much less efficient separation was ob
served in liquid fractions as shown in the HPLC analysis of 
the second fraction (Figure 4). Nevertheless, the components 
corresponding to peaks 1 through 9 appear to be eluted in 
decreasing order of their polarity, and more hydrophobic 
components (peaks 11-15) are almost entirely eliminated from 
all liquid fractions. 

The above results were obtained by optimizing various 
operational parameters such as liquid feed rate, needle valve 
opening on the liquid collection line, standing time after 
sample injection, etc., while N, feed pressure and revolution 
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speed of the centrifuge were kept constant. Liquid feed rates 
lower than 3.2 mLjmin failed to elute foam, while higher feed 
rates yielded less efficient foam separation. The opening of 
the needle valve determined the relative volume between the 
foam and liquid fractions. Opening the valve over 1.2 turns 
gave no foam fraction, while less than 0.5 turn lowered sep
aration efficiency in foam fraction. By manipulation of the 
needle valve opening between the above critical range, the 
components with intermediate hydrophobicity can be eluted 
from either the foam or liquid outlet. Standing time after 
sample injection was also an important factor affecting both 
the foam elution pattern and the separation efficiency. Long 
standing time improved separations between peaks 10 and 
15 (Figure 1), but when it exceeded 5 min, foam elution be
came intermittent. Pumping was stopped during the standing 
time because even low flow rates of 0.2-0.5 mLjmin delayed 
foam elution resulting in longer separation times required. 

As described above, we were able to separate Be compo
nents in the order of hydrophobicity by using foam eee 
without any surfactant or buffer solution. The combined use 
of nitrogen gas and distilled water in an open column provides 
a number of advantages over other chromatographic methods 
such as (1) minimum decomposition or deactivation of bio-

logical samples, (2) nonadsorptive sample loss onto the solid 
support matrix, (3) no risk of contamination, (4) easy recovery 
of samples after fractionation, (5) low cost in operation, etc. 
In addition, the method is capable of enrichment of foam 
active samples so that a minute amount of compounds can 
be effectively concentrated and detected in the foam fraction. 
The system also permits continuous operation by continuous 
sample feeding. Efficiency of the method may be increased 
in many folds by the use of a longer coil and the sample 
loading capacity by the use of a larger-bore coil. 

We believe that the present method has a great potential 
in enrichment, stripping, and isolation of various natural and 
synthetic products in research laboratories. 

Registry No. Be, 1405-87-4; BC-A, 22601-59-8; BC-F, 
22601-63-4; nitrogen, 7727-37-9; water, 7732-18-5. 
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