


LISTEN TO THE QUIET

and have your
very own gnome,

Vacuum pumps in general are
a noisy sort of lab hardware.
Especially during the roughing
stage. But at working pressure
you want quiet.

At Precision we do something
about noise.

We put a unique flutter valve in
our pump to help reduce irritating
clatter. Less noise means less
fatigue on you.

The flutter valve is just one step
in our effort to remove problems.
Problems with noise, vibration
level, internal leakage, improper
gas flow, wear on parts, and
oil breakdown.

.. Things that reduce perform-
aince.

{ Because that's our business.
We worry about building the
puMp SO you can concentrate on
getting good results. Accurate
results. Scientific results.

So don't worry. Be precise.
Pump with Precision.

MEMBER

SCIENTIFIC APPARATUS.
MAKERS ASSOCIATION

Precision®

VACUUM PUMP
25 1/m (0.88 CFM) 0.1 Micron

MODEL D25

The gnome is to remind you
of the features of our pump—
small, fast, hard working, quiet as
the night.

Send for the Precision belt
drive bulletin. You'll receive your
very own gnome when you return
the warranty registration card that
comes with the purchase of a

Precision pump.
Write Precision
Scientific, PO. Box
10066, Rochester,
NY 14610. Or call
800-621-8820.

Your Perlormance Demands
Precision®

Precision Scientific
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Easy-~to-use data system. The
entire spectrometer is operated
from one IBM Personal System/2
Model 50 with color graphics.

ur ThermoSPEC™ software
Hti-level operation includ-
iven control for nov-
ices and occasional users, and
cominand
mode control
for expert
spectroscopists.

offers mu

i i
T e
ELL——

Flexibility of a sequential
ICP. Correct wavelengths
may be identified and con-
ditions optimized for any
element in

any sample.

Economy from selec-
table low argm flow.
High flow prowvi
extra sensitit
low concentraiions or
difficult sam;iles, but
low flow saves argon
on routine sanples.

Productivit of a poly-

chromator. Routine
samples may be
analyzed af rifes
up to 63
elements/

Vacuum option for P
and S detection. Both
the mono- and the poly-
chromator can be out-
fitted for vacuum UV
determinations.

No metal prep with an optional solid
sampling accessory. Spark ablation

of metals and briquetted powders inio
the argon stream makes it possible

to do “direct veading” measurements
without dissolving

these materials. 4

&

Unattended operation. With the
microprocessor controlled TIA-300™
Autosampler, the PolyScan can do
automatic profiling, automatic stan-
dardization, limit and other quality
control checks on all samples in full
compliance with CLP requirements.
An optional autodilutor extends
autosampling to oils and
other high viscosity samples.

These Critical Details
Make the PolyScan 61

The World's Most Advanced ICP

For literature or a demonstration, call (508) 520-1880.

Or write Thermo Jarrell Ash, Inc., 8 East Forge Parkway, Franklin, MA 02038-9101.
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You said you needed positive and negative ions,

21/Cl, DCIL, FAB, Thermospray 1onization,

a color data system, 4,000 dalton mass range,
variable resolution up to 6,000, and you wanted
all that in a quadrupole mass spectrometer’

We responded.

Now you don't have to play the  But more importantly, Finally, with the power of cur
“assembie a mass-spec” game  The Resolver offers the asility ~ Spectral 30 color data system
when you need a new ionization 1o obtain spectra in whict the  you obtain a reduced entry fee

technique in a hurry. reported isotopic ratio is into the high performance

1 ingful, while detecting club. ..
The Reselver allows you to use meaningiu, VSRR )
any method by simply plugging :Z;?yiénaner quantities of the .. .at a quadrupole price.

in the appropriate source.

i .
(] l \M s'eNERNMAG
Delsi Ing., 15701 West Hardy Road, Houston, Texas 77060. FAX (713) 591-2132 el (713) 847-0811

NERMAG 49 Qual du Halage 92500 RUEIL-MALMAISON France Tel. (1) 47.32.92.35 Telex: Ribmag 204 029 F
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Fluorescence line-narrowing
spectroscopy can be used to obtain
h:gh-resolution optical spectra of
molecules for which conventional
lew-temperature absorption spectra
yield broad vibronic bands. Gerald
J. Small and Ryszard Jankowiak of
Tcwa State University discuss the
irstrumentation involved in FLNS
and its application to the study of
chiemical carcinogenesis

BRIEFS

ANALYTICAL APPROACH 1053 A

On the cover. The amnesic shell-
fish poisoning mystery. In 1987
Canadian newspapers were filled
with headlines reporting a life-
threatening outbreak of food poi-
soning. Michael A. Quilliam and
Jeffrey L. C. Wright of the National
Research Council of Canada’s At-
lantic Research Laboratory describe
the analytical methods used to iso-
late the toxin responsible

014A

N:WsS

1021A

ANALYTICAL CHEMISTRY given to undergraduates. bBright Source lasers

gein power by pulsing

BDOKS

0374

Critical reviews. Recently released books on NMR, electrochemistry, surface
spectroscopy, gas and liquid chromatography, ion—molecule reactions, and

chemometrics are reviewed

FOGUS

1047 A

Loking at the environment. Two recent meetings, the 19th International
Symposium on Environmental Analytical Chemistry and the Fifth Annual
Waste Testing and Quality Assurance Symposium, sparked the interest of
both analytical and environmental scientists

N:W PRODUCTS & MANUFACTURERS” LITERATURE 1050 A

AISTHOR INDEX 2001
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growing lah: EasyLIMS.

At the touch of a button,
EosyLIMS sprecdsheet/
statistical reporting
functions can combine
sample test data into
easy-to-recd information.

Announcing a major innovation in data management

for the growing laboratory: PC-based EasyLIMS from

Beckman. LIMS is not just for the large lab anymore. Now

everyone can enjoy the benefits of increased productivity
and faster, more accurate data

management. And we've made it easy...

Easy to afford

From single-user software
and documentation to
a completely networked or
turnkey sysiem, there's a
Beckman EasyL.IMS package
to suit your needs and
vour budget,

Easy to install
EasyLIMS is PC-based
50 it can operate on suitable IBM* PC
or PS/2* systems. And our unicue QuickStart™ package
comes with soffware preloaded and tested so all vou do is
take it out of the box, plug it in and flick the ‘on’ switch.

i <,
$g$‘1\}“

Easy to start-up

EasyLIMS regional user training courses are
conducted regularly to ensure quick, easy start-up. And
should vou need any additional assistance, our worldwide
technical support team is just a phone call away.

Easytouse
EasyLIMS is the only LIMS baosed
on Microsoft™ Windows, making data
T

maﬁdgement effortiess. A simple click of
the mouse lets you move from screen to
screen and tailor reports to your liking.

Easy to upgrade

EasyLIMS runs on the popular Novell* network
making modular expandability simple. So as you grow
and your needs change, affordable EasyL.IMS grows with
you every step of the way.

Easyto order

Get the power of EasyLIMS for your Jab. On your next
coffee break call us for a demonstration at 201-444-8900.
In the time it takes to enjoy a cup of coffee
you can see how EasyLIMS can increase
the productivity of your lab ten fold.
The decision is easy, call now.

EasyLIMS for the growing lab
that thinks big!
Beckman Instruments, Inc.
160 Hopper Avenue, Waldwick, NJ 07463

BECKMAN

“IEBM and FS/2 are trade
“Microsoft it @ trademari
*EaaylIMS and QuickStart

N
st us @ m uung&
Scnermhc aiion ShOW.

\AU{ o /
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Articles

Signal Fluctuations Due to Individual Droplets in Inductively
Coupled Plasma Atomic Emission Spectrometry

Large fluctuations in ICP emission intensities are caused by
individual aerosol droplets. Time- and space-resolved emis-
sion and laser light scattering experiments are described.
John W. Olesik*, Lisa J. Smith, and Eriec J. Williamsen, Depart-
ment of Chemistry, Venable and Kenan Laboratories, CB 3290,
University of North Carolina, Chapel Hill, NC 27599-3290

Multivariate Determination of Glucose in Whole Blood by
Attenuated Total Reflection Infrared Spectroscopy 2009

Multivariate calibration with the PLS algorithm is per-
formed on spectral data in the range of 1500-750 cm~1. On
the basis of 127 standards, an average prediction error of
19.8 mg/dL is achieved.

H. M. Heise* and Ralf Marbach, Institut fir Spektrochemie und
angewandte Spektroskopie, Bunsen-Kirchhoff-Strasse 11, D-4600
Dortmund 1, FRG and Ginter Janatsch and J. D. Kruse-Jarres,
Institut fir Klinische Chemie und Laboratoriumsmedizin, Kathar-
inenhospital, Kriegsbergstrasse 60, D-7000 Stuttgart 1, FRG

Multivariate Calibration for Assays in Clinical Chemistry Using
Attenuated Total Reflection Infrared Speetra of Human Blood
Plasma 2016

The quantitative multivariate determination of protein, glu-
cose, triglycerides, cholesterol, urea, and uric acid in blood
plasma using the PLS algorithm is described. Relative pre-
diction errors based on the square root of the prediction
error sum of squares and the population average concentra-
tions vary between 3% and 30%.

Ginter Janatsch and J. D. Kruse-Jarres, Institut fitr Klinische
Chemie und Laboratoriumsmedizin, Katharinenhospital, Kriegs-
bergstrasse 60, D-7000 Stuttgart 1, FRG and Ralf Marbach and
H. M. Heise*, Institut fiir Spektrochemie und angewandte Spek-
troskopie, Bunsen-Kirchhoff-Strasse 11, D-4600 Dortmund 1, FRG

Global Optimization by Simulated Annealing with Wavelength
Selection for Ultraviolet-Visible Spectrophotometry 2024

Generalized simulated annealing is demonstrated as a meth-
od of global optimization. The procedure is compared with
simplex using mathematical functions containing many lo-
cal optima and is also applied to wavelength selection.

John H. Kalivas*, Nancy Roberts, and Jon M. Sutter, Depart-
ment of Chemistry, Idaho State University, Pocatello, ID 83209

* Corresponding author

BRIEFS

Multivariate Calibration in Inductively Coupled Plasma Mass
Spectrometry 2031

Molecular ion interferences in ICP/MS are circumvented
using multiple linear regression and principle components
regressior. The methods are applied to the Mo-Cd and Zr-
Mo-Ru-Cd-In-Sn systems.

Michael E. Ketterer* and John J. Reschl, United States Envi-
ronmental Protection Agency, National Enforcement Investiga-
tions Center, Box 25227, Building 53, Denver Federal Center, Den-
ver, CO 80225 and Michael J. Peters, ICF Technology, Inc., 165
South Unicn Boulevard, Suite 802, Lakewood, CO 80228

lon Detection by Fourier Transform lon Cyclotron Resonance:
The Effect of Initial Radial Velocity on the Coherent lon Packet
2040

Excitation of the ion ensemble in FT-ICR is strongly phase-
angle-dependent. Ions that have significant initial radial
velocities produce a poorly defined ion packet following ex-
citation.

Curtiss D. Hanson, Eric L. Kerley, Mauro E. Castro, and David
H. Russeli*, Department of Chemistry, Texas A&M University,
College Station, TX 77843

Comparison of Sample Preparation Methods for the Fourier
Transform Infrared Analysis of an Organe-Clay Mineral
Sorption Mechanism 2047

In a comparison of spectra from five FT-IR techniques, the
interpretetion of an organo—mineral sorption interaction is
found not. to be affected by the preparation methods or
techniques.

John M. Bowen*, Senja V. Compton, and M. Sterling Blanche,
Western Research Institute, P.O. Box 3395, University Station,
Laramie, WY 82070

Enhanced Analysis of Poly(ethylene glycols) and Peptides Using
Thermospray Mass Spectrometry 2050

The amount of peptide sample needed for direct injection is
decreased by 1-2 orders of magnitude by using an ion source
with both a needle-tip repeller electrode and a restricted
vaporizer probe tip.

Saul W. Fink and Royal B. Freas*, Department of Chemistry,
University of Houston, Houston, TX 77204-5641
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Ruled and
Holographic
Biffraction Gratings

Instruments SA provides a wide variety of
high performance diffraction gratings.
Ameng the many sfandard fypes avail-
able are aberration comected blazed and
ion efched concave monochromator grat-
ings, flat field gratings for use with diode
array detectors, toroidal gratings for use
inthe VUV and ciassically ruied as well as
nolegraphic plane grafings. Applications
range from  upper cimosphere ozone
monitoring by satellite fo bio testing and
emission specirometers. For further infor-
mafion contact Jobin Yvon, Instruments
SA (201) 494-8880 CIRCLE 80

Hanoscan 50
The Field Emission
Auger Microprobe

Low energy, high brightness field emis-
sion source guaranfees high signal and
excellent spafial resolution in SEM and
SAM. Other fealures include video-rafe
SEM/SAM image aeournulation, full aufo-
matien, and high constant energy resolu-
fion. For further infermation, contact the
Riber Division of Insfruments SA, Inc. af
(201) 494-8660

CIRCLE 81

Glow Discharge
Spectroanalyzer

The GDL Exciiation Source for direct solid
sample analysis, uses the principle of
cathodic sputtering. The conducting
sampte forms the cathode which is bem-
barded with positive argon ions 1o excife
ine sample atoms. The GDL is used for
both elemental and surface analysis of
metals including ferrous and non-ferrous
alloys, noble metals and cerarics. For
further information contact Jobin Yvon,
Instruments SA (201) 494-8680.
CIRCLE 82

Compact
Sequential ICP
Speciromeler

The JY 24 has the advantiges of o full
featurad ICP spectrometer in @ single,
compaet, space-saving un f. By using a
targe surface arec and high: groove den-
sity holographic grating, 11e resolution
and light gathering power ¢t the JY 24 are
unegualed for its size. For further infor-
mation contact Jobin Yvor, instrumenis
SA(201) 494-8660 CIRCLE 83

Spectrometers

With a line of single and double spec-
frometers which spans fram 100 fo 1500
mm infocat length. Instruments SA/Jobin
Yvon can furnish the ideal spectrometer
for any UV, Visible or IR epplication. This
broad range of insfruments significantly
reduces the need for compromise in cov-
erage, stray light rejection or resolution
when specifying ¢ system. £ach spec-
frometer can be automated for infegration
into o spectroanaiytical sysiem. For fur-
ther information confact Insfruments SA/
Jobin Yvon (201) 484-8660

CIRCLE 84

Simultanesus and
Sequential ICP
Spectrometers

The JY 70 Plus consists of an integrated
dirsct reading couble polychromator —
sequential specirometer. This ICP system
combines the speed of simultaneous,
multi-giement analysis with the versatility
and flexibility of the sequential sysfem
For further informafion on the JY 70 Plus
or JY 38 Plus contfact Jobin Yvor, Instru-
ments SA (201) 494-8660.

CIRCLE 85

|
§

nt Spectroanalyzer but also offers spectral line selection flex: ility which
prev:ously wvas found only in sequential ICP systems. Jobin Yvon has developed a
new scannipg entrance slit which furmshes 2.2 nm wavelength displacerhent from

information on the JY 50 PolyScan and the complete spectrum of JY
, use the reader service card, or write or call today.

- C

J=Y DILVISION
Instruments SA, inc.

6 Olsen Avenue, Edison, NJ 08820-2419
Tel, (201) 494-8660, Telex 844516

~ FAX (201) 494-8796

in Europe: Jobin Yvon, 16-18 Rue du
Canal 91163 Longjumeau, France
y,  Tel. (33) 1.69.09.34.93
Telex JOBYVON 692882F
FAX 011-331-6909-0721




BRIEFS

Enhanced Analysis of Sulfonated Azo Dyes Using Liquid
Chromatography/Thermespray Mass Spectrometry 2054

Modifications to a thermospray vaporizer probe and ion
source are made that enhance ion evaporation, resulting in
increased sample ion current. The interaction and effect of
probe-tip size, repeller voltage, and flow rate on sulfonated
azo dye detection are reported.

Matthew A. McLean and Royal B. Freas*, Department of Chem-
istry, University of Houston, Houston, TX 77204-5641

Single Amino Acid Contributions to Protein Retention in Cation-
Exchange Chromatography: Resolution of Genefically
Engineered Subtilisin Variants 2059

Neutral and charged amino acids substituted into the con-
tact region between the protein surface and the sorbent are
shown to affect the chromatographic behavior of proteins.
Roman M. Chicz and Fred E. Regnier*, Department of Biochem-
istry, Purdue University, West Lafayette, IN 47907

Synthesis and Characterization of a Hydride-Modified Porous
Silica Material as an Intermediate in the Preparation of
Chemically Bonded Chromatographic Stationary Phases 2067

The sequential chlorination reduction of native silica results
in a support containing fairly stable surface Si-H groups, as
indicated by spectroscopic, hydrolytic, and thermal evi-
dence. Its use for the formation of direct Si-C surface bonds
is proposed.

Junior E. Sandoval* and Joseph oJ. Pesek, Department of Chem-
istry, San Jose State University, San Jose, CA 95192

Supereritical Fluid Chromategraphic Determination of Fatty
Acids and Their Esters on an 0DS-Silica Gel Column 2076

Free fatty acids and their esters are separated on an inert
ODS-silica gel column using CO; as the mobile phase (with-
out a modifier) with FID and UV detection.

Akira Nomura*, Joseph Yamada, Kin-ichi Tsunoda, Keiji Sa-
kaki, and Toshihiro Yokochi, National Chemical Laboratory for
Industry, Tsukuba, Ibaraki 305, Japan

Polymer-Bound Tefrahydroborate for Arsine Generation in a
Flow Injection System 2079

An anjon-exchange resin serves as a carrier for tetrahydro-
borate ion in a flow system for the determination of As.
Tolerance toward metal ion interference is improved as com-
pared with conventional methods of reagent administration.
Solomon Tesfalidet and Knut Irgum*, Department of Analytical
Chemistry, University of Umes, S-901 87 Ume4, Sweden

Characterization of the Nitrogen and Phosphorus Thermionic
Detector Hesponse in Capiltary Supercritical Fluid
Chromatography 2082

Response of the thermionic detector is characterized with
respect to various detector parameters and mobile-phase
composition. Mobile phases modified with 10 mol % of an
organic modifier can be used without affecting detector sen-
sitivity.

P. A. David and M. Novotny*, Department of Chemistry, Indiana
University, Bloomington, IN 47405

Square Wave Voltammetry at a Mercury Film Electrode:
Experimental Results 2086

Previous theoretical predictions for square wave voltam-
metry at a film electrode are confirmed experimentally for
Ph(1I)/P(Hg) at a Ag-based Hg film electrode.

Kazimierz Wikiel and Janet Osteryoung*, Department of Chem-
istry, Stat: University of New York at Buffalo, Buffalo, NY 14214

Square Wave and Linear Scan Anodic Stripping Voltammetry at
Iridium-Based Mercury Film Electrades 209

The Ir-based Hg film electrode is characterized for direct
and anodic stripping square wave voltammetry. The experi-
mental rasponse for Pb is compared with the theoretical
model for square wave and linear scan voltammetry.
Carolyn Wechter and Janet Osteryoung*, Department of Chem-
istry, State University of New York at Buffalo, Buffalo, NY 14214

Application of the Three-Distance Clustering Method in
Analytical Chemistry 2098

Automat ¢ prediction of properties or classification based on
hierarchizal multilevel clustering of multivariate analytical
data can he successfully applied to a large number of objects.
Jure Zupan* and Desire L, Massart, Farmaceutisch Instituut,
Vrije Universiteit Brussel, Larbeeklaan 103, Brussels, Belgium

Automated Segmented Flow Electrochemical Analyzer 2102

The instrument can analyze 100 samples per hour using
pulse techniques. It has a detection limit of about 5 X 108 M
for reversible species, a linear range of over 104, and a preci-
sion of 0.5%.

Palitha Jayaweera and Louis Ramaley*, Trace Analysis Re-
search Centre, Department of Chemistry, Dalhousie University,
Halifax, Nova Scotia, Canada B3H 4J3

Automatec Titrations Using a Discontinuous Programmed Flow
Analyzer 2109

The automatic generation of analytical cycles for titrations
in flowing streams is described. Argentometric potentiomet-
ric titrations of Cl~ in water using discontinuous pro-
grammed flow are demonstrated.

Dennis P. Arnold*, Centre for Analytical Science, Department of
Chemistry, Queensland University of Technology, G.P.0. Box 2434,
Brishane, Queensland 4001, Australia and Russell M. Peachey,
John D. Fetty, and Denis R. Sweatman, Ionode Pty. Ltd., P.O.
Box 52, Holland Park, Queensland 4121, Australia
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Need Nitrogen and Sulfur on the
same sample? Now you you can do it!
Couple the Antek Pyro-fluorescent™
Sulfur Detector with our Antek Pyro-
chemiluminescent™Nitrogen System.

Autosamplers and data acquisition/
control systems are available for
automated operation.

Features
 common pyrareactor for sample combustion and
oxidation
e analyze gases, liquids or solids
® npb to % range
* analysis time 30 seconds for gases and liquids.
Up to 10 minutes for solids
Reduces the amount of sample prep required, the
analysis time, and sample introduction by half. And,
cut your instrument costs at the same time. Systems
available for laboratory or process/online.

. Applications
Chromatography detectors available: * petroleum liquids * coal
Nitrogen Specific * greases or residuals « foods
o e polymers * gngine exhaust
Sulfur Specifc » hiomedical samples e water/waste water
* high purity gases (for semi-conductors, efc.)
* LPG or other hydrocarbon gases
* atmospheric gases
Typical
Results
28.1ppm 0.3 Water 148ppmi
0.50ppm +0.01 Naphtha 0.30ppm +0.01
346ppm +1.0 Diesel 48ppm+0.5
1.0pprt +0.1 Butane 3.0ppm 0.1
31ppm +0.1 Propylene 1.8ppm 0.1
0.9ppm 201 Polyethylene 1.6ppm 0.4
872ppm +14 Coke 846ppm +4
1.8ppm +0.01 Fish Qil 4.1ppm 0.4

For more information on your application or for a price guote, contact us in Houston or Dusseldorf.

In the USA, call toll fres, (600) 365-2143

Patent Pending

ANTEK INSTRUMENTS, INC.

Antek Instruments, Inc. TWX: 910-881-1792 Antek Instruments, GmbH Tel: (0203) 74325/6
6005 North Freeway Toll Free: 800/365-2143 Wacholderstrasse 7 TLX: 8551136 ANDU D
Houston, Texas 77076-3998 FA>.: 713-691-5606 4000 Dusseldorf Angermund 31 FAX: (0203} 741545
Tel: 713/691-2265 Federal Repubtic of Germany
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Unlock Improved
 Performance and Value
for lon Chromatography

Simultaneous Analysis
of Anions & Cations

6 Anions &
3 Cations

Temperature
Control
Eliminates Drift

IU.ZSuS-cm

-— 2 hours —

PPB Detection
of Anions

Inorganic
Anions 50 PPB

(77 ALLTECH ™ "tz
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Good Laboratory Practices
An Agrochemical Perspective

equirements fof
good laboratory
practices {GLP)
are here to stay! This
new book will teach you
how to implement a GLP
program that meets fed-
eral standards. You'll get
an overview of good labora-
tory practices from EPA,
academic, and industrial -
. perspectives. You'll becorne more familiar with current practices, probable
changes, what needs to be done, why, and how to do it. You'll read case
histories from experts describing implementation of standards in their
own laboratories. Also, you'll examine the nonscientific aspects of imple-
mentation, ranging from the role of management to financial considera-
tions, With 19 chapters, this book provides a better understanding of GLP
standards with regard to ® compliance @ quality assurance @ standard
operating procedures. Also included is the text of the proposed FIFRA
Generic Good Laboratory Practices Standards.
If you: are a chemist, quality assurance manager, or are involved in the
implementation of a GLP program, you'll find that Good Laboratory Prac-
tices: An Agrochemical Perspective is an excellent guide for conducting
chemical studies that comply with GLP standards.
Willa Y. Garner, Editor, U.S. Environmental Protection Agency
Maureen Barge, Edifor, FMC Corporation
Developed from a symposium sponsored by the Division of Agrochemicals of the
American Chemical Society
ACS Symposium Series No. 369 168 pages (1988} Clothbound
ISBN 0-8412-1480-8 LC 88-6330 US & Canada $39.95 Export $47.95

Order from: American Chemical Society, Distribution Office Dept. 87
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NEWS

instrumental Analysis Enhancement
Program

The 1989-90 academic year is the seventh year that the So-
ciety for Analytical Chemists of Pittsburgh (SACP; has
sponsored a program to provide copies of ANALYTICAL
CHEMISTRY to undergraduate students enrolled in instru-
mental analysis courses in U.S. colleges and universities.
This year 1133 subscriptions will go to 359 academic insti-
tutions participating in the Enhancement Program for Stu-
dents in Instrumental Analysis Courses.

The subscriptions are intended to enrich course content
and to encourage students to continue studying anelytical
chemistry at the graduate level. Professors participating in
the program ensure that the issues are available to students
in the laboratory, and some of them assign student projects
based on the material in the JOURNAL. A guide is also pro-
vided that contains suggestions for the JOURNAL’s use as a
supplemental teaching tool.

The program begins this month and will continue
through February. Originating at the Allerton Confsrence
in 1981, the program was funded in its first year (1¢82) by
the ACS Corporation Associates. Since 1983 the program
has been partially supported by a $5000 grant from SACP.

Pulsing for Power

By concentrating the output of a relatively low-ene gy
chemical laser into a fast, tightly focused, repeating pulse
of light, researchers at Los Alamos National Labore tory
have been able to generate enough power to strip away
eight of neon’s 10 electrons. Eventually, this type o’ pulsed
laser could become the basis for an even more powerful lab-
oratory X-ray laser.

Two lasers capable of these fast pulses, named Bright
Source I and II, are now in operation at Los Alamos. Bright
Source I, which began operation about three years ago, is a
KrF laser producing 248-nm light with an energy output of
only 20 mJ. However, says Bright Source project dizector
Gottfried Schappert, that output is squeezed into a
0.5-ps pulse focused onto just 5-10 um? This intencely

PHOTO COURTESY OF LOS ALAMOS NATIONAL LABORATORY

bright pulse of light corresponds to an irradiance of over
1017 W/cm?. Furthermore, pulses can be repeated at a rate
of up to 5 Hz.

Recently, a second Bright Source laser began operation
(see photo). Costing $2.5 million, this XeCl laser emits light

-at 308 nm and produces an energy output of about 300 mdJ.

Jamming that energy into a fast pulse increases the irradi-
ance tenfold over Bright Source 1. Eventually, says Schap-
pert, Bright Source II could reach an output of 1 J, produc-
ing an irradiance of ~10%0 W/cm?.

These high-power pulses can force an atom to absorb
several hundred photons. To remove the eight Ne elec-
trons, says Schappert, required ~1 kV of energy corre-
sponding to 250 photons. In addition, Bright Source lasers
can heat a target to temperatures high enough that the
atoms produce X-rays. Although these X-rays are incoher-
ent, they could, like a flashlamp in a ruby laser, pump an
X.ray laser. Says Schappert, “Scientists, for a long time,
have sought a laboratory X-ray laser that could unlock the
mysteries of atomic structure similar to the way X-rays are
now used in the medical field.”

For Your Information

The Ronald Belcher Memorial Award provides a $1000
travel grant to a promising analytical researcher 30 years of
age or younger and who has no more than one year of post-
doctoral experience. Applications are due December 31.
More information is available from R. Chalmers, Depart-
ment of Chemistry, University of Aberdeen, Old Aberdeen,
Scotland, or James Winefordner, Department of Chemis-
try, University of Florida, Gainesville, F1. 32611.

The National Science Foundation (NSF) is again request-
ing nominations of outstanding American researchers 35 or
younger, or not more than 5 years beyond receipt of their
Ph.D.s, for the Alan T. Waterman Award. Nominations,
which must be received by December 31, should be sent to
the Waterman Award Committee, NSF, 1800 G St., N.-W.,
Room 545, Washington, DC 20550.

The 1988 American Type Culture Collection (ATCC)
Fungi/Yeast Update lists 1150 new strains representing
600 species that have been added to ATCC’s collection. For
more information, contact ATCC/MKTING NR24, 12301
Parklawn Dr., Rockville, MD 20852.

Nippon Sanso K.K. has become the sole owner of
Matheson Gas Products, the first commercial producer
and supplier of specialty gases. The Japanese firm, which
owned 50% of the company, acquired the remaining portion
of Matheson from AmeriGas.

The National Institute of Standards and Technology
(NIST) developed two new standards for the detection
of sulfur emission by pulp and paper industries. Hydro-
gen sulfide in 5- and 20-ppm concentrations is available
from Standard Reference Materials, NIST, B311 Chemis-
try Bldg., Gaithersburg, MD 20899 (301-975-6776).
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Fluorescence line-narrowing spectros-
copy (FLNS) is useful for obtaining
high-resolution optical spectra of mole-
cules or atomic lons imbedded in amor-
phous solids for which conventional
low-temperature absorption spectra
yield broad vibronic bands. The poten-
tial of FLINS as a direct analysis meth-
odology was first explored in our lab-
oratory for determination of polycyclic
aromatic hydrocarbons (PAHs) in
complex samples such as solvent-re-

REPORT

fined coal (7). This work yielded en-
couraging results, but we were also in-
terested in biomolecular problems,
which FLNS can solve more readily
than other high-resolution techniques
such as GC/MS. FLNS has been ap-
plied to a wide variety of biomolecules
and biomolecular systems including
photosynthetic pigments (2, 3), anten-
na protein-pigment complexes (4), and
proteins (5). In this REPORT, we will
discuss the principles and instrumen-
tation involved in fluorescence line-
narrowing spectroseopy and the appli-
cation of FLNS to the study of cellular
macromolecular damage and chemical
carcinogenesis.

0003-2700/89/A361-1023/$01.50/0
© 1989 American Chemical Society

Principlos of FLNS

In conventional low-temperature sol-
id-state absorption spectra, the
linewidth attributable to site hetero-
geneity, T, is commonly referred to
as inhomogeneous line broadening,
whereas thermal broadening of a sin-
gle vibronic transition is considered a
homoge 1eous broadening mechanism.
Because the homogeneous broadening
contribution to the linewidth is ap-
proximztely equal to RT, it can be
effectively eliminated by a sufficient
reducticn in sample temperature. For
example, the pure dephasing contri-
bution from analyte-host interactions
t0 Ther 18 typically < 0.1 ¢m™! at
4.2 K. Even at liguid helium tempera-
tures, however, the band-broadening
contribution of i,y is still ~300 cm %

~

(For pure vibrational transitions, I'iy
is reduced from this value by about
1 order of magnitude.) Figure 1 de-
picts the contributions from both ho-
mogeneous and inhomogeneous
broadening. By definition, line-nar-
rowing spectroscopies can “get under
the skin” of the inhomogeneously
broadened profile and, in the process,
significantly reduce the inhomoge-
neous line-broadening contribution to
the linewidth.

The extent to which broadening
from Tip can be “narrowed out” de-
pends on the type of transition being
probed and the state of the analyte ini-
tially prepared by the light field. If the
inhomogeneous contributions to band
broadening are much less than the ho-
mogeneous contributions, however, the
inhomogeneous contributions are ef-

ANALYTICAL CHEMISTRY, VOL. 61, NO. 18, SEPTEMBER 15, 1988 » 1023 A



REPORT

fectively eliminated.

FLNS is a relatively simple tech-
nique (6). In Figure 1, a narrow-fre-
quency laser whose width, wy, is much
less than Ty, excites only a narrow

isochromat (the signal from ¢ small-
volume element of the sample) of an
inhomogeneously broadened absorp-
tion band associated with the fluores-
cent state (usually S;). The sharp un-

Absorption

Frequency

Figure 1. Schematic of an inhomogeneously broadened absorption profile of width

T'inn in solid matrices.

(0.0)a

Energy

Sy

Figure 2. Schematic of laser site selection in FLNS.

The slope of excited-state levels represents the variation of their energies as a function of the cite. Ty
denotes the inhomogeneous broadening of the {0,0) transition. Using the laser excitation, w, tw> subsets

of molecules within I', are selectively excited.
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derlying absorption profiles with width
Thom indicate the zero-phonon lines
(ZPLs) of different analyte sites in the
host. If the absorption corresponds to
the origin, or (0,0) band, I'pep is < 0.1
cm~! at 4 K for compounds that have
moderately strong fluorescence. For
analytical applications, Aw, need not
be less than 1 em L

Initially the laser only excites the ZPLs
of sites within the isochromat defined by
the laser. At sufficiently low analyte con-
centrations (< 1073 M), intermolecular
energy transfer—which can lead to site
randomization—does not compete with
fluorescence so that the fluorescence
spectrum is a structured, line-narrowed
array of ZPLs associated with the excit-
ed isochromat. For (0,0) band excitation
the ZPLs correspond to transitions origi-
nating from the zero-point vibrational S;
level and terminating at the zero-point
and vibrational sublevels of Sy, The for-
mer transition is of the resonant type
degenerate with wr.

Although one could try to excite elec-
tronic states lying higher in energy
than Sy (e.g., S2) to generate FLN spec-
tra for the S; — Sy transition, this
strategy would not be successful be-
cause the isochromat selected by the
laser for the Sy < Sg transition general-
ly maps onto a broad “polychromat” of
S, following internal conversion. That
is, the site excitation energy distribu-
tions for S; < Sg transitions are not
correlated. As shown in Figure 1, the
FLN spectrum will shift as wy, is tuned
across the inhomogeneous profile.

Fortunately, the site excitation ener-
gy distributions of different vibrational
levels of the S, state generally are high-
ly correlated. This means that excita-
tion of a vibronic band, (1,0), of S; can
still yield an FLN spectrum that origi-
nates from the zero-point level of Si.
The use of vibronic excitation offers
several advantages over origin band ex-
citation, including improved selectivity
and the ability to determine both the
ground- and excited-state vibrational
frequencies of the chromophore. The
improved selectivity is attributable to
the vibronic features in the S; «— S,
absorption spectrum, which are often
more sensitive to structural perturba-
tions than the S; — S, fluorescence
spectrum (7).

Figure 2 shows a vibronic excitation
scheme in which wy, excites two over-
lapping one-quantum vibronic transi-
tions (14,0) and (1gp), which will not be
resolved in the absorption spectrum.
The laser excites two different isochro-
mats, one for « and one for 8, and be-
cause of the correlation, the two iso-
chromats undergo vibrational relax-
ation (wiggly arrows) to two different
points in the zero-point distribution of
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the S; state. Following population of
the zero-point level, fluorescence oc-
curs from these two energetically dis-
tinct isochromats and produces a
“doubling” of every line in the FLN
spectrum. The displacements between
wr, and the doublet components of the
origin transition yield the excited-state
vibrational frequencies w,’ and wg’, and
the displacements between the origin
doublet and lower energy doublets in
the FLN spectrum yield the ground-
state frequencies w, and wg. By measur-
ing the FLN spectrum as a function of
wr, located within the S; < Sq absorp-
tion spectrum one can, in principle, de-
termine the frequencies of all modes
active in the absorption spectrum.
Each wr, value yields a distinet finger-
print for the analyte, and the wy, vari-
able can be used to unravel spectral
interferences for mixtures.

Instrumentation

The FLNS system employed in our
laboratory (see Figure 3) was designed
to provide a spectral resolution of
~3 cm~! at 400 nm with photon-count-
ing sensitivity. Because PAH metabo-
lites and DNA adducts absorb in the
340-450-nm region, an excimer (XeCl
gas) pumped dye laser with a 20-ns
pulse width provides a convenient exci-
tation source. Average power densities
typically range from 5 to 100 mW/cm?
at a pulse repetition rate of ~30 Hz. A
1-m focal length McPherson 2061
monochromator (f7.0) with a reciprocal
linear dispersion of 0.42 nm/mm (2400
groove/mm grating) is used to disperse
the fluorescence. Optimum resolution
is determined by an intensified blue-
enhanced gateable photodiode array
(PDA). The PDA and monochromator
provide a ~7.0-nm segment of the fluo-
rescence spectrum for a given mono-
chromator setting. (For survey studies
of uncharacterized samples, it is best to
use a monochromator with higher re-
ciprocal linear dispersion, which gives
lower resolution. Fruitful studies could
even be conducted at 77 K, followed by
higher resolution studies at 4.2 K once
a qualitative assessment of the types of
fluorescent chromophores present has
been made.) A double-nested glass lig-
uid helium Dewar (with fused-quartz
optical windows) was designed to elim-
inate liquid nitrogen from the optical
pathways.

A glass-forming solvent of 50% glyc-
erol, 40% water, and 10% ethanol by
volume is most often employed for
macromolecular DNA and globin ad-
ducts, nucleoside adducts, and the
PAH metabolites themselves. Quartz
tubing (3 mm o.d. X 2 mm i.d. X 1 ¢m)
is used to contain the solvent (~30 uL
total volume). For metabolites and ad-
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Figure 3. Block diagram of the F_NS instrumentation.
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Figure 4. One-electron oxidation and monooxygenation in the metabolic activation

of BP.

Two different types of adducts are former with the DNA base guanine acting as the nucieophile.

ducts prone to facile photooxidation,
the sample is subjected to several
freeze-pump-thaw cycles and sealed
under vacuum. Samples are held verti-
cally by an aluminum sample holder
designed to occlude laser light scatter
from the sample tube edges. They can
be cooled from 300 X to 4.2 K in about
2 min by direct immersion in boiling
helium.

Mechanisms of carcinogenesis

Most carcinogens require metabolic ac-
tivation; covalent binding of metabo-
lites to DNA, RNA, and protein is gen-
erally believed to be the first critical
step in the multistage process that
leads to tumor formation (7, 8). PAHs

1988

rank second to mycotoxin mold metab-
olites in carcinogenic potency (8). The
principal events in chemical carcino-
genesis are strongly influenced and of-
ten determined by host-dependent fac-
tors that may vary according to cell
type, tissue, individual, strain, and spe-
cies.

The current view for PAHs is that
metabolic activation to electrophilic
intermediates can occur by two path-
ways: monooxygenation to yield diol
epoxides (9, 10) and one-electron oxi-
dation to produce radical cations (11).
Figure 4 shows these two pathways for
benzo[a]pyrene (BP). The top of the
figure shows a radical cation-type ad-
duct in which BP is bound at its C-6
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position to the C-8 of guanine. One-
electron oxidation can occur through
cellular peroxidases, prostaglandin H
synthase, or cytochrome P-450 cataly-
sis of the one-electron oxidation.

The microsomal enzyme systems
present in cells (including cytochrome
P-450 and aryl hydrocarbon hydroxy-
lase) catalyze the monooxygenation of
PAH to more water-soluble oxygenat-
ed derivatives. Arene oxides (epoxides)
are the likely precursors of numerous
PAH metabolites, including phenols,
dihydrodiols, diol epoxides, tetrols,
and conjugation products. Consider-
able support for this mechanism has
come from the determination of the
structure of a major adduct formed be-
tween BP and DNA in numerous in
vitro and in vivo experiments. The
structure of the adduct at the bottom
of Figure 4 involves covalent binding
of the (+)enantiomer of the metabolite
trans-7,8-dihydroxy-anti-9,10-epoxy-
7,8,9,10-tetrahydrobenzola]pyrene
[(+)-anti-BPDE] through its 10-posi-
tion to the exocyclic nitrogen (N-2) of
guanine. The diol epoxide and radical

cation pathways for PAH lead to par-
ent fluorescent chromophores ~hat are
distinctly different, such as the pyrene
and BP derivatives in Figure 4.

Our understanding of the initial
phases of chemical carcinogenssis has
been hampered by the unavailability of
practical high-resolution and sznsitive
bioanalytical techniques for thz deter-
mination and characterization of both
cellular macromolecular (i.e.. intact
DNA) adducts and nucleotide s dducts.
The problem is difficult; one reeds to
detect a DNA damage level of ~1 base
pair in 10% in ~100 ug of DNA for in
vivo studies at a sufficiently good reso-
lution to distinguish between s ructur-
ally similar adducts. Distinction be-
tween stereoisomers of a given raetabo-
lite bound to a particular nucleic acid
base is a good example of the necessary
selectivity.

in vitro FLNS of DNA and nuclzoside
adducts

FLNS can be applied to macro:nolecu-
lar DNA, globin, and nucleoside ad-
ducts (6, 12, 13) and polar metabolites

BPDE-DNA

L
390 400

Wavelength (nm)

Figure 5. Schematic of the nucleotide adduct within the DNA macromolecule.
Selective laser excitation leads to an FLN spectrum that represents a spectral “fingerprint” of tre target

molecule.
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(14). Figure 5 shows one of the first
FLN spectra obtained for a macromo-
lecular DNA-carginogen adduct
formed from a highly reactive diol
epoxide of BP. The vibronic bands in
the structured spectrum are limited to
awidth of 10 cm~! by the monochroma-
tor. Prior to this work (14) it was not
clear whether interactions between
DNA and the fluorescent chromophore
would render FLN inoperative, that is,
produce a large homogeneous broaden-
ing that no amount of magic could cir-
cumvent.

The stereocisomers of BPDE exhibit
remarkably different tumorigenic and
mutagenic activities (15). Adduct for-
mation with DNA appears to occur pri-
marily at guanine, and the relative
yields from the anti-BPDE and syn-
BPDE isomers are dependent on the
species under study (I6, 17). In the
anti-diastereomer (anti-BPDE) the
benzylic hydroxyl group and the epox-
ide oxygen atom are on opposite faces
of the molecule, whereas in the syn-
isomer (syn-BPDE) these groups are
on the same face. Because each diaste-
reomer may exist as a pair of enantio-
mers, four stereoisomers of BPDE are
possible (in Figure 4, the structure of
(+)-anti-BPDE is shown).

FLN spectra for native DNA adducts
derived from (+) and (—)-anti-BPDE
and syn-BPDE (18) along with a spec-
trum of the tetraocl of BPDE (BPT? are
shown in Figure 6. (BPDE-DNA ad-
ducts are known to be unstable and dis-
sociate to the tetraol, particularly in the
presence of light.) These spectra were
obtained using an excitation wave-
length of 371.6 nm (vibronic excitation),
and the bands in each spectrum repre-
sent the multiplet origin structure. Not
only is the tetraol distinguished from
the adducts; the adducts themselves
can be distinguished primarily by vi-
bronic intensity distributions.

Interpretation of the vibronically ex-
cited FLN spectra indicates that the $;
state energy increases in going from the
syn-BPDE adduct to the (—)-anti-
BPDE to the (+)-anti-BPDE adduct
to the tetraol. The ability of FLNS to
resolve different stereoisomeric ad-
ducts appears to result from DNA-me-
tabolite intermolecular interactions.
Recent work in our laboratory (19) in-
dicates that the spectra of (+)-anti-
BPDE-DNA, (—)-anti-BPDE-DNA,
and syn-BPDE-DNA correspond to
the binding of the BPDE isomers to the
N-2 of guanine and that a given BPDE
stereoisomer can assume different
binding configurations (20, 21). Thus
“DNA host-engineered selectivity” has
imparted a degree of resolution to
FLNS that was not anticipated at the
outset of our studies.



FLNS has also been used to deter-
mine five BP-nucleoside adducts syn-
thesized by one-electron oxidation of
BP in the presence of guanosine,
deoxyguanosine, and deoxyadenosine
(13). The results showed that a major
depurination adduct from the binding
of BP to DNA in rat liver nuclei is 7-
(benzo[a]pyren-6-yl)guanine (N7Gua).
Only 20 pg of the adduct was required,
an amount that can be obtained from
one rat, whereas analysis by the com-
mon method of collisionally activated
decomposition MS would require sacri-
ficing many rats.

FLNS analysis of in vivo DNA adducts

FLNS also can be used for in vivo stud-
ies. FLN spectra of (+)-anti-BPDE-
DNA and syn-BPDE-DNA (Figure 7)
have been used to identify the major
diol epoxide adduct of fish liver DNA
from English sole exposed to BP in lab-
oratory-controlled experiments (22,
23). Of particular interest in this study
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Figure 8. Comparison of the vibrational-
ly excited FLN spectra for three differ-
ent DNA adducts.

All spectra were obtained in the standard gly/H,0
glass at 4.2 K with an excitation wavelength of
371.6 nm. (a) Mixture of BPT and DNA at a con-
centration of 107° M, (b) (+)-ant-BPDE~DNA with
0.5% bases modified, (c) (—ant-BPDE-DNA
with 1.5% bases modified, and (d} syn-BPDE-
DNA at a concentration of ~1 adduct in 107
bases. The peaks are labeled with their corre-
sponding excited-state vibrationat frequencies (in
cm™ ).
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Figure 7. Comparison of the FLN spec-
trum of fish liver DNA (a) extracted
from fist exposed to BP, (b} with stan-
dard FLN spectra of syn-BPDE-DNA,
and (c) (-+)-ant-BPDE~DNA.

The modifi ation leveis are ~1 adduct in 107
bases, ~1 adduct in 107 bases (determined radio-
metrically) and ~1 adduct in ~200 bases, re-
spectively.

was whether the expected N-2-deoxy-
guanosine (N-2-dG) adduct from (+)-
anti-BPDE is formed. Despite the very
low darr age level of the DNA (~1 ad-
duct in 107 bases as determined by an
indepenient method), the FLN spec-
trum exhibits a good signal-to-noise ra-
tio. As expected, a major adduct is de-
rived frcm BPDE, establishing the im-
portancz of the monooxygenation
mechanism. However, comparison of
the fish DINA spectrum with the FLN
spectra of syn-BPDE and (+)-anti-
BPDE-DDNA shows that the adduct is
not derived from (+)-anti-BPDE but
from syn-BPDE.

Although the major adduct is de-
rived from syn-BPDE, weaker contri-
butions from (+)-anti- and (—)-anti-
BPDE-DNA adducts cannot be ex-
cluded. 3oth anti- and syn-BPDE are
strongly mutagenic in bacterial and
mammaian cells, but enti-BPDE gen-
erally skows greater activity than syn-
BPDE i1 most tests (24). Thus the high
proportion of syn-BPDE-DNA ad-
ducts ir English sole exposed to the
high dosage of BP used in these experi-
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ments presents an interesting problem.

Similar results were obtained recent-
1y by Varanasi et al. {22) using 3P post-
labeling. They showed that whereas
fish exposed to 2-15 mg BP/kg b.w.
yielded mainly the anii-BPDE-DNA
adduct, fish exposed to 100 mg BP/kg
b.w. exhibited a dominant contribution
from syn-BPDE-DNA adducts. More-
over, in rat dermal fibroblasts (16) the
relative quantities of (+)-anti-BPDE-
dG (~7%) have been much smaller
than those determined in rabbit der-
mal fibroblasts {(~90%). In rat dermal
fibroblasts, syn-BPDE-dG represent-
ed more than 40% of the adducts,
whereas in rabbit cells it accounted for
only ~5%. Large quantities of syn-
BPDE-DNA adducts were also ob-
served in hamster epidermal cells (25).
Given that the level of adduct forma-
tion and the relative amounts of differ-
ent adducts appear to depend on the
BP dosage level, FLNS should prove
useful for a detailed study of this effect.

Future directions

Because it can provide high-resolution
analyses of macromolecular adduets at
the low concentration levels produced
by in vivo exposure to genotoxic agents,
FLNS should play an important role in
future studies of the initial phases of
chemical carcinogenesis as well as DNA
repair mechanisms.

The versatility of FLNS is under-
scored by its application to nucleoside
adducts both in glasses and sorbed on
TLC plates (12). Because it is difficult
to identify TLC spots from complex
samples, and because the spots can dif-
fuse and are likely to be heterogeneous,
interfacing FLNS with the sensitive
32P.postlabeling procedure (26) for de-
tection of nucleotide adducts is poten-
tially useful. It is important to analyze
for both stable macromolecular ad-
ducts and depurinated adducts; one
cannot assume that the DNA “nick”
produced by depurination cannot pro-
duce miscoding or error-prone DINA re-
pair.

Another future avenue for FLNS is
suggested by recent studies of globin—
carcinogen adducts and by the appar-
ent correlation of globin adduct levels
with DNA adduct levels in target tis-
sues (27). Because globin adducts are
not subject to repair, and because
greater amounts of globin than DNA
are available from blood, FLNS of glo-
bin might be the basis for a practical
and reliable body burden assessment
methodology (28).

Recent 77 K selective laser-excited
fluorescence studies of (+) and (~)-
anti-BPDE-DNA and syn-BPDE-
DNA have demonstrated that even
non-line-narrowed spectra can be used

to distinguish between these adducts
and to establish that a given stereo-
isomer cem assume more than one DNA
binding site (19). The use of fluores-
cence quanchers such as acrylamide al-
lows classification of adduct sites as ex-
terior or interior (quasi-intercalated)
types. Tie combination of selectively
laser-excited 77 K fluorescence spec-
troscopy and FLNS with molecular
modeling and energy minimization cal-
culations should enhance understand-

ing of the structure of DNA adduct
sites as well as structure~-DNA repair
relationships.

Ames Laboratory is operated for the U.S. Depart-
ment of Energy by Iowa State University under
contract no. W-7405-Eng-82. This work was sup-
ported by the Office of Health and Environmental
Research, Office of Energy Research. We are in-
debted to our collaborators A. M. Jeffrey (who
sparked our interest in chemical carcinogenesis),
U. Varanasi, N. E. Geacintov, E. L. Cavalieri, and
E. G. Rogan, without whom the work described
herein would not have been possible. The develop-
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ment of FLINS as an analytical tool owes much to
previous members of the group: J. C. Brown, M. J.
Sanders, M. McGlade, I. Chiang, R. S. Cuoper, and
D. Zamzow.
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Chromatography, Spectroscopy,
Electrochemistry, and Ghemometrics

Electroanalytical Chemistry, Vol. 15: A
Serles of Advances. Allen J. Bard, Ed.
xii + 376 pp. Marcel Dekker, 270 Madi-
son Ave., New York, NY 10016. 1989.
$110

Reviewed by Alanah Fitch, Depart-
ment of Chemistry, Loyola University
of Chicago, 6525 N. Sheridan Rd., Chi-
cago, IL 60626

Electroanalytical Chemistry, Vol. 15,
containg reviews in three areas of cur-
rent interest in electrochemistry.

The chapter by H.H.J. Girault and
D. J. Schiffrin, “The Electrochemistry
of Liquid-Liquid Interfaces,” includes
a historical section, a section on terms
and definitions, and several sections
devoted to current research being per-
formed at various types of liquid-lig-
uid interfaces. This area is of impor-
tance for the understanding of basic
electrochemical processes and as a
model for transport across biological
membranes. The interrelationships be-
tween energy terms derived from dif-
ferent theoretical models and the inter-
relationships between those terms and
measured parameters are not well de-
scribed for a general electrochemical
audience. As a consequence, the discus-
sion of current research is not likely to
be well understood by the general elec-
trochemical audience. However, the
scope of literature surveyed should al-
low the interested reader to consult the
original material. One area not ad-
dressed is the applicability of data ob-
tained at the liquid-liquid interface to
the problems of charge transport at the
interface between a modified electrode
surface and a bulk solution.

The chapter by S. Gottesfeld, “Ellip-
sometry: Principles and Recent Appli-
cations in Electrochemistry,” is beauti-
fully written and of exceptional clarity.
The author gives enough background
information on specular reflection of
light from the solid-electrolyte inter-
face to allow the general electrochemi-
cal reader to knowledgeably read the
synopsis of recent research. Ample and
repetitive references to more detailed

sources are given. Following this back-
ground, the author devotes a section to
helping the reader develop an intuitive
feel for the format of the ellipsometric
data. Both the power and weaknesses
of ellipsometry are evenly addressed,
and a lucid discussion of results that
have heen obtained at submonolayer,
monolayer, and thick-film electrodes is
included. This review is an excellent
introduction to the field as well as a
good source of literature references.

The chapter by R. M. Wightman and
D. O. ‘Wipf, “Voltammetry at Ultrami-
croelectrodes,” is well written. Intro-
ductory material is heavy on the solu-
tion of the diffusion equations that are
necessary for understanding the
unique behavior of ultramicroelec-
trodes. This detail, of interest to
the electrochemist, may discour ge a
less electrochemically informed reader.
Particularly useful are the sections
summarizing the applications of ultra-
microelectrodes and a final, detailed,
step-by-step, experimental section de-
scribirg the creation of an ultramicro-
electrede and the measurement of the
associated nanoampere currents.
These final two sections together con-
stitute a recipe for starting research in
this rapidly growing field.

Chemometrics: A Textbook. D. L. Mas-
sart, B.G.M. Vandeginste, S. N. Dem-
ing, Y. Michotte, and L. Kaufman.
464 pp. Elsevier Science Publishing,
52 Vaaderbilt Ave., New York, NY
10017-3872. 1988. $92

Reviewed by Gary W. Small, Depart-
ment of Chemistry, University of
Towa, Iowa City, IA 52242

The increased availability of labora-
tory computers has motivated many
chemists to learn to use computer-
based data analysis techniques. The in-
terdisciplinary nature of data analysis
has always been a barrier to efficient
learning, however. For most chemists,
there i simply not enough time to mas-
ter the language of the statistics or elec-

trical engineering literature for the
purpose of learning how to apply a giv-
en data analysis procedure. There have
been few truly usable sources to which
a chemist could turn to learn state-of-
the-art techniques in data analysis.

This problem has been addressed in
recent years through the realization
that, in itself, data analysis is an essen-
tial branch of analytical chemistry.
The popular umbrella term for this
field is “chemometrics,” and a growing
literature is developing that is dedicat-
ed to this discipline. Massart and coau-
thors have contributed significantly to
this literature by writing a textbook
that an analytical chemist can use to
sample the available techniques in data
analysis.

The strength of the book is its point
of view. It is written by a group of ana-
Iytical chemists and is designed to be
read by analytical chemists. Written as
a tutorial, the first third of the book is
organized around familiar analytical
concepts (e.g., precision and accuracy,
calibration, sensitivity, and limit of de-
tection). The focus of this discussion is
the manner in which statistical tech-
niques address these analytical con-
cepts. This section of the work lays the
theoretical foundation for the rest of
the book. The latter two-thirds of the
material focus on more advanced con-
cepts such as signal-processing tech-
niques, experimental design and nu-
merical optimization, and the analysis
of multivariate data by pattern recog-
nition and principal components anal-
ysis. The final four chapters address
the growth in importance of process an-
alytical chemistry by introducing the
concepts of operations research, deci-
sion making, and process control.

For the most part, the writing is lucid
and the order of presentation logical.
The mathematical notation is as con-
sistent as possible, given the breadth of
material presented. Numerous exam-
ples are cited throughout the book.
Taken mostly from the analytical
chemistry literature, these examples
are extremely effective in helping to
illustrate the data analysis or data-pro-
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cessing techniques described in the
text. The book is suitable as a text fora
graduate-level course in chemical data
analysis. A background in mathematics
and statistics commensurate with an
undergraduate chemistry degree
should be sufficient to allow an inter-
ested reader to use the book effectively.

In selecting the specific topics to be
discussed in the text, the authors faced
an impossible dilemma—breadth of
topics covered versus the level of detail
provided for each topic. The principal
criterion used in the selection of topics
appears to have been relevance to com-
mon analytical applications. One can
quibble about some of the specific
choices and about the relative empha-
sis of some of the topics, but overall the
authors are to be commended for pro-
ducing a book that introduces a varied

&& Massart and
coauthors have
undertaken a difficult
task and have produced
a solid and useful
addition to the
chemometrics
literature.%%

selection of data analysis techniques
that can be applied to common chemi-
cal problems.

For the most part, the choice of top-
ics reflects those techniques in com-
mon use. Two omissions that perhaps
should have been included are robust
regression methods and Kalman filter-
ing. Notably, however, methods not
used often enough—such as those from
nonparametric statistics—are de-
scribed effectively. To their credit, the
authors have included a well-chosen se-
lection of references to provide the
reader with additional sources for most
of the major topics covered. In cases in
which a variety of possible techniques
are available for a given application,
the authors provide some qualitative
recommendations. Although the spe-
cialist may disagree slightly with some
of the recommendations, they reflect
the authors’ experiences and thus serve
a useful tutorial function.

Massart and coauthors have under-
taken a difficult task and have pro-
duced a solid and useful addition to the
chemometrics literature. The book is
highly recommended to the analytical
chemist seeking an overview of avail-
able technigues in data analysis.

Two-Dimensional NMR Methods for Es-
g Molecular Cc tivity. Gary
E. Martin and Andrew S. Zektzer.
508 pp. VCH Publishers, Suite 909,
220 East 23rd St., New York, NY
10010-4606. 1988. $59

Reviewed by Martha Bruch, Universi-
ty of Texas, Southwestern Medical
Center, Department of Pharmacology,
5323 Harry Hines Blvd., Dailas, TX
75235

This well-written book is a comprehen-
sive guide to the maze of two-dimen-
sional (2D} correlated experiments
available for establishing molecular
connectivity via scalar coupling. The
first chapter is a good, thorough intro-
duction to the general concepts and
considerations associated with 2D
NMR spectroscopy. This introduction
is followed by discussions of techniques
for establishing proton—proton connec-
tivity (Chapter 2) and 3C-H connec-
tivity (Chapter 8) via homonuclear and
heteronuclear scalar coupling. These
chapters are followed by descriptions
of homonuclear and heteronuclear re-
layed coherence transfer experiments
in Chapter 4. Techniques for obtaining
1BC-13C connectivity via multiple
quantum coherence transfer are con-
sidered in Chapter 5.

For each of the experiments consid-
ered in Chapters 2-5, the pulse se-
quence is listed explicitly along with
the appropriate phase cycling, and this
makes each experiment easy to under-
stand and implement. Examples are
given for most experiments, and the
use of the same compound (e.g., strych-
nine} as an example for many different
experiments facilitates direct compari-
gson between these experiments and
alds in overall comprehension of the
various techniques. However, more di-
versity in the choice of examples, which
often involve polynuclear aromatic
compounds, would be desirable. The fi-
nal two chapters, which contain appli-
cation problems as well as solutions to
these problems, make this book quite
instructive for the novice and set it
apart from other books in this field.

Although there are few errors over-
all, some crucial concepts are given
only cursory treatment by the authors
and this could confuse the uninitiated
reader. For instance, the authoss donot
devote sufficient space to the impor-
tant distinction between phase-sensi-
tive and absolute-value spectra, al-
though both types of data are present-
ed. Also, the authors spend little time
considering the very real prcblem of
signal loss attributable to spin--spin re-
laxation during the evolution period,
which is particularly problematic for
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analysis of macromolecules.

Overall, the content and organiza-
tion are quite good. The authors should
be commended for the thoroughness of
their discussion of 2D correlated spec-
troscopy; every variation reported in
the literature is included. However, in
the case of '3C—"H correlated spectros-
copy, less space should have been de-
voted to the conventional form (heter-
onucleus detected) of these experi-
ments, and more space devoted to the
more sensitive, proton-detected, form
of these experiments. Another problem
area is the sections on data processing
that are included with the description
of each experiment. These discussions
tend to be incomplete and redundant
and should have been included in a
more general section on processing of
2D data. By far the biggest disappoint-
ment is the absence of a section on the
use of the nuclear Overhauser effect
(NOE) to establish molecular connec-
tivity since 2D-NOE experiments are
typically used in conjunction with 2D
correlated experiments to make line as-
signments. Nevertheless, this book
should be quite useful for the organic
chemist and is a good guide for any
chemist interested in the application of
2D NMR spectroscopy for structural
analysis.

Techniq of Chemistry, Vol. 20:
Techniques for the Study of lon-Mole-
cule Reactions. James M. Farrar and
William H. Saunders, Jr., Eds. xiv +
652 pp. John Wiley & Sons, 605 Third
Ave., New York, NY 10158. 1988. $100

Reviewed by Maurice M. Bursey, De-
partment of Chemistry, CB#3290,
Venable Hall, The University of North
Carolina at Chapel Hill, Chapel Hill,
NC 27599-3290

This book, containing 11 chapters, con-
tinues a long-standing series. The first
several chapters discuss methods for
acquiring data on bulk properties, and
the remaining chapters review meth-
ods for microscopic information. Each
chapter is written by a specialist or spe-
cialists.

Although many of the topics deal
with fundamentals studied on instru-
ments whose general utility has not yet
been made apparent to the instrument
manufacturers, their potential for ana-
lytical use is high. The chapters that
deal with techniques that can be per-
formed on commercial instruments
(likely to be of interest to a broad audi-
ence) are well written and thorough.
Specialists will note that the coverage
of the book is not universal, but the
principal methods are there. This book
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BOOKS

is a good resource for gaining a solid
background in these basic methods.
References on the hotter topics include
some in 1987, whereas the more intro-
ductory chapters do not have much
past the early 1980s, but that is not a
flaw.

Ion-molecule reactions have a hal-
lowed place in analytical MS, and we
are now at the 20th anniversary of the
publication of the CI technique. Even
the broader techniques discussed in
the earlier chapters of this book, how-
ever, have barely been tapped for their
analytical potential. Discussions of the
more specific techniques could strike a
creative spark in the analytical chemist,
for the application of these techniques,
in some cases, has not yet begun.

Some of the breadth of thought is
mirrored in the rather different styles
in which different chapters have been
written. The editors have preserved
such differences while maintaining
evenness, so that the volume is general-
ly uniform. More importantly, it is re-
markably clear. It also seems free of
distracting typographical errors.

The creative mass spectrometrist
ought to have this book on the labora-
tory shelf. Period. It is that impressive.

Practical HPLC Method Development.
Lloyd R. Snyder, Joseph L. Glajch, and
Joseph J. Kirkland. zvi + 260 pp. John
Wiley & Sons, 605 Third Ave., New
York, NY 10158. 1988. 345

Reviewed by Joe P. Foley, Department
of Chemistry, Louisiana State Univer-
sity, Baton Rouge, LA 70803-1804

This book addresses one of the most
time-consuming aspects of an HPLC
separation: method development. As
the title implies, the authors’ primary
objective is to provide a practical ap-
proach to this subject. Much to their
credit, I found their approach not only
very practical but also logical, system-
atic, and efficient.

HPLC method development is obvi-
ously a very broad subject and thusis a
challenging one to cover in a single
book of any size. To meet this chal-
lenge, the authors assumed that the
reader is reasonably familiar with the
basics of HPLC. They also directed
most of their attention to the “re-
versed-phase separations of small mol-
ecules” while providing adequate cov-
erage (based on present usage) of the
normal phase and ion-pairing separa-
tion modes. Brief discussions of ion ex-
change, size exclusion, and chiral sepa-
rations are presented in a single chap-
ter. Subjects completely excluded from
the present volume are sample pre-

treatment, hydrophobic interaction
chromatography, and general separa-
tions of biological samples (peptides,
proteins, nucleic acids, etc.), although
the latter topic is planned for a later
edition after a “unified scheme” be-
comes feasible.

The book that resulted consists of
nine chapters, a three-page glossary of
symbols and terms, and an eight-page
subject index. Chapter 1 provides a
good introduction and overview. Chap-
ter 2 discusses the role of the mobile
phase and, to a lesser degree, the type
of stationary phase and temperature.
Chapter 3 describes the role of the col-
umn (stationary phase) in more detail
and includes a useful listing (Table 3.1)
of several commercially available col-
umns ranked according to their suit-
ability for basic compounds. Chapter 4
is devoted to solvent optimization for
reversed-phase, ion-pairing, and nor-
mal-phase chromatography for “easy,
moderate, and hard” samples. Chapter
5 explores the optimization of other
variables for each of these mettods for
especially difficult samples, and it also
includes a brief discourse on multidi-
mensional techniques. Chapter 6 pro-
vides a thorough discussion of gradient
elution in reversed-phase chrcmatog-
raphy. Chapter 7 briefly discusses spe-
cial samples and techniques (ion ex-
change, size exclusion, chiral separa-
tions, and trace analysis by LC).
Chapter 8 is included to fulfill a sec-
ondary objective of the authors: to in-
troduce the reader to some practical
tools based on the use of the computer
in HPLC method development. By de-
sign, their survey excludes software
that is not commercially available or is
part of an expensive HPLC system.
Chapter 9, arguably the most impor-
tant section of the entire book, lists in
recipe form the method development
procedures for isocratic reversed-
phase, gradient reversed-phase, isocra-
tic ion-pairing, and isocratic normal-
phase separations.

Despite the fact that this book is a
first edition, I have only a few minor
criticisms and suggestions. First, a mi-
nor drawback is that it contains no dis-
cussion of gradient elution for ion-pair-
ing and normal-phase systems. Al-
though the authors correctly note that
the basic principles are the sarce as for
reversed-phase gradient elution—
which they discuss in considerable de-
tail—it would seem appropriate, par-
ticularly for the novice, to at least sug-
gest the rate and shape of the gradients
to use for the ion-pairing or normal-
phase separation modes, because there
will probably be a few occasions when
these types of separations are neces-
sary. I am also surprised that the au-
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thors did not translate into more
usable terms what Equations 6.4 and
6.4a imply about the preferred gradient
rate in reversed-phase chromatogra-
phy (i.e., 7%/min/t, for methanol-wa-
ter, 7%/min/ty for acetonitrile-water,
and 7%/min/ty for tetrahydrofuran—
water, where £, is the retention time of
an unretained solute).

Another mild disappointment is the
authors’ use of the half-height equation
(N = 5.54 (tg/W1)?) for the estimation
of column efficiency (Equation 2.3a).
Although arguably one of the more
practical equations for estimating plate
count, the half-height equation is also
one of the least accurate for asymmet-
ric (tailed) peaks (Anal. Chem. 1984,
56,1583 A), with gignificant errors even
in the asymmetry range designated as
acceptable by the authors (4; between
0.9 and 1.3). In my opinion, other prac-
tical but more accurate equations such
as those in the above citation should be
considered by the authors for future
editions of this book.

Two other minor changes that I sug-
gest for later editions or printings of
this book are as follows: First, the addi-
tion of page numbers to each chapter’s
table of contents would greatly facili-
tate the search for a subject within a
specific chapter. Second, for improved
clarity I recommend the addition of
“Solvent Optimization” to the title of
Chapter 4 and the addition of “Isocra-
tic” prior to “Reversed-Phase” in the
title of Table 9.1.

These minor criticisms notwith-
standing, I found this to be an excellent
book for both the novice and the ex-
pert. The scope of the book is appropri-
ate and its objectives are fulfilled admi-
rably. It is clear, concise, and well orga-
nized and cross-referenced. A note-
worthy feature of this monograph is its
one-of-a-kind method development
“recipes” in Chapter 9. It also contains
several figures and tables that will be
helpful to the reader. Personal favor-
ites include Figure 2.14 and Table 2.2
for predicting the strengths of pre-
ferred mobile phases in reversed- and
normal-phase chromatography (to fa-
cilitate quick switches) and two nomo-
graphs in Chapter 9 for estimating sol-
vent composition of subsequent isocra-
tic (or gradient) runs based on a single
preliminary gradient run. To the au-
thors’ credit, none of the book relies on
the commercial software (some of it
their own) described in Chapter 8, al-
though it is occasionally mentioned. Fi-
nally, a good proofreading has been
done to keep typographical errors to a
minimum. As of this writing, the only
error I have noticed occurs in the half-
height equation for plate count on p.
27. The proportionality constant



should read 5.5¢ instead of 5.56.

In summary, I highly recommend
this book for the institutional library
and for the office or laboratory of any-
one who uses HPLC.

Gas and Liquid Chromatography in An-
alytical Chemistry. Roger M. Smith. xiv
+ 402 pp. John Wiley & Sons, 605
Third Ave., New York, NY 10158. 1988.
$131

Reviewed by I. S. Krull, Northeastern
University, Boston, MA 02115

This is a well-written, clear, and con-
cise summary of modern gas and liquid
chromatography, with up-to-date ref-
erences and bibliographies for each
chapter. It is an excellent overview of
both of these important areas of mod-
ern chromatography, and it attempts
to introduce undergraduate and first-
year graduate students to the current
status. It succeeds admirably.

The book is clearly directed toward
honors undergraduate (seniors) or
first-year graduate students taking in-
troductory courses in analytical sepa-
rations or chromatography. It is weak
on fundamental kinetic separation the-

ory, acvanced physical chemistry
equations, mechanisms of separations,
how separations really occur on the
chromarographic time scale, and relat-
ed modes of understanding chromatog-
raphy. The book is very practically ori-
ented, and it describes how chromatog-
raphy has evolved, what it can do
today, the basic instrumentation and
componznts available, how these fit to-
gether in a chromatographic system,
and hov' samples are prepared and in-
jected.

Approximately 40% of the book deals
with GC, another 40% with TLC and
HPLC, and the remainder with data
handling and automation and future
developments in GC, HPLC, SFC,
FFF, and other techniques. There are
excellert appendices describing the
current literature of chromatography,
applications of GC and HPLC, practi-
cal problems in chromatography, prob-
lem solving and instrument trouble-
shooting, record keeping and data in-
terpretation, and bibliographies.

The book is laid out systematically,
leading the student from the basic con-
cepts of chromatography to basic in-
strumer tation for each separate area,
then to columns and stationary phases,
mobile->hase selection, detectors, sam-

ple identification and quantification,
and special techniques. The book is
easy toread, even for beginning separa-
tions students, undergrad or graduate.
It leads the reader from page to page,
chapter to chapter, section to section,
logically, clearly, and concisely. [t was a
pleasure to read, useful, and informa-
tive, and it contains an above-average
number and quality of cited references.
There is no author index, but the sub-
ject index is more than adequate. The
references were up to date, some as re-
cent as 1987 and 1988, and they were
the leading references in each subject
area. There were review references as
well as bibliographies, with titles of
books and review or original literature
citations included, along with all au-
thors, full journal citation, year, and
pages. References were to important
books, review papers, and key authors
in each area.

Professor Smith is to be congratulat-
ed for knowing his literature as well as
he shows, and for being able to incorpo-
rate so much of it into each chapter of
his book. There are illustrative, typical
chromatograms, instrumentation dia-
grams, schematics of instrument ar-
rangements, tables upon tables of sta-
tionary phases, packed columns, im-
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most chemists
in the U.S. belong to the

mobilized/coated capillary columns,
relative retention indices, and similar
chromatographic data.

Obviously, more information could
have been included; for example, on
the subject of GC/MS a separate chap-
ter could have been written. One felt
that major subject areas were only be-
ing introduced and that the student
would have to go to individual refer-
ences to find out more about areas of
importance. This is always the danger
in writing a book that attempts to be
everything to everybody at the under-
graduate level. So much conciseness
and condensation occur that major
areas are only glossed over, and much
of the meat must be omitted or refer-
enced.

If there is any criticism of the book, it
is that nobody can possibly cover all
areas of chromatography in a single in-
troductory text, even at this outrageous
price. Thus, things are described fun-
damentally—too basically, too concise-
ly—without any real depth or feeling
for the matter. One comes away from
the book without a real understanding
of why things work—not do they work,
but why. The underlying mechanisms
of separations are never really dis-
cussed for any approach. The funda-
mentals of all forms of chromatography
are covered in a single inadequate
chapter (20 pages) so concise that most
of the basic understanding and equa-
tions are condensed to the point where
a real understanding must come from
outside readings. This is the true fault
of the book: It tries to do too much with
too few pages. It almost, but not quite,
succeeds in some areas, but obviously
must fail in others, such as supercriti-
cal fluid chromatography, affinity
HPLC, ligand-exchange chromatogra-
phy, and chromatofocusing. It might
have been better to write separate, fun-
damental books for each chromato-
graphic area—one for GC, another for
HPLC, one for SFC, etc. To try to cover
all areas of chromatography in 400
pages is almost impossible, although
the author has done an admirable job.

The book is to be recommended for
those being introduced to separations
in analytical chemistry, as a first text at
the undergraduate level. As such, it will
admirably introduce beginning analyt-
ical students to chromatography as
practiced today, what it can do, what it
can’t do, and where to proceed next to
learn more advanced areas, more equa-
tions, more theory, and more mecha-
nistic understanding. It will serve as an
excellent introductory text, an over-
view, or perhaps a review for those
away from chromatography for some
time, not as a reference text, but a
course text.



Chromatographic Enantioseparation:
Methods and Applicati Stig G. Al-
lenmark. 224 pp. John Wiley & Sons,
605 Third Ave., New York, NY 10158.
1988. $65

Reviewed by William H. Pirkle, School
of Chemical Sciences, University of
Illinois, Urbana, 1L 61801

Chromatographic Enantioseparation,
refreshingly easy to read, was read ini-
tially during a flight from St. Louis to
Washington, DC. The book elicited im-
mediate strong approval on several
grounds. First, the printing and the
abundant figures and drawings are
crisp, clear, and pleasing to the eye.
Second, Allenmark, one of the early de-
velopers of chiral stationary phases for
liquid chromatographic separation of
enantiomers, writes clearly and his fa-
miliarity with the field is evident. The
book is a fairly concise yet complete
account of this important field. Allen-
mark manages to give an even-handed
treatment of all the topics covered.

The book begins with a short account
of stereochemical concepts and nomen-
clature, progresses to the various tech-
niques used to study enantiomers, and
then to a discussion of modern chro-
matographic methods. With this foun-
dation laid, Allenmark proceeds to a
general discussion of the theory of
chiral chromatography and then to the
meat of the text: chiral gas chromatog-
raphy and chiral liquid chromatogra-
phy. Both these topics are well covered,
fully referenced, and as up to date as
publication schedules allow. The book
continues with an extensive section on
analytical applications, preparative-
scale enantioseparations, and a look to
future trends, and concludes with a
compilation of synthetic procedures for
the preparation of about a dozen chiral
phases for liquid chromatography.

The book has been circulated among
my research group and has met with
unanimous approval. It is judged as be-
ing useful, well organized, and easy to
read. In the opinion of this reviewer, it
is must reading for every graduate stu-
dent in organic, analytical, and inor-
ganic chemistry, as well as pharmacy
and biochemistry. It has a place in most
research groups working in these areas
and in most pharmaceutical house lab-
oratories. It appears to be more suit-
able as a reference book than a text-
book despite the inclusion of a few ex-
ercises at the end of some chapters. It is
an excellent place to start for someone
new to the field wishing to acquire a
good background quickly.

The book is relatively free of errors,
although one misstatement does ap-
pear in the section dealing with NMR

methods for determining enantiomeric
purity. Contrary to statement, enantio-
selective interaction with the chiral sol-
vent (or chiral solvating agent) is not a
prerequisite for peak separation. For
example, the methyls of dimethylsulf-
oxide tecome anisochronous in the
presence of chiral-solvating agents
even though Me,SO is achiral. It is also
noted that in Figure 7.15, the chiral
recognition model shown is not the one
presented in the literature; two of the
interaction sites are interchanged.

Electroanalytical Techniques in Clini-
cal Chemistry and Laboratory Medi-
cine. Jcseph Wang. x + 177 pp. VCH
Publishers, Suite 909, 220 East 23rd
St., New York, NY 10010-4606. 1988.
$59

Review:d by George Harrington, De-
partment of Chemistry, Temple Uni-
versity, Beury Hall, 13th and Norris
St., Philadelphia, PA 19122

This is a small book designed to en-
courage the use of electroanalytical
techniques by the electrochemically
uninitiz ted analyst working in biologi-

cal areas. If such workers take the time
to read this book the author may
achieve his purpose. Similarly, the
electroanalytical chemist who has nev-
er gone beyond the polarography of
cadmium should find that this book
can open new vistas.

The book contains five chapters. The
first is on voltammetry and controlled-
potential techniques, the second covers
ion-selective electrodes, the third is ti-
tled “Electrochemical Biosensors,” the
fourth surveys the use of electrochemi-
cal detectors in HPLC and other flow-
ing systems, and the fifth concerns in
vivo electrochemistry. The last chapter
could be of interest to the experienced
electrochemist.

Besides explaining the various tech-
niques, with many applications as illus-
trations, each chapter has a section on
recent developments and a commen-
tary on future prospects. Thus the non-
specialist can develop a sense of where
electroanalytical chemistry is going in
the future and can look forward to the
availability of even more useful tech-
nigues at a later date.

Theory is kept to a bare minimum in
an attempt not to overwhelm the read-
er, and in most instances the theory
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and eguations are adequate. The sec-
tion on differentiel pulse polarography
could have been beefed up a bit since
this is the one purely analytical tech-
nigue most likely to be used. For exam-
ple, the author mentions two standard
additions to guantitate a differential
pulse polarogram without saying why
two are necessary. A sample calculation
would also have been helpful, because
most literature articles are not likely to
show how this is done but merely give
the results.

The book has several strong points.
It is well written and easy to read.
There are more than 700 literature ref-
erences cited that describe applica-
tions of various technigues. Many of
the references are quite recent. The in-
terested reader is likely to find a men-
tion of his or her compound somewhere
in the book.

On the other hand, the book has
some weak points. The index is ex-
tremely sparse. Many compounds cited
within the text as ezamples of applica-
tions are not included in the index.
Thus & scan through the index to see if
any of the techniques could be of use
for a particular compound might sug-
gest that the compound is not covered

when in fact it is. The book could have
used an index of compounds men-
tioned. Another shortcoming is that
the book tends to make the various
techniques seem a little too easy to use.
Some discussion of problems and how
to recognize them would have been
helpful. This is especially true for the
chapter on ion-selective electrodes and
that on electrochemical deteciors for
HPLC. We all know that soraetimes
these devices can be like the little girl
in the nursery rhyme; that is, when she
is good she is very, very good, b 1t when
she is bad she is horrid.

In any event, the author’s objzctive is
commendable and his efforts should
help fill a void that needs to be filled.

Speciroscopy of Surfaces. R.G.H.
Clark and R. E. Hester, Eds.
pp. John Wiley & Sons, 605 Third Ave.,
New York, NY 101568. 1988. 3203

Reviewed by David M. Hercules, De-
partment of Chemistry, University of
Pittsburgh, Pittsburgh, PA 15260

This volume successfully addresses the
informed nonezpert in the area of sur-

face spectroscopy. The chapters would
make good text material for beginning
graduate courses or advanced under-
graduate courses at the honors level.
The presentations generally give prin-
ciples and theoretical background (not
too much) and representative exam-
ples of various spectroscopic tech-
niques and how they can be applied to
the study of surfaces. In general, the
examples are broadly defined and well
chosen. Analytical and physical chem-
istry graduate students could profit
from reading this well-written text.
Generally the references cited by the
authors are in balance—they are drawn
broadly, not just from their own work.

The book consists of eight chapters:
three on Raman spectroscopy and one
each on SIMS, IETS, EELS, IR reflec-
tion absorption, and electron-excited
spectroscopies. In my opinion, Chapter
3 seems to be out of place in this vol-
ume. Although it is a well-done chap-
ter, it focuses on the use of SERS to
study biochemical systems. The re-
maining chapters focus on the use of
spectroscopic technigues to study sur-
face phenomena per se.

The emphasis on electron-excited
spectroscopies is not to my liking.

Galilee detectors for Mass Spectrometry
and Electron Microscopy.

What silicon chips did for computers,
Galileo high-performance detectors are
doing for GC/MS, MS and SEM analysis.

Whether your projects involve environ-
mental or pharmaceutical analysis, analysis
of organic compounds or general spec-
troscopy applications, a Galileo detector
will speed sample identification while pro-
viding accurate and precise analysis.

When research projects require {requent
sample analysis over a long perioc. of time,
you'll want the latest and best technology
backingyou up. Galileoistheinnovatorin
analytical instrument detectors. 1 “you de-
mand high performance and ure con-
cerned about down time, rapid inalysis,
dynamic range and cost, insist or Galileo
scientific detectors. You'll wonder how vou
ever got along without us.
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Chapter 6 is commendable for includ-
ing techniques such as ESDIAD, but
why discuss EELS as part of Chapter 6
when there is a whole chapter on EELS
itself? Auger spectroscopy gets partic-
ularly short shrift in this chapter given
its wide use, particularly in the semi-
conductor industry. The most glaring
omission is that of a chapter on (or any
treatment of) photoelectron spectros-
copy (ESCA, XPS). Given that ESCA
is the only surface technique (versus
effect) yet to merit a Nobel prize, its
absence is striking.

1 found Chapter 4 on SIMS to be
quite good, although this obviously re-
flects my own prejudice with regard to
a research topic. It deals with funda-
mentals, ion versus neutral beams, in-
organics versus organics, and imag-
ing—all of these are treated in balance.
This chapter certainly will be required
reading for my graduate students. In
addition, I read two chapters discuss-
ing areas in which I am not an expert
and found them to be quite education-
al: Chapter 1, Raman spectroscopy of
thin films; and Chapter 5, inelastic
electron tunneling spectroscopy. I
found both to be very interesting and
informative. 1 felt that Chapter 1 is
particularly good.

I am favorably impressed by the vol-
ume as a whole despite its complete
slight of ESCA. The price of the vol-
ume is $203 (41.6¢ per page). The qual-
ity is very good—Tor this price, it ought
to be. If you have a rich uncle or believe
in Santa Claus, your interest in this
book would be a good hint to drop.

Books Received

L i 1ice Techniq in Solid
State Polymer Research. Lev Zlatke-
vich, Ed. ix + 318 pp. Marcel Dekker,
Inc., 270 Madison Ave., New York, NY
10016. 1989, $125

Topics include general mechanisms,
polymer analysis at nearly ambient
temperatures, spectroscopy, thermal
oxidative stability, and photooxida-
tion. The six contributing authors are
from England, Australia, and the Unit-
ed States. References (from the 1970s
to the mid-1980s) and an index are in-
cluded.

Flow Injection Analysis, 2nd ed. Jaromir
Ruzi¢ka and Elo H. Hansen. xx +
498 pp. John Wiley & Sons, 605 Third
Ave., New York, NY 10158. 1988. $75
This is volume 62 from A Series of
Monographs on Analytical Chemistry
and Its Applications. The chapters are
entitled Introduction, Principles, The-
oretical Aspects of FIA, Techniques,
Components of an FIA Apparatus, Ex-

perimentel Techniques and FIA Exer-
cises, Review of the Flow Injection Lit-
erature, end Flow Injection Analysis
Now and in the Future. Also included
are a gensral index, an author index,
and references.

Fiow Injection Atomic Spectroscopy.
José Luis Burguera, Ed. xii + 353 pp.
Marcel Dskker, Inc., 270 Madison Ave.,
New York, NY 10016. 1989. $125

This is volume 7 in the series Practi-
cal Spectroscopy. The chapters are ti-
tled General Introduction, Theoretical
Aspects, 3asic Components and Auto-
mation, £nalytical Methods and Tech-
niques, Separation Techniques, Appli-
cations i1 Agricultural and Environ-
mental Analysis, Applications in Clini-
cal Chemistry, and Current Trends.
Most of the references are from the
1980s. Tvro appendices and author and
subject indexes are included.

X-Ray Structure Determination, 2nd ed.
George H. Stout and Lyle H. Jensen. xv
+ 453 pp. John Wiley & Sons, 605
Third Ave., New York, NY 10158. 1989.
$45

Chapter titles include Diffraction of
X-Rays, Crystals and Their Properties,

Data Reduction, Theory of Structure
Factors and Fourier Syntheses, Heavy
Atom Methods, Refinements of Crys-
tal Structure, Ambiguities and Uncer-
tainties, Intensity Data Collection, and
Random and Systematic Errors. An
appendix and an index are included.

lon Chromatography Applications.
Robert E. Smith. 177 pp. CRC Press,
Inc., 2000 Corporate Blvd. N.W., Boca
Raton, FL 33431. 1988. $110

Chapters are titled Basic Principles
and Theory, Conventional Methods,
Nonconventional Methods, and Appli-
cations. References date from the
1970s to the mid-1980s. An index is in-
cluded.

Laboratory Manual for the Examination
of Water, Waste Water and Soil. H. H.
Rump and H. Krist. xi + 190 pp. VCH
Publishers, Suite 909, 220 E. 23rd St.,
New York, NY 10010-4606. 1989. $33

This book covers safety, quality con-
trol, analytical methods, sample collec-
tion, field and laboratory measure-
ments, and interpretation of results.
The book opens flat for laboratory
bench-top use. Statistical tables and an
index are included.
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Less aluminum, less cadmium,
less lead, less mercury. . .

Move up to Fisher acids

Why settle for “high purity” when you can get the
world’s highest purity ? Choose the acids that offer the
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Acids for the lowest metal content and highest purity
available anywhere...and FisherChemical TraceMetal
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parable value.

Fisher Optima Acids—
The first acids good enough to be Optima
FisherChemical’s new Optima Acids offer the lowest
metal content of any acids available. Most metals are
present in concentrations of less than one part per billion,
and many are in the parts per trillion range, as indicated
on the certificate of analysis supplied with each bottle.
Optima Acids are the obvious choice for environmental
testing, plasma analysis, electronic research...any appli-
cation that demands the utmost purity and precision.
Each step in the creation of Optima Acids ensures the
lowest level of metals in the acids you receive. Optima
Acids are double-distilled in Teflon* or pure quariz stills
at temperatures below the boiling point of the acid, then

Nitric Acit
ST

package:d in Teflon bottles

that have undergone a hot acid
leaching process. And every stage of production and
packagir g takes place in Class 100 clean room
environments.

Fisher TiaceMetal Grade Acids—exceptional vaiue
FisherCr emical’'s new TraceMetal Acids provide ex-
traordinary purity at a lower cost and are ideal for many
applications that require extremely low metal content.
TraceMetal Acids are produced with low metal content in
mind; the competition's so-called “metal-analyzed acids”
are simply lot-selected ACS acids. TraceMetal Acids far
surpass the purity of these products...and in fact are as
pure as, or even purer than, many competitors’ top-of-
the-line ecids...yet cost considerably less.

Careful sub-boiling distillation...ICP analysis...
specially-treated containers designed to maintain
exacting specifications...and a Certificate of Analysis
with eacti bottle are the keys to TraceMetal Acid purity.

Select Optima or TraceMetal Acetic, Hydrochloric,
Hydrofluoric, Nitric, Perchloric, Sulfuric Acids and
Ammonium Hydroxide.

“Teflon is a -egistered trademark of E.I. du Pont de Nemours & Co., Irc.

Expec! more from FisherChemical

FisherChemical

Fisher Scientific
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Looking
at the

Environment

national Symposium on Environ-
mental Analytical Chemistry and
the Fifth Annual Waste Testing and
Quality  Assurance Symposium,
sparked the interest of both analytical
and environmental scientists. Al-
though the meetings were quite differ-
ent, they complemented each other
well, providing attendees with a good
overview of new techniques and equip-
ment useful in environmental analysis.
On May 22-24, 150 scientists from
around the world gathered off the coast
of Georgia on Jekyll Island to partici-
pate in the 19th International Sympo-
sium on Environmental Analytical
Chemistry sponsored by the U.S. Envi-
ronmental Protection Agency, the Uni-
versity of Georgia, the Internation-
al Association of Environmental Ana-
lytical Chemistry, and the Divisions of
Analytical Chemistry and Environ-
mental Chemistry of the American
Chemical Society. The symposium was
started in Halifax, Nova Scotia, in
1971, and since 1974 has been held al-
ternately in Europe and the United
States to facilitate the international
exchange of ideas and experiences.
While continuing the traditional em-
phasis on recent advances in analytical
chemistry applicable to environmental
studies, the program was expanded this
year to include environmental process
chemistry, because research in this
area is dependent on reliable measure-
ment and speciation of chemicals at
concentrations typical of those in the
ambient environment. Conversely, an
understanding of chemical processes is
essential for determining the species

Two recent meetings, the 19th Inter-

and dist-ibution of both organic and
inorganic pollutants.

Invited speakers from government,
industry, and university laboratories
discussec| current developments in the
analysis of organic and inorganic pol-
lutants a3 well as research to define the
mechanisms of chemical transforma-
tions and to improve measurement of
equilibrium and kinetic constants.

Focus

Each day’s session began with a plena-
ry presentation addressing a problem
of vital iaterest to environmental ana-
Iytical and process chemists. The ple-
nary lectures, centering around the
theme “Atmospheric Changes: Climate
and Health,” were given by Mack
McFarlaad of Du Pont, Charles Jack-
man of NASA, and Lester Grant of the
EPA.

Mack McFarland, an atmospheric
scientist, described the development
and increasing use of chlorofluorocar-
bons (CFCs) and the effect of these ma-
terials on the total global stratospheric
ozone (the good ozone). Once CFCs
reach the stratosphere, photolysis by
solar UV light causes their breakdown
into chlorine atoms, which participate
in reactions leading to the breakdown
of ozone. McFarland commented on
the Montreal Protocol, the Ozone
Trends Panel and their summary, the
essential needs served by CFCs, and Du
Pont’s role in the development of alter-
natives to allow a phase out of CFCs.

Charles Jackman, an atmospheric
physicist, emphasized the complexity
of the interactions leading to depletion
of stratospheric ozone. He commented
that natural changes in ozone occur,
some of which are related to the
11-year changes in the solar cycle.
Man-made influences on stratospheric
ozone include CFCs, supersonic trans-
port planes, and nuclear tests; and at-
mospheric computer models have been
developed to estimate how ozone levels
are affected by both natural and man-
made influences. Jackman stressed
that the ozone depletion problem will
be with us for a long time, and that even
if we immediately cut back the use of
CFCs by 85-95% it will be decades be-
fore we see any real effect because of
the long lifetimes of CFCs.

Lester Grant, a neurophysiclogist,
described the health-related effects of
increased UV-B light penetration to
the surface of the Earth resulting from
stratospheric ozone depletion. Much
has appeared about possible damage to
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Introduction to
Microwave Sample
Preparation:

Theory and Practice

ew microwave technigues are making
Nsamp!e preparation procedures faster,
more convenient, and more controlled.
This revolutionary new book gives you what
you need 1o know to get started ... the his-
tory of the technique, the relevant methodo-
logical details, the all-important safety precau-
tions, and a.number of specific applications.
Eleven chapters describe equipment and
techniques that have been found most effec-
tive. They offer direct practical applications of
the methods to a variety of sample types, in-
cluding microwave digestion of botanical, bio-
logical, and food samples; selenium analysis;
Kjeldal nitrogen determination; remote oper-
ation of microwave systems: and more. As a
unique feature, this book presents a funda-
mental thermodynamic equation relating acid
(sample) size, final temperature, heat capacity,
and transformations of the basic equation
predicting time and temperature for
digestion.
truly muiti-disciplinary volume, this book
can be used in inorganic elemental analysis,
sample digestion, food analysis, environmental
sample preparation chemistry, and other
areas.
H.M. Kingston and L.B. Jassie, Editors
ACS Professional Reference Book
300 pages {1988) Clothbound
ISBN 0-8412-1450-6 LC 88-8139
US & Canada $48.95 Export $59.95
O+*R*D-E+R F-R-0+M
American Chemical Society
Distrioution Office Dept. 95
1155 Sixteenth St., N.W.
Washington. DC 20036
or CALL TOLL FREE

800-227-5558

(in Washington D.C. 872-4363) and use your credit card!

£ocys

eyes and the increase in skin cancer;
however, only a few reports describe a
much bigger hazard—suppression of
the immune system. One of the most
serious health and pollution rroblems
in the world has been created by excess
tropospheric ozone (the bad ozone).
Caused by the emission of NGO, and vol-
atile organic compounds (VOCs) from
such sources as motor vehicles, oil re-
fineries, and dry-cleaning plants, tro-
pospheric ozone causes damags to lung
structure (chronic exposure) as well as
transient respiratory problems such as
decrements in lung function ind cer-
tain irritative symptoms such zs cough-
ing, wheezing, and chest pain (acute
exposure). In addition, the damage
caused to forests, crops, and the ecosys-
tem as a whole appears to be er ormous,
commented Grant.

Sixteen other speakers des:ribed a
variety of environmental studies, in-
cluding the fate of textile dyes in
aquatic ecosystems, photochernical re-
activity of polycyclic aromatic com-
pounds adsorbed on “stack ash,” iden-
tification of spruce needle phenohcs
found in needles fumigated n a fog
chamber, use of glow discharge quad-
rupole mass spectrometry and ion trap
tandem mass spectrometry for the rap-
id determination of organ'c com-
pounds in water and soil, the monitor-
ing of ground and well water “or trace
levels of agrichemicals, the chemical
analysis of clouds and fogs, and the de-
velopment of a mobile miniatusized ion
trap mass spectrometer.

Totally unrelated to ozone and other
environmental problems were ~he talks
given by Sanford Asher of the Univer-
sity of Pittsburgh on UV resonance Ra-
man spectroscopy, Stanley Erucken-
stein of SUNY-Buffalo on ths quartz
crystal microbalance, Ira Levin of NIH
on near-IR FT-Raman spectroscopy,
and Cecil Dybowski of the University
of Delaware on the study of swfaces by
NMR spectroscopy. These speakers
were invited by the sympositm orga-
nizers to describe techniques that are
not routinely used in environmental
work but that may, in the not-too-
distant future, be widely applied in
solving environmental problems.

A tribute to Roland Frei was deliv-
ered by Ernest Merian of the Swiss As-
sociation for Environmental Research
and L. B. Rogers of the Univarsity of
Georgia. Frei, who passed away sud-
denly late last year, epitom.zed the
spirit of the International Symposia.
He originated the meetings in Halifax
in 1971 and continued to have a great
influence on the content of the meet-
ings. He was a very pragmati: person
who always saw the potentia. of new
methods for environmental analysis
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and who insisted that the meetings cov-
er both fundamental research and ba-
sic techniques.

The 20th annual symposium will be
held in Strasbourg, France, in April
1990. Or one can wait until 1991, when
the symposium will return to the beau-
tiful semitropical island in Georgia
with broad white beaches, nature trails,
and historical splendor.

Waste analysis and quality assurance

Inlate July more than 650 environmen-
tal chemists met in Washington, DC,
for the week-long Fifth Annual Waste
Testing and Quality Assurance Sympo-
sium. Sponsored by the Environmental
Protection Agency and managed by the
American Chemical Society, the sym-
posium included sessions on air and
ground water monitoring, biological
test methods, enforcement issues, de-
termination of inorganic and organic
pollutants, mobility methods, labora-
tory information management, quality
assurance, and sampling and field
methods.

The inaugural EnvirACS Exposi-
tion, held in conjunction with the
meeting, included exhibits by almost
100 companies and featured instru-
ments and other products of particular
interest to environmental chemists.
When not listening to technical presen-
tations, symposium attendees had the
opportunity to visit this first-ever ex-
position devoted solely to environmen-
tal analysis.

The conference began with a work-
shop, led by John Warren of EPA’s Of-
fice of Policy, Planning, and Evalua-
tion, on statistical aspects of waste
testing and environmental monitoring.
The mechanics of statistical tests com-
monly encountered when analyzing
solid waste data were discussed, and
the logic of the tests when used correct-
ly and the impact on false-positive and
false-negative rates when key assump-
tions are violated were demonstrated.

Following the workshop, conferees
gathered for presentations by several
EPA officials. Jonathan Cannon, act-
ing assistant administrator of the Of-
fice of Solid Waste and Emergency Re-
sponse; Walter Kovalick, deputy direc-
tor of the Office of Emergency and
Remedial Response; Devereaux
Barnes, director of the Characteriza-
tion and Assessment Division, Office of
Solid Waste; and Susan Bromm, direc-
tor of the RCRA Enforcement Divi-
sion, Office of Waste Programs En-
forcement, discussed future develop-
ments in EPA’s hazardous waste
programs. Symposium chairperson Da-
vid Friedman of the Office of Solid
Waste presented an overview of the
RCRA Testing Methodology and Qual-



ity Assurance Program; and Joan
Barnes, also of the Office of Solid
Waste, presented an overview of the
Superfund Analytical Services Pro-
gram.

During the remainder of the sympo-
sium, researchers from EPA, academia,
and industry made presentations
aimed at helping practicing environ-
mental analysts solve problems en-
countered in their work. New sample
preparation methods such as micro-
wave digestion and supercritical fluid
extraction (SFE) are joining the tried-
and-true standard digestion and ex-
traction methods, and new instrumen-
tal methods such as ICP/MS, LC/MS,
and SFC are being used more frequent-
ly to complement the traditional LC,
GC, and GC/MS methods.

Microwave digestion and SFE are
advantageous for sample preparation
in elemental and organic analysis, re-
spectively. According to David Bin-
stock of the Research Triangle Insti-
tute (Research Triangle Park, NC),
techniques typically used for prepara-
tion of samples for trace elemental
analysis are time-consuming and often
involve the use of acid digestions and
thermal decompositions that may lead
to analyte losses, incomplete recover-
ies, or sample contamination. Micro-
wave digestion, however, can result in
significantly reduced preparation time
without deterioration of either accura-
¢y or precision.

The increased use of supercritical
fluids (SFs) for sample extraction is
based on a combination of the proper-
ties of SFs and the increased availabil-
ity of both off- and on-line equipment
for SFE, said Viorica Lopez-Avila of
Acurex Corp. (Mountain View, CA).
Because the high-solute diffusivities of
SFs compared with conventional sol-
vents provide much higher extraction
efficiencies, extraction conditions can
be adjusted so that compounds can be
separated according to their volatility
and polarity. Very little organic solvent
is needed for collection of extracted
materials, and the SF can be complete-
ly separated from the extracted materi-
al in the release step by reducing the
pressure to ambient pressure. A study
of supercritical extraction of EPA pri-
ority pollutants from various matrices
{i.e.,sand, urban dust, coal, coal fly ash,
and soil) indicates that SFE has the
potential to be a useful technique for
the environmental chemist.

Several speakers discussed the use of
inductively coupled plasma mass spec-
trometry (ICP/MS) for the determina-
tion of trace elements in water and sol-
id waste. According to Thomas Hin-
ners of the EPA Environmental
Monitoring Systems Laboratory (Las

Vegas, NV), ICP/MS offers detection
limits below a part per billion for
multielerient analysis with the conve-
nience and speed of nebulizer sample
introduction. An interlaboratory study
comparir g the analysis of nearly 36,000
water, fly ash, sediment, industrial
sludge, a1d soil samples by atomic ab-
sorption spectroscopy, ICP-atomic
emission spectroscopy (ICP-AES), and
ICP/MS showed that analytical preci-
sion is raore variable with ICP/MS
than with ICP-AES for several ele-
ments, possibly because of the addi-
tional dilutions necessary for ICP/MS
analysis. Preliminary results indicate
that ICP, MS is suitable for determina-
tion of miny elements, but they do not
support 1sing ICP/MS to determine
potassiuri, selenium, silver, sodium,
and vanalium in solid waste.

For th: determination of organics,
LC/MS is becoming more popular be-
cause of its ability to separate and
quantitate nonvolatile or thermally la-
bile compounds that are not amenable
to GC or ZC/MS. LC/MS methods us-
ing both thermospray and the new par-
ticle bear: LC/MS technology to char-
acterize 1yes, chlorinated herbicides
and esters, carbamate pesticides, and
other environmentally important com-
pounds were described.

As indicated by the symposium’s ti-
tle, a large part of the meeting was de-
voted to quality assurance and quality
control issues, including the definition
and classification of hazardous waste
matrices, determination of detection
limits, laboratory accreditation and au-
dits, guality control in field sampling,
multivariate analysis of QA/QC data,
interlaboratory quality assurance, and
the use of laboratory automation and
laboratory information management
systems.

Finally, various field methods and
sampling protocols, including several
portable :nstruments for on-site deter-
mination of pollutants, were described.
For examnple, Albert Robbat and
George Xyrafas of Tufts University de-
scribed a fieldable GC/MS for identifi-
cation and quantitation of PCBs; and
Marcus V/ise, Michael Gurein, and Mi-
chelle Buchanan of Oak Ridge Nation-
al Laboretory described a direct-sam-
pling ion trap mass spectrometer that
can be used for the rapid determina-
tion of volatile organics in water, soil,
and air.

Next year’s symposium will again be
held in Washington, DC, July 16-20,
1990, andl promises to be even better
than this year’s, with stimulating tech-
nical presentations and the second an-
nual Env rACS Exposition.

Sharon Boots
Mary Warner
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NE

Model 2300 STAT glucose and L-lac-
tate analyzer features autocalibration
and automatic sample aspiration. Mea-
surement ranges for glucose and lactate
are 0-500 and 0-135 mg/dL, respec-

tively. YSI 401

Process analysis. Model 304 on-line
chemical oxygen demand analyzer pro-
vides real-time monitoring of oxidiz-
able species in water sources, such as
industrial and municipal sewage and
waste. The system is based on a dichro-
mate reflux/colorimetric method. Ion-
ics 404

UV-vis. Dual-beam UV-vis spectro-
photometer, designed for preparative
and process HPLC, features flow
rates up to 10 L/min and pressures up
to 3000 psi. The system includes two
20-uL. prep flow cells and a 10-xL ana-
lytical flow cell. IBF Biotechnics 405

Water purification. Water polisher
accepts water pretreated to at least
10 megohms and delivers 18-megohm
water directly into a chromatography
pump. The unit meets specifications
for chloride, sulfate, and sodium and
also provides ultra-low organic carbon
levels. Dionex 406

Particle size. Microscan measures
particle diameters ranging from 300 to
0.1 um. Using a scanning method
whereby the sample cell remains sta-
tionary, the system automatically
moves the X-ray beam and detector in
increments of 0.0001 in. at seven dis-
tinct rates per analysis. Quantachrome

407

Metals. Spectrovac FSQ arc/spark
emission spectrometer, designed for
use in foundries and other rugzed pro-
duction environments, provides simul-
taneous multielement analysis of fer-
rous-based materials such as cast iron,
steel, and their alloys, as well us deter-
mination of nonferrous metals such as
aluminum, copper, zinc, ard lead.
Baird 408

Fluorescence. Model FL-750A fluo-
rescence spectrophotometer features
excitation/emission scanning in seven
variable speeds, including synchronous
scanning of both monochromstors. In-
terchangeable sampling modes permit
use of accessories for HPLC and TLC/
gel scanning. McPherson 409

Gradient LC. Peptide-mapping sys-
tem is capable of routine peptide map-
ping at the 5-10-pmol level and is com-
patible with high-speed and narrow-
bore peptide columns. Typical
precision of retention time is 2.1-0.2%
RSD. Perkin-Elmer 410

EPR. ECS106 EPR spectromster fea-
tures automated tuning and calibra-
tiom, signal display in real tims, digital
phase-sensitive detection, analog/digi-
tal conversion with 500 ns per point,
and a 32-bit multiprocessor cata sys-
tem. Bruker Instruments 411

Carbamates. Gradient HPLC system
with a 400-uL sample loop desermines
N-methylcarbamates in drinking water
and raw source water. The system in-
cludes a low-pressure ternary gradient
controller and fluorescence detector.
Fisher Scientific 412

LC. Beam Boost is a reagentlzss post-
column photochemical reactor that can
be placed between the column and any
UV, photodiode, or fluorescen e detec-
tor. A knitted configuration of the Tef-
lon coil around a 254- or 366-1m lamp
produces increased detector response
of 10-200-fold. Advanced Separation
Technologies 413

GC. Thermal desorption unit nonitors
trace amounts of airborne cormpounds
that are difficult to detect using solvent
desorption methods. A chamber that
saves up to 90% of the samp. e is fea-
tured. Supelco 414
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Software

Mathematics. Fortran scientific sub-
routine library contains more than 100
pretested mathematical and statistical
operations. Subroutines include matri-
ces with real and complex elements,
polynomials, interpolation, differential
equations, numerical analysis, and sta-
tistics. John Wiley & Sons 415

Data analysis. MacSpin 2.0, which
runs on all current versions of Macin-
tosh computers, converts raw numeri-
cal data into rotating three-dimension-
al graphics for analysis and presenta-
tion. Features include grid surfaces and
connecting lines, animation in a fourth
dimension, and slicing and masking.
D2 Software 416

Manufacturers’ Literature

Chromatography. Brochure de-
scribes series 45001 chromatographs for
HPLC and ion chromatography. De-
tectors, automation options, and post-
column delivery systems are discussed.
4 pp. Dionex 418

Thermal analysis. Report discusses
three DSC kinetics methods and how
they can be used to determine key ma-
terial properties, including optimum
cure temperature and estimated life-
time. 16 pp. Du Pont 419

Student chemistry. Brochure de-
scribes unknown chemical samples for
student laboratory analysis. Included
are qualitative and quantitative un-
knowns and student reference stan-
dards. Thorn Smith Laboratories 421

Electrochemistry. Application note
ECD-17 discusses the determination of
1,1-dimethylhydrazine, a decomposi-
tion product of daminozide (Alar). De-
tection limits, detector conditions, and
procedures are discussed. EG&G
Princeton Applied Research 422

For more information on listed items,
circle the appropriate numbers on one
of our Readers’ Service Cards
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Make your ideas heard! Learn how to de.

and give technical talks to any audience......

Effective
Oral
Presentations

r A New Audio Course from the
Ao
- American Chemical Society

Special 30-dayfree examination offer

for ACS members!

Did you ever see scmeone’s good ideas get lost in a bad presentaticn?
Make sure your ideas get the attention they deserve! Learn how to
present your ideas clearly and convincingly with this new ACS Audio
Course.

Effective Oral Presentations shows you just what goes into a

successful presentation—and gives you the tools to make your's better.

It offers a structured approach to designing and presenting a technical

talk to any audience—from organizing your ideas. . .to preparing

visual aids. . .to developing your personal style and delivery. In justa

few short hours you'll gain skills that can help you give your

presentations clarity and impact.....and make you a stand-out

communicator on the job. Yow'll learn to:

e Decide what to say to an audience—and how to say it

e Prepare visual aids that both communicate your ideas and capture
attention

e Overcome stage fright

¢ Use your personality and appearance to enhance your presentation

Here s what you’ll be able to do after taking this course.
¢ Analyze an audience to determine the organization and content
that will work best

Master the two most critical parts of a talk—the introduction and
conclusion

e Project confidence and enthusiasm

e Critique and modify your own speaking voice

Use visual aids that say just enough—but not too much

Raise your profile on-the-job! Become a convincing communicator
when presenting technical material. Learn how with Effective Oral
Presentations.

Who Should Take This Course

Anyone who presents technical material—whether research seminars,
progress reports, sales presentations, etc.—to a management or
nontechnical audience can benefit from Effective Oral
Presentations.

Brief Course Outline

Text Preparation: Selecting,
Organizing, and Supporting Your
Ideas; The Introduction; The
Conclusion

Visual Aids: Using Visual Aids; Types
of Visual Aids; Criteria for Using;
Transparencies and Slides
Personal Preparation, Delivery:
Personal Style; Voice and Diction;
Barriers to Communication

The Instructor

W.E. (Fred) Oettle works in industrial
relations, training, and recruiting for
E.I du Pont de Nemours & Co.

The Unit

Effective Oral Presentations consists of
three cassettes (three hours of taped
instruction) and a 50-page manual. It
comes in one compact package, so that
you can keep it with you to study when
you want—at work, at home, or even
while traveling.

®

From concept to delivery, Effective
Oral Presentations can give your talks
snap and polish—and make your ideas
heard. To order, use the coupon below
or call 1-800-227-5558.
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LC. Sourcebook for Analytical HPLC
Columns includes information on
packing materials and column geome-
tries for a variety of analyses. 48 pp.
Waters Chromatography Division of
Millipore 420

Vacuum gauges. Brochure describes
hot and cold cathode, capacitance ma-
nometer, and Pirani digital vacuum
gauges. Photographs show the possible
sensor configurations for measuring at
different pressure ranges. Leybold In-
ficon 423

Catalogs

Fluid handling. Catalog features
fluid-handling products made of high-
purity inert plastics. Included are fit-
tings, tubing, valves, and piping.
112 pp. Fluoroware 425

Laboratory products. Catalog in-
cludes balances, beakers, centrifuge ac-
cessories, chromatography supplies,
cryoware, dialysis equipment, elec-
trodes, filters, meters, pipets, and vials.
96 pp. J. & H. Berge 426

Instramentation. Catalog features
test and measurement instruments, in-
cluding signal sources, digital oscillo-
scopes, and high-speed waveform digi-
tizers. LeCroy 427

FT-IR. Catalog includes microsam-
pling accessories; reflectance acces-
sories; and liquid-, solid-, and gas-sam-
pling accessories. Tips to help users

avoid operational and analysis
problems are included. 36 pp.
Foxboro 428

Software. Catalog features PC-based
data acquisition and analysis software.
Packazes for analysis, statistics, graph-
ics, and instrument interfacing and
control are described. Comparison
charts for all products are included.
Asyst Software Technologies 429

Filters. Catalog features inorganic
membrane filters, including disposable
syring 2 filters for HPL.C sample prepa-
ration and disposable membrane filter
discs for mobile-phase filtration, gravi-
metric analysis, and microdialysis.
Technical and performance specifica-
tions sre included. Anotec Separations

430

- )
G BUCHI 168 cws
Viacuun /Distilation. Controlier

Biichi Model B-168 vacuum/distillation
controller can be used to safely evapo-
rate temperature-sensitive samples and
to control foaming. The unit controls
vacuums up to 1200 mbar. Brinkmann
Instruments 402

We know it takes a lot of work
to produce good scientific data.
Which is why you owe it to
yourself to check out SlideWrite
Plus. You see, our powerful pre-
sentation graphics software for
the IBM PC and compatibles
can turn the data you worked so
hard to capture into high impact
charts, graphs, slides and over-

The agon;

The

heads — and do it all in minutes.

SlideWrite Plus gives you pow-
erful graphing features, full draw-
ing capability, flexible labeling
with 16 great fonts, and extremely
high quality output on printers,
plotters, and cameras. And that’s
just for starters. It's no wonder
SlideWrite Plus tied for first place
in a recent PC Week poll!

ecﬂﬁstasy.

Sample A

walJe=
Sample B

Call us for a free demo diskette
right now. We'll show you how
SlideWrite Plus can help your
results ger results.

Call for your FREE
full-featured trial diskette!
(408) 749-8620

Advanced Graphics Software
333 West Maude Ave., Sunnyvale, CA 94086

SlideWrite Plus.’ We make your data look terrific.
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Telex 88 27 12

Brinkmann
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(516) 334-7500 (800) 645-3050
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— Conductance measurement
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— KF water determination
— Photometry with light guide
— Stability measurement of oils
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field of ion analysis through elec-
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paration via the automated analysis
procedure up to the final result —
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The Amnesic Shellfish
Poisoning

Michael A. Quilliam and

Jeffrey L. €. Wright
Atlantic Research Laboratory
National Research Council of Canada
1411 Oxford Street, Halifax
Nova Scotia, Canada B3H 3Z1

In late 1987 a mysterious and serious
outbreak of food poisoning occurred in
Canada. Symptoms of the poisoning in-
cluded vomiting and diarrhea, followed
in some cases by confusion, memory
loss, disorientation, and coma. Three
elderly patients died, and other victims
still suffer from neurological problems.
The term amnesic sheilfish poisoning has
been proposed for this clinical syndrome.

Epidemiologists from Health and
Welfare Canada (HWC) attributed the
illnesses to restaurant meals of cul-
tured blue mussels (Mytilus edulis L.).
Using the Association of Official Ana-
lvtical Chemists’ mouse bioassay for
“red-tide” paralytic shellfish poison (7,
2), HWC and Department of Fisheries
and Oceans (DFO) scientists demon-
strated that these mussels did contain
toxic material and traced the problem
to mussels harvested from a localized
area of eastern Prince Edward Island.
Intraperitoneal injections of acidic
agueous extracts of suspect mussels
into mice caused death with some un-
usual neurotoxic symptoms very differ-
ent from those of paralytic shellfish
poison and other known toxins.

This article not subject to U.S. copyright
Published 1989 American Chemical Society

%

It wes not known whether the toxic
agent was a man-made pollutant or a
natural toxin. The scientific detective
story that unfolded was followed close-
ly by a zoncerned Canadian public and
made front-page newspaper headlines
for several weeks. For health, political,
and ecc nomic reasons, scientists in Ca-
nadian government laboratories were
eager to solve the mystery quickly.

Initial methodologies

Several laboratories attempted analy-
ses for certain targeted toxic sub-
stances such as heavy metals and or-
ganophosphorous pesticides. All of
these analyses yielded negative results.
Experiments also were conducted to
compare the analytical “fingerprints”

Mystery

of extracts of toxic and nontoxic con-
trol mussels. Any differences between
the chromatograms or spectra of these
extracts might be attributable to the
toxic agent and allow for its identifica-
tion. Methods used to generate such
fingerprints included TLC, HPLC with
a UV-vis diode array detector (DAD),
GC/MS, and NMR spectrometry.

Some interesting differences were
immediately obvious in the TLC and
HPLC-DAD chromatograms of lipid-
soluble fractions from digestive glands
of toxic and control mussels. However,
examination of the UV-vis spectra of
the compounds giving rise to these dif-
ferences revealed absorption bands at
>400 nm that were characteristic of
phytoplankton pigments. Indeed, the
digestive glands of the toxic mussels
were found to be engorged with a green
plankton.

In retrospect these observations pro-
vided hints about differences in mussel
diets and strongly suggested a natural
toxin, but they gave no information
about the nature of the toxin itself.
Such an approach might have led even-
tually to detection and identification of
the toxin, but it was soon established
that lipid-soluble fractions were not
toxic in the mouse bioassay. A more
systematic approach was necessary.

On December 12, 1987, a team of sci-
entists was assembled at the Atlantic
Research Laboratory (ARL) of the Na-
tional Research Council in Halifax,
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Nova Scotia. This team consisted of all
available chemists and marine biolo-
gists from ARL as well as some scien-
tists from DFOQ, including personnel
experienced with the mouse bioassay
procedure. This team developed a
strategy based on biocassay-directed
separations and analyses (e.g., 3) that

(a) Sample extracts (toxic, control)

Preparative
separaton ]
! O O O O Control
Bioassay 0O® 0O Toxic
Profile analyses
(HPLC, FAB-MS, etc.)
Stitt complex?
Yes
No
Structure elucidation

(UV-vis, FT-IR, MS, NMR)

I

Literature search

led to the identification of the toxin on
the afternoon of December 13, just
102 h after the start of the concerted
investigation.

Bloassay-directed strategy

The general principles of the binassay-
directed approach used are summa-

(b) Mussel tissues (toxic, controf)
Aqueous methanol extraction
Evaporation
Dichioromethane/water partition
o
Aqueous Organic

XAD- 2 column

Ty

@ 0000

B

HPLC HVPE
I I
T T
00eo0 ceOC
t 1

Figure 1. Flow charts illustrating {a) the general principles of the bioassay-diracted
analysis strategy and (b) the extraction and fractionation procedures used in the

toxic mussel investigation.

The filled circles indicate a positive test in a mouse bioassay; open circles indicate a negative test.
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Figure 2. Working dose-response curve relating mouse time of death to the weight
of mussel tissue equivalent in the injected dose.
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rized in Figure 1la. Extracts of both tox-
ic and control mussels were taken in
parallel through a series of preparative
separation steps (Figure 1b). After
each fractionation, the mouse bioassay
was used quantitatively and qualita-
tively to determine which fraction(s)
contained the toxin (or toxins if a mix-
ture was present). Various chromato-
graphic and spectroscopic techniques
were also used to profile toxic fractions
and the corresponding fractions from
control samples. The objectives were to
determine possible differences be-
tween toxic and control fractions that
might correspond to the toxin(s) and to
determine whether a fraction was sim-
ple enough to begin structure elucida-
tion. Application of various spectro-
scopic methods to the purified toxin
then provided clues about the struc-
ture of the compound, and relevant
chemical literature was searched to de-
termine if the toxin was a known com-
pound.

To avoid large statistical fluctua-
tions associated with sampling inho-
mogeneities, all experiments were con-
ducted using large portions of toxic and
control tissue homogenates. Dose con-
trol in the bioassay was of crucial im-
portance for effective tracking and for
establishing a toxicity balance. The
toxic symptoms in mice (which includ-
ed scratching, trembling, and death by
asphyxziation) were quite different
from those observed with known shell-
fish toxins, and it was essential to es-
tablish a dose-response curve for the
bioassay. The working curve is shown
in Figure 2. Note the narrow dynamic
range, which implied that effective
tracking of toxicity required that each
bioassay correspond to material ex-
tracted from about 0.6 g of mussel tis-
sue (the midpoint of the dynamic
range). To determine the toxicity bal-
ance, the weight equivalent of mussel
tissue extracted for each biocassay in-
jection had to be known.

The preparative fractionation
scheme used and the results of the
mouse bioassay at each stage are pre-
sented in Figure 1b. A classical natural
products extraction procedure using
mild agueous methanol at room tem-
perature was selected for initial work in
case the toxin was a labile compound.
Later it was found that greater extrac-
tion efficiency could be achieved with
more rigorous extraction methods. A
partitioning between water and di-
chloromethane followed by XAD-2 col-
umn chromatography revealed that the
toxin was water soluble. The final stage
of the purification process was a dual
approach invoking two separate frac-
tionation procedures based on differ-
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ent physicochemical properties. HPLC
exploits differing partition ratios be-
tween a polar mobile phase and a non-
polar stationary phase, whereas high-
voltage paper electrophoresis (HVPE)
depends on different electrophoretic
mobilities of charged species under a
strong electric field. Thus the chances
of erroneous identification of the toxin
were minimized, especially by cross-
checking toxic fractions from HPLC by
HVPE and vice versa.

Both HPLC and HVPE also yielded
informative profile analyses. A striking
example of HPLC-DAD profile analy-
sis comparing fractions of toxic and
control mussel extracts is shown in Fig-
ure 3. The HPLC conditions were se-
lected on the premise that the un-
known toxic substance was a polar, ion-
izable compound such as a peptide.
Chromatograms for absorption at
210 nm # 10 nm indicated a peak at
about 12 min (just after the tryptophan

1200 -
1000 |
800

400 -

200 |-

peak) for toxic but not for control
XAD-2 fractions. Detection at 210 nm
+ 10 nm was used initially to reveal all
differences because most corapounds
absorb at shorter wavelengths. The
complete three-dimensional rspresen-
tation of the HPLC-DAD data for the
toxic sample at the appropriate time
window is shown with the absorption
spectrum taken at the peak maximum.
The latter spectrum shows an absorp-
tion maximum at 242 nm (suggesting a
conjugated system such as C=C-C=C).
Reconstructed chromatograms for ab-
sorption at this wavelength are also
shown to accentuate the toxic/control
dichotomy. When these same XAD-2
fractions were analyzed using HHVPE, a
band running just behind glute mic acid
but staining yellow rather than red
with ninhydrin was observed in the
toxic but not in the control extracts.

Furthermore, the HPLC-DAD sus-
pect peak was collected and analyzed
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using HVPE, where it gave the same
yellow band; the converse cross-check
was also successful. Even more impor-
tant was the finding that these frac-
tions, collected from the two comple-
mentary separation techniques operat-
ed on a preparative scale, were shown
to account for all of the toxicity within
the reproducibility of the dose-re-
sponsge curve.

Spectroscopic strategy

While these highly encouraging results
were being obtained, complementary
profile analyses obtained for all toxic
fractions by fast atom bombardment
mass spectrometry (FAB-MS) showed
that peaks at m/z 312 (M + H]*) in
positive ion mode and at m/z 310 (M —
H]") in negative ion mode were in-
creasing in prominence as the toxin was
progressively purified. No significant
corresponding signals arising from a
compound of MW 311 were evident in

Absorbance

i Il

30 40 0 220

A J
240 260 280 300

Wavelength (nm)

Figure 3. HPLC-DAD profiles of corresponding XAD-2 fractions from foxic and control mussels.

Chromatograms reconstructed from the DAD data at 242 nm show the differences more drametically. Conditions: 25 cm X 4.6 mm i.d. Vydac 201TP column with
1.0 mL/min GH3CN/H,0/CF,COOH; gradient elution from 5.0:94.9:0.1 to 99.9:0:0.1 over 40 min.
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any fractions from control mussels.
High-resolution MS (peak matching)
on an XAD-2 fraction showed the posi-
tive ions at m/z 312 to have the compo-
sition Ci5H2oNOg. The fragmentation
behavior of these ions (tandem MS,
Figure 4a), through successive losses of
46 Da (HCOOH) and other small neu-
tral species, eventually yielded an in-
tense fragment at m/z 74. This is char-
acteristic of protonated amino acids, as
known previously from chemical ion-
ization studies. In the meantime, FT-
IR spectra of crude toxic fractions (Fig-
ure 4b) suggested the presence of >NH,
—COQH, —CH=CH— (¢rans), and
—CHj groups, and proton NMR spec-
tra (Figure 4c) of concentrated toxzic
fractions showed signals characteristic
of —CH=CH-CH=C—, CH;-C=C—,
and CH;—CH= functionalities.

In case the toxin was a known com-
pound, all information produced by the
experiments was used as input data for
a computerized literature search
through the Chemical Abstracts and
Registry files maintained by STN In-
ternational (Columbus, OH). The list
of possible compounds was reduced
from thousands to one most likely can-
didate for the toxin—a tricarboxylic
amino acid, domoic acid. Known phar-
macological properties of this com-
pound (4-7) are consistent with the
neurotoxic symptoms caused by the af-

8

% Relative intensity

50 100 150 200 250 300

m/z

% Transmittance

312

fected mussels, although the com-
pound had not previously been identi-
fied as a human intoxicant.

$COH
H s &002H
CH. COH

Domoic acid

Structure confirmation

At this stage it appeared likely that the
toxin was either domoic acid or a close-
ly related compound. Proof of chemical
structure was provided by NMR, which
required a sizable amount of purified
material. Multiple HPLC injections
had to be made overnight so that
enough toxin could be collected to ob-
tain a good-quality proton NMR spec-
trum. This also made it possible to ac-
quire an improved FT-IR spectrum.
The NMR spectrum was entirely con-
sistent with a previously published
spectrum of synthetically produced do-
moic acid (8) except for some slight
variations later shown to reflect pH de-
pendence of the ionic form of the com-
pound. Subsequent work on highly pu-
rified mussel toxin has shown that 2D

©

proton NMR, 13C NMR, melting point,
and optical rotation are all consistent
with the known properties of domoic
acid (8).

Toxicity

Although chromatographic separations
of aqueous methanol extracts showed
no other detectable toxins, it was still
important to establish that domoic
acid accounted for all of the toxicity in
the original mussel tissue. In the days
following, many hours of painstaking
work established a toxicity balance.
Figure 5 illustrates part of this effort as
a dose-response curve for the bioassay,
expressed by the amount of domoic
acid injected {(as determined by a high-
speed HPLC assay [9]). The different
data points plotted in Figure 5 reflect
several toxic mussel samples extracted
by different methods.

Domoic acid was first identified in
crude extracts of certain seaweed
found in Japan (10) and was used there
as a folk medicine remedy for intestinal
worm infestation. This fact argues
against this compound as a toxin. How-
ever, when the high levels concentrated
in the toxic mussels (up to 900 ug/g wet
weight) are taken into account, the im-
plication is that as much as 0.2-0.3 g
may have been ingested and the differ-
ence between therapeutic and toxic
doses is easily established.

5 ~CHj,

1-CH,

0 i Lol
4000 2000 1800 1400
Wavenumber (cm-!)

1000 7

O -

Figure 4. Spectroscopic data for the mussel toxin.

(2) MS/MS fragment ion spectrum of the m/z 312 ion in the positive ion FAB mass spectrum of a ‘oxic XAD-2 fraction, (b) FT-IR spectrum of a thin film of the iso-
lated toxin on CaF, window, and (c) 300 MHz proton NMR spectrum of purified toxin dissolved in D,0.
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Figure 5. Dose-response curve, plotted as inverse of time of death (TOD) against
dose of domoic acid (determined by HPLC analyses), for standard solutions and for
different contaminated mussel extracts injected into the mouse.

Each point is the mean of 2—4 replicate measurements of TOD for one solution, and the error bars repre-
sent an estimate of the standard deviation. The curve is a second-order polynomial least-squares regres-

sion on all data points.

The neurotoxicity of domoic acid re-
sults from its effect as a potent gluta-
mate agonist (4-7). Domoic acid can be
considered to be a conformationally re-
stricted form of glutamic acid that dis-
rupts normal neurochemical transmis-
sion in the brain by binding to certain
glutamate receptors of normal cells.
This results in continuous stimulation
of neurons and the eventual formation
of lesions.

COzH
HoN CO.H
Glutamic acid

Retrospective

A detailed scientific account of the
identification of the mussel toxin has
been published (1), and a prolonged
investigation into the source of the do-
moic acid was also conducted. The lo-
calization of domoic acid in the diges-
tive system of the shellfish clearly
pointed to a dietary origin for the toxin.
As mentioned earlier, the digestive
glands were engorged with plankton,
the microscopic examination of which
revealed large numbers of an unidenti-
fied diatom. Coincidentally, marine bi-
ologists patrolling the affected estuary
observed a substantial uni-algal bloom
of phytoplankton later identified as the

diatora Nitzschia pungens forma
multiseries. This work, which has been
described in detail elsewhere (12, 13),
also established unequivocally that do-
moic zcid is produced as a secondary
metabolite of the diatom.

This is the first report of a shellfish
toxin “rom a marine diatom, and the
implications for the shellfish industry
are significant. The diatom N. pungens
is widely distributed in the coastal wa-
ters of the Atlantic, Pacific, and Indian
oceans, although production of domoic
acid in all strains has not yet been dem-
onstraszed. It is known, however, that
shellfish harvested from other loca-
tions cn the eastern seaboard contain
domoic acid (9).

The cause of the bloom of N. pun-
gens cannot be answered with any de-
gree of certainty. One possible explana-
tion is -hat freshwater runoff from agri-
culturel land caused stratification of
the ocean layers and raised the nutri-
ent level in the coastal waters at just
the rigat time in the diatoms’ lifecycle.
In fact, there was a record-breaking
storm with easterly winds on Sept. 7,
1987. I is of interest that a similar, but
less dense, bloom of N. pungens oc-
curred in the same area in late 1988. In
this case, it was found that the rise and
fall of cell density of N. pungens in the
seawatar accurately reflected that of
domoic acid concentration in water and
cultured mussel samples. Nevertheless,
a DFO screening program implement-

ed for domoic acid effectively protect-
ed the public and the rest of the shell-
fish industry during this repeat epi-
sode. Fortunately, shellfish contaminated
with domoic acid clear themselves if
kept in clean seawater, so the aquacul-
turist is not faced with a total loss if
toxification of a crop occurs.

In retrospect, the speed with which
the toxin was identified is attributable
to several factors: its water solubility,
which permitted discarding the entire
lipid-soluble fraction; the high concen-
tration in the contaminated mussels;
the availability of an on-site biocassay
that was rapid and reasonably precise;
and the fact that the toxin turned out
to be a compound that could readily be
found in the chemical literature. More
important than any of these factors,
however, was the dedication and cama-
raderie of the entire team of scientists,
technicians, and support staff who
worked with minimal sleep until the
mystery was solved.

This article is NRCC publication no. 30557
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Signal Fluctuations Due to Individual Droplets in Inductively
Coupled Plasma Atomic Emission Spectrometry

John W. Olesik,* Lisa J. Smith, and Eric J. Williamsen

Department of Chemistry, Venable and Kenan Laboratories, CB 3290, University of North Carolina,

Chapel Hill, North Carolina 27599-3290

tecinm i T 1

Large y fluct are observed from ana-
tyte species in Inductively coupled plasmas. Relative standard
deviations are as large as 71% when emission is viewed with
time resolution of 10 us. Low in the plasma, peaks in atom
emission intensity are accompanied by depressions in ion
emission. This behavior appears to be due to local cooling
by aeroso! droplets. High in the plasma, peaks in atom
emission are followed by peaks in ion emission. These
emission spikes result from atomization and ionization of
analyte from vaporizing particles. Laser light scattering ex-
periments show that droplets or particles exist in a conven-
tional 1.0-kW plasma up to 20 mm above the load coil.
Emission signals detected high in the plasma correlate with
laser light scattering signals below.

Intensity fluctuations in inductively coupled plasma (ICP)
atomic emission spectroscopy limit the precision attainable.
In order to improve precision using internal standardization,
the analyte and internal standard signals must correlate with
one another. Therefore, several studies have focused on
characterization of noise (1-7) and correlation (8-11) among
different ICP emission signals.

Noise power spectra (noise power versus frequency of the
noise) (I, 3-7) have been measured to characterize ICP
emission. Four different noise sources have been identified.
White noise is due to completely random variations in in-
tensity and therefore has a constant noise power as a function
of frequency. White noise is present in all measurement
systems. White noise can be minimized by using a narrow
detection bandwidth, such as by integrating the signal. One
source of white noise results from the counting statistics of
discrete photons arriving at the photocathode of a photo-
multiplier.

Whistle noise occurs at specific frequencies. Noise at 60
Hz and its harmonics is present due to the use of 60-Hz ac
power. A second type of whistle noise has been observed on
ICP emission with a frequency between 200 and 400 Hz. The
corresponding peak in the noise power spectrum is broader
than the sharp 60-Hz peak. The noise frequency varies with
the applied power and gas flow rates. Plasma rotation (5) and
vortex ring formation (7) have been hypothesized as the source
of the noise.

Flicker noise (1/f noise) increases in magnitude at lower
frequencies. The flicker noise originates from drift in the
plasma power, detection system, or sample introduction
system. Virtually every component of the analytical system
can contribute to drift. For example, changes in the load coil
cooling water temperature affect emission intensities (12).

The nebulization process is probably the main source of 1/f
noise. Noise power spectra of Ar I emission observed with
and without nebulization of water show that the 1/f noise is
increased by the sample introduction system. Carbon emission
intensity precision was found to be an order of magnitude
better when the sample was introduced as a gas than when
entering the plasma as an aqueous aerosol containing sugar
(13).

Flicker noise cannot be reduced by integration. However,
internal standardization can be used to improve analysis
precision if the internal standard signal correlates highly
(positive.y or negatively) with the analyte signal. The degree
of correlation between emission signals from the ICP has been
found tc be dependent on the elements and spectral lines
observec (8, 11).

The production and transfer of aerosol into the plasma can
produce signal instability. Changes in spray chamber pressure
can produce large variations in emission signals (10). Rapid
pressure fluctuations can be traced to liquid droplets running
down the drain hose (10). Electrostatic effects can also pro-
duce fluctuations in the emission intensities (I13).

In this paper we focus on signal fluctuations that appear
to be due to individual aerosol droplets and their vaporization
products. We have observed fluctuations that consist of
“spikes” or “dips” in emission intensity. Because these fluc-
tuations occur on a fast time scale (10-200 us) and they do
not appear at fixed time intervals, their presence is not dis-
cernible in the noise power spectra.

The presence and species dependence of the emission in-
tensity fluctuations have been observed independently by two
differens research groups. We observed the fluctuations in
intensity versus time data while we were acquiring spatially
resolved noise power spectra (15, 16). Our original goal was
to use noise-power spectra as a diagnostic of nebulizer per-
formance. Farnsworth et al. (17) observed intensity fluctu-
ations with a spatially dependent magnitude while obtaining
intensity versus height data by continuously moving the ICP.
Both groups saw that intensity fluctuation patterns for atom
emission were different from those from ion emission. Ci-
cerone and Farnsworth (I8) have described a method to
measure gas flow velocities in the central channel of the ICP
by using the signal fluctuations.

Herein we describe four different sets of experiments to
characterize the intensity fluctuations and identify their origin.
Single-channel measurements were used to obtain repre-
sentative intensity versus time data. The distribution of
intensities (number of occurrences at particular intensity
intervale) was obtained from these data. From these data one
can assess the normaley of the distribution. A dual channel
detection system was used to investigate the correlation be-
tween signals from different spectral lines and locations in
the plasma.

Laser light scattering experiments in a 1.0-kW plasma (at
heights from 4 to 20 mm above the load coil) detected the
presence of droplets or large particles. Emission intensities
were measured simultaneously to test for correlation between
the presance of scatterers and emission intensity fluctuations.
Experiments that use two nebulizer/spray chamber combi-
nations simultaneously were carried out to determine if in-
tensity fluctuations resulted from the presence of individual
aerosol droplets or from analyte atoms (ions) generated from
them.

EXPERIMENTAL SECTION

Inductively Coupled Plasma. A Plasma-Therm Model
HFL-1500G power supply and Model AMNPS-1 impedance

0003-2700/89/0361-2002$01.50/0 © 1989 American Chemical Society
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Figure 1. Optical system: L, He-Ne laser; ICP, inductively coupled
plasma; M1, plane mirror; M2, spherical mirror, 0.5 m focal length; BS,
beamspilitter; FO, fiber optic bundle; MONO, monochromator; DR SPEC,
direct reading spectrometer.

OR SFEC

M2

LTT

matcher were used, operating at 40.68 MHz. Outer and inter-
mediate gas flow rates were controlled by needle values and
monitored with rotameters. Conventional (Fassel, Plasma-Therm
type) and low-flow torches (both purchased from Precision
Glassblowing of Colorado) were used. Outer argon flow rates were
between 16 and 18 L/min for the conventional torch and 8 to 10
L/min for the low-flow torch. Intermediate flow rates of 0.6-0.9
L/min were used.

Sample Introduction System. Concentric, pneumatic neb-
ulizers (Meinhard Model TR-30-A3) were used with Scott-type
dual barrel spray chambers (Plasma Therm Model SC-2). In
experiments employing a single nebulizer-spray chamber, the
central gas flowing through the nebulizer was contrclled by a
pressure regulator. A calibration of pressure versus mass flow
rate using a Brooks Model 5850/5876 controller was performed
so that the flow rate could be calculated from the pressure
measurement subsequently. In the dual nebulizer—spray chamber
experiments the mass flow controller was used to control the argon
flow through the second nebulizer. Sample was pumped to the
nebulizer at a rate of approximately 1.0 mL /min using a peristaltic
pump (Gilson Miniplus 2 or Scientific Industries Model 203). A
total central gas flow rate of 1.0 L/min or less was used.

Spectrometers. Two spectrometers were employed for the
single-channel and dual-channel measurements. A Jerrell-Ash
Atom Comp 750 direct reading spectrometer was used to observe
Ca I and Ca II emission from the same location in the plasma.
The direct reading spectrometer is a 0.75 M Paschen mount
system with a 2400 grooves/mm grating and 50-um exit slits. The
effective entrance slit width was 105 um (the diameter of the fiber
optic). In other experiments, a McPherson Model 270 0.35-m
monochromator with a 1200 grooves/mm grating blazed at 500
nm was also used.

Detection Electronics. The current sighals from two pho-
tomultipliers in the spectrometers were fed directly into a pair
of Keithley Model 427 current amplifiers. The output rise time
was set to 0.01 or 0.03 ms for emission measurements and 0.1 ms
for detection of laser scattering experiments. Gains of 10° or 108
V /A were used. The outputs of the two current amplifiers were
connected to a Nicolet Model 3091 digital oscilloscope. The two
4000-point data sets were transferred as ASCII data t> an IBM
PC via an RS-232 interface operating at 9600 baud. Software to
transfer the data and convert it into real numbers (including scale
factors) was written in ASYST (MacMillan Software Co.) and
IBM Assembly Language. A sampling rate of 5 us per point was
used.

Optics. The optical system is shown In Figure 1. A 0.5-m
focal length spherical mirror (Opco Laboratory, 1/, wave, 4 in.
diameter, Al with magnesium fluoride overcoat) formed an image
of the plasma with a magnification of 0.5. A plane 4 in. diameter
mirror (Opco Laboratory, 1/, wave, Al with magnesium fluoride
overcoat) was also used. A beamsplitter (Melles Griot models
03FNQO07 or 03FNQO15, with transmittance values of 50% and
10%, respectively) was used to direct a portion of the light onto
the end of a 1.5-m long fiber optic bundle (General Fiter Optics
part no. 24-0.1/6.0-0.25/3.0-1.5). The fiber optic bundle consisted
of a 2 X 24 array of 105 um diameter core (125 um diameter with
cladding), UV transmitting fibers. A 1.5-mm mask was mounted
in front of the fiber-optic bundle so that a region of the plasma
approximately 3 mm high was viewed simultaneously. The other
end of the fiber-optic bundle is arranged in a 1 X 48 array. The
slitlike fiber optic bundle was mounted in place of the entrance
slit of the direct reading spectrometer, acting as a 105 um X 6
mm slit.
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Figure 2. Time-resolved emission at 6 and 10 mm above the load coil:
{a) Ca I 422 nm, 6 mm above the load coil; {b) Ca II 393 nm, 6 mm
above the load coil; {c) Ca I emission 12 mm above the load coil; (d)
Ca II emission 12 mm above the load coil.
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Figure 3. Time-resolved emission at 16 and 20 mm above the load
coil: (a)Ca I 422 nm, 16 mm above the load coil; (b) Ca 11 393 nm,
16 mm above the load coil; {c) Ca I emission 20 mm above the load
coil; (d) Ca II emission 20 mm above the load coil.

The 0.35-m monochromator and collection end of the fiber-optic
bundle were placed at the sagittal focus of the mirror.

Selection of Vertical Observation Zone. A computer-con-
trolled linear actuator (Airpax K92211-P1) was used to move a
ball slide (Dell Tron) holding the collection end of the fiber-optic
bundle. A similar, second linear actuator/ball slide combination
was used to position a 1 mm high mask mounted in front of the
entrance slit of the 0.35-m monochromator.

Time-Resolved Laser Light Scattering. A 5.0-mW He-Ne
laser (Uniphase) was used for time-resolved light scattering
measurements. The laser was positioned so that scattered light
was collected at a small angle from the laser beam in the forward
direction (Figure 1).

Laser Scattering Image Detection. One-dimensional laser
light scattering images were obtained by using a nitrogen laser
pumped dye laser, image rotating collection optics, monochro-
mator, and gateable photodiode array detector. This instrumental
system is described in detail in ref 14.

RESULTS AND DISCUSSION

1. Characterization of the Signal Fluctuations. Large
fluctuations were observed (Figures 2 and 3) when analyte
emission from the ICP was acquired at a rate of 5 us per point.
Relative standard deviations are listed in Table I for Ca1and
Ca II emission as a function of height in the plasma.

The nature and magnitude of the fluctuations are species
and viewing height dependent (Figures 2 and 3). Ca I emission
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Table I. Variation (Relative Standard Deviation) in Ca I,
Ca II Emission Intensities

height above

load coil, mm % Cal % Call
6 41 26
8 67 7
10 71 14
12 68 14
14 57 16
16 51 18
18 45 18
20 26 21
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Figure 4, Frequency distribution, normalized frequency distribution, and
cumulative fraction of integrated signal for Ca I emission at 6, 10, and
16 mm above the load coil. Sample was 100 ppm Ca.

Relative Intensity

consisted of large spikes on top of a small constant signal
(Figure 2a,c; Figure 3a,c). The relatively constant base line
is due to both Ca I emission and continuum emission from
the plasma. The Ca I emission spikes become less frequent
as one looks higher in the plasma. In contrast, Ca II emission
has a large dc component at all heights in the plasma (Figure
2b,d; Figure 3b,d). The de component is due mainly to Ca
II emission. The continuum background contributes less than
10% of the dc component signal. Ba and Mg atom and ion
intensities behave similarly to Ca atom and ion intensities.

Plots of the intensity frequency distributions for Ca I and
Ca II are dramatically different (Figures 4 and 5). At each
of the observation heights (6, 10, and 16 mm above the load
coil) the data are plotted in three different ways. Each data
set, consisting of 20000 intensity measurements, is plotted
as the number of occurrences versus intensity (a—c in Figures
4 and 5). Fifty equal-sized intensity intervals were used.

The observed fluctuations in the emission signals are not
due to photon shot noise. At a relative intensity of 15 on the
Ca I emission frequency distributions, the theoretical standard
deviation of the short noise is approximately 1.5 relative in-
tensity units.
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Figure 5. Frequency distribution, normalized frequency distribution, and
cumulative fraction of integrated signal for Ca II emission at 6, 10,
and 16 mm above the load coil. Sample was 100 ppm Ca.
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Figure 6. Frequency distributions for Ca I emission (—), background
emission (@), and chemiluminescent light emission (A).

We repeated the measurement of Ca I intensities and
continuum background with a single 0.35-m monochromator
with higher light throughput than the fiber-optic/direct
reading spectrometer system. The data are shown in Figure
6. This was done to be sure that the shapes of the frequency
distributions shown in Figure 4 were not due to continuum
background, shot noise, or the minimum detectable photo-
current.

The continuum intensity data (acquired while distilled
water was introduced into the plasma) was narrowly distrib-
uted with an average relative intensity of 5.5. The Ca I in-
tensities were widely distributed with a most probable relative
intensity of 11.5.

The standard deviation of the theoretical shot noise was
calculated to be 0.65 relative intensity unit for an average
relative intensity of 25. (This corresponds to a standard
deviation 2.6 X 1077 A for an average signal of 1.0 X 108 A.)
We experimentally obtained an estimate of the shot noise by
using a chemiluminescent light source (American Cyanimid
Cyalume Chemical Light). The monochromator was used in
zero order. The slits of the monochromator were adjusted to
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produce a photomultiplier tube output current of 1 X 105 A
(a relative intensity of 25). The standard deviaticn was 6.6
X 107 A (1.65 relative intensity units). From these data
(Figure 6) it is clear that the observed fluctuations in emission
intensities are not due to photon shot noise or changes in the
continuum background. Instead the intensity variations are
due to fluctuations in the statistics of free atom and ion
production.

An occurrence of an intense spike will contribute more to
the time-integrated emission intensity than a low-intensity
data point. In order to relate the frequency distribution to
the integrated intensity value, the frequency distribution was
normalized and expressed as the fraction of the signal. The
points contained in the solid line in the plots on the right side
of Figures 4 and 5 were obtained by multiplying the frequency
by the value of the center of the intensity interval and then
dividing by the total time-integrated intensity. At 16 mm
above the load coil, almost 20% of the time-integrated Ca I
intensity (which included background) (Figure 4f) comes from
data points with a relative intensity of 7. Less than 2% of
the time-integrated intensity originates from data points with
a relative intensity of 25.

The dashed lines in the plots on the right side of Figures
4 and 5 show the cumulative fraction of the signal. For ex-
ample, more than 85% of the time-integrated Ca I intensity
comes from data points with intensities less than or equal to
25 at 16 mm above the load coil (Figure 4f). More than 50%
of the signal originates from data points with intensities less
than or equal to 8.

The intense spikes in the Ca I signal make a major con-
tribution to the time-integrated intensity. At 10 mm and 16
mm above the load coil the intense spikes are infrequent but
large enough to contribute significantly to the time-integrated
intensity. This is particularly true when one realizes that the
continuum background emission intensity is near the most
frequent intensity (Figure 4f). As a result, the intensities at
422 nm (Ca 1) are not normally distributed about the mean.

The minimum and maximum observed Ca I intensities do
not change dramatically at 6, 10, and 16 mm above the load
coil. However, the shape of the distribution of intensity values
changes, leading to changes in the integrated signal. Different
integrated Ca I intensities (e.g. at different heights in the
plasma) are therefore mainly a function of the namber of
intense spikes per unit time rather than the variations in the
intensity of individual spikes.

In contrast, the Ca Il intensities are more normally dis-
tributed about the mean as shown in Figure 5. The entire
distribution of intensities moves along the intensity axis while
the shape and width of the distribution change little. The
observed minimum and maximum intensities are a function
of height. At 6 mm above the load coil the distribution is
slightly skewed toward low intensities (Figure 5a). This is due
to dips in the Ca Il emission (Figure 2b). At 16 mm above
the load coil a tail on the high-intensity side of the mean
becomes more significant. This is due to intense spikes in the
ion signal (Figure 3b; also see Figure 3d).

2. Source of the Fluctuations. The emission intensity
is proportional to the number of excited-state atoms (ions)
in the observation zone. At least three different notential
origins of changes in intensity with time must be considered.
Emission intensity fluctuations could be due to time-de-
pendent changes in (1) the excitation efficiency, (2) shifts in
the atom-ion equilibrium, or (3) vaporization, atomization,
and ionization of sample particles following desolvation of
individual sample droplets.

Changes in excitation efficiency (excitation temperature)

would most likely lead to a concurrent increase or reduction
of both atom and ion emission. Only the magnitude of the
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Figure 7. Time-resolved Ca I (——) and Ca II {-—-) emission: (a)
6 mm above the load coil; (b} 14 mm above the load coil; (c) 20 mm
above the load coil.

changes in emission intensity would be dependent on the
particular spectral line observed. However, if shifts in the
atom—ion equilibrium are dominant, an increase in atom
emission would be accompanied by a decrease in the ion
emission intensity.

Intensities of “soft” lines (19-22) (atom lines with low ex-
citation potentials, elements with low ionization potentials)
of Ca and Ba correlate well with each other as do “hard” (ion)
lines of Ca and Ba. However, there is a poor correlation
between atom and ion emission when the entire data set for
each is compared. Therefore, we focused on the largest spikes
in the atom signals. Data were acquired simultaneously for
Ca I and Ca II emission at the same location in the plasma
by using the optical fiber to transfer light to the direct reading
spectrometer. The digital oscilloscope was triggered off of a
large spike in the Ca I signal.

a. Correlation between Ca I Emission Spikes and Ca
II Emission. Low in the plasma, spikes in the Ca I signal
were accompanied by depressions in the Ca Il signal (Figure
7a). The data shown in Figure 7a are from a single oscillo-
scope trace. However, the simultaneous occurrence of Ca I
spikes and Ca II dips was consistent. This suggests that a shift
in the atom—ion equilibrium had occurred, perhaps due to local
cooling of the plasma.

High in the plasma, each large spike in the Ca I signal was
followed by a peak in the Ca II intensity (Figure 7c). The time
between maxima in the atom and ion signals varied between
approximately 30 and 60 us. Here, it appears that a pulse of
sample is atomized, followed by ionization as it passes by the
observation volume. At 14 mm above the load coil no clear
correlation was observed between spikes in the Ca I emission
and the Ca II emission behavior (Figure 7b).

The data described above are consistent with the presence
of individual droplets of sample solution. Low in the plasma,
small droplets have been desolvated, vaporized, and atomized.
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Figure 8. Time-resolved Ca I (~~-) and Ba I (—) emission at 8
mm above the load coil: (a) Ca and Ba in same solution, introduced
into both nebulizers; (b) Ca solution introduced through nebulizer 1, Ba
solution introduced through nebulizer 2.

However, some large droplets apparently have not been totally
desolvated. In the region of the plasma near the desolvating
droplet, the temperature should be lower than the bulk of the
plasma due to cooling by the water vaporization and atomi-
zation. As a result, one would expect a shift in the equilibrium
of atoms and ions toward more atoms and fewer ions. The
emission data low in the plasma (Figure 7a) show such a shift.

Higher in the plasma desolvation should be complete (there
are fewer incompletely desolvated droplets). The remaining
analyte particle then undergoes vaporization. The vaporizing
particle will produce a locally high concentration of atoms.
The atoms should then be quickly ionized by the plasma. The
emission behavior at 20 mm above the load coil (Figure 7c)
is consistent with this process.

Myers and Tracy (11) observed a somewhat similar corre-
lation behavior for Sr I and Sr II on a much slower time scale.
At 5 mm above the load coil, Sr I and Sr II emission signals
were anticorrelated. At 20 mm above the load coil Sr I and
Sr IT emission signals correlated. The correlation apparently
disappears at a location between 10 and 15 mm above the load
coil. However, unlike our faster time scale data, Sr I emission
at 5 mm above the load coil correlated with Sr II emission at
20 mm above the load coil without lag.

b. Dual Nebulizer Studies. If the above description of
the origin of the signal fluctuations is true, the behavior low
in the plasma should be independent of the source of droplets.
Therefore, we combined the output from two nebulizer/spray
chamber systems before sending it into the plasma. A 100
ppm Ca solution was introduced through one of the nebulizers
and a 100 ppm Ba solution through the second nebulizer.

If the desolvating droplets cause a cooling of the plasma,
leading to an increased number of atoms and decreased
number of ions, the behavior should be independent of the
nebulizer from which the droplet originates. Therefore, Ba
I and Ca I signals should correlate with each other. In con-
trast, if the signal fluctuations result from vaporization and
atomization of desolvated analyte particles, the Ba I and Ca
I emission should not correlate. The Ba and Ca atoms ori-
ginate from different droplets.
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Figure 9. Time-resolved Ca I (~-~) and Ba I emission (—) at 19
mm above the load coil: (a) Ca and Ba in same solution, introduced
into both nebulizers; (b) Ca solution introduced through nebulizer 1, Ba
solution introduced through nebulizer 2.

The Ca I and Ba I signals do correlate low in the plasma,
as showr: in Figure 8. Whether the Ca and Ba are introduced
in the same nebulizer, or from different nebulizers, peaks in
the Ca I signal are accompanied by peaks in the Ba I signal.
The results were similar when the Ca and Ba solutions were
switched. Further, depressions in Ca II accompanied peaks
in the Ba I signal and depression in the Ba II signal accom-
panied peaks in the Ca I signal.

As a rasult, it appears that shifts in the atom—ion equilib-
rium are responsible for the signal fluctuations observed low
in the ICP. This behavior is most likely due to cooling by
individual vaporizing droplets of solution.

High in the plasma (16-20 mm above the load coil) Ca I
and Ba I signals correlated when introduced through the same
nebulizer but did not correlate if separate nebulizers were used
(Figure 9). (Approximately 5% to 10% of the time the Ca
I and Be [ signals did correlate when Ca and Ba were intro-
duced from separate nebulizers. This could be due to coa-
lescence of two droplets.) Similarly, Ca IT and Ba I1 signals
peaked zt the same time only if introduced through the same
nebulizer, regardless of which nebulizer was used. Ca Il and
Ba I1 emission peaked slightly after Ba I signals in time (Figure
10) when Ca and Ba were introduced through the same neb-
ulizer. When Ca and Ba were introduced into separate neb-
ulizers, no correlation between Ca II emission and Ba I
emission. was observed.

Therefore, the spikes in Ca and Ba atom emission intensities
observed high in the plasma appear to originate from va-
porization and atomization of individual analyte particles high
in the plasma. The atoms are then rapidly ionized.

c. Laser Light Scattering. If there are droplets and
particles large enough to survive during their travel in the
plasma, they should be detectable by using laser light scat-
tering. We performed laser light scattering with two different
systems. Previously, we had observed large scattering signals
while attempting to make saturated laser-induced fluorescence
measurements in 1.0-kW plasmas.

Two ohservations became clear. First, scattering could be
detected, even in the normal analytical zone of a 1.0-kW
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Figure 10. Time-resolved Ca 1I (-—-) and Ba I emission { } at
19 mm above the load coil: (a) Ca and Ba in same solutior, introduced
into both nebulizers; (b) Ca solution introduced through nebulizer 1, Ba
solution introduced through nebulizer 2.

Table II. Laser Light Scattering Intensity as a Fanction of
Height in the Center of a 1.0-kW ICP

height above height above

load coil, mm  rel intens load coil, mm  rel intens
4 113000 14 700
6 25200 16 700
8 12600 18 600
10 15860 20 800
12 980 22 0

plasma (14). Previously laser scattering has been observed
low in an operating ICP (11). As expected, we observed that
the seattering intensity decreases with height in the plasma
(Table I). The decrease in scattering intensity can be at-
tributed to two factors: fewer droplets or particles to scatter
light and smaller droplets as desolvation proceeds. Only large
droplets should be able to travel to points high in the plasma
without being totally desolvated. The number of spikes in
the Ca atom emission intensity per second also decreases with
height in the plasma.

Second, the scattering was confined to a narrow zone in the
center of the plasma. Normalized Sr I emission anc scattering
signals are shown in Figure 11a. At 6 mm and 9 mm above
the plasma we were able to detect scattering from a single laser
pulse. Scatterings due to four separate, individual laser pulses
at 6 mm above the load coil are shown in Figure 11b. These
data show that large droplets or particles are present in the
operating, 1.0-kW plasma. No scattering was detectable when
liquid sample was not delivered to the nebulizer.

We then detected time-resolved laser light scattering (using
a CW He-Ne laser) and emission signals simultaneously. If
vaporizing particles are responsible for the emission spikes
high in the plasma, there should be a correlation between laser
light scattering signals at a particular height in the plasma
and emission spikes above.

The He-Ne laser was directed through the plasma 10.5 mm
above the load coil. The scattered light was detected by the
0.35-m monochromator. Ca I emission was obsetved at lo-
cations from L0.5 to 16.5 mm above the load coil by moving
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Figure 11. (a) Comparison of laterally resolved Sr emission (—) and
radially resolved laser light scattering profiles (- —~) at 6 mm above
the load coil. (b) Laser light scattering signals detected from single laser
pulses.
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Figure 12. Comparison of time-resolved laser light scattering and Ca
I emission signals. Laser light scattering (- - -) was detected at 10.7
mm above the load coil. Emission signals (—) were detected at (a)
10.7 mm, {b) 12.7 mm, (c) 14.7, and (d) 16.7 mm above the load coil.

the collection end of the fiber optic (transferring light to the
direct reading spectrometer). The digital oscilloscope was
triggered off the laser scattering signal.

The laser light scattering and Ca I emission signals corre-
lated with each other (Figure 12). Ca I emission spikes were
observed at increasing delays as the separation between the
laser scattering observation zone and the emission observation
zone was increased. Therefore, the emission spikes are related
to scatterers, here probably droplets or large analyte particles,
detected below.

CONCLUSIONS

Individual droplets lead to large fluctuations in both atom
and ion emission signals in the ICP. Desolvating droplets low
in the plasma appear to affect the ion—atom equilibrium by
causing local cooling of the plasma. Particles vaporized higher
in the plasma lead to spikes in the atom emission signal.
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Tonjzation leads to a slightly later peak in the ion emission
signal.

The presence of the observed signal fluctuations could have
a significant impact in three areas. First, the application of
equilibrium models of ICPs may be suspect. For example,
ion-to-atom intensity ratios are dramatically affected by the
infrequent, but intense, atom emission spikes. Particularly
low in the plasma, the ion-to-atom intensity ratio fluctuates
widely. Emission intensity is not linearly related to tem-
perature. Therefore, the average temperature determined
from a ratio of time-integrated ion-to-atom intensities may
not be equal to the actual average temperature of the plasma.
Further, the deviation of the ion~atom intensity ratio based
temperature from the actual average temperature may be
species dependent.

Second, time-integrated analyte signals may be significantly
affected by the unique behavior of the large droplets. One
could envision matrix effects and intensity versus concen-
tration relationships being droplet size dependent.

Third, the droplets may provide invaluable means of
studying vaporization, atomization, and ionization processes
in a temporally resolved manner in the ICP. The fluctuations
may be valuable as a diagnostic for nebulizer operation (such
as changes in the droplet size distribution). Experimental
results addressing some of these questions will be addressed
in a forthcoming paper (23).
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A spectral analysis of whole EDTA blood was undertaken by
using attenuated total reflection and Fourier-transforrn infrared
spectroscopy. The concentration of blood glucose was
measured by an enzymatic method using glucose de-
hydrogenase and ranged between 40 and 290 mg/dL. with an
average concentration of 90.4 mg/dL. Multivariate calibration
with the partial least-squares (PLS) algorithm was performed
on spectral data between 1500 and 750 cm™ showing a
varying background from different unidentified interfering
compounds. Cross validation was carried out for optimizing
the PLS model. PRESS'? was 19.8 mg/dL, which was cal-
culated on the basis of 127 standards, whereas the estimated
standard deviation for the calibration fit was computed to be
11.9 mg/dL. Infrared spectroscopy can be used for moni-
toring glucose levels within the normal physiological range in
a complex matrix like whole blood as an alternative to elec-
trochemical sensors.

INTRODUCTION

In clinical chemistry, many of today’s substrate determi-
nations are carried out by chemical, enzymatic, or immuno-
logical methods. An extensive review article on the mea-
surement of blood glucose is given by Burrin and Price (1)
who classify the existing glucose methods into two categories,
chemical procedures and enzymatic procedures; some intro-
ductory remarks on the latter will be given.

Within the enzymatic determinations, the method using
hexokinase/glucose-6-phosphate dehydrogenase is still ac-
cepted as the reference method and sets the standards for
accuracy and precision (2, 3). The second enzyme considered
is glucose oxidase, the use of which has been reported and an
example of which is a recent publication employinz flow in-
jection analysis (FIA) (4). Because of its convenience and
speed, another method with glucose dehydrogenase is wide-
spread; it produces similar results to the first reference method
mentioned (5) and is available in kit form. For our blood
samples, this method was programmed on an ana’yzer and
produced the wet chemical glucose concentration values. Dry
reagent chemistry systems for which photometric measure-
ments can be included to obtain greater sensitivity ard a wider
analytical range (see ref 1) have become very popular.

Some basic problems in the assessment of bicchemical
phenomena and reactions cannot be solved by random checks,
and constant monitoring techniques are necessary. Electro-
chemical biosensors (6) can be used for this purpose, but
solid-phase chemistry is involved. The sensors often employ
the concept of immobilized enzymes on top of an ion-selective
electrode, which are able to measure a substrate or a product

* Author to whom correspondence should be addressed.

of the enzyme either potentiometrically or amperometrically.
In spite of the efforts of many interdisciplinary groups, the
response of the sensors deteriorates, when used over an ex-
tended period of time e.g. for invasive measurements (7-9).
As well as the sensors containing an electrode, other types have
been proposed, which are reviewed in ref 10 and 11.

A different approach is undertaken with spectroscopic
techniques, where no special reagents are necessary. Infrared
spectroscopy has been suggested for monitoring glucose con-
centrations. For aqueous media, infrared measurements
usually require a very short cell path length in the range of
10-50 um; to cope with the strong water absorption bands,
attenuated total reflectance (ATR) has been extensively used
with aqueous samples (I2). Applications, especially with
Fourier-transform IR spectroscopy, can be found for meas-
uring carbohydrates in aqueous solutions (13, 14). Other
papers have been concerned with protein adsorptions onto
the ATR crystal, which can be important, when measuring
whole blood {see first references in ref 15). Kaiser claimed
that it would be possible to monitor glucose in whole blood
by employing the ATR technique in combination with a CO,
laser (16), but single wavelength measurements cannot be
successful because of the blood matrix complexity. Further
studies were recently undertaken with an ATR cylindrical cell
using FT-IR spectroscopy for biological fluids including spiked
blood serum, where the concentration of the glucose was much
greater than normal physiological concentrations. A cali-
bration using the glucose absorption maximum at 1036 cm™
was carried out, and the problem of the glucose calibration
as traditionally performed was briefly discussed (17). Our
approach, which follows, makes use of multivariate calibration
with information from a broad spectral infrared range.

MULTIVARIATE CALIBRATION

The objective of quantitative analysis is the prediction of
analyte concentrations in mixtures of unknown composition.
With spectroscopic data, all methods are based on Beer’s law
by which a linear relationship between the measured absor-
bances and the concentrations is defined. The regression
methods may be classified into two categories. The first one,
namely the classical approach, makes use of Beer’s law as it
is normally formulated regressing some standard spectra with
known composition against the sample spectrum to be ana-
lyzed. So the classical methods comprise the algorithms
known as spectral fitting techniques. Within the category of
classical methods, the so-called K-matrix approach, using the
pure component spectra as standards (regressors), can be
found widespread in the literature of applied spectroscopy.
Matrices and vectors will be represented by upper and lower
case boldface letters, respectively, others are scalars With
matrix calculus the basic equation can be written as

a=Kc+e (1)

where the columns of K (N X L matrix) represent the com-
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ponent spectra, and the elements of the L-dimensional vector
¢ are chosen as to fit the measured absorbance spectrum a
represented by N spectral data points; e is a vector due to
measurement errors.

With the assumption that the problem of collinearity among
the regressors in the matrix K, i.e. the similarity between the
different component spectra, is not too large, eq 1 may be
solved by an ordinary least-squares approach. A serious
problem arises with the K-matrix method applied to complex
samples, for which some component spectra contributing to
the measured absorbance spectrum a are not taken into
consideration. Thus, false modeling leads to systematic errors
(bias) in the estimation of the vector ¢ (18, 19). Bias can also
be produced when existing interference effects from molecular
interactions are not taken into account. For practical reasons,
however, the component spectra are often not available.

This problem can be solved by using mixture spectra of
known composition, which may be used to estmate the pure
component spectra in a preceding step. Alternatively, the
mixture spectra may be used as regressors {columns of K),
and the individual concentrations are computed by simple
matrix multiplication after the estimation step (“Q-matrix
approach” (15)).

Because of the composition complexity of the blood samples,
the K-matrix approach is inappropriate for the quantitative
analysis of blood glucose studied in this paper. Instead, the
second category of analytical quantitative methods formed
by the so-called “inverse modeling” or P-matrix method (18)
was used. By this approach, one concentration is fitted by
weighting the different absorbance values of the spectrum

c=aTp+e 2)

With eq 2 the role of absorbance and concentration values
as dependent and independent variables in Beer’s law are
exchanged.

The vector p is determined by regressing several mixture
spectra a; (i = 1, ..., M) against their concentrations ¢ of the
compound to be calibrated

c=ATp+e 3)

The rows of the M X N matrix AT contain the absorbance
values at N wavenumbers. The error vector e is now defined
to arise from uncertainties in the measurement of the reference
vector ¢, whereas any statistical fluctuation in the spectra
comprising AT are presumed to be uncorrelated with e (20).
To obtain statistically significant results from eq 3, it is
necessary to provide an over-determined equation system,
which leads to the constraint of the number of observations
M greater than that of the linear independent absorbance
values at N wavenumbers, i.e. M > rg (A). With the numerical
determination of rg (A), usually the minimum of (M,N) is
obtained, since the spectral noise in AT is much greater than
roundoff errors due to the finite computing accuracy. For
equation systems with N > M, consistent solutions may be
obtained.

The supposition for using the P-matrix approach is that
the calibration population must span all important influences
on the sample spectra from constituents, interaction effects
between compounds, and measurement conditions. This is
necessary to simulate future samples and to predict their
concentration values on this population basis. Samples with
a different type of composition and interferences may then
be deleted from the population as outliers.

The problem of systematic errors as found in the classical
approach due to unknown constituents does not arise with
the inverse model. However, we find too many regressors
raising the problem of collinearity considerably greater than
with the classical approach. With sensitive calibrations, it is
quite often the case that many standards in A are similar,

which could exaggerate the collinearity problem to a degree,
where an ordinary least-squares solution of eq 3, even com-
puted with a numerical method of high quality, leads to un-
acceptable results. By the inverse approach, the elimination
of bias has been achieved at the cost of a dramatic increase
of variance. A strategy is needed providing reasonable solu-
tions of eq 3, which introduce a small bias, but reduce the
variance significantly. This means that we look for the best
predictor in the sense of the mean-square error (20).

This strategy is followed by several algorithms, the most
prominent being the ridge regression (21), the principle com-
ponent regression (PCR), and the partial least-squares (PLS)
algorithm (22, 23). While the matrix AT is factorized in PCR
by the siagular value decomposition (SVD), with PLS the
matrix A is decomposed into a bidiagonal matrix B and two
orthonormal ones (24).

AT = UBVT 4)

As with PCR the analyst has to select those factor modes u,,
v; in eq 4 which are supposed to imply prediction ability.
These are considered for the inverse regression matrix AT only

f’s = AiTe
= V,B,U,Tc (5)

where the index s indicates the modes u;, v; selected for the
calibration (symbols marked by a circumflex are estimated
variables).

The factorization of eq 4 is not as unique as that given by
the SVD. A unique orthogonalization is accomplished by
fixing the first column vector vy, after which the decomposition
into modas w;, v; can be iteratively computed (25). The de-
cisive feature of PLS is the definition of the starting vector
as

vi = Ac/||Ac]| (6)

which can be explained as a scaled sample estimate of the
covariance vector between the measured spectrum and the
concentration. With the starting vector v; properly estimated,
the PLS modes of eq 4 can be shown to arise in an order of
decreasing predictive power. By this, the problem of selecting
the best regression inverse is considerably alleviated (26).

For the application described in this paper, the optimum
number of PLS factors was determined from the minimum
of the PRESS statistics computed from cross validation (27)
using the “leave one out” strategy. The PRESS values
(PRESS i.e. prediction error sum of squares) are calculated
from

M
PRESS () = — & (¢; - TPy r)? Q)
M i=1 v

where the vector P g is obtained from a PLS inversion (rank
R) of eq 3, where the ith standard has been omitted. With
the optimum number of PLS factors obtained, the calibration
results of the model have to be scrutinized for outliers. Outlier
standards arise from systematic errors in the measurement
of the infrared spectrum and/or its corresponding glucose
reference value; this category includes those standards ob-
tained by correct experimental treatment, but which, for some
reason, do not have sufficient resemblance with the average
standard.
Since the calibration residuals
r=c-ATp
=1-ATAT)e (8)
differ in their variance levels, they have to be put on an equal
footing for comparison. This may be done, for example, by
using the Studentized residuals ¢; = r;/{6(1 — h;;)¥/3, where
the “leverage value” h;; is the ith diagonal element of the
matrix ATAT and 52 is the sample variance estimate (28). The
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hy; may also be considered as an unscaled sample estimate of
the Mahanalobis distance between the ith standard spectrum
and the average spectrum of all M standards (29), thus giving
an idea of the influence on the regression fit of each spectrum.

Another criterion is needed to decide whether or not these
influences have an adverse effect on the fit. We used Cook’s
distance (28, 29)

D; = {t#/rg(AD}h;/ (1 - By} ()]

by which the change in the regression vector  is rated, when
the ith standard is omitted. Cook’s distance D; combines two
factors: the first one gives the degree to which a standard can
be considered outlier and the second one takes care of the
standard influence on the fit. Standards with significant
values of D; or £; were deleted. Those with significant residuals
but insignificant influence on the fit were assumed to suffer
from an inprecise reference determination of the concentra-
tion.

EXPERIMENTAL SECTION

Random blood samples were taken by veneous puncture from
patients of the Katharinenhospital Stuttgart using one-way
syringes containing EDTA. The sample population is that of a
general hospital with no specialized medical departments. The
glucose concentration in whole blood decreases steadily because
of its metabolism by the intact blood corpuscles present.
Therefore, the blood samples were stored at 4 °C significantly
reducing the glycolytic action of the cellular blood components.
Whenever a sample of whole EDTA blood was injected into the
measuring cell to take an IR spectrum, another portion of that
specimen was transferred to a hemolyzing reagent containing
maleimide (Boehringer Mannheim GmbH, Mannheim, Federal
Republic of Germany) by which glycolysis was stopped. Within
this solution, the glucose concentration remains constant for
several hours, so that the samples could be collected ancl analyzed
by a Hitachi 705 analyzer (Boehringer Mannheim) for glucose
by the enzymatic glucose dehydrogenase method (see e.g. ref 5).
Reagents were provided from the analyzer trading company.

For analyzer control, lyophilized sera (normal range, M + D
Monitrol I; pathological range, M + D Monitrol II) from American
Hospital Supply Deutschland GmbH (Bereich Merz+Dade,
Munich, Federal Republic of Germany) were used. The glucose
concentration is company-certified by several different methods
from reference laboratories. For direct comparison, the values
from the glucose dehydrogenase method were choser.

The infrared spectra were recorded with a spectrometer Model
1750 from Perkin-Elmer equipped with a deuterated triglycine
sulfate (DTGS) detector. The instrument was purged with ni-
trogen to reduce atmospheric absorption. In order to achieve a
satisfactory signal-to-noise ratio, 20 interferogram scans at a
spectral resolution of 8 cm™ were averaged. Apodization was
performed with a normal Norton—Beer function, and interpolation
resulted in a wavenumber interval of 1 cm™; the spec:ral range
stored for further processing was between 3000 and 750 cm™L.

The cell used for the whole blood measurements wzs a micro
CIRCLE accessory from Spectra Tech (internal volure 25 pL)
assembled as a flow cell with connection fittings drilled out to
give larger inner diameters. The essential part of the cell is its
ZnSe crystal (length 38.1 om, diameter 3.18 mm); both ends are
45° cones. The IR beam is focused by the accessory optics onto
the ATR crystal at angles between about 35° and 55°. More
technical information on the micro CIRCLE accessory including
the number of solution-sensing internal reflections and average
incidence angle has recently been published (30). For our CIRCLE
cell we determined the effective pathlength at the wavenumber
of the glucose absorption maximum (1037 ¢cm™) to be 13.1 um
by comparing the ATR absorbance of an aqueous glucose solution
with that from a transmittance experiment using a cell with CaF,
windows of 50 um thickness. The aqueous solution was prepared
with anhydrous D-(+)-glucose for biochemical purposes (Merck,
Darmstadt, Federal Republic of Germany). The wavenumber-
dependent pathlength will vary slightly for the blood samples
because of small differences in the refractive indices compared
to the aqueous glucose solution.

0.12 T T T T T T
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T T T T T T
3000 2000 1500 cm™ 1000
Figure 1. Absorbance spectrum of whole blood with ATR cylindrical
cell (ZnSe crystal).

For temperature control a heating/ cooling jacket was employed.
The cell was maintained at 37 °C for all measurements. It was
filled by using a programmable Microlab P handpipet with a 1-mL
gastight syringe (1001 TLL) and a miniature valve HV 4-4 from
Hamilton. PTFE tubing with an inner diameter of 0.2 mm was
used for connecting the parts. For cell cleaning, with an aqueous
solution of 5% Extran from Merck, and rinsing, a HPLC-pump
Model 590 (Waters Millipore, Eschborn/Ts., Federal Republic
of Germany) was employed. The spectral background was re-
corded with an aqueous solution of 0.9% NaCl, which was also
used for rinsing the cell. With the recording of the background
completed, 0.8 mL of the sample was injected. The total volume
from the syringe to the outlet of the cell is 200 ul.. The spec-
trometer was started 30 s after filling the cell. The measurement
time for the 20 scans was 75 s. Rinsing and cleaning again followed
this step.

From 30 to 40 samples can be measured before polishing of
the ATR crystal is necessary. The adsorption of protein is
manifested by an increased pressure built-up during cell cleaning
and filling. After polishing, which was carried out using CeQ,
powder, a readjustment of the optics is necessary and the cell
transmittance is slightly reduced to that of the “undamaged”
crystal.

The PLS method was programmed on an IBM compatible
Commodore PC-20 in Turbo-Pascal. The spectra from the
Perkin-Elmer spectrometer were transformed into JCAMP-DX-
format (31), which is a standard accepted by the spectrometer
manufacturers for universal data exchange. With the Perkin-
Elmer JCAMP-DX procedure the absorbance values had been
reduced to four decimal digits. The resultant ASCII files are used
for data input in the PLS calibration.

To include a constant regression term, a column of ones was
appended to the regression matrix before PLS decomposition.
The bidiagonalization stops when the length of a PLS vector is
less than the smallest number existing in the JCAMP-DX-files
(0.0001), which is a conservative criterion leading to a much higher
rank than is needed for choosing the optimum model. At the same
time, the residual sum of squares is watched to detect a consistent
solution of the regression equation. In such a case the PLS
factorization is stopped, because the obtained results lack sta-
tistical significance.

RESULTS AND DISCUSSION

The absorbance spectra of 150 blood samples were calcu-
lated directly by using the single beam spectra without
matching the water absorptions. An example of the resulting
spectra is given in Figure 1. Below 3000 cm™, the absorption
bands from aliphatic C-H stretching and overtone C-H
bending vibrations can be seen, but further information is
negligible down to 1750 em™. Therefore, the following con-
siderations are ony concerned with the lower spectral range
from that limit down to 750 ecm™. The overcompensation of
the water absorption in the blood absorbance spectrum by
using the background recorded with the 0.9% NaCl solution
is especially evident for the 1650-cm™ protein absorption band
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Figure 2. Noise level for the ATR spectra of whoie blood in absor-
bance units.
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Figure 3. ATR spectrum of whole blood containing plasma expander.

of amide I, which should be more intense than the amide II
band at 1540 cm™. The multivariate calibration is not affected
as long as the negative contribution of the water absorption
is reproducibly constant.

The noise level in our spectra can be estimated from two
background measurements with the 0.9% NaCl solution under
the same spectrometer and cell conditions. In Figure 2 the
noise level at the end of our experimental program is shown.
The surface of the ZnSe crystal deteriorated during the
measurements, reducing the transmittance slightly. So the
noise level for most of the spectra was even lower than the
one shown in Figure 2.

Some spectra were deleted from the population because of
spectrometer drift at the beginning of a measurement series.
There were some blood samples from two patients who had
received an infusion of plasma expander containing poly-
hydroxyethyl starch (Pfrimmer, Erlangen, Federal Republic
of Germany) which is evident in the range above 1000 cm™
(see Figure 3). These extreme standards are outside the
normal or even pathological range of the population, and they
are based on a medical operation, the information of which
can be provided to the clinical laboratory. Other cases were
obvious where the sampling was incorrect; e.g. one patient had
received a glucose infusion so that a concentration of greater
than 1000 mg/dL resulted in the blood sample taken.

Figure 4 gives an impression of the difficulties in the glucose
determination by infrared spectrometry. Different aqueous
glucose solutions were measured with the same ATR cell.
From these, an absorbance spectrum of the pure glucose in
the aqueous medium could be calculated. The glucose ab-
sorbance features for a concentration of 145 mg/dL are com-
pared with an absorbance spectrum of whole EDTA blood,
for which the same concentration could be determined by our
glucose dehydrogenase reference method. It is quite inter-
esting to see how weak the glucose absorption bands are in
comparison to the blood spectrum.
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Figure 4. Comparison of the ATR spectrum of whole biood (a) con-
taining a glucose concentration of 145 mg/dL with the glucose signal
(b) from an aqueous solution of the same concentration.

To obtain statistically interpretable results with the inverse
model, it is necessary that the number of standards exceeds
the number of independent spectral data points. Since the
spectral resolution was 8 cm™, it is meaningless to use a smaller
data interval; otherwise variables in the matrix AT would exist,
for whica only linear combinations, or to use spectroscopic
language, interpolated absorbance values of already existing
variables are created. With 135 standards left over for the
calibration, there was the need to reduce the range of the
original spectral fingerprint region (1750-750 em™). This was
done considering two pieces of information: on the one hand,
the ATR infrared absorbance spectrum of an aqueous glucose
solution and, on the other, the property correlation spectrum
(PCS) (32). The latter can be defined by exchanging regressor
and regressand in the inverse model. After mean-centering
the spectra and concentration values (or property values), the
least-square solution §, of the linear equation system

AT . =cys, + E (10)

can be ccnsidered for a calculation of the property correlation
spectrum §

§ = caif,
= c&VAchmC/;chCcmc} (11)

When the data A,c for the PLS calibration are mean-centered,
the PLS-starting vector v; (see eq 6) is identical with the
vector §, apart from a scaling factor.

The property correlation shows that part of a spectrum
which is related to the average property, and it is a scaled
sample estimate of the covariance vector cov [a, ¢]. To im-
prove the prediction model one tries to evaluate those spectral
regions containing the most information and to avoid inter-
ferences from signals of other compounds. The problem that
frequent.y appears is that the concentration of some other
components can be correlated to the substance looked for.
This can lead to a calibration where the functional dependence
e.g. of the glucose concentration is not genuinely related to
the spectral contribution of this compound.

By use of the Perkin-Elmer software the property corre-
lation spectrum of glucose was obtained from the 135 stand-
ards, which had been left over for the regression after pre-
liminary checking. An inspection shows that there is a neg-
ative glucose correlation to the blood protein and water (ab-
sorption band at 1640 cm™) (see Figure 5). Since we were
interested in the rapidly changing blood glucose, which is
unlikely “o be correlated to the total protein concentration
with a much smaller variation in time and which produces the
major features in the PCS spectrum, the spectral range con-
sidered fcr the regression was limited to that from 750 to 1500
em™. Simultaneously, the spectral range with the critical
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Figure 5. Comparison of the property correlation spectrum of glucose
in whole blood (a; left ordinate axis) with the glucose absorbance
spectrum from an aqueous solution (b; right ordinate axis); concen-
tration is 90 mg/dL. which is the average value for glucose in the studied
population.
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Figure 6. Decadic logarithm of the singular values of mat-ix A con-
sisting of 135 mean-centered spectra within the range of 1500-750
cm™ (data interval 8 cm™', 94 data points).

water absorption band is excluded. For the considered interval
the property correlation spectrum bears a unique resemblance
to the aqueous glucose absorbance spectrum which is plotted
with a wavenumber spacing of 1 cm™. The lower data point
density of 8 cm™ for the PCS is especially derogatory to the
glucose absorption bands, but the result of the coraparison
is that the calibration is based on a true glucose signal.
An interesting point is the influence of hematoerit to the
spectral absorption features. In a further investigation (33),
we studied several substrates in heparinized human blood
plasma. The average spectrum of that population showed a
striking conformity with the average of the whole blood
spectra, apart from the fact that the protein absorption bands
for plasma are slightly less intense due to the smaller protein
content and, secondly, that the increase in glucose concen-
tration is manifested in the plasma spectrum arcund the
glucose absorption maxima with more intense spectral bands.
A further discusion can be found in ref 33. Neithsr in the
physiological nor in the pathological range did we find any
dependence of the glucose determination on hematocrit.
To obtain an impression of the rank of the mat:ix A in-
cluding the 135 standards, a singular value decom.position
(SVD) was calculated (data interval 8 cm™). The mean-
centered spectra were considered so that the first and greatest
eigen (or singular) value for which the corresponding eigen-
vector looks like the spectral average is not given. In Figure
6 the logarithm of the singular values is shown. This pres-
entation has the advantage that the absolute values can be
read off. The smaller singular values do not approach a
constant level which could be explained by measuremant noise
and rounding errors during computation, respectively. Al-
though we find a high collinearity in the IR blood spectra, the
calibration matrix AT is treated as a matrix with full column
rank by the PLS algorithm. Also for the whole wavenumber
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Figure 7. PRESS"2 statistics in mg/dL for the different PLS models.
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Figure 8. Distribution function of the glucose concentration values of

whole blood sampies studied by an Hitachi analyzer with glucose de-
hydrogenase; the concentration values are given in mg/dL.

range from 1750 to 750 cm™ with 126 variables the same
statement can be given.

For further data handling the matrix AT was transformed
into bidiagonal form, and for all PLS models with increasing
rank the PRESS statistics were calculated. In Figure 7 the
PRESS!? results for optimizing the PLS model are shown.
The optimum rank obtained was R, = 16, but due to the
function flatness up to this value, a smaller PLS rank is
tolerable without a significant change in the prediction po-
tential. The striking feature of the PRESSY/2 statistics is the
plateau above, approximately, rank of 40. Modes of higher
rank are prediction irrelevant. Only the modes up to this limit
alter the PRESSY/2 statistics and contain relevant information,
although those above the optimum rank cause more increase
in variance than a decrease in bias concerning the predictions
with calibration models of different rank.

By use of the optimum model the results and the statistics
for outlier detection were calculated and a stepwise deletion
of standards was carried out which influenced the regression
considerably. There were eight standards deleted as outliers
on the basis of the population of 135 standards.

The distribution function for the 127 remaining standards
is given in Figure 8 where the abscissa values represent the
concentration values obtained by the enzymatic reference
method. There are no special features in this population from
a general hospital. About 80% of the samples were in the
physiological norm range of 50-120 mg/dL. For the higher
concentrations the distribution function is influenced by
pathological cases causing a considerable asymmetry around
the average value of 90.4 mg/dL.

The coefficient of determination for the calibration as de-
fined with (28)

M M
R*=1- (e~ 55)2/2(0;' - cav)2 (12)
=1 i=1

was B2 = 0.94. The estimated standard deviation was 11.9
mg/dL; with this value a coefficient of variation of 13.1%
resulted. In Figure 9 the independent predictions of the
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Figure 10. Plot of the prediction errors versus the concentration
residuals of the fit (concentration differences in mg/dL).

selected model are shown. The ordinate values are obtained
for one spectrum with a model consisting of the remaining
M ~ 1 standards (M = 127); the abscissa values are the results
from the enzymatic reference determinations. In addition to
the PRESS!/2 value, the prediction quality of the calibration
model was assessed by an “a posteriori” linear least-squares
regression of the independent predictions versus the reference
values (Cpeq = by + b1ce) yielding by = 18.3 mg/dL, b; = 0.853,
and R? = 0.81. These values are given only for an estimate
of the deviations from the ideal result, i.e. the identity
function. .

The large differences in the results from the calibration fit
and the independent predictions are illustrated in Figure 10,
where the prediction errors are plotted versus the calibration
residuals obtained. A straight line fit of these data pairs
yielded values of by = —0.01 mg/dL, b; = 1.74, and R? = 0.95.
The slope can be used as an estimate for the average increase
(nearly a factor of 2} of the prediction errors compared to the
calibration residuals.

The assessment of the analytical quality of the reference
method is important for this study. For operational checks
of the Hitachi analyzer, by which the reference values for the
glucose concentrations had been determined, several daily
measurements were carried out using certified reference sera,
80 that accuracy (bias) and precision (standard deviation)
could be estimated for monthly measurements. For the es-
timate of the bias the certified concentrations were assumed
to be the true values. Some typical results are given in Table
I. The number of determinations during 1 month is sufficient
to evaluate the accuracy and precision of the enzymatic glucose
determinations. It can be noticed that the bias seems to be
dependent on time and concentration whereas the standard
deviations differ less. The variation in bias influences the
calibration model producing a greater variance for the pre-
dicted concentrations. The average reliability considering both
bias and standard deviation is estimated to be in the order
of about £4 mg/dL; this single value is obtained from four
reference sera providing only information on small concen-

Table I. Accuracy and Precision of the Hitachi Reference
Glucose Determinations in Whole Blood; Concentration
Values ia mg/dL

1/88 2/88 3/88 4/88 5/88 6/88
Monitrol I

certified value 710 710 71.0 760 760 76.0
no. of measmts 35 46 38 47 52 49

bias -1.9 -43 -39 0.3 2.5 2.2
oy 24 1.7 2.0 1.9 1.8 2.0
Monitrol II

certified value 241.0 241.0 241.0 2450 245.0 245.0
no. of measmts 47 44 32 44 54 44

bias -3.8 =57 -49 -10 1.2 0.9
ay 3.1 4.3 3.2 4.9 3.7 3.4
100 T
I
/
e o
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Figure 1. Distribution function for the prediction errors for 127
standards with the PLS mode! of rank R, = 16 (concentration units
in mg/dL).

0

tration intervals in the normal and pathological range. Un-
fortunately, the glucose concentration in the sera could not
be determined by the IR-method, since these standards—due
to a different matrix—do not belong to the population of whole
blood samples, so that a direct comparison of the analytical
performance for the two methods is impossible. Whole blood
reference standards are not available, one reason being that
the glucose concentration is not stable. The quality of the
PLS calibration must be judged by the value of PRESSY/? =
19.8 mg,dL, which is an estimate of the reliability of the IR
predictions within the blood glucose concentration range of
the considered population. For this, the variation of com-
position leading to different possible interferences, is much
greater than that of the reference sera which had been used
to obtair: accuracy and precision of the reference method. As
a final remark, we find the standard deviation obtained in the
PLS calibration fit to be no measure for the prediction quality
of the sensitive calibration model.

In Figure 11 the error distribution function of the inde-
pendently predicted concentrations is shown which resembles
a Gaussian distribution. This statement is underlined by the
fact that within the PRESSY/? value of +19.8 mg/dL, about
68% of the samples are contained. With the distribution
given, ore can conclude that about 95% (Gaussian 20) of the
blood samples can be predicted with an uncertainty in the
glucose determination of less than £40 mg/dL.

Another point that deserves a critical discussion is the
adsorption of protein onto the ATR crystal. We studied the
time dependence of this process. After a background mea-
surement the ATR cell was filled with a plasma for which a
spectrum was recorded after different time intervals, so that
the adsorption kinetics could be monitored. Figure 12 shows
the time dependent difference spectra with the reference as
the first spectrum taken after filling the cell. Since the starting
time for the spectrometer was constant after filling the cell,
the influsnce of the protein adsorption on spectrum variation
is only small. Irreversible protein adsorption onto the ATR
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Figure 12. Adsorption kinetics of protein onto ZnSe; diffe'ence ATR
absorbance spectrum of plasma after (a) 75 s, (b) 150 s, {c) 5 min,
{d) 10 min, (e) 20 min, and (f} 30 min; the reference spectrum was
taken after filling the cell.

crystal could be compensated for by considering a new
background spectrum every time a blood sample was mea-
sured. Further studies on the systematic errors induced by
irreversible adsorption are necessary.

This is a first feasibility study of the glucose determination
by IR-spectrometry, so that further checks on other existing
interferences and, for example, on run-to-run precision have
to be carried out. Improvements can be expected by obtaining
a higher precision for the glucose reference concentration
values using for instance multiple determinations. The cal-
ibration part can presumably also be improved by giving
higher weight to the spectral regions with strong glucose ab-
sorptions/correlations. Another important point concerns the
available signal/noise ratio which was achieved with a DTGS
detector. Doubling the measurement time could be tolerated,
improving the S/N by 2Y/2, but the use of a liquid- nitrogen-
cooled mercury cadmium telluride (MCT) detector is recom-
mended, especially as the noise above 750 cm™ is compara-
tively large. Another point is the uncertainty in repositioning
the CIRCLE-cell after a crystal polishing. This type of im-
precision has recently been studied (34) and has to be con-
sidered more carefully, especially, when the detection limits
are approached.

CONCLUSION

It may be concluded that infrared spectroscopy will play
a more important role in clinical chemistry. So far only the
study of urinary calculi is carried out by infrared transmittance
measurements using KBr pellets. Recently a quantitative
study with principal component regression was published (35).
With the analysis of biological fluids like blood, plasma, or
serum another field can be opened. There are other blood
substrates that are of similar concentrations and show quite
different spectral absorption features. Simultaneously to this
investigation of whole blood, an analysis of plasma was carried
out studying whole protein, urea, cholesterine, and other
components, the results of which are reported in a second
paper (33). For glucose in whole blood the precision of an IR
spectrometric method utilizing the attenuated total reflectance
technique has been studied by using a PLS calibration with
the inverse model based on a general hospital population. An
important aspect is, that no other reagents are necessary, apart
from aqueous solutions for cell cleaning and rinsing; the latter

(0.9% NaCl in H,0) is also used for background measure-
ments. Additionally, nearly continuous monitoring of glucose
seems possible. However, further improvements have to be
achieved before this method can be employed in the clinical
laboratory for routine work.
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A spectral analysis of human blood plasma was undertaken
by use of a Fourier-transform infrared spectrometer with a
circular att ted total reflection cell. The concentrations
of total protein, glucose, triglycerides, total cholesterol, urea,
and uric acid were measured by chemical or enzymatic
methods. For these constituents the partial least-squares
{PLS) algorithm was used for a multivariate calibration in-
cluding the infrared fingerprint region of the plasma spectra.
Best results were achieved for total protein with an average
prediction error (PRESS'2 based on cross validation) of 2.1
g/L; other PRESS"? results were for glucose 22 mg/dL, tri-
glycerides 33 mg/dL, cholesterol 31 mg/dL, urea 4.4 mg/dL,
and uric acid 1.6 mg/dL.

INTRODUCTION

In clinical chemistry, the analysis of blood constituents is
important for diagnostic and therapy purposes. The blood
substrates are the most frequently determined compounds
analyzed in this field (7). The concentration values provide
diagnostics for recognizing risk parameters. A few examples
will be given. The monitoring of the glucose level is important
with, for example, diabetes mellitus. In the study of fat
metabolism total cholesterol and triglycerides are monitored.
Organ-specific parameters are provided by the concentration
values of whole bilirubin for liver and of creatinine and urea
for kidney malfunction diagnosis.

For an accurate determination of blood substrate concen-
trations in the clinical laboratory, one usually provides blood
plasma. By centrifugation, the cellular components containing
erythrocytes (red cells), leucocytes (white cells), and blood
platelets are removed to exclude perturbations of the chemical
analysis or to ensure that the metabolism of the corpuscles
does not falsify the concentration values. The latter point
is particularly important for glucose testing. The concen-
tration of this constituent begins to decrease immediately after
sampling because of the glycolytic action of erythrocytes and
leucocytes. However, even with plasma samples stored for
a long time at —20 °C, a decrease in glucose concentration has
been observed (2).

There are relatively large differences in the concentration
scale of the various substrates. For instance, the reference
range for total protein is given with 60-80 g/L, and for glucose
50-120 mg/dL; upper limits of 7.0 mg/dL are reported for
uric acid (dependent on sex), and values of about 1.5 mg/dL
for creatinine and total bilirubin in nonpathological conditions.
Some analytical methods for certain substrate determinations

* Author to whom correspondence should be sent.

can be quite specific and independent of matrix effects, es-
pecially when enzymes are involved and their reaction prod-
ucts are used in the quantitative analysis. For the constituents
mentioned, a photometric measurement step usually concludes
the analytical procedures. The consumption of reagents can
be quite a costly factor, which is another point of concern in
a clinical laboratory.

A different approach for the analysis of blood substrates
can be urdertaken by using spectroscopic techniques. Since
the advent of Fourier-transform spectrometers, infrared
spectroscopy has been widely adopted in quantitative ana-
lytical chemistry (3). Fourier-transform infrared (FT-IR)
spectroscopy is being resorted to more and more frequently
for speciz! applications in biochemistry, because of the high
signal-to-noise ratio provided by this technique even when
aqueous phase systems are studied. For instance, a review
on biomembranes (4) exemplifies this situation. Another
applicaticn of FT-IR in this field is the study of blood protein
adsorption including the kinetics of these reactions (see e.g.
ref 5-8). Additionally, single constituents have been studied
in biologi=al fluids; the potential of FT-IR for the analysis of
glucose has been reported (9), and further, an application of
quantitative spectroscopy to the determination of the principal
lipids fouad in blood serum has been given (10). An analysis
of human plasma protein mixtures in aqueous solution can
also be cited (11). A quantitative study of cholesterol in serum
obtained by using near-IR reflectance spectrometry has re-
cently besn published (12).

In clinical chemistry, the qualitative analysis of urinary
calculi has been established; as an extension, a quantitative
study for 1his subject by principal component regression (PCR)
was presented (13). We have undertaken a partial least-
squares (PLS) analysis of glucose in whole blood with FT-IR
spectrosccpy using a circular attenuated total reflection (ATR)
cell (14). It can be shown, that the quantitative potential for
other constituents, which is intrinsic to the infrared spectrum
of blood ¢r plasma, promises a decrease of the work load in
clinical chemistry, as a simultaneous analysis of many sub-
strates can be carried out. A further advantage is that no
consumpt: on of any specific reagents is necessary. The results
of a PLS analysis of human heparinized plasma for several
substrates will be reported.

MULTIVARIATE CALIBRATION

Univariate calibration, as traditionally performed by
choosing single wavelength information of a spectrum, has its
limitations in complicated multicomponent systems. There
are a grest number of papers concerned with multivariate
calibration using a broad spectral range. The classical cali-
bration starts with the Lambert-Beer law and models the
sample spectrum with several standard spectra, derived from

0003-2700/89/0361-2016801.50/0 © 1989 American Chemical Society
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the pure compounds or mixtures of known concentrations.
However, systematic errors are caused by unknown compo-
nents contributing significantly to the infrared sp:ctrum.
Furthermore, interactions between constituents of the sample
may modify the spectra compared to standard conditions
where these interactions are lacking, also inducing an error.

To avoid these problems, the inverse model has been pro-
posed, and several approaches were reported to solve the
ill-conditioned multiple linear regression systems arising here.
For a broader discussion of the involved problem o biased
linear estimators, see ref 15 and 16, where ridge regression
can be considered to give one class. Different approaches are
provided with a principal component regression (PCR), e.g.
ref 17, and partial least squares (PLS) (18), for which a recent
application may serve as an example (19). In order to get these
prediction models to work efficiently and reliably, one must
ascertain that the calibration samples span the range with all
possible interfering compounds or other systematic error types
to avoid extreme extrapolations. The actual concentrations
of the interferents are not necessary for this model.

Our multivariate calibration is based on the partial least-
squares algorithm applied to each component, one &fter an-
other. This is known in the literature under the nomenclature
PLS1. Recently, Manne (20) has shown that this is equivalent
to a transformation of the linear regression matrix to a bi-
diagonal form. Our method optimization was carried out by
cross-validation (21, 22) choosing the prediction erro: sum of
squares (PRESS) minimum. To provide the test standards
used to assess the prediction ability of a model, each standard
was omitted once from the calibration and predicted by the
regression result using the remaining data. By this :method,
as many independent predictions as standards are available
(see also ref 14).

In this study a multicomponent analysis for heparinized
human blood plasma will be reported. In the preceding paper
(14), the concentration value of only one constituent, glucose,
was measured by an analytical reference method for whole
blood specimens. In principal, a different algorithm (PLS2)
(20) was designed for the case with several compound variables
to be fitted, e.g. to the measured spectroscopic data. As Manne
pointed out, the use of PLSI for each dependent compound
variable may well be worthwhile, because of its speed and
efficiency; furthermore, it is only the PLSI algorithm that has
the all-decisive property to span the (sample) covariance vector
between spectrum and component concentration with a
minimum number of PLS eigenvectors, thus providing the
PLS eigenvectors in an order of decreasing predictive power.
The use of PLS1 is also justified in the light that th: outlier
detection can produce quite different candidates for the re-
moval of standards which had been analyzed for the plasma
constituents considered by different analytical methods.

EXPERIMENTAL SECTION

Blood specimens were provided from patients of the Kathar-
inenhospital Stuttgart. The standards were sampled over a period
of 2 months. The population is that of a general hospital with
no special prominent medical features. There was no patient
discrimination of the grounds of sex or age. About 90% of the
concentration values for the different considered substrates were
within the reference ranges given in ref 1. After centr fugation
of the cellular components, the heparinized plasma samples were
analyzed for, among other parameters, several blood substrates
on an automated SMAC analyzer from Technicon Corp. (Tar-
rytown, NY). The following substrates were studied: totsl protein,
glucose, triglycerides, total cholesterol, urea, and uric acid.

A photometric determination was used in the final analysis step
for all methods programmed on the analyzer, with flow cells of
10 or 12 mm path length measuring at wavelengths bet ween 340
and 570 nm. More experimental details are given in the following
references. For total protein the Technicon SMAC method is
based on a study of Skeggs and Hochstrasser (23) where a biuret

reagent was used. In the analyzer, a method for the determination
of the glucose concentration was implemented (24) which uses
an immobhilized enzyme combination of hexokinase and glu-
cose-B-phosphate dehydrogenase as catalyst. For the determi-
nation of triglycerides, the enzymatic method using lipase in the
first reaction step follows the procedure of Bucolo and David (25).
The analysis of the cholesterol concentrations was performed by
making use of cholesterol esterase and cholesterol oxidase (96),
whereas the SMAC method for urea is a modification of the
carbamido-diacetyl reaction (27). Diacetyl monoxime is used
which is hydrolyzed to give diacetyl which reacts with urea. For
the determination of uric acid, the analyzer-bound uricase (urate
oxidase) method was considered, being developed by Yeh and
co-workers (28). For the SMAC analyzer the original reagents
were all from Technicon Corp. (Bad Vilbel, Federal Republic of
Germany).

Different lyophilized sera were used for SMAC-analyzer control.
Monitrol I and Monitrol IT were supplied from American Hospital
Supply Deutschland (Bereich Merz + Dade, Munich, FRG), and
Seroquant was obtained from Behringwerke (Marburg, FRG). The
first two sera concentrations were company-certified and had been
determined by using several reference methods. The results of
these methods were chosen which were equivalent to the pro-
grammed ones on the SMAC analyzer. For Seroquant, analyses
were carried out in our laboratory with comparison to a certified
reference serum obtaining concentration values which were as-
sumed to possess similar qualities as the company-certified values.

Plasma spectra were recorded by using a Perkin-Elmer spec-
trometer with a DTGS detector. The measuring cell was a
CIRCLE cell, with ZnSe crystal, thermostated at 37 °C. Twenty
interferograms with resolution 8 em™ and weak Norton Beer
apodization were averaged for signal/noise ratio improvement.
More details on the apparatus have been reported in the preceding
paper (14). After completion of a new background spectrum—for
this the ATR cell was filled with 0.9% aqueous NaCl solution~—
each of the plasma spectra were recorded. The measurement time
for one sample including the background recording was about 4
min. The absorbance spectra were transformed into JCAMP-DX
format (29), so that they could be handled by the PLS software
running on a Commodore PC-20 (IBM compatible). The property
correlation spectra (for more details, see also ref 30) and average
spectra were calculated with software provided by Perkin-Elmer.

For comparison of the property correlation data, reference
spectra of pure compounds were recorded with a Perkin-Elmer
1800 or Bruker IFS 113 V spectrometer. The following substances
were purchased from different suppliers: D-{+)-glucose mono-
hydrate, urea, and uric acid for biochemical purposes (Merck,
Darmstadt, FRG) and albumin from bovine serum (Sigma Chemie,
Deisenhofen, FRG), cholesterol (Schuchardt, Hohenbrunn, FRG),
and egg lecithin (Fluka, Neu-Ulm, FRG).

RESULTS AND DISCUSSION

The study using the plasma infrared spectra to determine
several substrate concentrations was aimed to show the fea-
sibility of employing inverse calibration in clinical chemistry.
With this in mind, our target population is defined which is
supposed to be represented by the plasma samples considered.
As well as the measurement of the reference concentration
values, high-quality infrared spectra were also necessary for
the calibration. A typical absorbance spectrum of heparinized
human plasma measured with the CIRCLE microcell is shown
in Figure 1 including the related noise level. This reveals that
the energy limitation due to absorptions of the ZnSe crystal
and water for the lowest wavenumber region above 750 cm™
leads to a restriction for its quantitative usage.

In Figure 2 the plasma average spectrum of the population
considered for the calibration is compared to the average of
whole blood samples which had been calculated in the cali-
bration study of glucose (14). Nearly perfect conformity can
be observed for both spectra. The lower concentration of
protein for plasma is expected, as the removal of the cellular
components changes the overall protein content. It is con-
spicuous that the spectra are not influenced by the haema-
tokrit of the whole blood fluid. Another apparent feature from
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Figure 1. Absorbance infrared spectrum of heparinized human plasma
measured with an ATR cylindrical cell (ZnSe crystal); in the lower trace
the associated noise level is shown.
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Flgure 2. Average infrared spectrum of whole blood from a population
of 135 standards (upper trace); average spectrum of heparinized hu-
man plasma from a population of 75 standards (lower trace). All
spectra were recorded with the same ATR cylindrical cell; for clarity
the plasma spectrum is offset by ~0.005 absorbance unit.

the comparison in Figure 2 is, that the glucose level in plasma
is higher than that in blood. The reason is, that the water

content of the erythrocytes, about 73%, is less than that of
the blood plasma, about 93%. The glucose molecules are
freely d ffusible between plasma and erythrocytes, but due
to the greater water concentration in plasma, the average
glucose level is about 13% higher than that in whole blood
specimens.

Looking at the property correlation spectrum (PCS) of total
protein, one can say that most of the plasma absorption
features, with the exception of the region from 1000 to 1200
cm™, can be related to the protein spectrum. In Figure 3A
a comparison of the protein PCS is presented with an ab-
sorbanc: spectrum of albumin measured by the normal KBr
pellet mathod. The absorbance scale is valid only for the PCS
spectrumn (lower trace), whereas the scale for all reference
substrate spectra shown is arbitrary. The similarity of the
protein spectra is striking apart from the strongest absorption
bands (amide I 1650 cm™ and II 1540 ¢cm™). The broad
half-width for these bands in the KBr pellet spectrum can be
explained by the solid-phase state, whereas the different in-
tensity ratio for both bands in the PCS is related to the fact
that no scaled absorbance substraction had been performed
for the ATR spectra to match the water absorptions. The
greater ‘water concentration of the 0.9% NaCl solution used
for the tackground measurements, as compared to the plasma,
leads to a considerable reduction of the amide I absorption
band inensity because of an overcompensation for the very
strong 1640-cm™ water vibration band.

The rumber of standards used for the calibrations were 78
or less clue to outlier exclusion. To obtain statistically sig-
nificant results, it was necessary to limit the number of in-
dependent wavenumbers (spectral data points) to a smaller
value, so that only a part of the fingerprint region from 1750
to 750 cm! was selected by inspection of the property cor-
relation and KBr pellet spectrum.

Another reason for the selection of certain wavenumber
intervals is to minimize indirect calibrations based on corre-
lations between plasma component concentrations, which can
be mani’ested in the spectral space by the property correlation
spectrum. An indirect calibration can be avoided—even for
perfectly correlated substrates—by using a wavenumber range
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Figure 3. Calibration results for total protein in human heparinized plasma; concentration units are given in g/L: (A) infrared spectrum of albumin
measured with the KBr pellet technique (upper trace), property correlation spectrum of total protein (see text) (lower trace); (B) distribution curve
for the standard concentrations measured by the reference method; (C) PRESS"? statistics for calibration models of different rank; (D) predicted
concentration values versus measured reference values (¢, = 5.1 + 0.924c 4 R? = 0.91); (E) plot of prediction errors versus PLS calibration
residuals (AC e = 1.22A04; R? = 0.98); {F) distribution function for the prediction errors.
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Table I. Correlation Matrix for the Substrate
Concentrations of the Studied Patient Population

trigly- chole- uric

protein glucose cerides sterol urea acid

protein 1.00 0.05 0.14 0.44 .12 0.24
glucose 0.05 1.00 —0.40 -0.21 0.36 0.21
triglycerides 0.14 0.40 1.00 0.26 025 0.28
cholesterol 0.44 -0.21 0.26 1.00 -0.30 0.15
urea ~-0.12 0.36 0.25 -0.30 .00 0.54
uric acid 0.24 0.21 0.28 0.15 054 1.00

with only negligible spectral overlap to other component
spectra. The use of compound correlations is in principle an
advantageous feature of the inverse modeling approach,
provided the samples are representative enough for the larger
population of future specimens, for which the substrate con-
centrations have to be determined. However, a protlem may
arise from different physiclogical substrate kinetice existing
in pathological cases with more extreme concentrztions, so
the approach using certain wavenumber intervals can claim
to be a more generally applicable.

In addition to the PCS, we studied the compound inter-
dependence by evaluating the correlation matrix between the
different substrate concentrations, which is given ir. Table L
The highest correlations exist for urea and uric acid with a
coefficient of 0.54, whereas the other values were lower. These
results indicate that the influence leading to indirect cali-
brations is limited, especially in view of the additional selection
of the spectral data. With the algebraic and statistical ad-
vantages of the PLSI algorithm mentioned, this justifies its
application.

The results for the different calibrations are summarized
in Table II for the plasma substrates determined. Fo: a better
illustration of the individual calibrations performed, Figures
3 to 8 are shown. In part A of these figures, the spectral
information is given for the compound studied; for glucose
the absorption spectrum from an aqueous solution recorded
with the CIRCLE cell is shown, whereas for the other sub-

strates KBr pellet spectra are reproduced, with the exception
of lecithin, which was measured as a film. In part B of the
figures, the distribution function for the standard concen-
trations is plotted; with part C, the PRESS/2 results are shown
by which the optimum prediction model with PLS rank R,
is selected. Part D gives the independent predictions from
the infrared ATR spectra versus the reference values.

These data were fitted by least squares to a straight line
(Corea = bo + b1Cred). The results of the fit by, by, and R? provide,
in addition to the PRESSY/? value, a measure of the prediction
quality of the optimum PLS model chosen. R? given above
is the determination coefficient of the fit (31). With these
data the deviation from the ideal result, the identity function,
is clarified. The scatter in the corresponding calibration plot
is smaller by a factor, which can be estimated from the slope
of the plot (E), where the prediction errors are plotted versus
the concentration residuals obtained with the optimal partial
least-squares fit. Finally in part F, the distribution function
of the prediction errors is shown, demonstrating graphically
the variance produced by the prediction model.

For operational checks of the SMAC analyzer, several
measurements were performed daily by using the reference
sera. From the control charts the data for a period of 3 months
was collected; on this basis bias and standard deviation could
be estimated for the substrates of interest. The bias is the
difference between the measured mean and the certified value.
In Table III the results for judging the reliability of the
programmed methods considering precision and accuracy are
summarized.

There should be some individual comments made for each
plasma substrate calibrated. The spectral range used for the
whole protein calibration covers the main absorption bands.
There is more spectral information down from 1350 ecm™,
which could possibly be considered with a fit enclosing more
standards. The calibration samples span the concentration
range from 50 to 90 g/L; it would be desirable to produce the
reference values with one digit after the decimal point for
improvement. The independently predicted concentrations
versus the reference values are shown in Figure 3D.

Table II. Results® of the PLS Calibration Using AT'R Infrared Spectra of Heparinized Human Blood Plasma

compound range/A¥ (em™) M M/N
protein 1700-1350/8 75 1.67
glucose 1180-950/8 78 2.60
triglycerides 1500-1400/8 74 1.51
1275-1000/8

cholesterol 1430-1150/8 78 2.10

urea 1700-1400/8 7% 1.46
1200-1000/8

uric acid 1700~1400/8 7% 1.65
1200-1150/8

Ro B? Yy u PRESSY?
7 0.94 66.9 18 2.1
7 0.73 118.8 17.7 22.0
8 0.83 1548 26.9 326
7 0.711 172.7 215 30.6
9 0.98 30.7 3.1 44
4 0.54 5.1 16 16

¢For total protein the results are in g/L, other concentrations are in mg/dL; M is the number of standards considered, N the number of
spectral data points. R?is the determination coefficient. for the calibration fit, Ry the optimum PLS rank chosen; Y,, is the average con-
centration for the sample population; ¢ estimated standard deviation of the PLS calibration fit; PRESS, i.e. mean square prediction error

(see text).

Table III. Reliability of the Different Substrate Reference Methods Using Measurements with Certified Sera during a

Period of Three Months®

Monitrol 1 Seroquant Monitrol II

compound certified value n bias oy, certified value n bias oy,  certified value »n bias ay
protein 63 70 1.3 11 58 59 0.3 1.5 45 69 2.2 1.0
glucose 74 66 0.8 3.0 107 63 0.9 3.9 241 66 6.9 7.8
triglycerides 77 57 1.1 5.6 110 47 2.6 7.0 189 58 -12.2 12.6
cholesterol 181 58 -8.8 74 121 49 2.1 6.8 123 59 5.6 10.9
urea 14.0 67 1.2 0.7 22.0 62 0.1 0.9 54.0 70 -1.1 14
uric acid 54.0 66 -4.5 2.1 72.0 56 -0.7 2.3 86.6 71 0.4 1.9

“n is the number of analyses; concentration units for otal protein are in g/L, for uric acid in mg/L, others in mg/dL.
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Figure 4. Calibration results for glucose in human heparinized plasma; concentration units are given in mg/dL: (A) infrared spectrum of glucose
measured in agueous solution with a concentration of 119 mg/dL (upper trace), property correlation spectrum of glucose (lower trace); (B, C,
and F) see caption of Figure 3; (D) predicted concentration values versus measurec reference vaiues (C e = 42.6 + 0.640C 1 R? = 0.58);
(E) plot of prediction errors versus PLS calibration residuals (Ac e = 0.1 + 1.20Acy; R? = 0.98).

In Figure 3E, the prediction errors versus the calibration
residuals are shown; the slope of a least-squares fitted straight
line provides the average increase of the prediction errors
compared to the residuals of the PLS regression. From Figure
3F, it is evident that for 95% of the samples the total protein
content can be predicted with an uncertainty of less than +4.2
g/L. When compared with the reliability of the programmed
reference method (see Table III), the conclusion can be drawn
that the uncertainty inherent in the PLS infrared prediction
model is about the same as that achieved with the reference
procedure.

For glucose a rather asymmetric distribution function for
the sample concentration values is found (see Figure 4B). The
normal range of about 80-150 mg/dL contains about 90% of
the specimens. The residual values represent pathological
cases. A comparison can be made to the calibration results
for whole blood spectra (14). For the latter, a larger number
of standards, 127, was available, so that a broader spectral
range (1500-750 cm™) could be chosen. For that spectrum
population, a convincing similarity of the glucose property
correlation spectrum to the aqueous phase absorption signal
has been shown. For plasma, there are differences, possibly
because of the smaller number of standards; however, the
major absorption bands of the glucose above 1000 cm™ show
up (see Figure 4A). The exclusion of the range from 1750
to 1500 cm™ can be justified on grounds of the negative
correlation of the protein bands to glucose. It can be argued
that the rapidly changing glucose level should be independent
from the slowly varying protein concentration (see also ref 14).
The range of the H,0 absorption band (1640 cm™), which is
rather sensitive to compensation, is also excluded. Because
of the smaller population of standards available for the plasma
study, the spectral range considered was from 1180 to 950 cm™.

The optimum rank for the calibration models is at By = 7,
much smaller than for the determination of glucose in whole
blood (R, = 186), which is due to the narrow spectral interval
chosen, although the value for PRESS*? = 22 mg/dL is of
similar magnitude as found for the whole blood result with
a value of 20 mg/dL. The lower relative prediction error for
plasma glucose is due to the greater average value as discussed
earlier. With this similarity in the results, a plausible con-

clusion may be drawn that a further improvement can be
expectec. by using a much greater number of standards rep-
resentiny; the possible population of samples in a better way.
The preciction errors for the results, achieved with the present
best plasma PLS model, are about 5 times as large as the
uncertainty determined for the reference method using the
certified samples.

For the triglycerides the signals that can be related to this
compound category are even smaller than those obtained for
glucose (see Figure 5A). The second spectrum in Figure 5A
was meesured with lecithin which was chosen as a repre-
sentative for that class of substrates. The standard concen-
trations range from 50 to about 300 mg/dL with a small
asymme-ty in the distribution function to be noticed. There
is a double minimum in the PRESS'? statistics, the first of
which occurs at a rank of Ry = 8 which is also the absolute
minimum. Relevant information is only contained in up to
a rank o about R = 25, which is evident from the “plateau”
in the PRESSY/?2 statistics. This value is greater than that
obtainec for the compounds already discussed, and this can
be explained by the broader wavenumber range considered
for the culibration. The scatter in the calibration fit calculated
for that model is about a factor of 1.27 smaller than shown
for the independent prediction values versus reference con-
centrations (see Figure 5D). The average prediction error is
about 4 times worse than the uncertainty inherent in the
reference method used for the triglyceride determination. The
rather poor reference result for Monitrol II (see Table III) can
be explained by larger systematic deviations occurring during
a full month.

The concentration range for total cholesterol tackled with
this calibration was from 70 to 300 mg/dL. There is a flaw
in the sample distribution at 160 mg/dL, and about 70% of
the samples are between 150 and 220 mg/dL (see Figure 6B).
A positive correlation to the protein amide I and II bands can
be noticad, and the other apparent feature is the negative
correlation of the glucose absorption to the cholesterol con-
centraticn. The spectral range considered for the calibration
was chosen from 1430 to 1150 cm™. The sharp minimum of
the PRESS!/? statistics occurred for R, = 7; relevant infor-
mation for prediction models is contained up to a rank of B
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Flgure 5. Calibration results for triglycerides in human heparinized plasma; concentration units are given in mg/dL: (A) infrared spectrum of lecithin
measured as film on a KBr pellet (upper trace), property correlation spectrum of triglycerides (lower trace); (B, C, and F) see caption of Figure
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Figure 6. Cailibration results for total cholesterol in humar heparinized plasma; concentration units are given in mg/dL: (A) infrared spectrum
of cholesterol measured with the KBr peilet technique (upper trace), property correlation spectrum of total cholesterol (lower trace); (B, C, and
F) see caption of Figure 3; (D) predicted concentration values versus measured reference values (Crreg = 59.1 + 0.660C o1; R2 = 0.61); (E) plot
of prediction errors versus PLS calibration residuals (Ac g = —0.4 + 1.16Ac; R? = 0.99).

= 13 (see Figure 6C). The prediction results for total cho-
lesterol are plotted in Figure 6D, where the actual data
scattering for the calibration fit is reduced by a factor of 1.16,
which is obtained from the slope result of a straight line fit
of the prediction errors versus the calibration residuals. When
assessing precision and accuracy for the determinaticn of this
compound by its reference method, one finds that the IR
method is about a factor of 3 worse, which is surprising in view
of the small absorption features considered.

A favorable case is given for the urea analysis in plasma,
where a convincing calibration can be performed due to the
unique infrared absorption spectrum. The PCS of urea (see
Figure 7a, lower spectrum) is slightly perturbed by ir-fluences

from protein. Nine PLS factors are needed to produce rea-
sonable prediction results. The PRESSY/2 function (Figure
7C) for ranks greater than for the minimum possesses the
smallest slope for all curves found for the substrates studied.
The distribution function of the sample concentrations is
asymmetric and comparable to that of glucose. The concen-
tration range for urea extends from 5 to 125 mg/dL. The
scatter in the uncritical calibration fit is again reduced by a
factor of 1.47 compared to Figure 7D. The uncertainty of the
prediction results is about a factor of 3 worse than that of the
reference method chosen.

At the beginning of this study, it was decided not to try a
calibration for those substrates with a rather low concentration
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Figure 8. Calibration results for uric acid in human heparinized plasma, concentraton units are given in mg/dL: (A) infrared spectrum of uric
acid measured with the KBr pellet technique (upper trace); property correlation spestrum (lower trace); (B, C, and F) see caption of Figure 3;
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PLS calibration residuals (AC ey = 1.1ACy; R? = 0.998).

such as found for uric acid. Utilizing the infrared ATR plasma
spectra, we were surprised by the PLS results we obtained
later. When looking at the spectrum of uric acid, one notices
the very intensive pseudo carbonyl absorption band at about
1680 cm™*—there is a tautomeric equilibrium for uric acid (see
Figure 8A); this leads to a rather favorable condition for the
determination of this compound by infrared spectroscopy.
However, due to the low concentrations of this substrate,
which range from 1 to 13 mg/dL (about 80% of the sample
population is between 3 and 8 mg/dL), the poor precision in
the calibration is expected. For a plot of the calibration
results, the scatter is reduced by a factor of 1.1 compared to
that obtained for the independent predictions (Figure 8D).

The relative prediction error is 30% based on an average
concent:ation of 5.1 mg/dL in the population studied. The
reliability of the uric acid reference determination is high, due
to the enzymatic uricase method used. For Monitrol I, a
negative systematic error of about 8% of the certified value
occurrec. for the determinations, but accuracy and precision
for the cther two sera are convincingly better (see Table III).
The infrared PLS model evaluated in this study can predict
concentiation values for uric acid with an uncertainty of +3.2
mg/dL 95% confidence limit; see also Figure 8F).

We also caleulated calibrations for creatinine and bilirubin,
for which relative prediction errors of about 50% based on
PRESS? and the average concentration of the population
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resulted. We decided not to include these results, because
the quality of the spectra has certainly to be improved to
achieve a better performance of the IR method with the rather
low concentrations of about 1 mg/dL to be considered.

The performance comparison between the reference
methods and the PLS infrared methods disfavors the latter.
It must be remembered that the mean square prediction error
(PRESS) of the infrared methods is calculated, taking into
account the entire concentration range of the distributions,
whereas standard deviation and bias for the reference raethods
are provided only for fixed concentration values. Tlereis a
much greater variation including possible interferences in the
population studied by infrared spectrometry. A direct com-
parison of the infrared and the reference methods using the
serum standards is not possible, since these do not belong to
the population of studied plasma samples, so that the results
of the inverse calibrations are not applicable for predicting
serum substrate concentrations. The “a posteriori” straight
line fits of the predicted versus reference concentrations by
least squares always give a positive ordinate intercept and a
slope smaller than 1.0 providing an impression of the con-
centration-dependent bias of the prediction models chosen.
Evidently, high concentrations are underestimated ard lower
ones overestimated. The better the quality of the prediction
model is, the less affected is the average predicticn error
PRESSY2 by bias.

Improvements for the substrate determination by nfrared
spectroscopy have been discussed in ref 14 at greater length,
so only the main points shall be stressed. It is possible to
measure the ATR spectrum with a better signal-to-noise ratio
making use of photon detectors (commonly used are liquid-
Ny-cooled HgCdTe semiconductors) instead of the pyroelectric
thermal DTGS detector. A cut down of the measurement time
is also possible (20 scans in 75 s for our spectromeer con-
figuration). Apart from better infrared spectra, the other
factor considered for improvement is the number of standards
used; the uncertainty for the predictions can be reduced by
considering a larger sample population. In addition, a sys-
tematic investigation is necessary to study the influence of
the spectral range to be chosen for the calibration. A weighted
partial least-squares analysis with more emphasis on the
spectral regions with strong absorption features of the com-
ponents studied could further improve the calibration results.
There is certainly room for improvement when considering
the statistical algorithm.

Systematic deviations by protein adsorptions onto the ATR
crystal have been studied by measuring the kinetics of this
reaction (14). It can be concluded, that these influences on
the plasma spectrum can be reduced to a negligible level by
an accurate timing of the measurements. However, further
studies are needed for an estimate of these perturbation effects
on the different concentration results.

CONCLUSION

With this extensive study of heparinized human plasma by
infrared spectroscopy and chemical or enzymatic reference
methods, it can be shown that, with the implementation of
a numerically stable and efficient algorithm, predictior: models
can be constructed which make use of infrared spectra A fast,
multicomponent analysis without any consumption of special
expensive reagents is possible with the small sample volume
required. The experimental equipment can be modified
without difficulties, so that only 200 uL of blood or plasma
is necessary for the analysis. The advantage of the circular
ATR microcell for these measurements must be emphasized.
The final conclusion of this investigation is that Fourier

transform infrared spectroscopy may play a more important
role for analytical applications in clinical chemistry. However,
for propagating this method for broad clinical use, it is nec-
essary to achieve further improvements.
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Global Optimization by Simulated Annealing with Wavelength
Selection for Ultraviolet—Visible Spectrophotometry

John H. Kalivas,* Nancy Roberts, and Jon M. Sutter
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The problem of process optimization is routinely encountered
by chemists. One favored technique for determination of a
best or optimal set of operating conditions for a given system
has been the simplex algorithm. The major defect of simplex
lies in its inability to guarantee that the global optimum of a
system has been located. This assurance is gained only by
the convergence of repetitive trials with widely spaced
starling points to the same global optimum. The generalized
simulated annealing (GSA) method is promoted as a global
optimum location technique, due to the ability of the algorithm
to walk out of local optima and converge upon the global
optimum. Mathematical models with multiple optima are used
to compare the convergence of simplex with GSA, and suc-
cessful global optimum location by GSA is demonstrated.
GSA locates the global optimum regardless of the starting
position. GSA is also demonstrated as a viable route for
wavelength selection.

INTRODUCTION

The need for optimization of a chemical process is a com-
mon occurrence for most chemists. Historical optimization
techniques include one-at-a-time optimization, the use of
factorial designs, the steepest ascent methods, and the mod-
ified simplex algorithm (7). Unfortunately, each of these
methods has drawbacks that limit their applications. One-
at-a-time optimization is essentially useless for systems in
which there is any interdependence of the variables, and the
use of a factorial design is ill-suited to optimization location
until the optimum is known to lie within the boundaries of
the design. The method of steepest ascent/descent requires
using derivatives (or gradients) of the function, which is
generally unknown. Perhaps the most often used technique
is the simplex algorithm. In the absence of a priori information
about the system under investigation, simplex is easily im-
plemented. Calculations associated with simplex are relatively
simple, and computer software for implementation of the
algorithm abounds. The major drawback of simplex is that
although an optimum for the system will be located, there is
no guarantee the optimum located is the global optimum.
Because of this, it is often necessary to run repeated trials of
simplex using widely spaced starting points. The convergence
of successive trails to the same optimum is the criterion used
for assurance of global optimum location. Recently, a method
similar to simplex, termed optiplex, was introduced (2). Unlike
simplex, optiplex makes use of both the worst and best re-
sponses in order to locate an optimum. A characterization
of the response surface is required and the optimum located
is still not definite.

The generalized simulated annealing algorithm (GSA), as
described by Bohachevsky et al. (3), is a function optimization
algorithm which converges to the global optimum. Simulated
annealing was first introduced by Kirkpatrik et al. (4) and
Cerny (5), for use with combinatorial optimization processes.
The name was derived from the similarity of the optimization
to modeling the physical process involved in annealing solids.
Simulated annealing has also been referred to as Monte Carlo

annealing and statistical cooling. A popular example for the
use of the algorithm on discrete data sets is the optimization
of the s0-called traveling salesman problem (6).

This paper will present a background for simulated an-
nealing, concentraing on the generalization described by
Bohachevsky et al. (3), and application of the algorithm to
continuous functions. Additionally, GSA will be applied to
waveleagth selection for UV-vis spectrophotometry.

Wavzlength selection was chosen because of the numerous
investigations in performing automatic selections (7-24). The
proposied methods require complex computations and many
do not assure selection of the global optimum wavelength set.
Sasaki st al. developed a procedure based on the branch and
bound method which significantly reduced the number of
compu:ations (8). Using least squares for guantitative
analysis, Sasaki et al. obtained the smallest variance when
repetivi measurements at select wavelengths were used com-
pared o using complete spectral scans for a fixed time.
Bialkovsski recently provided mathematical evidence for their
observations with spectral scanning instruments (25). Similar
results have been acquired (9, 10). Several other investigations
using least squares have shown improvements in results are
possible if wavelength ranges which highlight spectral features
are used (11-13). In particular, if a spectrum consists of areas
that co:atain no information (essentially base line), then the
nonspe:ific wavelengths measuring those areas should be
avoidec. Including the nonspecific sensors in calculations
could degrade concentration predictions. Using recursive least
squares, Thijssen et al. demonstrated that significantly im-
proved concentration predictions can be obtained when op-
timal wavelengths are used (14).

Besicles reasons already mentioned, least-squares results
improvs with select wavelengths because collinearity or
spectra. overlap is reduced. Baised regression methods exist
which are not severely effected by collinearity. Thus, complete
spectra can be used, avoiding the determination of proper
wavelength sets. Two of the most common techniques used
in speciral chemical analysis are principle component re-
gressior (PCR) and partial least squares (PLS) (26, 27). Even
though wavelength searches are not necessary, the proper
number of factors to include in an analysis must be estab-
lished, which represents a computational search as well.
Furthermore, Otto and George have recently used PLS in
conjunction with different empirically chosen spectral ranges
(15). Better prediction errors were acquired by using a range
contain.ng 13 of the possible 30 wavelengths. The improved
results were not attributed to improved selectivity but to
higher precision in the near-IR range compared to the UV
range w.1ere most of the remaining wavelengths resided. Their
results suggest that PLS and possibly PCR could benefit from
waveler.gth selection.

The purpose of this paper is not to advocate using selected
wavelengths but to demonstrate thé potential use of GSA and
offer a viable route to choosing proper wavelengths.

SIMULATED ANNEALING
The physical process of annealing involves heating a solid

materia. or materials in a heat bath to a melting temperature
at whict. all particles of the solid are randomly arranged. The
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liquid phase is then slowly cooled by gradully reducing the
temperature of the bath. During this gradual coo.ing, the
particles reach equilibrium at each temperature T, tending
to arrange themselves in low-energy ground states. This
thermal equilibrium is characterized by the probability of
being in a state with energy E, P{E = E} which is given by the
Boltzmann distribution

-E
PE = E} = Z(T) exp( ) (48]

where k is the Boltzmann constant, Z(T) is a normalization
factor known as the partition function, and the exponential
is referred to as the Boltzmann factor. With decreasing
temperature, the Boltzmann distribution tends toward the
states with the lowest energy, and as the temperature ap-
proaches zero, only those states with a minimum ene gy have
a nonzero probability of occurrence.

The thermal equilibrium process was modeled by Me-
tropolis et al. (28) with a Monte Carlo method in which se-
quential states of a substance were generated by using an
iterative process. Chiefly, with a given current positioning
of particles composing the substance, a new positioning is
chosen by applying a small perturbation to the system re-
sulting in relocation of randomly chosen particles. The dif-
ference in the energy of the two states AE is computed, and
if the difference is negative (meaning the perturbec state is
at a lower energy than the original state), then the process
continues using the perturbed state as the new current pos-
itioning. If, however, AE > 0, then the probability of accepting
the perturbed state is given by the Metropolis criterion

P= exp(;ﬁf) 2)

With this eriterion, the substance will eventually evolve into
a state of thermal equilibrium.

The simulated annealing algorithm solves optiraization
problems by applying Metropolis® criterion to a series of
configurations for the system being optimized. A defined cost
function C for the optimization problem assumes th= role of
energy in the algorithm, while a control parameter ¢ takes the
place of the temperature 7" and the Boltzmann counstant k.
With an initial configuration s for the system, configuration
¢t in the neighborhood of s is chosen (correspondinz to the
perturbation in the Metropolis algorithm). The probability
of ¢ being the next accepted configuration is 1 if, for mini-
mization, the difference between the cost functions for con-
figurations ¢ and s is less than or equal to zero, i.e.. AC(ts)
= C(t) - C(s) £ 0. If AC(¢s) > 0, then the probability P for
acceptance of configuration ¢ is given by

-AC(ts)
P = expl — (3)

This criterion permits a nonzero probability of moving to a
configuration with a cost function higher than the current
configuration. The acceptance criterion for such a detrimental
configuration is based upon drawing a random numbe: p from
a uniform distribution on the interval [0, 1] and coraparing
the result with P from eq 3. If the resulting random number
is smaller than or equal to P, then the detrimental configu-
ration is accepted, otherwise a new configuration in the
neighborhood of s is computed and the evaluation of the cost
function is repeated. This probability criterion allows the
algorithm to move out of local minima, through s biased
random walk. The iterative process is continued until the
probability distribution of the configurations for the system
approaches the Botzmann distribution, eq 1, which with the
redefinition of terms appears as

. . C()
Piconfiguration = i} = Q (c ) ( ) (4)

where Q{c) is a normalization constant dependent on the
control parameter c, the equivalent of the partition function
mentioned earlier. Implementation of simulating annealing
requires an initial value of the control parameter ¢. Kirkpatrik
et al. (4) have suggested that the initial value be experimen-
tally determined such that approximately 20% of the random
configurations are rejected. When the configuration ap-
proaches the Boltzmann distribution for a particular value
of ¢, the control parameter is then lowered and the iterative
process continues. The algorithm terminates at some small
value of ¢ for which few, if any, configurations are accepted.
These repetitive iterative runs are often referred to as cooling
cycles in reference to the lowering of temperature for the
Boltzmann probability and have also been discussed in terms
of Markov chains (6).

Simulated annealing was generalized (GSA) by Bohachev-
sky et al. for use with continuous functions, with the modi-
fication of the cost function C being defined on a n-dimen-
sional continuous variable space represented as C(x) = C(x;,
X9, -y Xp) where x; E R, 1 =1, 2, ..., n. The optimization then
consists of finding x € R” such that C{x) is optimized (for
the present discussion assume a minimization). A step size
Ar was introduced along with a normalized n-dimensional
vector v corresponding to random perturbations of the ele-
ments of the current evaluation site x. This vector of random
perturbations is formed by obtaining »n random numbers u;
gy veny Uy from N(O, 1), then computing v: v; = ui/(1,)® + u)?
+ .+ u A% i=1,2, .., n Therandom step vector v is then
multiplied by the step size Ar and added to x to give the new
evaluation site y. More importantly, the probability function
P for acceptance of a detrimental step was modified so that
the probability tends toward zero as the random walk ap-
proaches the global minimum. This was achieved by inclusion
of the difference between the current function minimum at
x and the projected function minimum at the optimal xy. The
acceptance criterion for a detrimental step is then

—-BAC(yx)
P=exp| 50— 5
p( C(x) - Clxg) ®)
where 8 = 1/c. Detrimental steps occur when (AC(yx) > 0)
and the probability of acceptance, P, is compared to a random
number p from a uniform distribution on [0, 1]. The detri-

mental step y is accepted when p < P. If the function op-
timum X is assumed to be zero, then the acceptance criterion

reduces to
-BAC(yx)
P= exp(T—) (6)

x)

When C(x;) is unknown, a conservative estimate of the op-
timum should be used. If the estimated value for C(x,) is high,
C(x) - C(xg) will eventually become negative. At that point,
a new estimation of the anticipated global minimum may be
used. For function maximization, detrimental steps occur
when AC(yx) is negative and the denominator in eq 5 is
changed to C(xg) ~ C{x). Vanderbilt and Louie have also
applyed simulated annealing to continuous functions (29).

GSA also requires an empirical chose of the controlling
parameter (in this case 8). With the generalization of the
probability function such that P — 0 as the global optimum
is approached, the need for successive trials (cooling cycles)
is eliminated, thus 8 remains constant throughout the opti-
mization process. The choice of 8 is subjective and depends
upon both the function or system being optimized and the
step size Ar chosen. Different choices of Ar produce different
AC(yx). Thus, if Ar is changed, a resulting change in 8 will
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Table I. Functions Evaluated

name function boundaries optimization

GSAl 122+ 2y?~ 0.3 cos Bwx) -1Sx,y<1
— 0.4 cos (4my) + 0.7

SIN2 1+ sin® (x) +sin? (y) - -10<x,y <10 minimization
0.1 exp(-x2 - 3%

minimization

3DPOLY 9-8x—-6y-42+2x*+ 0<2x,y<30 minimization
2%+ 22+ 2y +2xz 0<z=<15
x+y+2 <30
YIELD 20 + 0.8T + 0.8C 0<T,C=<200 maximization

+ 0.0227C - 0.015T%
- 0.015C? + error
error: NIO, 1]

be necessary to maintain optimum performance of the al-
gorithm. The criterion suggested by Bohachevsky for de-
termination of 8 is that 50%-90% of the detrimental steps
should be accepted. This corresponds to the inequality 0.5
< P < 0.9. An experimental determination of this average
value of P can be made on a set number of initial steps as an
indication of the algorithm’s performance, and 8 may be
changed to allow P to fall within the limits, if necessary. A
poor choice of 8 will result in either the acceptance of too few
or too many detrimental steps, resulting in failure of the
algorithm in a local minimum, or wandering of the algorithm
away from the global minimum. Given a fixed step size,
increasing the value of 8 will increase the number of rejected
detrimental steps, causing the algorithm to wander less (but
possibly locking it onto a local optimum), while decreasing
8 will result in less rejected detrimental steps, increasing the
wandering of the algorithm.

The step size chosen should be large enough to allow the
algorithm to move out of a local minimum in two three steps.
A balance between sensitivity and mobility of the algorithm
must be achieved. Because the algorithm is a random walk,
the value of Ar should be large enough to allow adequate
exploration of the response surface. Due to the fizxed step size,
GSA cannot shrink to converge upon the exact location of the
global optimum, as can simplex. A possible solution is to
perform simplex or a factorial design in the region of the
optimum defined by GSA to determine its exact location. A
variable step size simulated annealing was addressed by
Vanderbilt and Louie (29) but was not approached in this
work.

EXPERIMENTAL SECTION

The generalized simulated annealing algorithm, written in
FORTRAN, was tested on the four mathematical functions listed
in Table I, three of which contain multiple optima. The results
of the optimization with GSA were compared to those achieved
by using the modified simplex method. The optimum was con-
sidered located by GSA when at least 25 steps were taken without
acceptance. For simplex, steps were taken until it became ap-
parent that simplex was circling the optimum. Gaussian noise
with 1% RSD was added to all simulated and real spectra.

All computations were carried out on an HP Vectra, using
Numerical Algorithms Group (NAG) mathematical and graphics
libraries (The Numerical Algorithms Group, Inc., Downers Grove,
IL). Simplex calculations were performed using SIMPLEX-V
software (Statistical Programs, Houston, TX). The GSA program
is available from the authors.

RESULTS AND DISCUSSION

Mathematical Funetions. Figure 1 shows the three-di-
mensional plot of the GSA1 function listed in Table I. This
function was tested by Bohachevsky et al. for the performance
of the GSA algorithm and has a global minimum equal to zero
at x and y coordinates (0, 0). For this function, C(x,) = 0 was
used in eq 5. By use of values established previously (3), Ar
= 0.15, 8 = 8.5, and starting at (1.0, 1.0), convergence to the
global optimum was achieved (Figure 2). Note that the
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Figure 2, Contour plot of the GSA 1 function showing the convergence
of GSA to the global optimum with 8 = 3.5 and Ar = 0.15: 0O,
represents accepted steps; M, represents rejected steps. Contour
levels arz as follows: 1= 0.30,2 =0.89,3 = 1.50,4=2.1and 2.7.

optimum defined by GSA is not exactly 0 due to the inability
of the algorithm to shrink the step size when in the neigh-
borhood of the optimum. Two GSA optimizations were
perforried by using the same starting locations. Table IT
reveals that because of the random nature of GSA, different
paths to the global optimum are taken. Additionally, GSA
was ab e to locate the optimum regardless of the initial co-
ordinates. Simplex varied in its success, dependent upon the
starting point. The third simplex was started in a local op-
timum (0, —0.93) and failed to converge to the global optimum,
as noted in Table II. The successful trials for the simplex
algorithm may have occurred in part due to the overall slope
of the function toward the global optimum, allowing simplex
to travel over local optima while expanding toward the global
optimum. Table II lists the number of steps taken by both
algorithims, as well as at which step the optimum was located
(i.e., an optimum located on the 56th of 150 steps is listed as
having 56/150 steps). Table II shows the range of P values
is indeed 0.5 < P < 0.9 and this range corresponds to rejection
of approximately 20% of the random configurations.

The second function listed in Table I, referred to as the
SIN2 fanction, presented the greatest challenge to both al-
gorithms. The function has several local optima (minima) with
functicn values = 1.0, while the global optimum located at
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Table II. Simplex and GSA Searches of the GSA1 Function
(Global Optimum Location = (0, 0) and Optimal Response =
0

Simplex Results®

. optimum/
optimum optimum total nc.
coordinate response of steps
0.62 0.98? 2.28 29/32
0.00 0.00¢ 0.00 39/44
-0.01 -0.93¢ 1876 18/22
GSA Results®®
. optimum/
% optimum optimum  total no.
range/ rejected’ __coordinate response  of steps
0.2-0.8 59 0.058  0.033% 0.08 79,150
0.7-0.9 18 0.025 —0.042¢ -0.07 56,150
0.7-0.9 19 0.078 -0.003° 0.08 83,150
0.1-0.6 76 0.070  0.028¢ 0.09 487 /520

2Step size = 0.15. °Initial coordinate = (0.85, 0.85). °Initial
coordinate = (1.00, 1.00). ¢Initial coordinate = (0.00, -0.93). ¢8 =
3.5. fFirst 100 steps.
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Figure 3. Three-dimensional piot of the SIN2 function.

the origin has a function value = 0.9. Figures 3 and 4 show
the three-dimensional and contour plots for the function,
respectively. Simplex converged to the global optim:am only
once in seven trials, with the successful trial the result of
starting simplex in a valley leading directly to the global
optimum. All other trials resulted in convergence uson one
of the local optima, as listed in Table III. The GSA alzgorithm
converged to the global optimum in 4 of the 11 trials listed.
Since the global optimum was very close in value to the local
optima, GSA also tended to become stranded in t1e local
optima. Because of this, the assumption that the global op-
timum C(x,) was zero (rather than 0.9) was used for all GSA
trials. This somewhat improved the performance o' the al-
gorithm as the probability values P did not converge as rapidly
when local optima were approached. However, taking this
approach eliminated the ability of GSA to halt on ths global
optimum. It became necessary to track the minimum function
value obtained and to then postanalyze the data to determine
the location of the optimum. In this case, the stopping criteria
were that no further improvement of the cost finction
evaluation was noted in 50 steps. Once again, GSA coes not
converge upon the exact location of the global optimum due
to the inability of the algorithro to shrink Ar. The source of
the SIN2 function was an optimization article by Price (30),
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Figure 4. Contour plot of the SIN2 function. Contour level 1= 1.20,
2 =160,3 =200 4=240,and 5 = 2.80

Table III. Simplex and GSA Searches of the SIN2
Function (Global Optimum Location = (0, 0) and Optimal
Response = 0.9)

Simplex Results

" . optimum/
mlt}aI step optlépum optimum total no.
coordinate ;0 coordinate response of steps
5.0 50 0.10 6.28 6.28 1.00 48/54
-5.0 50 010 -6.28 6.28 1.00 31/52
0.0 14 0.10 0.00 0.00 0.90 43/46
0.0 -31 010 0.00 -3.14 1.00 14/14
5.0 50 0.256 6.28 6.28 1.00 51/61
5.0 50 2.00 3.14 3.14 1.00 37/43
50 50 400 073 -9.38  L44 49/49
GSA Results®
. optimum/
% Opn;}“m optimum  total no.
B average® rejected® _S00TdINAte  rocnonge  of steps
7.0° 0.75 10 628 6.27 1.000 452/500
10.0¢ 0.68 7 630 6.30 1.001 248/300
20.0¢ 0.50 22 316 314 1.000 174/300
05¢  0.80 6 -0.01 -0.28 0.951 17/100
08¢ 065 9 029 -0.22 1.000 74/200
1.2¢ 0.50 15 0.19 0.11 0.955 312/400
154 050 31 012 -0.03 0917 234/300
354  0.30 72 319 -3.20 1.006 200/300
1.0¢ 0.70 16 -6.30 -6.30 1.000 74/200
1.5¢ 0.65 40 -0.11 0.02 0913 63/150
2.0° 0.76 24 364 -3.14  1.000 114/200

4 Initial coordinate = (5.0, 5.0). ®First 100 steps. ¢Step size =
0.10. “Step size = 2.0. ¢Step size = 4.0.

in which the proposed controlled random search procedure
identified the global optimum after 700 search steps.
Performance of the GSA algorithm versus simplex on the
3DPOLY function, a polynomial in three variables, is listed
in Table IV. The 3DPOLY function was one investigated
by Price in which 4000 steps were required for location of the
optimum (30). The optimum for the system lies on the
boundary constraint of x + ¥ + 2z < 3.0. Simplex failed in
one trial at a step size of 0.2 and was successful on two trials
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Table IV. Simplex and GSA Searches of the SDPOLY
Function (Global Optimum Location = (1.33, 0.77, 0.44) and
Optimal Response = 0.1111)

Simplex Results®

. optimum/
step optxglum optimum total no.
sige . coordimate yeqponse of steps
0.10 1.32 0.78 0.45 0.1112 78/100
0.10 1.36 0.80 0.42 0.1140 105/132
0.20 1.08 0.86 0.53 0.1753 73/90

GSA Results®

. optimum/

o optxér}um optimum  total no.

8 rangeb rejected® coordinate response  of steps
2.5° 0.5-0.9 4 1.33 095 0.32 0.2066 200/230
5.0¢ 0.6-0.9 14 1.34 0.78 043 0.1141 379/410
7.0° 0.6-0.8 28 1.31 074 047 01171 211/250
1.5¢ 0.3-0.9 13 1.31 077 045 0.1119 140/200
2.5% 0.3-0.5 26 1.34 097 034 0.1603 125/200
7.0° 0.8-0.5 14 1.31 0.82 043 0.1197 196/250

aInitial coordinate = (0.0, 0.0, 0.0). ®First 100 steps. °Step size
= (.10. 4Step size = 0.20.

at a step size of 0.1. GSA successfully converged most often
to the optimum when 8 was chosen such that the percentage
of rejected steps (in the first 100) was in the neighborhood
of 20%, rather than the criteria of 0.5 < P < 0.9. The best
performance of the algorithm (location of the optimum in the
smallest number of steps) occurred when the P values were
at an average value of 0.6 in the first 100 steps. For example,
with Ar = 0.2 and 8 = 1.5, a minimum of 0.1119 was identified
on the 140th of a total of 200 steps. The GSA algorithm
conrverged at both Ar = 0.1 and Ar = 0.2, with the 0.2 step
size converging in less than half the number of steps than the
0.1 step size trial required. Again, assumption of a minimum
at 0.0 necessitated tracking the function values for later
analysis of the location of the global optimum.

The performance of GSA on the last function, the YIELD
model, emphasized the need for accurate determination of the
controlling factor 8. The function, whose contour plot is shown
in Figure 5, was obtained from a discussion of various opti-
mization techniques by Bayne and Rubin (31). The YIELD
model represents a chemical synthesis where concentration,
C, and temperature, T, are optimized to maximize the yield.
Their data regarding optimization of the function are listed
in Table V. The optimum identified by the authors was 100
mg/g; however, the addition of the random error component
allowed values greater than 100 mg/g in the GSA iterations.
For GSA, the global optimum was assumed to be 101 mg/g.
The step size used for GSA was set to 5.0, which corresponded
to the initial step size used by Bayne and Rubin for the
steepest ascent, simplex, and modified simplex algorithms.
At 3 = 1.5 and Ar = 5.0, the GSA algorithm rejected only 2
of the first 100 steps. With a corresponding average P equal
to 0.89, the algorithm was unable to locate the global optimum
and wandered on the response surface as shown in Figure 5.
However, with 8 = 10.5 and Ar = 5.0, the average P was 0.50,
and 24 of the first 100 trials were rejected. Figure 6 illustrates
the path of GSA under these conditions. This added dis-
crimination allowed GSA to identify an improved maximum
yield of 100.52, in comparison to the 99.38 yield identified by
the modified simplex algorithm. When the random error
component is removed, the GSA maximum is 99.89, compared
to 99.13 for the simplex optimization.

Wavelength Selection. Locating the ideal set of wave-
lengths requires a figure of merit to base decisions on. The
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Figure 5. Contour plot of the YIELD function showing failure of GSA
in locating the optimum with incorrect parameters of § = 1.5 and Ar
= 5.0: M represents accepted steps, M represents rejected steps.
Contour level 1 = -86, 2 = —45, 3 = 3.5, 4 = 38, and 5 = 79.

Table V. Searches of the YIELD Function {(Global
Optimum Location = (T = 100.0, C = 100.0) and Optimal
Response = 100.0)

Literature Results

optimum
_coordinate  yield, o, of
method T C mg/g steps
steepest ascent 75.0 76.4 95.79 33
1 fector at a time 55.0 40.0 74.14 28
simple simplex 7.5 77.2 97.70 56
modified simplex 93.37 101.30 99.38 20
GSA Results®
optidn_mum optimum/
P % coordinate  -yiold,  total no.
B8 average® rejected® T C mg/g  of steps
1.5 0.89 2 50.95 5543 82.09 111/150
3.5 0.75 17 99.70 1 98.96 100.59 197/226
50 0.75 14 97.10 94.71 100.21 228/250
7.0 0.75 22 104.37 103.18 100.24 199/250
9.0 055 21 94.25 100.76 100.18 235/250
100 050 21 77.99 100.66 100.52 174/200
10.5 0.50 24 100.65 97.84 100.52 148/200
11.5 0.47 43 96.87 98.25 100.57 147/200

¢Initial coordinate = (20.0, 20.0); step size = 5.0. ®First 100
steps.

various criteria proposed in the literature have chiefly dealt
with minimizing accuracies and precisions for concentration
estimates. This investigation minimized a criterion which
averags:s the selectivity and sensitivity information, termed
aceurazy, for all components. Past studies have shown this
figure of merit to perform satisfactory (12). We are not
stressing the importance of the decision-making criterion but
rather our emphasis is on, given a figure of merit, how can
one delermine the proper number and location of wavelengths.

How continuous the response surface is for wavelength
selection depends on the degree of spectral digitization.
Because our spectra were digitized at integer intervals,
wavelength arrays in the GSA program were declared as in-
tegers. This introduced the possibility of acquiring duplicate



ANALYTICAL CHEMISTRY, VOL. 61, NO. 18, SEPTEMBER 15, 1989 « 2029

L 7

0 20 40 60 80 100 120

Figure 6. Contour plot of the YIELD function showing the cor vergence
of GSA to the global optimum with correct parameters of 3 = 10.5
and Ar = 5.0: I represents accepted steps, Bl represents rejected
steps. Contour levels are the same as those given in Figure 5.

Absorption

Wavelength

Figure 7. Two-component simulated Gaussian curves with ainplitudes
of 10 and 5 units, and half-bandwidths of 10 units. Peaks occur at 10,
12, 50, and 70 wavelength units, respectively.

wavelengths in an array due to truncation of random rumbers
from N(0, 1). Duplicate wavelengths were interpreted as a
desire on the part of GSA to cluster wavelengths in a spectral
area. Duplicate wavelengths in new wavelength sets of size
n can be avoided by selecting n random wavelengths f:om the
population of p digitized wavelengths. However, the controlled
stepping ability would be lost resulting in possible large
variations of the criterion. Determination of proper § values
would then be more difficult.

The initial phase of testing GSA involved simulated ab-
sorption spectra using Gaussian curves. Figure 7 shows two
simulated pure component spectra which were investigated
with simplex and GSA. Chemical analysis of a samyple con-
taining these components would require a minimum of two
wavelengths. The three-dimensional response surface for all
possible two-wavelength combinations is illustrated in Figure
8 while a contour plot is presented in Figure 9. Ths z axis
contains accuracy values which have been inveried for
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Figure 8. Three-dimensional graph of the response surface corre-
sponding to Figure 7 for two wavelength combinations. Accuracy
values have been inverted for graphical enhancement.
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Figure 9. Contour plot for Figure 8. For graphical enhancement,
accuracy values have been inverted such that contour level 1 = 69,
2= 110, 3 = 150, 4 = 190, and 5 = 220.

Table VI. Comparison of GSA and Simplex for Wavelength
Selection

initial optimum  optimum/

wave- optimal accuracy total no.
study® lengths wavelengths 1079 of steps
GSA® 20, 80 50, 73 4.026 82/150
simplex 20, 80 50, 72 4.052 26/40
GSA? 1,2 50, 72 4.021 1417200
simplex 1,2 10, 47 4.620 30/50

9Step size = 5.0. ¢8 = 0.15.

graphical enhancement. Both Figures 8 and 9 reveal several
local optima and one global optimum at wavelength combi-
nation {49, 71). The global combination is not (50, 70). This
is attributed to the accuracy criterion demanding simultaneous
maximization of sensitivity and selectivity. Table VI contains
the results of GSA and simplex for the listed situations. For
the GSA cases, the expected minimum for accuracy in eq 5
was set to zero because the minimum value was not known
and zero is the most ideal accuracy value. Adjustments to 8
were performed until six to nine of the first ten detrimental
steps were accepted. Table VI reveals that GSA was impartial
to the starting set of wavelengths while simplex was dependent
on the initial set. When the optimization routines were started
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Table VIL® Optimization of the Number and Location of
Wavelengths for RNA constituents

optimal optimum optimum/
step wavelengths, accuracy  total no.
size 8 nm (1073 of steps
5.0 0.27 222, 238, 274, 286 6.177 65/100
50 0.20 220, 226, 252 270, 284 5.380 82/125
3.0 0.17 220, 222, 256, 274, 276, 286 4.438 15/100
3.0 0.14 220, 222, 256, 274, 276, 286, 4.054 18/100
290
3.0 0.10 220, 220, 248, 262, 272, 276, 3.830 172/200
280, 288
3.0 0.06 220, 222, 248, 262, 272, 276, 3.632 3/100
278, 280, 290
3.0 0.05 220, 222, 246, 256, 270, 272, 3.439 4/100
276, 280, 286, 290
3.0 0.04 220, 222, 246, 256, 270, 272, 3.342 1/100

276, 280, 286, 288, 290

@Initial wavelengths (nm) = 228, 238, 248, and 258, thereafter,
wavelength 290 nm was added to each final set for the next opti-
mization.

at wavelength combination (1, 2), GSA was able to move
beyond the local minima wavelength combinations in the
vicinities of (10, 12}, (10, 50), and (12, 70).

In another study, simulated Gaussian curves were generated
such that all absorption occurred within the first 30 wave-
length units out of 100. GSA and simplex were both started
at the upper end where only base line was present, wavelength
combination (90, 91). Simplex could not progress to the ab-
sorption region. GSA was capable of migrating to the ab-
sorption region and locate the global optimum. Other similar
studies were performed where the number of components and
severity of spectral overlap varied. Evidently, when spectral
overlap existed, the accuracy criterion constantly favored those
wavelengths that were located on the sides of absorption
bands. Wavelengths at peak maxima were always designated
for orthogonal simulated spectra. Additionally, from these
investigations, 8 values between 0.1 and 0.5 emerged as ap-
propriate values. Depending on the specific spectral situation,
fine tuning of 8 is necessary to achieve the proper percentage
of accepted detrimental steps.

GSA was applied to a previously studied four-component
system containing RNA constituents adenylic, cytidylic, and
guanylic, and urdiylic acids (10, 14, 24). Spectra for these
compounds were recorded from 220 to 290 nm and digitized
at 2-nm intervals (24). The minimum expected accuracy was
set to zero. When four wavelengths out of the possible 36 were
requested, GSA converged to wavelengths 222, 238, 274, and
286 nm from initial wavelengths 228, 238, 248, and 258 nm.
The first row in Table VII shows the results. After this op-
timization, a fifth wavelength was added to the optimal four
wavelenths and GSA was performed again. This procedure
of increasing the number of wavelengths and locating their
positions was repeated until differences in accuracy values
were approximately the same. At this point, an ideal number
of wavelengths as well as their location were assumed to be
reached. This occurred with 10 wavelengths and Table VII
shows the progression. Notice that as the accuracies decrease,
so does 8. Wavelengths are added to an already existing
optimal set thereby reducing AC(yx) and requiring a smaller
8 for proper acceptance of detrimental steps. These results
are similar to those of Thijssen et al. The slight differences
are possibly due to the noise content of the spectra. Mark
recently demonstrated the ability of computer wavelength
selection procedures to obtain different wavelengths under
similar circumstances (22). The noise content of spectra was
recognized as the source of discrepancy. Bershtein also studied
this system and decided six wavelengths measured six times

was best (10). A list of selected wavelengths was not available
for com parison with those selected by GSA.

CONCLUSIONS

GSA s a new versatile method for optimization problems.
In particular, when a system is known to contain several
optima, GSA is not handicapped in determining the location
of the giobal optimum. Additionally, GSA locates the opti-
mum regardless of the initial coordinates. Areas that could
greatly benefit by using GSA include operation research, liquid
chromasography, and design of calibration samples for
quantitative analysis.

The principle restriction of GSA is the necessity of deter-
mining proper values of 8 and Ar. Proper § values were
determined most often when Kirkpatrick’s suggestion was
used. Specifically, choose 8 such that 20% of the steps are
rejectec. By use of suitable parameters, GSA is capable of
global optimum location. This study has shown that GSA can
be safely terminated after 25 nonaccepted steps are taken.
This stady has shown that GSA is effective in locating the
global ¢ptimum more frequently than simplex, often in situ-
ations where simplex converges to a local optimum. However,
when s:mplex locates the global optimum, it does so in a
significantly reduced number of steps. Much of this may be
attribuved to the ability of the simplex algorithm to expand
and cortract step sizes along the path to the optimum. Our
laboratory is currently investigating alterations to simulated
annealing to enhance the search procedure and reduce the
number of steps required for optimum location.
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To date, the existence of isobaric molecular ion interlerences
resulting from the formation of species such as MO™ and MCI*
has been considered to be a significant shortcoming of in-
ductively coupled plasma mass spectrometry (ICP/I4S). In
the present study, this problem has been circurnvented
through the use of two multivariate calibration methods,
namely multiple linear regression (MLR) and principal com-
ponents regression (PCR). The methods function by utilizing
information from multiple, partially selective sensors and have
been applied to the "Mo™0*/"TCd™ and "Zr'®0*, "Mo'®0",
"RuOt /7T 8Cd", T ", "T%Sn™ systems. For the former
system, it was possible to determine low levels of Cd in the
presence of Mo, by using either MLR or PCR; traditional
univariate determinations of Cd at single isotopes wrere un-
satisfactory. Both PCR and MLR were satisfactory for de-
termining Cd in the presence of Zr, Mo, Ru, In, and Sn;
moreover, no major advantages of PCR over MLR were ob-
served. The ICP/MS application of MLR and PCR, as well
as that of other muitivariate calibration approaches not con-
sidered herein, merits further study.

INTRODUCTION

Inductively coupled plasma mass spectrometry (ICP/MS)
is rapidly becoming an established method of trace mul-
tielement analysis (I-10). This technique offers d:tection
limits in the range of 0.01-0.1 pg/L for many elements, the
capability of performing on the order of 10 elementel deter-
minations/min, and the unique ability to provide isotopic
information about the sample. Based on these charac:eristics,
ICP/MS’s performance in many applications compares fa-
vorably to that of flame and electrothermal atomic absorption
spectroscopy as well as to that of inductively coupled plasma
atomic emission spectroscopy (ICP/AES).

The existence of isobaric molecular ion interferences re-
sulting from the formation of species such as MO* ard MCI*
has been considered to be a significant shortcoming of
ICP/MS (11-19). These interferences result in a systematic
error source that must be circumvented in order t¢ obtain
meaningful analytical results. To date, various researchers
have approached this problem by employing plasma operating
conditions that result in a lower yield of molecular spe-ies (20)
and by utilizing aerosol processing devices (21) that dzsolvate
the agueous aerosol being introduced into the plasma. A
method of actually calculating the degree of formation of the
interferant MO*, and subtracting its signal from that of M'*,
the analyte, has been proposed (22). This method employs
thorium as an internal standard for oxide formation; the
ThO*/Th* ratio is measured in the sample and is used to
calculate the anticipated MO™ signal on the basis of praviously
established correlations. None of these strategies are entirely

satisfactory and/or successful in all cases.

In recent years, the use of multivariate calibration methods
such as multiple linear regression (MLR), the generalized
standard addition method (GSAM), partial least-squares re-
gression (PLSR), and principal components regression (PCR)
has become widespread in analytical chemistry (23-36). These
techniques have been applied to a variety of methods such
as Fourier transform infrared spectroscopy, ICP/AES, anodic
stripping voltammetry, and near-infrared reflectance spec-
troscopy. All multivariate calibration approaches have the
common feature of utilizing information from multiple, par-
tially selective sensors in order to determine analyte(s) in the
presence of interferant(s). The aforementioned multivariate
calibration techniques differ principally in the methodology
used to manipulate the data obtained and calculate the un-
known concentrations.

To date, multivariate calibration has not been applied to
the previously described interference problems in ICP/MS.
It will be shown that these interference problems can be
successfully corrected by using two multivariate external
calibration techniques, namely MLR and PCR. As repre-
sentative examples of this interference problem, the deter-
mination of low levels of Cd in the presence of a Mo matrix
and the determination of low levels of Cd, In, and Sn in the
presence of high levels of Zr, Mo, and Ru have been inves-
tigated. The latter system also presents some isobaric ele-
ment—-element interferences for Cd, In, and Sn in the m/z
112-116 range; either MLR or PCR offers the possibility of
deconvoluting these spectra in the absence or presence of
molecular species such as ZrO*, MoO™, and RuO*. A critical
comparison of univariate calibration, MLR, and PCR will be
presented.

EXPERIMENTAL SECTION

Materials. Deionized, distilled water, prepared in-house, was
used as the solvent for all solutions. Baker Instra-Analyzed nitric
acid (70 wt % agqueous solution) and hydrochloric acid (30 wt %
aqueous) were used as received; 1% (v/v) of each was added as
a preservative to standard and sample solutions. Stock solutions
of 5000 mg/L Zr, Mo, and Ru were prepared by dissolving (N-
H,)sMoOQy, ZrOCl,8H,0, and (NH,);RuCl, (Spex Industries) in
water; 1000 mg/L Cd, In, Sn, and Rh stock solutions (Spex) were
used as received. .

Calibration. For the Mo—Cd system, standards and unknown
solutions, containing mixtures of Mo (0-50 mg/L) and Cd (0-0.1
mg/L), were prepared with 0.1 mg/L Rh added as an internal
standard. The experimental designs for the calibration standards’
and unknown samples’ concentrations are shown in Table I; the
calibration standards’ design is essentially a two-factor, three-level
full factorial design with replications as indicated in Table I. In
Table II, experimental designs are shown for the standards and
samples used to investigate the Zr-Mo-Ru—-Cd-In-Sn system;
the interferants’ and analytes’ concentrations were varied in the
ranges 0-50 and 0-0.1 mg/L, respectively. Three-level, six-factor
partial factorial designs were used for this system. For both

0003-2700/89/0361-2031$01.50/0 © 1989 American Chemical Society
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Table 1. E;;pcrixtxur{ful Design for Calibration Standards
and Unknown Samples for the Mo-Cd System

Mo, Cd, Mo, Cd,
standard(s) mg/L mg/L sample(s} mg/L mg/L
2.3 0.000  0.000 A B, C 0.000  0.0100
4 0.000  0.0500 D,E, F 0.000  0.0800
5.8, 7 0.000  0.100 G, HI 5.00 0.0100
3 250 0.000 J, K. L 3.00 0.0900
g.10. 11 25.0 0.0500 M 12.5 0.0500
4 p 0.100 N 25.0 0.0250
0.000 0 25.0 0.0750
0.0500 P 37.5 0.0500
0.100 Q.R,S 45.0 0.0100
T,U,V 45.0 0.0900

i
i
|
P
|
|

rsleiits. the sample concentrations were selected to adequately
38 the calibrations’ performances over a variety of analyte—
interterant concentration conditions. In all studies, the standards
were run in random order; following completion of the stand-
ardization, the samples were examined in a random order; this
approach is referred to as a “stratified-random” strategy.

Inductively Coupled Plasma Mass Spectrometry. A Sciex
Elan Model 250 ICP mass spectrometer, equipped with mass flow
meters (Precision Flow Devices) for all gas streams and a peristaltic
sumple delivery pump (Rainin Instrument Co.), was used in these
studies. A Neslab RBC-3 refrigerated circulating bath was used
to maintain the nebulizer spray chamber at a temperature of 10
°C. A Meinhard type TR-C concentric glass nebulizer was used
in all studies. Instrumental operating conditions were as shown
in Table III. No attempt was made to reduce the formation of
MoO" by using reduced nebulizer Ar flow rates; this flow was
instead adjusted to yield the highest intensities of analytes such
as H2Cd*, IBIn*, and 128n*. MO*/M* values were as shown in
Table I11. Ion optics parameters were adjusted to yield satisfactory
signal to noise behavior; these settings were as shown in Table
{II. No adjustment of any of these parameters was made during
analytical operation of the instrument; lengthy modification of
these settings between analytical operations was generally un-
necessary.

For the Mo-Cd system, ion intensities were measured for the
m/z values 103, 106, 108, 110-114, and 116 by using the mass
spectrometer software parameters listed in Table I11; the signals
obtained at m/z 106, 108, 110114, and 116 were normalized to
the m/z 103 (1%Rh*) signal. This internal standardization was
intended to minimize the effects of changes in nebulizer efficiency
as well as changes in the transmission of analyte ions through the
sampling interface and ion focusing optics. The m/z values 103,
106, 108, and 110124 were scanned in the study of the Zr-Mo—

Ru-Cd In-Sn system; once again, *®*Rh* was used as an internal
standard.

Computations. To perform conventional, univariate cali-
bration of the Mo~Cd system, results for those standards con-
taining no Mo were modeled by using simple linear regression.
This calibration was performed for signals at the individual Cd
isotopes listed in Table IV. These linear models were used to
predict the Cd concentrations in the unknown sample solutions.
Also shown in Table IV are some univariate calibration processes
studied for the Zr-Mo-Ru~Cd-In-Sn system,; for the Inat m/z
115 and the Sn at m/z 122 models, all of the standards, including
those ¢ontaining the other analytes and potential interferants,
were included in the model.

Seve -al multiple linear regression calibrations were performed
for both systems; the analyte and sensor combinations discussed
in this paper are shown in Table IV. Analyte concentrations were
treated as independent variables, and normalized ion intensities
were traated as dependent variables. Modeling was done in a
stepwis: fashion, starting with the model expected for each sensor
based 01 the isotopic abundances of the analytes and interferants;
insignificant terms were deleted (e.g. Ru at m/z 114) and unan-
ticipate 1 terms were included (e.g. Zr at m/z 111; Mo at m/z 124).

The principal components regression (PCR) procedure for
calibration and unknown determination consisted of several steps,
as outlined in Figure 1. The reader is referred to the literature
(32. 33) for detailed descriptions of the process and examples of
its application to similar problems. All computations for MLR
and PCR as well as univariate calibration were performed with
a commercially available statistics software package (Statgraphics,
STSC, Inc).

RESULTS AND DISCUSSION

Standards Correlation Matrices. The matrix of corre-
lation coefficients obtained for the Mo-Cd standards’ data
set is chown in Table V. An examination of this matrix
indicates that the Cd isotopes appear to be divided into three
groups: one consisting of m/z 110, 111, 112, 113, 114, and 116,
and two distinct individual signals, m/z 106 and 108. These
categories are consistent with the abundances of the Cd iso-
topes and the Mo isotopes whose oxygen adducts produce the
interferant species. The existence of many significant cor-
relatios in the data set indicates that dimension reduction
processes such as principal components analysis are applicable.

Tab'e VI depicts the correlation matrix obtained from the
standards data set for the Zr-Mo-Ru-Cd-In—Sn system. In
genera, interpretation of this matrix is less obvious than that
from t1e Mo-Cd system; the larger number of covariances
alone complicates the abstraction of meaningful information.

Table II. Experimental Designs for the Calibration Standards and Test Samples for the Zr-Mo-Ru-Cd-In-Sn System

std(s) Zr* Mo Ru Cd In Sn
1a, 1b, 1c 0.000 0.000 0.000 0.000 0.000 0.000
2 0.000 25.0 25.0 0.0500 0.0500 0.0500
3a, 3b 0.000 50.0 50.0 0.100  0.100  0.100
4 25.0 0.000 50.0 0.000  0.0500 0.0500
5a, bb 25.0 25.0 0.000 0.0500 0.100 0.100
6 25.0 50.0 25.0 0.100  0.000  0.000
7a, Tb 50.0 0.000 25.0 0.0500 0.000  0.100
8 50.0 25.0 25.0 0.100  0.0500 0.000
9 50.0 50.0 0.000 0.000 0.100  0.0500
10a, 10b, 10c  0.000  0.000 25.0 0.100  0.100  0.0500
11 0.000 25.0 50.0 0.000 0.000 0.100
12 0.000 50.0 0.000  0.0500 0.0500 0.000
13 25.0 0.000 50.0 0.0500 0.100  0.000
14a, 14b 25.0 25.0 0.000 0.100 0.000  0.0500
15 25.0 50.0 25.0 0.000  0.0500 0.100
16 50.0 0,000 0.000 0.100 0.0500 0.100
17 50.0 25.0 25.0 0.000 0.100  0.000
18 50.0 50.0 50.0 0.0500 0.000  0.0500
19a, 19b 50.0 50.0 50.0 0.100  0.100  0.100
20a, 20b, 20¢  50.0 50.0 50.0 0.000  0.000  0.000

sample(s) Zr Mo Ru Cd In Sn
Al, A2, A3 0.000  0.000 0.000 0.0100 0.0100 0.0100
B 20.0 20.0 20.0 0.0500 0.0500 0.0500
C1, C2 40.0 40.0 40.0 0.0900 0.0900 0.0900
D 0.000 0.000 40.0 0.0500 0.0500 0.0900
BE 20.0 20.0 0.000 0.0900 0.0900 0.0100
F1, F2 40.0 40.0 20.0 0.0100 0.0100 0.0500
G 0.000 200 40.0 0.0100 0.0900 0.0500
H 20.0 40.0 0.000 0.0500 0.0100 0.0900
11,12 40.0 0.000 20.0 0.0900 0.0500 0.0100
J 0.000 40.0 0.000 0.0900 0.0500 0.0500
K1, K2, 3 20.0 0.000 20.0 0.0100 0.0800 0.0900
L 40.0 20.0 40.0 0.0500 0.0100 0.0100
M 0.000 20.0 20.0 0.0900 0.0100 0.0900
N1, N2 20.0 40.0 40.0 0.0100 0.0500 0.0100
[¢] 40.0 0.000  0.000 0.0500 0.0300 0.0500
P1, P2 0.000 40.0 20.0 0.0500 0.0900 0.0100
Q 20.0 0.000 40.0 0.0900 0.0100 0.0500
R 40.0 20.0 0.000 0.0100 0.0500 0.0900
S1, 82, 83 400 40.0 40.0 0.0100 0.0100 0.0100

2Zr and all other elemental concentrations are in milligrams per liter.
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Table I1I. Operational Parameters for ICP/MS

forward 1f power = 1250 W; reflected power = 5 W
plasma Ar flow = 149 std L /min

auxiliary Ar flow = 1.37 std L/min

nebulizer Ar flow = 1.10 std L/min

sample uptake rate = 2.0 mL/min

sampling depth = 25 mm*

mass spectrometer pressure = 1.8 X 107 Torr
electron multiplier voltage = 3930 V

deflector voltage = 4030 V

B lens setting = 30; E; lens setting = 42

P lens setting = 17; S, lens setting = 20
BMo80* /% Mo* = 0.000913 + 0.000075 (n = 2)°
N0Zri6Q* /N0Zrt = 0.00774 % 0.00053 (n = 5)°
9"Mo*0* /9 Mo* = 0.00136 + 0.00014 (n = 5)°
W2Ry180* %R y* = 0.000421 £ 0.000038 (n = 5)°
measmt mode = multichannel; measmt time = 10 s
dwell time = 0.050 s; cycle time = 0.100 s
measmts/peak® = 1; repeats/integration = 1

@ This refers to the distance from the top of the load coil to the
tip of the sampling orifice. ® This ratio applies to the Mc-Cd sys-
tem and was measured at the beginning and at the end of the en-
tire experiment; the stated uncertainty reflects the range of the
two values. ¢ These ratios apply to the Zr-Mo~Ru-Cd-Ir~Sn sys-
tem and were measured at the beginning and end of the entire ex-
periment and at evenly spaced intervals; the stated uncertainty
reflects one sample standard deviation. ?This indicates that a
single measurement at the nominal mass value was made for each
m/z scanned.

Worth noting are the following: First, there appears to be a
Zr-related block (masses 106, 108, 110), a disperse Mo- and
Cd-related block (masses 111-114, 116), and an Sn -related
block (masses 117-120, 122, 124). The m/z 113 and 115
sensors are apparently associated with In, although their
mutual correlation coefficient (0.6817) is diminishec due to
the influence of other signals such as 3Cd* and *'Mo*0™" at
m/z 113. The masses 117-120 and 122 are apparently Sn-
associated, with little influence from other signals. The m/z
124 sensor, which might be expected * be strictly associated
with 12Sn*, shows a lower correlation with the Sn group
sensors; there is apparently an influence at m/z 124 from some
other species; further investigation revealed that a Mo-con-
taining species influencing m/z 124 was responsible for the
lack of fit to the m/z 122-124 correlation. A scatter plot of
the Sn concentration vs the normalized m/z 124 signal is
shown in Figure 2; clear delineations exist for stendards
containing 0, 25, and 50 mg/L Mo.

There do not appear to be any obvious features in the
matrix of Table VI that are related to Ru; the RuO* signals
are weak due to the low values of "Ru’®0*/"Ru* observed (see

Qbtam data matrix for
1 standards X p sensors

Autoscale (Z-score) data
for each sensor

Compute (p 1 p) correlaton
matrix

Apply principal components analysis procedure
compute {8 £ p) PC scores mamx and (p 1 pj
PC loadings matrix

}

Compute eigenvalues for eack PC;
determine k, the number of PC's
required to repreduce the eriginal P
data to within experimental

uncerainty (k<)

! i

Model each of the X significant PC scores
using multiple livear regression; treat PC
scores as dependent variables, analyte
and interferant concentrations as
independent variables

Use (pxx) PC
loadings matrix
to compute X FC
scores for the
unknown samples

Use PC scores apd
muluple linear
equaticns
to calcuiate unknown
concentrations of
analyte and wterferant

Y

Figure 1. Flow chart description of the steps invoived in the principal
components regression (PCR) process.
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Figure 2. Calibration plots for the determination of Sn at m/z 124,
showing the influence of Mo: squares, 0 mg/L Mo; diamonds, 25 mg/L
Mo; plus signs, 50 mg/L Mo.

Table III). The influence of RuQ" at masses 112, 114-118,
and 120 does exist; however, for m/z 114, it is negligibly small,
and for the remaining sensors, it represents a minor contri-

Table IV. Univariate, Multiple Linear Regression, aad Principal Components Regression Calibration Schemes

system analyte(s) sensor(s)

Mo-Cd Ccd 106

Mo-Cd Cd 111

Mo-Cd Mo, Cd 106, 108, 211
Mo-Cd Mo, Cd 106, 108, 111
Mo-Cd Mo, Cd alld

Mo-Cd Mo, Cd alld
Zr-Mo-Ru-Cd-In-Sn  Cd 111
Zr-Mo~Ru-Cd-In-Sn In 115
Zr-Mo-Ru~-Cd-In-8n Sn 122
Zr-Mo-Ru-Cd-In-Sn Zr, Mo, Ry, Cd, In, Sn 106, 108, 110, 113,

115, 11€, 120

Zr-Mo-Ru-~Cd-In-Sn  Zr, Mo, Ry, Cd, In, Sn all®

method correlation® results
univariate? 0.9982 Table VII
univariate? 0.9998 Table VII
MLR 0.9974, 0.9976, 0.9966 Table VIII
MLR, amended® 0.9976, 0.9985, 0.9990 Table VIII
PCR 0.9988, 0.9958 Table IX
PCR, amended® 0.9993, 0.9976 Table IX
univariate® 0.9998 Table X
univariate 0.9994 Table X
univariate’ 0.9986 Table X
MLR 0.9988, 0.9988, 0.9988, 0.9966, 0.9994, Table XI

0.9994, 0.9994

PCR 0.9994, 0.9990, 0.9996 Table XIX

0.9996, 0.9912, 0.9956

¢ Correlations (r-squared) are shown in the order corresponding to that of the sensors. ®Standards containing no Mo were included in the
models. ¢A time-dependent term was incorporated into thiese models to compensate for slight changes in MoO*/Mo*. ¢All sensors men-
tioned in the text were included in the model. ¢The model was constructed from standards 1a—c and 10a—c (see Table II). €All standards

were included in the model.
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Table V. Matrix of Correlation Coefficients® Obtained for
the Mo~Cd System Standard Solutions

106  1.000

108  0.099 1.000

110 0.884 0.550 1.000

111 0.744 0.738 0.970 1.000

112 0.892 0.536 0.999 0.965 1.000

113 0.865 0.583 0.999 0.978 0.998 1.000

114 0850 0.607 0.297 0.984 0.996 0.999 1.000

116 0.721 0.760 0.960 0.999 0.956 0.971 0.978 1.000
m/z 106 108 110 111 112 113 114 116

¢Correlation coefficients having an absolute value of greater
than 0.359 are significant at the 99% confidence level, as deter-
mined by the formula tgap = r(1 ~ r)™%(n ~ 2)1/% where Cl =
confidence level = 0.99 (two-sided); n = number of measurements
= 19; dF = degrees of freedom = 19 ~ 2 = 17; and ¢ = 2.898.

bution to the total variance. Thus, the influence of RuO* is
confounded amongst the Mo/Cd- and Sn-related blocks.
Despite the obscurity of the Ru-related information in the
standards data set, it will be shown that the Ru concentrations
can be predicted in the test samples by using MLR or PCR
(vide infra).

Univariate and Multiple Linear Regression Calibra-
tion. Table IV lists the univariate, MLR, and PCR calibration
schemes used for both the Mo—-Cd and the Zr-Mo-Ru-Cd~
In~Sn systems. Each calibration model was evaluated by
examining the correlation coefficients and residuals plots for
the individual equations; correlation coefficients of 0.995 or
greater (i.e. r-squared of 0.99 or greater) were considered
acceptable; the residuals plots were inspected for any sys-
tematic lack of fit; none was detected for any of the regressions
performed. The Mo—Cd system was found to be well-described
by MLR using m/z 106, 108, and 114; addition of other sensors
(m/z 110, 111-113, 116) to the model brought about little
change in the predicted sample values. The Zr-Mo-Ru-Cd-
In-Sn system could be modeled as a whole, using seven sensors
(m/z 106, 108, 110, 113, 115, 118, and 120). Alternatively,
though, it could be treated as several smaller systems. Clearly,
a very large number of potentially useful MLR modeling
systems exist in addition to those listed in Table IV.

Principal Components Analysis. A principal compo-
nents analysis of the signals for the Mo-Cd standards at m /2
106, 108, 110, 111, 112, 113, 114, and 116 yielded two signif-
icant principal components, having eigenvalues of 7.011 and
0.987, respectively. Collectively, these two principal compo-
nents accounted for 93.97% of the original variance of the
data; the original data set could be closely replicated from the
data scores and original variable loadings of these two principal

-/108
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Figure 3. Principal components loadings plot for the Mo~Cd system
standards data set, showing the position of each sensor in the new
PG axes; eigenvalues are shown in parentheses.

components. Therefore, it was not necessary to consider any
of the six additional principal components in order to ade-
quately model the system.

Figure 3 illustrates the loadings of the original signals upon
the first two principal components of the Mo—Cd system; this
plot effectively depicts and clarifies the information present
in the correlation matrix of Table V and the suggested
groupings of the sensors. This plot is also useful as a guideline
for constructing MLR calibration schemes; it suggests that
a good MLR model should consist of m/z 106, 108, and one
of the remaining sensors. It is also seen that high similarity
between the m/z 110-114, 116 group exists, and that models
consisting of sensors from only this group are less desirable;
this tyre of model leads to a matrix of regression parameters
having a determinant of close to zero, which may lead to a
numerically unstable inverted matrix of regression parameters,
and inzccurate and imprecise predictions. These considera-
tions are discussed in detail by Beebe and Kowalski (37).

The loadings plot for the first two principal components
of the Zr-Mo-Ru-Cd-In-Sn system is shown in Figure 4.
These two principal components had eigenvalues of 8.285 and
3.154 for the first and second components, respectively; to-
gether, these two components account for 76.26% of the
variance of the entire standards data set. The first six prin-
cipal components accounted for 99.99% of the system’s var-
iance; the remaining nine components were neglected.
Loadings plots for component pairs other than the first vs the
second were examined as well; these plots contain successively
less in’ormation. The plot shown in Figure 4 is the best
two-di:nensional representation of the standards’ responses

Table VI. Matrix of Correlation Coefficients® Obtained for the Zr-Mo-Ru-Cd-In-Sn System Standard Solutions

106 1.000

108 0.998 1.000

110 0.994 0.995 1.000

111 0.349 0.368  0.445 1.000

112 0620  0.631 0.701 0.938 1.000

113 0.006 0.020 0104 0861 0732 1.000

114 0.025 0.042 0132 0938 0.798 0.930 1.000
115 -0.116 -0.112 -0.079 0.293 0217 0682 0.369
116 0.091 0.103  0.160 0.622 0584 0.666 0.660
117 0.096 0.102 0136 0362 0379 0425 0.388
118 0.080 0.086 0.121 0.353 0.368 0.424 0.386
118 0.058 0.063 0.099 0338 0.352 0419 0.381
120 0.070 0.075 0110 0.3438 0.358 0.420 0.381
122 0.077 0.081 0.116 0340 0359 0414 0.376
124 0.205 0.226  0.248 0513 0485 0476 0.465
m/fz 106 108 110 111 112 113 114

1.000

0.408  1.000

0.348  0.942 1.000

0.349 0.945 0997 1.000

0.344 0941 0982 0.993 1.000

0.347 0.943 0.990 0.998 0.993 1.000

0.341  0.940 0.983 0.994 0.999 0999 1.000
0.322 0918 0906 0906 0894 0901 0.897 1.000
115 116 117 118 119 120 122 124

2Correlation coefficients having an absolute value of greater than 0.206 are significant at the 99% confidence level as determined by the
formula togr = r{l - 1%7V2(n - 2)V2, where Cl = 0.99, two-sided confidence lavel; n = number of measurements = 31; dF = degrees of

freedom = 31 - 2 = 29; and ¢t = 2.756.
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Figure 4. Principal components loadings plot for the Zr-Mo-Ru-Cd-
In-Sn system standards data set; eigenvalues are show1 in par-
entheses.
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Figure 5. Principal components scores plot for the Mo~Cd system
standards data set, showing the position of the standards in the new
PC axes.

at the 15 sensors used; however, it should be borne in mind
that it is a projection of the data matrix into two dimzansions,
and additional features exist that are seen only in additional
loadings plots (e.g. PC1 vs PC3, PC2 vs PC3, etc.). Some
features noted in Figure 4 are the similarities of m/z 106, 108,
and 110 (Zr-related); the uniqueness of m/z 115 (In); the Sn
group of m/z 117, 118, 119, 120, and 122; and the separation
of m/z 124 from the Sn group and its partial association with
the disperse Mo-Cd group (m/z 111, 112, 113, 114, 1186).

In Figure 5, the principal components scores plot for the
Mo—Cd system standards is shown; this plot shows “he pos-
itions of the standards in the new principal components axes.
It is evident that this plot closely resembles the originel design
of the experiment, although the PC axes are position2d at an
angle relative to those in the original design. The three-point
clusters in the corners and center of the scores plot represent
triplicate standards as indicated in Table I. The within-cluster
distances provide a rough indication of the experimental
uncertainty associated with the various regions of the plot.

When the information from the correlation matrix and the
PC loadings and scores plots is combined, it is evident that
two “latent variables”, namely the Cd and Mo concentrations,
exist for the Mo and Cd system, as would be expected. Similar
considerations apply to the Zr-Mo—-Ru~Cd-In—Sn system,; six
latent variables exist; each PC score is a linear combination
of signals derived from the six individual analytes.

The scores plot shown in Figure 6, for the Zr-Mo-Ru-
Cd-In—Sn system, is much more complex than that of Figure
5; however, a rationale should exist for the location of each
point. Some specific features are that the Zr concen’rations
are high in standards found in the bottom of the p.ot, and
the high Sn standards are located in the upper right-hand
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Figure 6. Principal components scores plot for the Zr-Mo-Ru-Cd-
In-Sn system standards data set.

Table VII. Results for the Determination of Cd in the
Mo~Cd System Using Univariate Calibration at m/z 106
and 111

bias at precisn at bias at precisn at
sample(s) 106,% % 106,% % 111, % 111, %
A,B,C +4 6 +1 2
D,EF -11 2.0 0 1.6
G, HI +4 7 +88 4.7
J, K L +0.7 14 +8.9 0.2
M +3.8 N/A® +44 N/A
N +20 N/A +180 N/A
[¢) -3.5 N/A +56 N/A
P +1.8 N/A +130 N/A
QRS +14 11 +870 2.2
T, U,V 0.1 1.7 +81 1.6

2Relative bias (of the mean, if applicable); true values for Mo
and Cd shown in Table I. ®Relative standard deviation. ¢Not
applicable; no replicates performed.

corner. The plot of Figure 6 is most readily examined by using
Figure 4 as a template to assist in interpretation. As a
practical note, extensive interpretation of these plots is not
generally necessary in order to implement a calibration
scheme; however, a wealth of information can be recovered
by this practice.

Multiple Linear Regression Modeling of Principal
Component Scores. For both systems, the standards data
scores for all significant principal components (PC1, PC2 for
Mo—Cd; PC1-PC6 for Zr-Mo—Ru-Cd-In-Sn) were modeled
by using multiple linear regression as depicted in Figure 1.
Correlations where r-squared was at least 0.99 were obtained
in all cases. An analysis of variance (ANOVA) of the residuals,
as described by Deming and Morgan (38), was performed for
both Mo—Cd PCR equations; this analysis indicated that there
was no significant lack of fit for either PC model; thus, both
sets of PC scores are described within the experimental un-
certainty of the data. The level of experimental uncertainty
observed in this study was considered to be acceptable for this
type of analytical method and application.

Sample Results. For Mo—Cd system samples containing
Mo, univariate Cd determinations at individual m/2’s were
found to be grossly unsuccessful, with the exception of those
performed at *®Cd*. Results at m/z 106 and 111 are shown
in Table VI; it is noted that this °°Cd* isotope is the only
Cd isotope that is not obscured by an MoO* species. This
isotope, however, is not always practical for quantitation due
to its low abundance (1.2%); the precision and accuracy of
the results reflect this low abundance. Furthermore, it is
conceivable that a sample matrix would produce significant
levels of species such as %Zr'®Q™*, which would produce the
same type of interference; univariate calibration would then
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Table VIIL. Results for the Determination of Mo and Cd in the Mo-Cd System Using Multiple Linear Regression at m/z 106,

108, and 111

sample(s)® Mo found Mo bias,? % Mo precisn,® % Cd found Cd bias, % Cd precisn, %
A. Model Containing No Explicit Tixr.e Dependency
A B, C ND¢ NA® NA 0.0099 -1 1
D,EF ND NA NA 0.0890 -11 0.9
G H I 4.9 -2 8 0.0101 +1 2
4, K, L 4.5 -10 4 0.0889 -1.2 0.9
M 12.0 -4.0 NA 0.0499 -0.2 NA
N 24.2 -3.2 NA 0.0235 -6.0 NA
0 23.1 -18 NA 0.0737 -1.7 NA
P 34.8 =72 NA 0.0497 ~0.6 NA
QR,S 433 -38 13 0.0097 -3 8
T, U,V 41.2 -84 0.7 0.088 -2 2
B. Model: i, = &[Cd, mg/L] + ky[(MoO" /N 0}im — bt][Mo, mg/L]

A B, C NDf NA NA 0.0102 +2 3
D,EF ND NA NA 0.090 0 2
G, HI 5.3 +6 7 0.0103 +3 2
J, K, L 4.8 -4 5 0.0892 -0.9 0.3
M 12.5 0 NA 0.0504 +0.8 NA
N 26.2 +4.8 NA 0.0256 +2.4 NA
¢} 24.2 ~3.2 NA 0.0750 0 NA
P 317 +0.5 NA 0.0508 +1.6 NA
Q R, S 46.0 +2.2 1.2 0.009 -7 15
T,0,V 44.2 -1.8 0.8 0.088 -2 2

aTrue Mo and Cd concentrations are shown in Table 1. ®Biases are expressed in relative percent deviation between the mean (if appli-
cable) and the true value. ©Precision is expressed in relative standard deviation. 9 Not detected; upper-bound estimate of the detection limit
(see text) is 4 mg/L. ¢Not applicable. fNot detected; upper-bound LOD estimate is 4 mg/L Mo.

Table IX. Results for the Determination of Mo and Cd in the Mo-Cd Sys:em Using Principal Components Regression

sample(s)® Mo found Mo bias,? % Mo precisn,® % Cd found Cd bias, % Cd precisn, %
A. Model Containing No Explicit Time Dependency
A B,C ND¢ NA® NA 0.0101 +1 2
D,EF ND NA NA 0.0895 -0.6 0.6
G H I 48 -4 8 0.0101 +1 3
J, K, L 4.3 -14 4 0.0898 -0.2 0.3
M 11.8 -5.6 NA 0.0509 +1.8 NA
N 23.2 =12 NA 0.0265 +6.0 NA
[¢] 23.6 -5.6 NA 0.0736 -1.9 NA
P 34.8 -7.2 NA 0.0510 +2.0 NA
Q,R, S 43.0 —4.4 17 0.0106 +6 8
T,0,V 40.9 -8.1 2.2 0.0891 -1.0 0.4
B. Model: (PC SCORE), = k4[Cd, mg/L] + ko[(MoO*/Mo%)inissar — bt1[Mo, mg/L]
A,B,C NDf NA NA 0.0101 +1 2
D,EF ND NA NA 0.0895 0.8 0.5
G, H I 5.3 +6 8 0.0101 +1 3
J,K, L 4.5 -10 4 0.0898 0.2 0.3
M 12.3 -1.6 NA 0.0508 +1.8 NA
N 25.2 +0.8 NA 0.0265 +6.0 NA
O 24.7 -1.2 NA 0.0736 -1.9 NA
P 318 +0.8 NA 0.0504 +2.0 NA
QR, S 45.7 +1.6 0.6 0.0106 +6 9
T,U,V 44.3 -1.6 2.5 0.0891 ~1.0 0.4

aTrue Mo and Cd concentrations are shown in Table I. ?Biases are expressec in relative percent deviation between the mean (if appli-
cable) and the true value. ¢Precision is expressed in relative standard deviation. @ Not detected; upper-bound estimate of the detection limit
(see text) is 4 mg/L. °Not applicable. /Not detected; upper-bound LOD estimate is 4 mg/L Mo.

fail at m/z 106; this situation is encountered in the Zr-Mo—
Ru-Cd~In-Sn example.

The m/z 111 Cd results of Table VII, which reflect the
presence of a systematic positive bias due to uncorrected
MoQ*, are typical of univariate Cd results for this system
determined at the other Cd isotopes. Results at other isotopes
can be rationalized based on the relative abundances of the
"Cd and ™Mo isotopes. It is also expected that the results
at Cd isotopes other than 6Cd are dependent upon the
particular instrumental operating conditions used; these re-
sults might be somewhat improved or degraded by adjustment.
of parameters such as plasma power, sampling depth, and
nebulizer Ar flow rate. However, these strategies cannot
completely eliminate the formation of MoO™, and the signal

to noise ratio at all of the Cd isotopes tends to diminish as
one att>mpts to produce a lower MoO*/Mo*.

In contrast, the results for Cd determined for the Mo~Cd
system samples by using the MLR and PCR approaches are
wholly acceptable over the entire Mo-Cd range investigated
(refer to Tables VIII and IX, respectively.) No obvious dif-
ferences exist between the MLR and PCR results; in the case
of this relatively simple system, MLR would be preferred on
the basis of its being more straightforward. The results of
Tables VIII and IX suggest that one could successfully de-
termine 5 mg/kg Cd in a matrix containing up to 25000 mg/kg
Mo, such as might be present in a ferrous alloy. Indications
of the riethods’ precisions are also given in Tables VIII and
IX; it is seen, as expected, that MLR and PCR are least precise
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Table X. Results for the Determination of Cd, In, aad Sn
in the Zr-Mo-Ru-Sn-In-Sn System Using Univariate
Calibration at m/z 111, 115, and 122, Respectively

% Cd bias, % In bias, % St bias,

sample(s) % precisn® % precisn % precisn
Al, A2, A3 +2, 3 -3,1 6, ¢
B +61, NA? -0.6, NA -1.0. NA
C1, C2 +67, 2.2¢ -1.0,18 -0.3 1.8
D +74, NA -0.4, NA -3.3 NA
E +36, NA +0.7, NA +4, NA
F1, F2 +650, 1.6 +2,2 +5., 0.9
G +180, NA -1.8, NA -5.4 NA
H +100, NA 0, NA +3.1, NA
11, 12 +30, 1.0 -2,5 +9,3
J +49, NA +4.8, NA +0.4, NA
K1, K2, K3 +130, 1.4 +2.3, 0.7 +2.£, 1.3
L +95, NA +1, NA +7, NA
M +21, NA +2, NA +0.2, NA
N1, N2 +480, 4.3 4,6 -1, 9

o +45, NA -2.7, NA -1.2 NA
P1, P2 +70, 0.8 -0.2,0.2 -8, &
Q +12, NA +5, NA -0.2 NA
R +440, NA +1.5, NA +4.5, NA
81, 82, 83 +620, 2.4 +6,2 +10 2

2Relative bias (of mean if applicable) and relative precision (if
applicable). All Cd, In, and Sn concentrations are showr in Table
II. ®Not applicable; no replicates performed. °Precision is given
by relative standard deviation for n = 3 and relative percent dif-
ference for n = 2.

under adverse conditions, such as for samples Q, i, and S.

Tables VIII and IX illustrate that Mo can be determined
as well by using the PCR approach, although deterinination
directly at "Mo™ in a diluted sample, or with an alternative
method such as ICP/AES, might be preferred. Systematic
negative biases appear to exist for the Mo deterninations
presented in Tables VIIIA and IXA; these biases were thought
to be derived from small changes in the MoO*/Mo* value (and
hence the model parameters) with time. A linear drift cor-
rection was performed, by modeling the standards’ signals or
PC scores as shown below:

D = k[Cd, mg/L] +
k[ (MoO™ /Mo*)initial — b¢]1[Mo, mg /L] (1)

where D is the dependent variable (either a principal com-
ponent score or an internal-standard-normalized ir tensity);
b is a constant that was determined from two measurements
of MoO*/Mo* (before and after the entire experimant), and
t is the time in minutes. Significant improvements vere seen
in the accuracy of Mo concentrations determined by using
these amended models; amended results for the Mo-Cd MLR
and PCR systems are shown in Tables VIIIB and IXB, re-
spectively. This amended approach may be impra:tical for
routine use; a more versatile solution might be to incorporate
Lichte’s method (22) of using a MO* /MY internal standard
such as Th in the multivariate calibration modeling scheme.

In Table X, some Zr-Mo-Ru~Cd-In—8n system results are
shown for the univariate determinations of Cd at n/z 111,
Inat m/z 115, and Sn at m/z 122. The Cd results are strongly
positively biased (with the exception of samples A1-A3, which
contained no Zr or Mo) and are demonstrative of t1e short-
comings of univariate calibration in this type of interference
situation. On the other hand, it is seen that univa-iate cal-
ibration is successful for the determination of In (at 115) and
Sn (at 122) despite the presence of the other matrix compo-
nents. Therefore, it is most practical to determine them by
using this simple approach.

The Zr-Mo-Ru-Cd-In-Sn system may be trected as a
single calibration problem using MLR; this has teen per-
formed for a calibration system that utilizes m/z 106, 108, 110,

Table XI. Results for the Determination of All Species in
the Zr-Mo-Ru-Cd-In-Sn System Using Multiple Linear
Regression at m/z 106, 108, 110, 113, 115, 118, and 120

% Zr bias, % Mo bias, % Ru bias,
sample(s)® % precisn % precisn % precisn
Al,A2,A3 ND!NANA ND,NA, NA ND,NA NA
B -4.0, NA ~10, NA +5, NA
C1, C2 -2.8, 1.64 -20, 13 +8, 17
D ND, NA,NA  ND,NA,NA -5, NA
E -3.0, NA +10, NA ND, NA, NA
F1, F2 0,5 ~-10, 11 0,7
G ND, NA, NA -10, NA -3, NA
H -0.5, NA -5, NA ND, NA, NA
11,12 +0.8, 0.4 ND, NA, NA -5,6
J. ND, NA, NA 0, NA ND, NA, NA
K1, K2, K3 -45,10 ND, NA, NA +5,21
L +0.5, NA -10, NA -8, NA
M ND, NA, NA 0, NA +10, NA
N1, N2 -10, 8 -5, 2 +5, 13
o} -7.8, NA ND, NA, NA ND, NA, NA
P1, P2 ND,NA, NA  -18,6 +10,1
Q -1.5, NA ND, NA, NA  +5, NA
R -0.5, NA +10, NA ND, NA, NA
81, 82, 83 -0.5, 2.0 -20, 6 -5,5

% Cd bias, % In bias, % Sn bias,

sample(s) % precisn % precisn % precisn
Al, A2, A3 -2,8 -6, 2 -10, 0.9
B —0.2, NA -0.8, NA -0.8, NA
C1,C2 +4.1, 1.7 -0.9, 2.1 -1.0, 0.6
D ~-4.8, NA -0.4, NA -1.7, NA
E -0.3, NA +0.7, NA -10, NA
F1, F2 +80, 20 0,2 +3.0, 0.2
G 0, NA -1.4, NA +1.2, NA
H +7.0, NA ~10, NA +2.4, NA
I1, 12 +7,7 -2,5 -0.3, 0.3
J +2.3, NA +3.8, NA +1.0, NA
K1, K2, K3 +20, 10 +1.9,0.8 +2.1, 0.4
L +7.6, NA +6, NA +8.0, NA
M -1.7, NA -2, NA +0.3, NA
N1, N2 0,44 -2, 6 +10, 16
o} -0.6, NA -3.0, NA —4.2, NA
P1, P2 0, 2.0 +0.1, 0.2 0,4
Q -1.8, NA +7, NA +1.4, NA
R +40, NA -4.0, NA +2.3, NA
81, 82, 83 +40, 20 +11,2 +11, 3

2True value are shown in Table II. ® Not detected; upper-bound
estimates (see text) of LOD’s are 2, 20, and 20 mg/L for Zr, Mo,
and Ru, respectively. True LOD’s are likely to be at least an order
of magnitude lower. °Not applicable; no replicates performed.
?Precision is given by relative standard deviation for n = 3 and
relative percent difference for n = 2.

113, 115, 118, and 120. The results from this system are shown
in Table XI. The system as a whole performs quite well with
the exception of the determination of 0.0100 mg/L Cd in
samples containing Zr (samples F1 and F2, K1-K3, N1 and
N2, R, S1-83). The successful determination of Ru indicates
that multivariate calibration can be used even where a species
produces a signal that is weak compared to those derived from
interferants; in this example, 50 mg/L Ru yielded approxi-
mately 1900 ions/s at m/z 118 (¥2Ru'®0*) while 0.100 mg/L
Sn yielded approximately 15000 ions/s at *%Sn*. No par-
ticular advantage over univariate calibration is seen for using
MLR in the determination of In or Sn.

The results of Table XII illustrate the determination of all
analytes using all 15 sensors via the PCR method. Some
improvement in precision and accuracy over MLR is seen for
the Mo results, presumably due to the incorporation of ad-
ditional information into the calibration model. Still, however,
the determination of 0.0100 mg/L Cd in the presence of Zr
is problematic, although both MLR and PCR produce ac-
ceptable Cd results at higher Cd levels. The results of Tables
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Table XII. Results for the Determination of All Species in
the Zr-Mo-Ru-Cd-In-Sn System Using Principal
Components Regression at All Sensors

% Zr bias, % Mo bias, % Ru bias,
sample(s)® % precisn % precisn % precisn
Al,A2,A3 ND2NASNA ND,NA,NA ND, NA, NA
B —-4.5, NA 0, NA 0, NA
Ci, C2 -2.8,1.8¢ +3, 17 +8, 14
D ND, NA, NA NA, NA 0, NA
E -3.0, NA 0, NA ND, NA, NA
F1, F2 0,4 +3, 4 0,24
G ND, NA, NA  +15, NA +18, NA
H -3.5, NA +5, NA ND, NA, NA
11,12 +1.8, 0.9 ND, NA, NA -75,22
J ND, NA,NA  +38,NA ND, NA, NA
K1, K2, K3 -5.0,14 ND, NA, NA -10,15
L +1.3, NA -10, NA -5, NA
M ND, NA,NA  +10, NA +5, NA
N1, N2 -5, 8 +13, 14 +5, 11
o] -8.3, NA ND, NA, NA ND, NA, NA
PL1, P2 ND, NA, NA 0,5 +8.0, 4.3
Q -0.5, NA ND, NA, NA -8 NA
R -1.5, NA -5, NA ND, NA, NA
S1, 82, 83 0,22 5,5 -2.5,1.5

% Cd bias, % In bias, % Sn bias,

sample(s) % precisn % precisn % precisn
Al, A2, A3 +8,3 -5, 4 -6, 1
B -1.2, NA -0.4, NA —0.4, NA
C1, C2 -3,3 -1, 2 -1.0, 0.4
D +0.4, NA +0.2, NA -1.3, NA
E +1.4, NA +1.1, NA -1.5, NA
F1,F2 -12,9 —4,1 +3.4, 0.7
G -18, NA -1.3, NA +0.6, NA
H ~2.2, NA -13, NA +2.7, NA
I, 12 +34, 0.8 0,4 -0.3, 0.3
J +2.2, NA +4.2, NA +2.0, NA
K1, K2, K3 -10, 16 +1.4,14 +2.7,0.7
L +4.2, NA +8.0, NA +2.0, NA
M ~0.6, NA +1.4, NA +1.3, NA
N1, N2 -50, 110 -2,5 +16, 9

o} -4.2, NA ~3.7, NA —4.4, NA
P1, P2 —4,8 0,02 +8, 2
Q -0.3, NA +16, NA +1.6, NA
R -21, NA -5.5, NA +2.0, NA
S1,82,83 -20, 20 +10, 5 +8, 2

4True values are shown in Table II. ®Not detected; upper-
bound estimates (see text) of LOD's are 2, 20, and 30 mg/L for Zr,
Mo, and Ru, respectively. True LOD’s are likely to be at least an
order of magnitude lower. ¢Not applicable; no replicates per-
formed. ?Precision is given by relative standard deviation for n =
3 and relative percent difference for n = 2.

XI and XII are demonstrative of the limitations of multi-
variate calibration as applied to this problem and this par-
ticular data set. However, the analyst might be able to im-
prove the system’s performance by attempting to reduce the
formation of ZrO*; for example, decreasing the nebulizer Ar
flow rate from 1.10 to 0.90 L/min would be likely to reduce
the ZrO*/Zr* value to a level where determination of 0.0100
mg/L Cd in the presence of high levels of Zr becomes feasible.

Estimated Detection Limits. Detection limits (LOD’s)
were estimated by using information derived from the samples
data set according to the equation shown below:

LOD =tS 2

where S is the standard deviation of the analyte concentration
in a low-concentration standard, and ¢ is the appropriate ¢
statistic (the 99.5% confidence level was used; probability of
« error is 0.005). In most cases three measurements were
available, 50 g g9504¢ has a value of 9.925. This method of
estimating upper bounds of detection limits is that suggested
by Currie (39) for application in multicomponent analysis

situations. These estimates represent upper bounds on the
true delection limits (for the same statistical criteria) for two
reasons: (a) The value of ¢ is larger than the corresponding
value of the z statistic for the 99.5% confidence level, which
would te used if the true population standard deviation was
known, or at least 30 measurements were available; (b) the
standard deviation of a low-concentration standard is likely
to be larger than the standard deviation of a blank (39). Thus,
these upper bounds on the detection limits should overesti-
mate tke true detection limits by an order of magnitude or
even more. This is evident in cases such as samples Q, R, and
S in Table IX, where an upper bound of the Cd detection limit
is 0.009 mg/L, and a relative standard deviation of 8% is
observed for three measurements of these 0.0100 mg/L Cd
samples. The numbers of significant figures used in Tables
VII-XI are based upon precision results of duplicate and
triplicate determinations rather than the lowest concentration
digit of the estimated detection limit.

Different detection limits could be estimated for the various
calibration systems, and in different interferant concentration
situations; for example, in the Mo—Cd system, the standard
deviaticn of the Cd concentrations in samples Q, R, and §
leads to an estimated detection limit for Cd in a 45 mg/L Mo
matrix; similarly, samples A, B, and C produce an estimated
detecticn limit for Cd in the absence of Mo. Some resulting
estimatad detection limits for the calibration systems and
interferance conditions examined are shown in Table XIIIL
In gene:al, the following trends were observed: (a) The es-
timated detection limits for a given species and interferant
conditicn were very similar for both the MLR and PCR
methods; (b) the presence of an interferant matrix appeared
to have a degenerative influence upon the estimated detection
limit (e.;z. Cd in the absence and presence of Mo and Zr); and
(c) estimated detection limits for species such as In and Sn,
which were not significantly affected by the isobaric inter-
ferences, do not appear to be sensitive to matrices such as Zr,
Mo, anc Ru. Note that for three samples, differences of less
than a factor of 4.35 are not significant at the 95% confidence
level, as determined by an F-test for comparing sample var-
iances. Table XIII also shows some estimated univariate
calibrat.on detection limits for Cd in the presence of inter-
ferants. These estimated detection limits appear to be worse
than those in the absence of interferant; however, discussion
of any cort regarding detection limits under these severe,
uncorrected interference situations is really a moot point, as
no positive identification of the signal’s source can be made.
Thus, when one performs univariate calibration of Cd in the
presence of high levelsof Zr and/or Mo, there is insufficient
informaion available at any single sensor to assign the signal
to a particular source (such as being due to 20 mg/L Zr as
opposed to 0.05 mg/L Cd). The large advantage of multi-
variate calibration (both MLR and PCR) in these situations
is that correct signal assignment can be made.

No physical differences in the instrumental conditions
account for the differences in the estimated detection limits
shown in Table XIII; these differences are strictly a conse-
quence >f different calibration methods. The calibration
method should be viewed as an integral part of the analytical
method, rather than some black box attached to the beginning
(or end) of the experimental process (40).

CONCLUSION

In summary, it has been demonstrated that two multivariate
calibration methods, namely MLR and PCR, are useful in
correcting for molecular ion interferences in ICP/MS. Fur-
thermors, element—element isobaric interference situations
(e.g. Cd and In at m/z 113) are resolvable without the use of
commonly employed “elemental equations” (22). These
multivar ate calibration procedures, which operate by utilizing
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Table XII1. Estimated Detection Limits for Varjous Analytes, Calibration Methods, and Interferant Conditions

analyte calibration method interferant conditions, mg/L estimated LOD, mg/L.  samples® table
Cd univariate, m/z 108 0 Mo 0.006 A,B,C VII
Cd univariate, m/z 106 45 Mo 0.01 Q,R,S Vit
Cd univariate, m/z 111 0 Mo 0.002 A,B,C VII
Cd univariate, m/z 111 45 Mo 0.02 QRS Vi
Cd MLR, m/z 106, 108, 114 0 Mo 0.0007 A, B,C VIITA
Cd MLR, m/z 1086, 108, 114 45 Mo 0.008 QR,S VIIIA
Mo MLR, m/z 106, 108, 114 0.01 2d 4 G H,I VIIA
Mo MLR, m/z 106, 108, 114 0.09 d 2 J, K, L VIIIA
Cd MLR, time dependency® 0 Mo 0.003 A,B,C VIIB
Cd MLR, time dependency 45 Mo 0.01 QR,S ViiB
Mo MLR, time dependency 0.01 d 4 G, H, I VIIB
Mo MLR, time dependency 0.09 d 3 J, K, L VIIIB
Cd PCR, all m/2’s 0 Mo 0.002 A, B, C IXA
Cd PCR, all m/z's 45 Mo 0.009 Q, R, 8 IXA
Mo PCR, all m/z’s 0.01 d 4 G, H, I IXA
Mo PCR, all m/z’s 0.09 d 2 4K, L XA
Cd PCR, time dependency 0 Mo 0.002 A B, C IXB
Cd PCR, time dependency 45 Mo 0.009 Q,R,8 IXB
Mo PCR, time dependency 0.01 Cd 4 G, H1I IXB
Mo PCR, time dependency 0.09 Cd 2 J K, L IXB
Cd univariate, m/z 111 0 Zr, Mo, Ru 0.001 Al, A2, A3 X
Cd univariate, m/z 111 40 Zr, Mo, Ru 0.007 S1, 82, 83 X
In univariate, m/z 115 0 Zr, Mo, Ru 0.001 Al, A2, A3 X
In univariate, m/z 115 40 Zr. Mo, Ru 0.002 81, 82, 83 X
Sn univariate, m/z 122 0 Zr, Mo, Ru 0.002 Al, A2, A3 X
Sn univariate, m/z 122 40 Zr. Mo Ru 0.002 S1, 82, 83 X
Zr MLR, seven sensors? 0 Mo 20 Ru, 0.01 Cd, 0.09 In, Sn 2 K1, K2, K3 X1
Mo MLR, seven sensors 40 Zr. Ry, 0.01 Cd, In, Sn 20 S1, 82, 83 X1
Ru MLR, seven sensors 20 Zr. 0 Mo, 0.01 Cd, 0.09 In, Sn 20 K1, K2, K3 X1
Cd MLR, seven sensors 0 Zr, Mo, Ru, 0.01 In, Sn 0.003 Al, A2, A3 XI
Cd MLR, seven sensors 40 Zr Mo, Ry, 0.01 In, Sn 0.03 S1, 82, 83 X1
In MLR, seven sensors 0 Zr, Mo, Ry, 0.01 Cd, Sn 0.002 Al, A2, A3 X1
In MLR, seven sensors 40 Zr. Mo, Ry, 0.01 Cd, Sn 0.002 S1, 82, 83 X1
Sn MLR, seven sensors 0 Zr, Mo, U, 0.01 Cd, In 0.0008 Al, A2, A3 X1
Sn MLR, seven sensors 40 Zr Mo, Ry, 0.01 Cd, In 0.003 Al, A2, A3 X1
Zr PCR, 15 sensors® 0 Mo 20 Ry, 0.01 Cd, 0.03 In, Sn 3 K1, K2, K3 X1r
Mo PCR, 15 sensors 40 Zr Ruy, 0.01 Cd, In, Sn 20 S1, 82, 83 XI1I
Ru PCR, 15 sensors 20 Zr 0 Mo, 0.01 Cd, 0.09 In, Sn 30 K1, K2, K3 XI1I
Cd PCR, 15 sensors 0 Zr, Mo, Ru, 0.01 In, Sn 0.003 Al A2, A3 XII
Cd PCR, 15 sensors 40 Zr Mo, Ry, 0.01 In, Sn 0.02 81, 82,83 XII
In PCR, 15 sensors 0 Zr, Mo, Ru, 0.01 Cd, Sn 0.004 Al, A2, A3 XII
In PCR, 15 sensors 40 Zr Mo, Ru, 0.01 Cd, Sn 0.005 81, S2, 83 XII
Sn PCR, 15 sensors 0 Zr, Mo, Ru, 0.01 Cd, In 0.0009 Al, A2, A3 p:eil
Sn PCR, 15 sensors 40 Zr Mo, Ry, 0.01 Cd, Sn 0.002 S1, 82, 83 X1

2 All detection limits are upper-bound estimates base1 on limited data (n = 3} and probably overestimate the true detection limits by a
factor of 10 or greater (see text). ®Sample group that was used to calculated this estimated LOD (see Tables I and II). A time-dependent
model was used (see eq 1) with the same sensor combination. ¢The following sensors were used: m/z 106, 108, 110, 113, 115, 118, and 120.

¢ All 15 sensors were used (see text).

information from more than one partially selective sensor,
appear to be promising solutions to what has been considered
to be a potential pitfall in using ICP/MS.

It has been found, for the particular cases studied (Mo~Cd
and Zr-Mo-Ru-Cd~In-Sn), that MLR and PCR produce
essentially equivalent results; thus, MLR might be preferred
as it is often simpler to apply to smaller problems Indeed,
MLR may well be the method of choice for applying multi-
variate calibration to most isobaric interference situations in
ICP/MS. MLR should, however, be used with ca ition, es-
pecially for more complicated interference situations, and in
cases where nearly collinear columns in the data se: exist, as
discussed by Beebe and Kowalski (37). In these cases, PCR
may be preferred, as no collinearities exist among the columns
of the principal components scores matrix (they are orthog-
onal), and PCR always produces a model that util zes all of
the pertinent information in the calibration data matrix. With
MLR, a large amount of effort may be required to adequately
model larger problems (e.g. 10-15 independent analytes and
30-40 sensors); iterative (stepwise) modeling may be lengthy
in order to include all anticipated and unanticipated con-
tributions to the variance of each sensor. Nevertheless, MLR

is expected to be very useful for most isobaric interference
situations in ICP/MS. Perhaps a useful approach would be
to use principal components loadings and scores plots from
the standards data matrix as a basis for constructing proper
MLR models.

It should also be noted that any form of multivariate cal-
ibration is unnecessary if the problem can be adequately dealt
with by using univariate calibration, such as was encountered
for ¥In and 122Sn in this study. The need for multivariate
calibration in real samples should be judged on a case-by-case
basis; for example, univariate calibration is probably adequate
for the determination of Cd in most drinking water samples,
while the determination of Cd in soils or geological materials
may encounter the ZrO* and MoO™ interferences demon-
strated in this study.

In practice, these calibration approaches are not difficult
to implement, particularly with automated sample preparation
and introduction and a proper data management system.
Multivariate calibration schemes do tend to require a large
number of standards, which is disadvantageous in terms of
analysis time. For problems consisting of more than two or
three variables, proper partial factorial calibration designs are
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essential. Indeed, experimental design in multivariate cali-
bration is an extensive subject in itself (41, 42).

Multivariate calibration approaches other than MLR and
PCR might be preferred under certain circumstances; for
example, GSAM would be useful in situations where the
MO*/M* values are matrix-dependent, or if a high dissolved
solids content produced large differences in analyte sensitivity
between sample and standard solutions. GSAM may also be
practical where only a few samples are involved, as no external
calibration is performed. The partial least-squares method
(PLS) has been successfully applied to underdetermined
systems (31), i.e. those systems where fewer sensors than
analytes exist. PLS may be useful in some situations such
as the determination of As and Se in soil digestates, where
a complex variety of oxygen-, chlorine-, potassium-, and ar-
gon-containing molecular species may cause problems.
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Ton detection by Fourier transform ion cyclotron resonance
(FT-ICR) is accomplished by observing a coherent ion packet
produced from an initially random ensemble of ions. The
coherent packet is formed by excitation with a r t os-
cillating electric field. Ions that are out of phase with the
applied radio frequency (rf) electric field experience a con-
tinuous misalignment of the electric field vector. The misa-
lignment creates a net force of the electric field perpendicular
to ion motion. The perpendicular component of the rf electric
field creates a frequency shift resulting in phase synchroni-
zation of the lon ensemble. The phase coherence of the ion
packet affects both the sensitivity and the resolution of FT-
ICR.

INTRODUCTION

Over the past decade, there has been rapid development
in Fourier transform ion cyclotron resonance (FT-ICR). As

noted in several reviews (I~10), the growth in FT-ICR can be
attributed to the performance characteristics of the instrument
(i.e., the ubility to perform high-resolution mass measurements,
the exteaded mass range (m/z >10000) (11, 12), and the
ability to perform high-resolution mass measurements at high
mass). F'T-ICR had its foundation in the concept of the ion
trap. The ability to store ions for long periods of time
(milliseconds to seconds), provides a high degree of flexibility
in terms of ion manipulation and detection. For example, ion
storage permits both high sensitivity and versatility required
to perforn tandem mass spectrometry (MS) experiments (e.g.,
photodissociation (13) and collision induced dissociation (CID})
(14, 15))

Ion cyclotron resonance was developed during the mid 1960s
(16), based on work performed a decade before (17-19),
primarily for studying ion—molecule reactions. During this
period the major emphasis was placed on the development
of mass analysis techniques. The principal method of sample
ionizaticn was electron impact which produces ions having
near thermal kinetic energies. Thus, the mass analysis
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techniques that evolved during this period were des'gned and
developed for ions for low translational energies.

Recent advancements in “soft” ionization methods which
are suitable for nonvolatile, thermally labile, and polar com-
pounds (viz., fast atom bombardment (FAB) (20), secondary
ion mass spectrometry (SIMS) (21), and laser desorption (22))
have greatly expanded the scope of mass spectrometry. Al-
though these ionization methods have been adapt:d for use
with FT-ICR (23, 24) and are capable of producing intact
molecular ions, the kinetic energies (>thermal) imparted to
the sample ions can have adverse effects on the instrument
performance. In order to realize the theoretical pctential of
FT-ICR, the effect of initial ion kinetic energy on ion trapping
and detection must be evaluated. Further, developments in
FT-ICR must be based on a thorough understanding of the
dymamics of the ion trap. Specifically, the effect of the crossed
electric and magnetic fields on ion trajectories in the: ICR cell,
as well as the impact of ion motion and ion energy on de-
tection, requires further investigation. Although there has
been much success in FT-ICR since its introduction by
Comisarow and Marshall (25), the theoretical performance
(26, 27) has only been realized for a relatively narrow range
of operating conditions (e.g., ions produced by electron impact
with low translational energies). Extending the operzting mass
range of FT-ICR to include high molecular weight biomo-
lecules (>2500 amu) revealed fundamental problems with mass
analysis by FT-ICR, viz., the inability to perform high-reso-
Jution mass measurement at high mass (12, 28, 29). Although
impressive mass resolution has been recorded for small pep-
tides which can be efficiently ionized (and therefor: produce
a large number of intact molecular ions) the short duration
of the time-domain transient signal for peptide ions above 2000
daltons seriously limits high-resolution mass measirements.
Recently Wilkins and co-workers reported high-resolution data
for high mass ions formed by laser desorption. These results
differ from other analysis methods in that the iors studied
are nonpolar organic polymers, and laser desorption produces
a high abundance of ions and neutrals. The high yieid for ions
and neutrals can result in both ion/ion and ion/neutral re-
laxation processes (30, 31), which potentially quer.ch radial
and axial ion motion and improve both ion trappiag (sensi-
tivity) and mass resolution.

Ion detection by FT-ICR is accomplished by observing the
image current produced by a coherent ion packet. Therefore,
the performance characteristics associated with the sechnique
arise from the ability to produce synchronous ion mction from
an ensemble of ions having random initial velocities and ICR
orbital phase angles (32, 33). A coherent packet of ions is
defined by an ensemble of ions which can be presented by a
rotating monopole. To meet this requirement the ion en-
semble must be spatially well-defined. Spatial definition is
a combination of radial distribution (i.e., energy disuribution)
and radial dispersion (i.e., phase relationship). Signa intensity
and resolution are dependent upon the spatial distribution
of the ensemble and the length of time the packet is observed.
Loss of signal or resolution in FT-ICR is, therefore, zttributed
to the loss of coherent ion motion (34).

In this paper we examine several factors that inflaence the
production of a coherent ion packet. The effect of random
initial phases on the final translational energy distribution
(i.e., radial distribution) was recognized early in the devel-
opment of ICR (85-37), but because of the low magnstic fields
used (ca. 0.7-0.9 T) and thermal ion kinetic enerzies (e.g.,
kinetic energies of jons produced by electron impact) the effect
of the phase angle on the production of a coherent ion packet
was negligible. Clearly such considerations are different today;
the high mass FT-ICR instruments use high magnetic fields
(8-7 T) and external ion sources which impart significant

translational energies to the ions. Under these conditions the
effect of the ions phase angle is no longer insignificant and
cannot be neglected.

The effects of ion motion and phase angle are difficult to
study in a simple cubic ICR cell. Although the two-section
ion cell was initially developed to deal with the FT-ICR re-
quirements of ion detection at high vacuum (38), the work
presented in this paper illustrates the flexibility of this cell
to address problems of ion motion and the dynamics of ion
detection. This paper examines the nonideal effects on ion
motion resulting from (i) significant radial translational energy
(>thermal), (ii) initially random phase angles, and (iii) the
process that leads to phase synchronous motion of an initially
random ion population. Experimental results from two-section
ion cell studies and theoretical ion trajectories determined by
numerical computer solution of the equation of ion motion
are used to examine the effects of initial radial velocity on the
ability to create coherent ion motion.

EXPERIMENTAL SECTION

All experiments were performed on a prototype Nicolet Ana-
Iytical Instruments FTMS-1000 spectrometer equipped with a
3-T superconducting magnet. The vacuum system has been
modified to accommodate a two-section cell (39, 40). The two-
section cell consists of two cubic cells (3.81 X 3.81 X 0.81 c¢m)
mounted collinearly along the central axis of the magnetic field.
The two cells share a common trap plate that also serves as a
conductance limit for the differential pumping system. The
aperture in the conductance limit has a radius of 2 mm. The
vacuum in both sections of the differentially pumped system is
maintained by oil diffusion pumps. Background pressures for
both sections of the vacuum system were 1 X 1078 Torr or less.
Gaseous reagents are admitted to the vacuum system by variable
leak valves (Varian Series 951) and maintained at 2 X 1077 Torr.
Ionization was performed by electron impact (50-eV electrons,
200 nA). Detection of the ions in either the source or the analyzer
region of the cell was performed by electronically switching the
f excite pulses between the cell regions.

RESULTS AND DISCUSSION

The motion of a charged particle in a magnetic field (B)
is constrained to a circular orbit of angular frequency () in
a plane perpendicular to the magnetic field lines. The Lorentz
force (qu,,B) acting on the ion is directly proportional to the
ion’s velocity perpendicular to the magnetic field, v,, (i.e., the
component of the velocity vector in the X-Y plane). The
radius of the cyclotron orbit is obtained by equating the
Lorentz force to the centrifugal force. Because the frequency
of the cyclotron motion is inversely proportional to mass (m),
the mass-to-charge value {m/z) of an ion can be determined
by measuring the frequency of the cyclotron motion in a static
magnetic field.

Having introduced the rudiments of ion motion in the
FT-ICR experiment, it is necessary to consider the problems
arising in ion trapping and ion detection in experiments in-
volving (i) the ideal case where ions with thermal kinetic
energies are trapped in the center of the ion cell (e.g., electron
impact jonization) and (i) the case where ions with significant
translational energies are stored in the ion cell (e.g., ions
formed by FAB, SIMS, or laser desorption mass spectrometry
(LDMS) within the cell or injected from external ion sources).

In a typical electron impact ionization FT-ICR experiment,
ions are formed over a period of several milliseconds (many
cyclotron orbits) from neutrals having random motions. Ion
formation therefore results in an initial ensemble of ions which
is phase incoherent. The initial translational energy of the
ion population corresponds to the thermal kinetic energy
distribution of the neutrals prior to ionization. Because the
ions are formed from the neutral molecules have random
velocity vectors with respect to the direction of the magnetic
field, the original theoretical development of FT-ICR was
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Flgure 1. Trajectories for two ions having the same angular frequency
but different phase being accelerated by a resonant rf electric field.
An ion which is inphase and resonant with the applied rf electric field
is accelerated to a larger cyclotron radius. Conversely, an ion which
is out of phase is decelerated to lower translational energies and
therefore a smaller cyclotron radius.

based on an initial ion population having subthermal energies.

The mechanism for creation of a coherent packet of ions
is acceleration by a resonant oscillating electric field (i.e., rf
irradiation). Ions of a given m/z ratio are continuously ac-
celerated by rf electric potential gradients which are inphase
with the ion’s motion. Ions that have an initial random phase
relationship with respect to the oscillating electric field must
be forced into phase coherence prior to a net acceleration (41).
Therefore, an ion must be both (i) resonant with and (ii)
inphase with the applied rf field to acquire translational en-
ergy.

The excitation rf field can be described as a sum of two
phase-related contrarotating electric fields (35).

E(t)sum = E sin (0t) = E*(¢) + E(¢) (08)]

where
E*(t) = (1/2) E(sin wti + cos wtj) 2)
E(t) = (1/2) E(sin wti - cos wij) (3)

The sum of the components results in an electric field which
has magnitude and direction. The frequency of the resultant
oscillating electric field (w,) is determined by the period
between the maximum electric field vectors. Only that part
of E(t)yu which rotates inphase with the ion’s velocity vector
is effective in accelerating the ions. That is, E*(¢) corresponds
to the inphase accelerating contribution and an ion rotating
inphase with E*(z) is accelerated to a larger cyclotron radius.

The effect of excitation on ions which are out of phase is
illustrated in Figure 1. An ion which has a velocity vector
that is inphase with respect to the electric field (A) is ac-
celerated resulting in an increase in the cyclotron radius.
Conversely, ion motion (B) that is out of phase with respect
to the electric field results in deceleration and a smaller radius
of the cyclotron orbit (40, 42-44).

The effect of phase angle on ion excitation can be observed
in a two-section cell by utilizing the conductance limit orifice
as an ion skimmer (39, 40). The experimental procedure is
illustrated in Figure 2. Following the ionization pulse, all ions
are accelerated by using frequency swept excitation until the
radius of the ion’s cyclotron orbit is larger than the radius of
the aperture of the conductance limit. Following the initial
excitation (81), a delay is introduced to allow the phase of a
second rf excitation (82) to vary with respect to the phase of
the ion packet. Thus, the phase relationship between S1 and
S2 is a function of the delay. If S2 is initiated following a delay
corresponding to (N/2)7 (N = 2, 4, 6, ... and 7 is the period
of the cyclotron orbit) the second excitation will be inphase
with the ion motion (see Figure 2A), whereas a delay corre-
sponding to (N/2)7 (N =1, 3, 5, ...) shifts the phase of the
second excite pulse by 180° and the ions are decelerated
(Figure 2B) resulting in a reduction of the radius of the ion’s
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Figure 2. Phase angle of an ion's motion with respect to the applied
rf excitation determined by a delay between two distinct excite pulses.
A delay ccrresponding to an integral number of cyclotron periods (1)
results in a second excitation which is inphase with the ion motion.
Conversel’, a delay corresponding to an integral number of 7/2 pro-
duces an sut-of-phase excitation resulting in a decrease of the cy-
clotron radius.

Intensity (Arb.)

2
195 205 215
Time between Excite and De—excite, 7 (uS)
Figure 3. Effect of phase angle on excitation observed by monitoring
partitioning efficiency of 1,7 as a function of a phase delay between
two excite pulses. The maxima in the plot correspond to delays which
correspond to out-of-phase deceleration of the ion ensemble to radii
that can ke partitioned form the source to analyzer region.

cyclotron orbit. Only ions which are de-excited by out-of-
phase ex:itation can be partitioned into the analyzer region,
and the ion intensity observed in the analyzer region is a
measure of the partitioning efficiency (40).

To illustrate the dependence of excitation on the phase
angle, I,* was formed in the source region, partitioned, and
detected in the analyzer region. Prior to partitioning from
the source to analyzer regions, the ions are accelerated (120
V/m, 25J us) to sufficiently large cyclotron radii such that
ion partitioning cannot occur. The radii of these ions are then
further modulated by a second excitation (120 V/m, 250 us).
The phase of the second excitation is determined by a variable
time delay between the two excite pulses. Contained in Figure
3 is a plot of signal intensity (m/z 254 in the analyzer region)
versus the period between the first and second excite pulses.
The maxima correspond to I, being de-excited to smaller radii
by an out-of-phase second excitation. Because the relative
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Flgure 4. Two ions (I and I} having the same frequency b .t different
phases (y = 0) can only be driven into phase coherence 1y = 0) by
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phases of the ion motion and second excitation pulse are
shifted by 180° once every period, the period between the
maxima is ca. 5.5 us (the period of the cyclotron orkit of m/z
954). The narrow peak width observed in the phas:-specific
partitioning of iodine demonstrates the significance of the
relative phase of ion motion with respect to the applied ex-
citation. It is apparent that excitation and de-excitation are
strongly phase dependent because molecular iodire is only
partitioned during discrete time intervals (i.e., narr>w phase
distribution). It should be noted that the phase-specific
scheme of separating ions requires ion packets of small radial
and angular distribution with respect to the FT-ICR cell. That
is, ions must be formed with low kinetic energies in the X-Y
plane (e.g. electron impact ionization) such that they can be
“driven” into phase coherence. Only ion packets having
well-defined phase coherence give rise to phase-spacific ex-
citation/de-excitation of the entire ion ensemble. [t should
be noted that sample pressures were maintained at 2 X 1077
Torr or lower in order to minimize adverse effects caused by
ion—neutral collisions (45).

Owing to the strong dependence of ion acceleration on phase
angle, it is necessary to “drive” ions having initially random
phase angles into synchronous alignment with the 1f electric
field prior to a net gain of translational energy (41). Phase
advancement is the mechanism whereby ions having initially
random phases are advanced into synchronous mo-ion with
the applied resonant rf field. Illustrated in Figure 4 are the
frequencies generated by the motion of two ions relative to
a resonant rf electric field. In the figure, ion I is initially
inphase with the applied 1f field and ion II is initially shifted
by a phase angle v. In order for the relative phase of ion II
to be “driven” into phase with ion I and the applied 1f electric
field, the period of the cyclotron orbit (and therefore fre-
quency) of ion II must be changed. An essential feature of
ICR is that the cyclotron frequency is related to the mass-
to-charge ratio of the ion and the magnetic field streagth and
independent of the translational energy of the ior. Accel-
eration of an ion in a magnetic field results in a larger syclotron
radius and not in a change in frequency.

The frequency shift required to move an out-of-r hase ion
into synchronous alignment with the applied electr ¢ field is
illustrated by evaluating the forces affecting ion mction. As
shown in Figure 5, the orbit of an ion (I) which is in centinuous
alignment with a resonant rf electric field (w,; = w,) is described
by the Lorentz force (¥} balanced by the centrifugal force
(F¢). Because the force applied by the electric field (Fg) is
perpendicular to both Fy, and Fg, the effect of Fg on the
angular frequency of ion I is zero and the angular frequency

Figure 5. Angular frequency of an ion determined by balancing the
radially outward forces with the radially inward forces. Thus, the
frequency of an ion which is out of phase with respect to an appiied
rf electric field is different than an ion which is inphase {w,) due to a
perpendicular component of the applied electric field (Fg ). Such
differences in the frequencies aliows the out-of-phase ion to phase
advance.

(wyp) is obtained by equating the Lorentz and centrifugal forces
(see eq 4).
(mv?) /r = quB 4)
and
wr=v/r=gB/m=w,
Conversely, an ion that is out of phase with E is affected
by both parallel and perpendicular components of the electric
field. Therefore, the orbit of the out-of-phase ion Il is obtained

by equating the total outward radial force (Fg + Fg, where
Fg, = gE, = gE sin v in Figure 5) with F. Thus

(mv?)/r + qE, = quB (5)
and
quB - gE
o=t = = <o, ®
r muo

If ion IT is accelerated by an rf electric field having a frequency
equal to the natural cyclotron frequency of ion II (v = o,
= gB/m), the ion motion and the rf electric field will have
different frequencies. Because wyr is a discrete frequency
compared to wy, the relative phase angle (between wy and wy)
changes. It can be seen from eq 6 that wy > wy, allowing the
phase of the applied rf electric field to align with the phase
of ion II (initially leading the rf electric field by v in Figure
5). Conversely, if ion I has a phase angle equivalent to —y
(i-e., v = 181°-359°), wp would be increased by +¢F |, allowing
the ion to advance into phase with the applied rf electric field.
As the relative phase angle (y) approaches zero, wg approaches
w, dur to the alignment of the electric field with the ion
motion. When E; = 0, there is no component of the electric
field radially outward and wy = wy Thus, ion II remains both
resonant and inphase with the applied rf electric field following
phase advancement.

In the case where Fg, is initially negligible with respect to
Fy, (ie., quB > gE ), the frequency shift of ion II caused by
the misalignment of the electric field is also small; thus wyy
~ w, Under these initial conditions the time required for
phase advancement (7pp,) of ion I is increased due to the
relative force of the magnetic field. Rapid phase synchron-
ization occurs under conditions where the perpendicular
component of the applied electric field is significant with
respect to the force of the magnetic field. Because the force
of the magnetic field is velocity dependent, the relative force
on an ion by quB and ¢E, is also velocity dependent.
Therefore, phase advancement occurs more quickly for low-
velocity ions.

As shown in Figure 1, an ion that is 180° out of phase will
have no perpendicular component of the applied rf electric
field. Because the frequency of the out-of-phase ion is the
same as the natural cyclotron motion of the ion (i.e., the
frequency of the applied rf electric field), phase advancement
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Figure 6. Plot of ion radius versus time. An ion that is decelerated
by a second excitation pulse undergoes phase advancement. Following
phase synchronization, the ion gains translational energy due to the
resonant excitation resulting in a larger cyclotron radius.

does not oceur and the ion remains out of phase. A continuous
misalignment of the rf electric field with respect to an ion’s
velocity vector results in deceleration and not phase syn-
chronization. Such an ion is decelerated to a velocity where
the force of the electric field is strong with respect to the
magnetic field. Under these conditions the ion undergoes
phase advancement and moves synchronously with the electric
field (46).

The radial velocity of an ion undergoing phase advancement
can be determined experimentally in a two-section cell. The
sequence used to investigate the radial velocity of an ion
during phase advancement is illustrated in Figure 6. Fol-
lowing the ionization pulse, ions of a given m/z value are
accelerated to larger cyclotron radii by an rf pulse. The ions
are decelerated by a second rf excitation pulse following a
delay corresponding to a 180° phase shift. The radius of the
out-of-phase ions is reduced until the ions are decelerated to
a velocity at which the electric field is no longer negligible.
At this interface the ions are “driven” into phase. Following
phase synchronization, the ion’s radial velocity (radius) in-
creases due to inphase rf excitation.

The radial velocity of I,** at the point of phase advancement
is determined by observing the signal intensity of ions par-
titioned from source to analyzer regions as a function of the
length of the de-excite pulse (see Figure 7). Only ions that
are decelerated to radii smaller than the dimensions of the
conductance limit are partitioned and observed in the analyzer
region. Conversely, ions that are decelerated below the velocity
for phase advancement become inphase with w, and subse-
quently gain radial velocity. Ions that gain energy following
phase advancement are accelerated to radii sufficiently large
to prohibit partitioning. Therefore, the maximum signal in-
tensity of I,™* observed in the analyzer region corresponds to
the minimum energy (i.e., smallest radius). Because the
minimum energy during the deceleration process corresponds
to the radial velocity of the ion undergoing phase advance-
ment, the maximum intensity can be related to the velocity
at which phase advancement occurs.

The maximum in the plot contained in Figure 7 occurred
after ca. 225 us of rf excitation. Because the initial excitation
was 250 us in length, the difference between the two excitation
times can be related to the energy of I,** undergoing phase
advancement. I,** gained ca. 30 eV of energy during the first
excitation pulse. Because the energy which was removed by
the second excitation corresponds to ca. 25 eV, the energy at
which phase advancement occurs is ca. 5 eV.

Phase advancement occurs as Fg, increases with respect
to Fi; therefore, the length of the de-excitation period is a
function of the difference in the initial angular velocity of an
ion (v,/r) to the angular velocity at which the ion phase ad-
vances. Further, ions which are stored in the ion cell with

Point of phase
change

Length of initial
excitation

Intensity (Arb.)

50 100 150 2(‘)0 ZéO 360 350 400 450
Length of De—excite Puise (uS)
Figure 7. Plot of intensity of I,** following partitioning as a function
of the de-excitation period (S2) subsequent to a 250-us inphase ac-
celeratior. The transiational energy of the ion undergoing phase ad-
vancemet is determined by the difference between the initial energy

of the ior and the energy required to reduce its velocity to the point
of phase synchronization.

greater than thermal translational energies must interact with
the rf excitation for a period of many cyclotron orbits prior
to advancing into synchronous motion. Maximum acceleration
occurs when the ion’s velocity vector is synchronous with the
applied excitation. It is important to note that the total
excitation time (74,4} of the ion ensemble is limited by the
time thet an inphase ion can be accelerated prior to ejection
from the ICR cell. Because 7y, is constant for all ions re-
gardless of phase, different times required for phase ad-
vancemont (7o) result in differences in the net period of
exeitation of the individual ions of the ensemble

Tnet = Ttotal ~ Tphase

The effect of initial radial velocity on the final dimensions
of the 01 packet has been simulated by trajectory calculations
(41). TIon location is determined by calculating the resultant
vectors >f the electric and magnetic fields. This procedure
is used 1o study the effects of individual factors (i.e., initial
kinetic energy) on ion motion. The effects of initial angular
velocity on phase synchronization are illustrated by observing
the effect of rf excitation for an ion that is initially inphase
(y = 0) compared to that of an ion that is initially out of phase
(y = 180). Figure 8A contains a temporal plot of the calculated
trajectories for two ions (m/z 500) having thermal kinetic
energies and a relative phase angle of 180°. The trajectories
result from acceleration of the ions with a resonant, single
frequency rf field (900 v/m). Because the initial radial velocity
is low, £y, = Fg,, phase advancement and phase synchroni-
zation occur quickly and the ions are excited as a coherent
packet. Conversely, ions which have initial radial velocities
corresponding to 3 eV of kinetic energies follow markedly
differen, trajectories (see Figure 8B). Because F1, > Fg |, the
ion which is out of phase experiences a continuous misalign-
ment with the electric field resulting in a different trajectory
compared to that of an ion which is initially inphase. The
simulations show that instantaneous phase synchronization
prior to a net gain of translational energy results in better
spatial definition of the ion ensemble following excitation. The
spatial distribution of the ion packet following excitation is
defined by the relative differences in the temporal locations
of the icns comprising the ion ensemble. For example, the
ions having well-defined (i.e., coherent) dimensions have
negligibe differences in their temporal positions relative to
the average radius of the ensemble.

Tons which are produced by electron impact have initial
velocities which correspond to the translational energies of
the neutrals prior to ionization. Owing to the low initial radial
velocity of the ions produced, phase advancement of out-of-
phase ions occurs quickly and the final radial distribution is
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Figure 8. Temporal plots of ion location determined by numerical
solution of the equations of ion motion for (A) ions havirg initially
thermal transiationai energies (0.05 eV) and (B) ions having significant
{3 eV) initial radial transiational energies. The effect of initial radial
velocity on packet coherence following excitation is illustrated by
comparing the different trajectories for two ions which are phase
shifted by 180°.

small with respect to the radius after excitation. Tkte initial
dimensions of the ion population produced by electron impact
correspond to the dimensions of the electron beam in 1he X-Y
plane and in the Z direction by the location of the electrostatic
trap plates. Diffusion of the ions into the X-Y plane is a
function of the ion density and the magnetic field strength.
In the absence of space charge effects the diffusion o the ion
population into the X-Y plane is also negligible. Because the
initial spatial distribution is small and the ion’s radial velocity
is low, the distribution of cyclotron orbit centers is also small.
Conversely, ions which are injected into the ion cell from an
external source are given sufficient translational energies to
move the ions from the source to analyzer regions. The initial
dimensions of the ion population created by ion iajection
correspond to the focusing characteristics of the ion optics.
Optics that have substantial focusing characteristics in the

X-Y plane or produce fringing fields cause redirection of ion
velocity into the X-Y plane (47). Therefore, injected ions
acquire translational energies of several orders of magnitudes
greater than the translational energies of ions which rapidly
undergo phase synchronization. The time required for de-
celeration of ions by out-of-phase excitation produces a sig-
nificant final radial distribution following excitation of the
ensemble of ions.

CONCLUSIONS

As illustrated in the preceding section, rapid phase syn-
chronization of ions is achieved in excitation fields where F;
> Fy. The high power required to generate an electric field
of this magnitude is difficult to use because of the poorly
defined excitation field lines which result from cubic ICR cells.
1t has been shown that ion evaporation along the Z axis occurs
as a result of excitation fields which have components of the
electric field vectors in the Z direction (48, 49). During
high-power excitation, significant electric field gradients are
produced along the Z axis which lead to loss of sensitivity (50,
51).

Although phase advancement of ions can occur quickly (i.e.,
within the period of a single orbit) in excitation fields where
Fg, > Fy, phase synchronization occurs over many cyclotron
periods in weaker excitation fields. Therefore, phase syn-
chronization can be achieved by long irradiation times during
which ions have sufficient time to interact with the rf field.
Phase synchronization caused by long irradiation times se-
lectively discriminates against high mass ions. Because the
dimensions of the cyclotron radius are dependent on both
angular velocity in the X-Y plane and the mass of the ion,
high mass ions absorb less energy before being ejected from
the ion cell. Thus, the impact of phase synchronization of
the ion packet increases with m/z ratio.

The initial distribution of cyclotron orbit centers is a
function of radial velocity and m/z ratio. Because the radius
of the cyclotron orbit is directly dependent on both the angular
velocity in the XY plane and the m/z ratio of the ion, high
mass fons injected from an external ion source result in a
poorly defined distribution of orbit centers. As a result of the
initial spatial distribution, significant initial radial velocities,
and the inability to phase advance, it becomes increasingly
difficult to produce a coherent packet of high mass ions.

Ton detection by FT-ICR is dependent on the production
and detection of a well-defined ion ensemble. The inability
to produce a spatially defined cycloiding ion packet results
in the loss of the expected performance characteristics. For
example, the detected image current is directly dependent on
the number of ions in the packet and the distance that the
packet is from the detection plate. An energy distribution
caused by initially high radial velocities and random phases
reduces the interaction of the low-energy ions with the receive
plates of the ICR cell. Thus, an ion packet which has poor
spatial definition suffers loss of sensitivity. In the case of low
abundance biomolecules, further signal loss due to other
mechanisms for ion evaporation can lead to rapid loss of the
time-domain transient signal (i.e., loss of resolution).
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Comparison of Sample Preparation Methods for the Fourier
Transform Infrared Analysis of an Organo—Clay Mineral

Sorption Mechanism

John M. Bowen,* Senja V. Compton,! and M. $terling Blanche
Western Research Institute, P.O. Box 3395, University Station, Laramie, Wyoming 82070

Several methods of sample preparation and Fourier transform
infrared (FT-IR) analysis techniques for the observztion of a
sorption Interaction between a clay mineral and an organo-
phosphonate were compared to determine if spectral changes
induced by these methods would change the interpretation of
the sorption interaction. The methods of sample preparation
included the traditional free-standing (unsupported) thin clay
fiims, supported thin clay films, and KBr disks. The FT-IR

lysis techni d were photoacoustic spectros-
copy (PAS) and diffuse reflectance spectroscopy (DRIFT).
The organo-mineral interaction used as a model for this study
was between dimethyl hylphosphonate and calcium sat-
urated montmorilionite. The results showed that none of the
methods affected the interpretation of the sorption interaction.
It was found that the spectra obtained by using the KBr disk
method, the method most likely to affect the interaction, did
not change with time, Thus, interpretation of the sorption
mechanism due to the loss of interlamellar water or the ex-
change of the clay interlamellar cation with K* from the KBr
matrix did not change as a function of preparation method or
detection method.

INTRODUCTION

The transport of organic contaminants through porous
media, and the computer modeling of that transport, are of
great importance for the prediction of groundwater quality
at present (I). Germane to this is the characterization of
interactions between mineral surfaces and organic cotapounds
that are implicated as environmental contaminants (2-4).
Through the use of Fourier transform infrared (FT-IR)
spectroscopy, the mechanism of an organo—mineral sorption
interaction can be determined by an analysis of the direction
and magnitude of band shifts and intensity variations when
the spectrum of the organic compound is comparec. against
that of the organo-mineral complex (5-7).

The methods traditionally used in the analysis of organo—
mineral interactions have included KBr disks and unsupported
clay films. The use of KBr disks has been discouraged, es-
pecially when the mineral is a swelling clay such &s mont-
morillonite, to avoid possible artifacts caused by “he sup-
porting material, which could change the interpretation of the
interaction (8-11). Interactions between a support material
and a sample affect the positions or intensities of the vibra-
tional bands in the infrared spectrum of the organo--mineral
complex. Thus, the method of choice for the infrared analysis
of organo~mineral interactions has been the use ¢f a thin
unsupported film of the mineral cast from a smooth surface,
treated with the organic compound, and suspended in the IR
beam. This ensured that no unwanted interactions weculd take

* Author to whom correspondence should be addressed.
1Bio-Rad, Digilab Division, 237 Putnam Ave., Cambridge, MA
02139.

place between the organo—mineral complex and the support
material (8, 12, 13). However, thickness reproducibility is
difficult to attain with the unsupported film method, causing
problems with spectral replication and signal to noise levels.
If the films are thick enough to be self-supporting, the result
can often be total absorption of the IR energy below about
1100 em™. In addition, any instrumental nonlinearity on the
absorbance scale results in a poor comparison of band ratios
observed for thick and thin films. It is of interest, therefore,
to determine the effects of various sample preparation tech-
niques on a particular organo-mineral interaction.

For this study, four sampling methods were compared
against the recommended thin unsupported clay film meth-
odology. These included thin clay films supported on a ZnSe
plate, KBr disks, and two newer methods of detection that
utilize little or no sample preparation, photoacoustic spec-
troscopy (PAS) and diffuse reflectance spectroscopy (DRIFT).
The organo—clay complex used in this study is the interaction
between dimethyl methylphosphonate (DMMP) and calcium
saturated montmorillonite (SAz-1). Spectral quality, ease of
sample preparation, and changes in the interpretation caused
by sample preparation effects are discussed in this study.

EXPERIMENTAL SECTION

Two infrared spectrometers were used in this study. The
thin-film and KBr studies were performed on a Nicolet MX-1
FT-IR equipped with a room-temperature deuterated triglycine
sulfate (DTGS) detector. The thin-film and KBr disk data were
collected at 1-cm™ resolution at 160 scans. A Digilab FTS-65
spectrometer equipped with a room-temperature DTGS detector
was used for the photoacoustic (PAS) and diffuse reflectance
(DRIFT) studies. The Bio-Rad PAS accessory consisted of a
sample cube, microphone, and associated electronics, was equipped
with a KBr (potassium bromide) window, and was fitted with a
9-mm-deep sample cup. Carbon lamp black powder (Fisher
Scientific Co., Fair Lawn, NJ) was used as the background re-
flectance material. The spectra were recorded at 2-cm™ resolution
with a measurement time of 8 min. The Spectra-Tech (Stamford,
CT) diffuse reflectance accessory was used for the DRIFT studies.
Diamond powder (Spectra-Tech) was used as the background
reference material as well as the sample diluent to minimize any
effects of cation exchange or hydration, which could possibly arise
from the use of alkali halide diluent. The spectra were recorded
at 1-em™ resolution, with a measurement time of 15 min. Details
of the experimental procedures for PAS and DRIFT are discussed
elsewhere (14). Although the spectra showed differences between
instruments, as different methods of detection and detectors were
imvolved, the spectra derived from each instrument were internally
consistent.

Montmorillonite clay (SAz-1) was obtained from the Clay
Minerals Society Repository, University of Missouri, Department
of Geology. The SAz-1 montmorillonite was saturated with Ca?*
or K*. The clay was suspended in a 1 M CaCl, or KCl solution
for a day. After saturation, the sample was washed repeatedly
with deionized water, and dried at room temperature.

The dimethyl methylphosphonate was acquired from Alfa
Chemicals (Danvers, MA). After FT-IR validation of its spectrum
for positive identification (15), the DMMP was used without
further purification.

0003-2700/89/0361-2047$01.50/0  © 1989 American Chemical Society
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Reference DMMP spectra were acquired by each of the
methods for comparison among the techniques. A KBr reference
blank was prepared by dispersing the neat compound into pow-
dered KBr pressed at 8 tons for 1 min to produce a KBr disk with
interspersed DMMP. FT-IR analysis showed that the DMMP
absorption bands correspond to those frequencies reported for
neat smears of DMMP (15, 16). The DRIFT measurement was
done by intimately mixing the DMMP in diamond powder, while
the PAS measurement is of the DMMP in the PAS sample cell.
In the case of the PAS spectrum of the DMMP, the P==0 band
appeared to be 4 cm™ lower than the same band from the KBr
method. This effect may be due to the fact that PAS is also
observing the vapor-phase DMMP in the PAS sample chamber
in addition to the neat liquid form (17).

In all cases, the organo—clay complex was made by vapor de-
position of the DMMP at 40 °C. The samples were separated
and analyzed in triplicate by each method. The KBr disks were
made from an approximate weight of 0.1 g of a mixture prepared
as a 100:1 ratio of infrared grade KBr to organo—clay complex.
The disks were examined immediately upon manufacture. Time
study samples were stored under desiccation and were reexamined
at intervals of 1, 3, 4, 6, and 10 days.

Unsupported thin clay films were made by deposition of the
clay slurry onto a sheet of polystyrene. After air-drying at room
temperature, the thin films were removed by bending the coated
sheet across a sharp edge. Supported clay films were manufac-
tured by depositing a clay-water slurry on a ZnSe plate and
allowing the clay slurry to air-dry at room temperature. These
procedures were followed by vapor deposition of DMMP.

Spectra of the Ca?* and K* saturated montmorillonite and the
organo—clay complexes were collected in triplicate by using each
of the five techniques mentioned previously. KBr disk spectra
of these materials and the corresponding organo—clay complexes
were obtained in order to compare the effect of the cation exchange
of K* for Ca®* on the spectra.

RESULTS AND DISCUSSION

The model interaction, which is described in detail else-
where (7, 12) has been determined with some certainty to
proceed through d-r backbonding between the P=0 moiety
of DMMP and the interlamellar cation of the montmorillonite
clay. This apparent mechanism is deduced from the obser-
vation of shifts in the vibrational bands of the DMMP mol-
ecule from their position in the FT-IR spectrum of the pure
compound. Although all of the band shifts were considered
to determine the interaction mechanism, for the purpose of
this comparison, only the P==0 band shift is considered. This
band undergoes the largest shift, approximately 82 cm™ to
lower frequencies for the Ca®* saturated SAz-1 and 22 em™
for the K* saturated clay, and is slightly dependent upon
detection technique. In order for a sample preparation effect
to change the interpretation of the organo-clay sorption
mechanism, this band shift would have to undergo a change
in magnitude or direction. Possible sample preparation effects
that might cause changes in the shift of the organo—mineral
complex bands include exchange of K* ions from the KBr for
the interlamellar cations in the clay mineral. If a significant
amount of cation exchange were to take place, the P=0 band
shift would be expected to decrease to about 22 em™, the shift
observed for K* saturated SAz-1 montmorillonite. A similar
decrease in band shift could be expected if the interaction were
to proceed through a hydration sphere. Another change that
could affect the interpretation would include a change in the
amount of the interlamellar water, inclusive of the cationic
hydration sphere. This could be observed by a change in the
magnitude of the OH stretch region around 3600 cm™, as well
as in the magnitude of the P=0 shift.

After the organo-mineral complexes were prepared, the
position of the P==0 band was determined. The band shifts
were caleulated from the P==0 band position of the organo—
clay complex compared against that of the DMMP found from
the same instrumental technique, as described above.

Table I. P=0 Band Positions and Shifts for Each of the
Five Sample Preparation Techniques or Detection Methods

P=0 position,® cm™

DMMP-

clay shift,

method DMMP  complex cm™?
KBr disz 1245° 1218 32
unsuppcrted thin film 1245¢ 1211 34
supported thin film 1245° 1212 33
FT-IR/PAS 1241° 1210 31
1245° 35
FT-IR/DRIFT 1243° 1211 32
KBr disz of K*-SAz-DMMP  1245° 1223 22

¢Location of P=0 band of DMMP smeared on KBr disk.
bLocation of P=0 band obtained with PAS cell. As this results in
a vapor spectrum, this is also compared against neat DMMP.
¢Location of P==0 band obtained with DRIFT cell. *FT-IR/PAS
wavenuriber assignments were 2-cm™ resolution; all others were
1-cm™ resolution. Wavenumbers listed refer to the highest datum
point.

The positions and related shifts of the P=0 band for each
technique have been listed in Table I. It is apparent from
these results that the magnitude of the shift of the P==0 band
in the Ca?*-clay-DMMP complex is in all cases 32.4 & 3 cm™
comparad with a shift of 22 cm™ for the K*—clay-DMMP
comples. The high value was obtained from the unsupported
thin clay film and diffuse relfectance methods while the low
value was obtained by PAS, measured from the PAS position
of neat DMMP. However, it is well-known that PAS tends
to enhance the spectra of gases and otherwise weak bands.
The PAS spectrum of neat DMMP is mainly due to the vapor
phase o' the sample in the PAS cell rather than the condensed
phase (i 2, 17). Therefore, the P=0 band shift given in Table
1 has also been compared against the position of neat DMMP
smeared on a KBr disk, as it would be inappropriate to com-
pare th: complexed DMMP band position with that of va-
por-phase DMMP. It is apparent from the wavenumber shifts
that all of the sample preparation techniques provide equiv-
alent data, enabling the identical interpretation to be made
from ezch of the techniques.

Of tha sample preparation techniques studied, the KBr disk
technique offers the greatest potential to affect the shift of
the P=0 band through the reaction with the KBr supporting
material, due to the intimate contact between the sample and
the support. Therefore, the organo—clay complex prepared
as the XBr disk was subjected to a time study where the
sample was sampled periodically over a 10-day period. It can
be seen in Figure 1 that the location of the P=0 band did
not chaage during the period of the study. A gradual loss of
water ir the sample, with time, was seen to take place through
the obssrvation of the decrease in the intensity of the O-H
stretching region around 3300 cm™, indicating a slow loss of
water associated with the clay mineral by the KBr or desiccant.
Whatever the cause of the reaction, it is quite slow compared
to the time required to obtain a spectrum. Thus, spectra
obtained quickly are unlikely to be affected by dehydration
effects. Presumably, most investigators would be able to
obtain a spectrum of the sample before this effect became
significnt.

Figure 2 shows representative spectra obtained from the
unsupparted thin clay film, the clay film supported on a ZnSe
window, and the KBr disk technique. The unsupported clay
film shown was the thinnest that could be made self-sup-
porting, but was still thick enough to almost completely absorb
the IR energy below about 1100 e, Due to this effect, the
P=0 band is nearly saturated, making the determination of
the peak position difficult. The spectrum of the supported
film is thin enough that saturation of the in-plane Si-O stretch
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Figure 2. FT-IR spectra of DMMP-Ca montmorillonite complex ob-
tained by differing methods: a, unsupported film; b, thin film supported
on a ZnSe disk; ¢, in a KBr disk.

at ~1100 em™ is not significant. However, even after de-
siccation, the spectrum around 1650 cm™ is obscured by the
rotational spectrum of water vapor, indicative of free water
desorbing from the surfaces of the clay mineral. As sufficient
time was allowed for nitrogen to purge the sample compart-
ment, the water vapor in the spectrum is assumed no: to come
from the atmosphere. The OH stretch region is also obscured
by these vapor bands and exhibits very low intens 'ty when
compared to the KBr disk spectrum. Both of the ‘hin clay
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Figure 3. FT-IR spectra of the DMMP-Ca montmorilionite complex
obtained by PAS and diffuse reflectance (DRIFT).

film samples required overnight drying, while the KBr disk
sample was run immediately upon preparation. Of these three
traditional techniques, the KBr disk method provided the
most reproducible spectra due to the ability to precisely
control the amount of the organo—clay complex in the sample
examined.

Figure 3 illustrates spectra of the DMMP-clay complex
obtained by PAS and diffuse reflectance. These techniques
require little sample preparation and provide reproducible
spectra. Further, it has been shown that PAS will provide
equivalent information for this sorption mechanism (12).
These spectra are similar to those produced by the methods
described above but differ in the mechanism of energy de-
tected. As photoacoustic spectroscopy is much more sensitive
to gases than the other methods (74), the fine structure of
water vapor, outgassed into the PAS cell during the data
collection period, is observed in the OH stretch region at
around 3300 cm™ and the HOH bending regions around 1635
e, Although these spectra were not spectrally subtracted
from spectra of the pure mineral phase for this study, this
practice can be used to enhance the spectrum of the or-
gano—mineral complex. Rockley and Rockley (12), using this
method, reported that PAS spectra underwent spectral sub-
traction more reliably than spectra from the KBr disk method.

The diffuse reflectance spectra were also valuable in de-
termining surface interactions not detected in the other
methods. They showed that although the major portion of
the P=0 band was shifted to about 1210 cm™, a small P==0
band exists at around 1244 cm™ possibly due to the presence
of uncomplexed DMMP on the surface of the clay mineral.

CONCLUSIONS

The interpretation of a particular sorption interaction
mechanism between an organophosphonate and montmoril-
lonite, a swelling clay mineral, is independent of the sample
preparation technique or instrumental detection method used
to obtain a spectrum. Within the detection ability of FT-IR,
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the use of KBr as a supporting substrate did not influence
the interpretation of this sorption interaction over a period
of 10 days.

Of the five techniques, the most satisfactory in terms of
spectral quality and ease of use were the PAS and diffuse
reflectance methods. As with the thin-film techniques, these
methods absolutely ensure that no sample/substrate inter-
actions can take place. Interactions severe enough to change
the interpretation of the sorption mechanism appear to be
unlikely with even the KBr disk method if the samples are
analyzed in a timely fashion. These techniques also provide
information concerning the surface of the samples, such as
the presence of unadsorbed organic compound as evidenced
by diffuse reflectance.

LITERATURE CITED

(1) Hounslow, A. W. In Proceedings of the First International Conference
on Ground-Water Quality Research; Ward, C. H., Ed.; John Wiley and
Sons: New York, 1984.

(2) Hermosin, M. C.; Perez Rodriguez, J. L. Clays Clay Miner. 1981, 29,
143-152.

{3) Garwood, G. A.; Condrate, R. A. Clays Clay Miner. 1978, 26,
273-278.

(4) Farmer, V. C. Soil Sci. 1971, 712, 62-68.
(5} Fusi, P.; Ristori, G. G.; Cecconi, S.; Franci, M. Clays Clay Miner. 1983,
31 312-314.
{6) Isaacson, P. J.; Sawhney, B. L. Clay Miner. 1982, 18, 253-256.
(7) Bowen, J. M.; Powers, C. R.; Ratcliffe, A. E.; Rockiey, M. G.; Houn-
slow, A. W. Environ. Sci. Technol. 1988, 22, 1178-1181.
{8) White, J. L. Soif Sci. 1971, 112, 22-31.
(9) Salizman, S.; Yariv, S. Soif Sci. Soc. Am. Proc. 1975, 39, 474-479.
{10) Farmer, V. C. Spectrochim. Acta 1957, 8, 374-389.
(11) Shoval, S.; Yariv, S. Clays Clay Miner. 1979, 27, 19-28.
{12) Rockley, M. G.; Rockley, N. L. Appl. Spectrosc. 1987, 106, 471-475.
{13) Theng, B. J. K. The Chemistry of Clay Organic Reactions ; John Wiley
anc Sons: New York, 1974.
{14) Gritfiths, P.; de Haseth, J. Fourier Transform Infrared Spectroscopy;
Jokn Wiley and Sons: New York, 1986.
(15) Van der Veken, B. J.; Herman, M. A. Phosphorus Sulfur 1981, 10,
357362,
{16) Pouchart, C. F. The Aldrich Library of FT-IR Spectra, ed. I; Aldrich
Chemical Co.: Milwaukee, WI, 1985,
{17) Davis, D. M.; Hoffland, L. D. SPIE 1985 Fourier Comput. Infrared
Spectrosc. 1985, 553, 146, 147.

RECEIVED for review February 21, 1989. Accepted June 20,
1989. The authors express appreciation to the U.S. Depart-
ment of Energy for funding this work under Cooperative
Agreement DE-FC21-86MC11076.

Enhanced Analysis of Poly(ethylene glycols) and Peptides Using
Thermospray Mass Spectrometry

Saul W. Fink and Royal B. Freas*

Department of Chemistry, University of Houston, Houston, Texas 77204-5641

The effects of a needle-tip repeller electrode on thermospray
mass spectra of poly(ethylene glycols) and peptide samples
have been studied. A significant increase in ion current was
observed for increased repeller potentials in the low-mass
region (m/z 300 to m/z 1100) and the high-mass region
(m/z 1100 to m/z 1900). The change in ion current is due
to a change in ion extraction efficiency because of increased
ion diffusion rates. The t of peptid pl ded for
direct injection studies was decreased 1 to 2 orders of mag-
nitude by using an ion source with both a needie-tip repeller
electrode and a restricted vaporizer probe tip.

INTRODUCTION

Liquid chromatography /mass spectrometry (LC/MS) fa-
cilitates analyses of polar, nonvolatile, and thermally labile
compounds. The thermospray technique has proven to be a
useful and practical methodology as an LC/MS interface (1-4).
Thermospray is an ionization technique as well as an interface
for LC/MS (5-7). Ions can be generated with and without
supplemental ionization (5). Thermospray ionization (without
supplemental ionization) is a “soft” ionization process. That
is, the mass spectra exhibit abundant molecular ions and little
or no fragmentation. Therefore, molecular weight information
of a sample can be obtained, although structural information
is often unavailable.

Thermospray and other soft ionization techniques have
expedited the use of mass spectrometry to analyze biomo-
lecules (8). Rapid peptide sequencing with sensitive detection
using thermospray mass spectrometry has been reported using
on-line column enzymatic hydrolysis by immobilized car-

boxypeptidase Y (9). Hemoglobin variants have been iden-
tified in peptide mapping studies by using thermospray mass
spectrometry (10). Other studies of peptides and proteins
using thermospray have been conducted (11).

The thermospray ion source has been modified recently to
increase the versatility and sensitivity of the technique. These
modifications include a smaller desolvation chamber, an
auxiliary tip heater, and a repeller electrode inside the ion
source klock (12). Several repeller electrode geometries have
been designed and studied (72-18). A blunt-tip repeller
electrode has been used to induce fragmentation of several
compounds (12-15). A needle-tip repeller electrode has been
shown to improve high mass sensitivity (greater than m/z
1100) (16-18).

We have constructed a needle-tip repeller electrode to study
the effect it has on the thermospray mass spectra of poly-
(ethyler.e glycol) (m/z 300 to m/z 1900) and peptide and
protein samples. In addition, a smaller orifice for the vaporizer
probe tip has been used to increase sensitivity. The smaller
orifice rroduces smaller droplets, which increases ion abun-
dances y increasing ion evaporation (12, 16-18). By use of
the neecle-tip repeller electrode and a smaller vaporizer probe
tip orifice, the detection limits for the peptide samples studied
on our instrument have been lowered. We discuss the results
of these improvements in this paper.

EXPERIMENTAL SECTION

A thermospray ion source (Vestec Thermospray LC-MS Model
721A) was used to interface a liquid chromatographic gradient
system (Scientific Systems, Inc., Model 230) to a quadrupole mass
spectrometer (Hewlett-Packard Model 5988A). The poly(ethylene
glycol) (PEG) samples were introduced into the mass spectrometer

0003-2700/89/0361-2050$01.50/0 © 1989 American Chemical Society
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Figure 1. (a) A plot of repeller potential versus ion current showing the effect of increasing repeller potentials for positive ions of PEG from m/z
300 to m/z 700. (b) A plot of repeller potential versus ion current showing the effect of increasing repelier potentials for positive ions of PEG
from m/z 700 to m/z 1100. (c) A plot of repeller potential versus ion current showing the effect of increasing repeller potentials for positive
ion of PEG from m/z 1100 to m/z 1500. (d) A plot of reseller potential versus ion current showing the effect of increasing repeller potentials

for positive ions of PEG from m/z 1500 to m/z 1900.

by direct flow. The peptide and protein samples were introduced
with an injection system (Rheodyne Model 7125) fitted with a
20-u1. loop.

The ion source and vaporizer temperatures for these studies
were optimized to give maximum response for each sample. The
auxiliary tip heater was adjusted so a temperature of 320-325 °C
was maintained. The temperatures for the PEG studies were inlet
temperature 77 = 95-96 °C, vaporizer exit temperature T, =
255-265 °C, downstream vapor temperature = 285-300 °C, and
block temperature = 355-360 °C. The temperature for the peptide
and protein samples were inlet temperature T, = 82-35 °C, va-
porizer exit temperature Ty = 230-250 °C, downstream vapor
temperature = 270-285 °C, and block temperature = 3¢5-380 °C.

The mobile phase used was 0.1 M ammonium acetate dissolved
in deionized water and filtered with a 0.45-um filter. The flow
rate was 1.0 mL/min. The PEG solution was prepared by mixing
equimolar amounts (1 X 107* M) of four samples of PEIG, which
had average molecular weights of 300, 600, 1000, and (450. So-
lutions of bradykinin and angiotensin I with concentrations
ranging from 1 X 10~ to 1 X 10 M were prepared with the mobile
phase. The reagents were obtained commercially and they were
used without further purification or filtration.

The needle-tip repeller electrode consisted of a threaded rod
machined to a fine point (0.1 mm diameter) and placec! opposite
the jon exit aperture in the ion source block. The tip of the repeller
electrode was located 2 mm from the ion exit aperture. This
distance was optimal for signal response on our instruinent (19).
The vaporizer probe was modified as described elsewhere (23)
to include a tip with a fused silica capillary tube (10 pm id.)
for the PEG studies and a stainless steel capillary tubs: (100 pm
i.d.) for the peptide studies. A fused silica capillary tute was not

easily aligned with the probe axis and it was not easily cleaved
to present an aperture face perpendicular to the spray axis. Both
of these defects can deform and deflect the vaporized spray away
from the ion sampling region. The alignment and perpendicular
cleavage are more easily made for a stainless steel capillary tube.
Using a stainless steel capillary tube has resulted in better sig-
nal-to-noise ratios and greater reproducibility than when using
the fused silica capillary tube, presumably due to a better defined
and centered thermospray jet.

RESULTS AND DISCUSSION

Needle-Tip Repeller Studies. The effects of applying po-
tentials to the needle-tip repeller electrode are displayed in the
positive ion chromatograms of PEG shown in Figure 1. We
observed about an order of magnitude increase in low-mass (m/z
300 to m/z 1100) ion current as well as for high-mass (m/z 1100
to m/z 1900) ion current. A similar increase in low- and high-mass
ion current was seen for negative ions, as shown in Figure 2.
Robbins and Crow had previously reported that a needle-type
of repeller electrode improves high mass sensitivity for PEG
samples, but they did not report any effect for ions less than m/z
1000 (16). Figure 3 shows a plot of the repeller potential that
gave the maximum ion current at intervals of every 100 mass units.
The repeller voltage was stepped every 10 V. Within error limits,
the plot shows the same linear correlation for both negative and
positive ions.

One possibility for increased low-mass ion current with in-
creasing needle-tip repeller potentials may be due to increased
fragmentation of high-mass ions. A blunt-tip repeller electrode
has been used to induce fragmentation of several compounds (15,
16). However, the blunt-tip repeller has not been reported to
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increase sensitivity. Figure 4 is a mass spectrum of PEG from
m/z 300 to m/z 700 at a repeller potential of 70 V. The most
abundant ions correspond to ammoniated and protonated mol-
ecules. No significant differences other than absolute ion
abundances were observed between this spectrum and a mass
spectrum obtained at a repeller potential of 0 V. No fragmentation
was observed. Thus, the increase in ion current can be attributed
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Figure 4. Positive-ion mass spectrum of PEG from m/z 300 to m/z
700 at a constant repeller potential of 70 V. The major ions corre-
spond to [M + NH,]* adducts. No significant fragmentation was
observed, and the spectrum is qualitatively similar to that taken at a
repeller patential of 0 V.

to an increase in abundance of molecular species and it is not due
to fragmentation.

The ion current was observed to reach a maximum and then
to decrezse more rapidly than it increased. The maximum re-
sponses for the low-mass ions occur at Jower repeller potentials
(70-90 V) than for the high-mass ions (greater than 90 V). This
suggests shat the operative mechanism for ion-current enhance-
ment is proportional to the mass of the ion. There are several
plausible explanations for the enhanced ion current. One possible
explanat.on is increased ion extraction efficiency from the ion
source du.e to increased ion diffusion (discussed below). Another
possible explanation is an increased abundance of ions because
of field-assisted ion evaporation from the droplets. A third
possibility is field ionization of neutral species. This latter is
probably not an important effect because the field generated by
the needl>-tip repeller potential at 100 V is roughly 10° V/m, about
2 to 3 orclers of magnitude less than that required for field ion-
ization (20).

If ion diffusion is the operative effect, then there should be
a mass dependence for the change in ion current. The equations
that correlate ion diffusion (or mobility) through a plasma es-
tablish that heavier ions diffuse more slowly than lighter ions (21).
We observed a similar corresponding change in jon current when
increasing the repeller potentials. That is, the ion current due
to low-mass ions increased at lower repeller potentials than did
the high-mass ions. This suggests that the change in ion current
is due to an increase in ion diffusion rates.

The icn current decreased more rapidly past the maximum,
then it ircreased (Figures 1 and 2). This suggests that the ions
are not extracted efficiently from the ion source at higher repeller
potentials. One cause for this is that the ions may be deflected
away from the ion exit aperture due to the increased (repeller)
field. As stated above, the low-mass ion current increased at lower
repeller potentials while the high-mass ion current increased at
higher potentials. Therefore, the low-mass ions would be deflected
away at lower repeller potentials than high-mass ions. Observation
of this further suggests the change in ion current is due to an
increase in the ion diffusion rates.

The ircrease in ion currents may also be due to an increase
in the ion evaporation process. We suggest two possible expla-
nations for an increase in ion evaporation. One possibility is due
to the production of smaller droplets by the new vaporizer probe
tip (16, 17). For smaller droplets, a greater charge-to-surface-area
ratio for the droplets is maintained, thereby facilitating ion ex-
pulsion from the droplet. Another possibility is field-assisted ion
evaporation, where the electrostatic repeller field induces expulsion
of the io1s from the droplets formed during the thermospray
process (.22). The increase in ion evaporation, which can lead to
an increese in jon currents, can be a combination of both pos-
sibilities. However, it is unclear exactly how field-assisted ion
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evaporation should show a mass dependence. If the repelier effect
were due solely to increased ion evaporation, the ion current would
reach a plateau at a certain repeller potential. A decrease in ion
current (as was observed) would not be expected. Thus, we believe
that the PEG data represent increased ion extraction e ficiency
due to increased ion diffusion, principally because of the sbserved
decrease in ion current. That is, a major effect of the repeller
is to increase ion mobility through the thermospray ion plasma.
In fact, the data in Figure 3 also suggest that it is increased ion
mobility that is responsible for the change in ion current. The
optimum repeller potential depended solely upon the raass and
not the charge of the ion, affecting both positive and negative
ions similarly. This indicates that the repeller potential only
affects ion mobility and not the ionization process, which can be
different for positive and negative ions. Experiments for other
compounds also indicate that increased ion diffusion is a pre-
dominant effect (23). In addition, preliminary experiments in-
dicate that changing the distance of the repeller tip frora the ion
exit aperture changes the absolute value of the optimurn: repeller
potential, but not the value of the maximum ion currant (19).
That is, larger potentials are required at larger distances to op-
timize extraction of the ions via electrostatic repulsion.

Peptide Studies. Thermospray LC/MS can be a powerful
tool for peptide sequencing and peptide mapping studies. Previous
models of the thermospray ion source (without a needle-tip repeller
and a restricted probe tip) required from 0.2 to 10 nmol of peptides
for detection. The amount of peptide sample needed for previous
on-line column thermospray studies was typically on the order
of 1-10 nmol (9, 10). The amount of sample required to produce
spectra by direct injection (without an on-line colunn) was
typically 200-500 pmol or more (9, 10).

The needle-tip repeller electrode has been used to determine
sensitivity for some synthetic peptides. We have detectec. peptide
samples on the order of picomoles. Figure 5 shows the total ion
chromatogram for the several injections of 500, 50, and 10 pmol
of bradykinin. Figure 6 shows the mass spectrum obtuined for
10 pmol of bradykinin (molecular weight 1060). Similar sensi-
tivities have been obtained for another peptide angiotensin I
(molecular weight 1296). The spectra were obtained by scanning
the mass spectrometer over the range of m/z 600 to m/z 1400.
Figure 6 shows a signal-to-noise ratio of about 5:1 for the r1olecular
ion [M - H] of bradykinin. The response in the ion chromato-
gram (Figure 5) for the 10-, 50-, and 500-pmol samples is due
almost entirely to the molecular ion [M —HI". The other signals
shown in the spectrum were not reproducible; they are probably
due to neutral noise owing to the high pressures in the ther-
mospray ion source and the line-on-sight location of the detector
conversion dynode from the ion exit aperture. Other soft ioni-
zation methods (i.e. continuous-flow fast-atom bombardraent and
ion spray) have detected these and other similar synthetic peptides
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Figure 6. Negative-ion mass spectrum of 10 pmol of bradykinin
showing the [M - H]~ ion.

on the order of picomoles as well (24, 25). Our results are com-
parable to these other techniques, and they represent an en-
hancement of 1 to 2 orders of magnitude in sensitivity when
compared to a thermospray ion source without a repeller and a
restricted probe tip (9, 10, 26).

The optimum signal response was found at a repeller potential
of 60-70 V, comparable to the results obtained for the PEG
sample. It is necessary to scan a large mass range when conducting
peptide mapping and peptide sequencing studies. A repeller range
of 60-70 V provides an optimum reponse over the entire mass
range of the instrument (m/z 2000). Therefore, we now conduct
our peptide studies with a repeller at a potential of about 70 V.

CONCLUSIONS

Peptide mapping studies using on-line column enzymatic
digests (9, 10) require more material (typically 5-10 nmol) than
when samples are analyzed by direct injection. This is due
to column losses and peak broadening as well as the fact that
the peptides are being cleaved into from 10 to 100 smaller
peptide sequences. Increased ion current obtained by using
the needle-tip repeller and restricted vaporizer probe tip will
facilitate protein sequencing and protein mapping studies by
requiring less sample. Our studies presented here suggest that
subnanomole sample sizes are now feasible.

An increase in sensitivity for peptides of 1 to 2 orders of
magnitude was observed when results were compared to a
thermospray ion source without a restricted vaporizer tip or
repeller electrode. Both a repeller and the restricted tip
together are needed to produce a symbiotic overall increase
in sensitivity. Alone, each modification does provide an in-
crease in sensitivity, but the overall increase was greater when
the modifications were used together.

The PEG studies indicate that an enhancement of about
an order of magnitude in ion response can be obtained from
the repeller electrode (when using a restricted vaporizer tip).
The effect of the needle-tip repeller appears solely to be more
efficient ion sampling. No fragmentation was observed when
using the needle tip repeller as has been seen for the blunt
tip repeller. The remaining order of magnitude comes from
using a restricted probe tip. This latter could arise from more
efficient vaporization due to more uniform and smaller droplet
sizes and more efficient ion evaporation (22). More uniform
and smaller droplet sizes would permit a more uniform and
more efficient repeller field for enhancing ion extraction. This
explains why using a needle-tip repeller in conjunction with
a restricted vaporizer is more effective for enhancing sensitivity
using thermospray.
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Enhanced Analysis of Sulfonated Azc Dyes Using Liquid
Chromatography/Thermospray Mass Spectrometry
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Modifications to a thermospray vaporizer probe and ion
source have been made that enhance ion evaporation re-
sulting in increased sample ion current. These modifications
include restricting the thermospray vaporizer exit orifice and
the addition of a needle-tip repelier electrode to the ther-
mospray ion source. The interaction and effect of probe-tip
size, repeller voltage, and flow rate on sulfonated azo dye
detection are reported. An increase in signal response for
sulfonated azo dyes was observed. An efficient chromato-
graphic separation procedure for sulfonated azo dyes, which
is compatible with thermospray mass spectrometric detection,
is also presented. Five disulfonated azo dyes were separated
and detected by using selected ion monitoring. Mass spectra
of disulfonated dyes show a number of molecular ions and
adduct ions that provide unequivocal molecular weight infor-
mation.

INTRODUCTION

Thermospray (I, 2) has proven to be useful for the on-line
coupling of liquid chromatography (L.C) with mass spec-
trometry (MS) (3). The utility of thermospray MS as an
analytical tool has been demonstrated by its increasing usage
in the fields of environmental analysis and biomedical research
4, 5).

Thermospray allows the entire mass flow of a conventional
liquid chromatograph (0.5-2 mL/min) to enter the mass
spectrometer. This is accomplished by additional vacuum

* Author to whom correspondence should be addressed.
NJI %rgegg?t address: Exxon Research and Engineering, Annandale,

pumpirg of the ion source and the controlled partial vapor-
ization of the effluent as it traverses a conductively heated
capillary tube. The vaporization process causes a supersonic
jet of vapor to form, which contains particles and liquid
droplets. Heat is supplied to the ion source to compensate
for cooling of the expanding jet and to allow for the continued
vaporization of the solvent.

The 1most commonly used mode of ionization is thermospray
ionization (TT). No supplemental source of electrons is needed
in this mode. Instead, a volatile buffer is added to the mobile
phase. The volatile buffer acts as a source of charge on the
droplets that emerge from the heated thermospray vaporizer.
The pertial vaporization of the solvent causes charge to
concentrate in the unevaporated solvent droplets. Coulombic
repulsive forces become greater than cohesive forces and the
droplets break apart (Rayleigh instability). Evaporation of
solvent molecules from these smaller droplets continues due
to heat transferred from the walls of the source block. A high
electric field is created on the droplets as the volumes of the
droplets decrease. Ion evaporation starts to occur when the
field strength on the droplets exceeds about 10° V/m (6). At
this point, ions are ejected directly from the condensed phase
into the gas phase. Hence, intact molecular ions of nonvolatile
and thermally labile compounds can be obtained.

Although ion evaporation predominates for compounds that
are multiply charged in solution, other compounds have been
shown o undergo ionization by gas-phase ion/molecule re-
actions in the thermospray ion source (7-10). Dual-beam
thermospray experiments have shown that a mumber of com-
pounds are ionized via chemical ionization (CI) (7). In this
case, noutral molecules are evaporated from thermospray
droplets and are ionized via collisions with solvent and buffer
ions in the gas phase. Compounds that undergo ionization

0003-2700/89/0361-2054$01.50/0 © 1989 Amsrican Chemical Society
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via a Cl-type mechanism will show a direct correlation between
analyte volatility and thermospray sensitivity. Fcr many
compounds this appears to be the case and good sensitivity
is achieved with compounds having some volatility. Com-
pounds that exhibit poor sensitivity with thermospray, such
as sulfonated azo dyes, are compounds that are extremely
nonvolatile and exist as preformed ions. Our goal is to develop
thermospray methods to enhance the ionization process and
analysis of these latter species and thus expand the vtility of
thermospray to extremely nonvolatile and intractabile com-
pounds.

To evaluate ion evaporation in thermospray, a model system
must be developed that can directly relate the enharicement
of this process to mass spectrometric response. We have
chosen sulfonated azo dyes as model compounds to study ion
evaporation for both theoretical and practical reasoas. It is
important to choose a class of compounds that are ionized in
solution, so that the chemical ionization process makes little
contribution to the measured mass spectrometric response.
Sulfonated azo dyes will be ionized in solution at virtually all
pH levels encountered in reverse-phase chromatography be-
cause they have low pK, values. This ensures that these
species will evaporate as ions and not as neutral mclecules.
The inherent lack of sensitivity that sulfonated azo dyes show
to thermospray ionization is a direct consequence of their lack
of volatility and ionized character. Only ionization techniques
that produce ions directly from the condensed phase have the
ability to analyze this class of compounds. With the exception
of electrospray/atmospheric pressure ionization (11, 12), re-
producible mass spectral analyses have not been readily ob-
tained. This makes sulfonated azo dyes challeng ng test
compounds that are not easily analyzed by thermospray or
other mass spectrometric methods. Sulfonated azo dyes were
also chosen for practical reasons as well. There is a Jefinite
need for an LC/MS procedure to be developed that will
identify sulfonated azo dyes in the environment. This need
has arisen because of the dumping of toxic dye wastes into
the environment (13) and the proposed listing of many dyes
on the Appendix VIII and IX Hazardous Constitueat Lists
(14). The Environmental Protection Agency is particularly
concerned about the release of azo dyes into the environment
due to the toxicity of aromatic amines that are synthetic
precursors and degradation products of azo dyes (15). A
regulatory program for the dye industry has been implemented
that requires mass spectrometric procedures to be developed
for the qualitative analysis of azo dyes in industrial wastes,
groundwater, and surface water. For these reasons, we have
been actively involved in developing a thermospray 1.C/MS
procedure to routinely analyze sulfonated azo dyes in aqueous
media.

EXPERIMENTAL SECTION

All experiments were performed on a quadrupole mess spec-
trometer (Hewlett-Packard, Model 5988), coupled to a gradient
high-performance liquid chromatography (HPLC) system (Sci-
entific Services Model 230) using a modified thermospray LC/MS
interface (Vestec Thermospray LC-MS Model 721A). A Hew-
lett-Packard Model 9133 work station was used to control the mass
spectrometric parameters and for all data collection.

Vaporizer Modifications. Modifications to the therinospray
vaporizer and ion source were necessary to enhance ior. evapo-
ration and signal ion current in thermospray. These modi‘ications
include restriction of the thermospray vaporizer exit orifice and
the addition of a needle-tip repeller to the thermospray ion source.
Schematic representations of these modifications are shown in
Figure 1.

Restriction of the thermospray vaporizer exit orifice was ac-
complished by cutting off the tip of a commercially available
thermospray vaporizer insert. A Valco !/ -in. nut was wzlded to
the outer portion of the insert and machined down to tae same
diameter as the insert casting. Capillary tubing was fed through
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Figure 1. Schematic of medifications made to the thermospray ion
source and vaporizer probe.

the nut and secured with a standard Valco ferrule. A Valco */ -
to !/45-in. zero-dead-volume reducing union was used to hold the
fused silica capillary tubing in place with the appropriate size
graphite or Vespel ferrule and a !/5-in. nut. The zero-dead-volume
union was machined down to* / sin. in diameter so it could be
inserted into the thermospray ion source.

Ion Source Modifications. The thermospray ion source was
modified by machining away a step restriction in the ion volume
and replacing the standard blunt repeller with a needle-tip repeller
constructed from a threaded rod (Figure 1). The repeller was
electrically isolated from the ion source block using ceramic in-
sulators and it was held by two locknuts threaded onto each end
of the rod. The threaded rod (1.5 mm diamater) was machined
to a point (0.1 mm diameter) and positioned coaxially with the
ion extraction cone at a distance of approximately 1 mm from
the ion exit aperture. This distance was found to optimize
performance. Increasing the distance had a effect of increasing
the repeller potential needed for maximum ion current response.
Decreasing the distance resulted in a decrease of the maximum
ion current.

Data Aquisition. Data showing the effect of repeller voltage
and flow rate on ion intensity were obtained by using selected
ion monitoring of [M — Na]~ and [M ~ 2Na]?" ions and are shown
in Figure 2. An aqueous solution of 10 M Direct Red 81 dye
was continuously pumped into the mass spectrometer. The re-
peller voltage was ramped from zero through a voltage corre-
sponding to maximum ion current for each flow rate and tip size.
The averaged ion intensity was recorded at each repeller setting.
The repeller voltage was increased until the ion current was zero
or drastically reduced from the maximum value.

Negative-ion mass spectra (Figures 3-7) were obtained by
injecting 200 uL of 107* M aqueous dye solution directly into the
mass spectrometer with a Rheodyne Model 7010 injector. The
mass spectrometer was scanned from m/z 300 to m/z 1000 in
about 2 s. The flow rate was 1.2 mL/min and the thermospray
vaporizer-tip orifice size was 100 um.

Liquid Chromatography. Chromatographic separation of
selected disulfonated azo dyes was performed by using reverse-
phase ion-pair chromatography. A 8-min linear gradient of 100%
0.01 M aqueous ammonium acetate to 100% 35/65 aceto-
nitrile/water was performed with a 1-min initial hold. The
[M - 2Na + H] ion was monitored for each dye. The HPLC
water was obtained by filtration of house-distilled water through
a Milli-Q water purification system (Waters-Millipore). Aceto-
nitrile was HPLC grade (Mallinckrodt) and the ammonium acetate



2056 « ANALYTICAL CHEMISTRY, VOL. 61, NO. 18, SEPTEMBER 15, 1989

FLOWRATE

= 1.8 mL/min

@

- 1.8 mL/min

#* 1.4 mL/min

o

3
P P s P

< 1.2 mL/min
+ 1.0 yal/min
- 0.8 ml/min
- 0.8 ml/min

0 0.4 mL/xmin

20+

ION INTENSITY (1000 COUNTS)

.

'\. .\-
LS
R/ \Q\,
T

T 0ar
s 10 -15  -20 -5 30 -35 —40 —45
REPELLER POTENTIAL (V)

Figure 2. Plot of ion abundance versus repeller potential for Direct
Red 81 dye at several different flow rates.

buffer was reagent grade (Fisher Scientific). The dyes used were
commercial dye preparations supplied by EPA-EMSL (Las Vegas,
NV) and NCTR (Jefferson, AR). The HPLC column was a
reverse-phase 4.6 X 100 mm Spherisorb ODS 1I column with 3-pm
particle size packing (Custom LC).

Thermospray Parameters. Thermospray parameters were
adjusted to give maximum ion current for an aqueous solution
of dye being pumped into the mass spectrometer. The optimum
temperatures with a tip size of 100 um and flow rate of 1.2 mL/min
were as follows: control, 60-70 °C; tip, 215-225 °C; block, 305-310
°C; tip heater, 330~350 °C.

RESULTS AND DISCUSSION

Thermospray Vaporizer. The design of the thermospray
vaporizer is of critical importance in optimizing thermospray
ionization. The nature of the aerosol generated in thermospray
is determined by the physical characteristics of the probe and
the amount of heat supplied to the LC solvent. Optimum
response is achieved when near complete vaporization occurs
at the tip of the thermospray vaporizer. When the probe
temperature is too low, thermospray ionization is weak.
Droplet sizes under these conditions are large and the
charge-per-unit area on the surface of the droplets does not
reach the value needed for ion evaporation. The spray
emerging from the thermospray vaporizer at elevated tem-
peratures is a superheated dry vapor. This vapor contains
few droplets from which thermospray ionization can occur and
thermospray ionization is lost. Therefore, the fraction of
solvent vaporized is of critical importance because it has a
direct effect on droplet size and on the field strength of the
emerging droplets. The physical dimensions of the probe exit
orifice also has an effect on droplet size and size distribution
of the aerosol. Decreasing the size of the thermospray va-
porizer orifice has the effect of decreasing the average droplet
size of the spray entering the ion source. The initial field
strength on the droplets is thus increased and a subsequent
increase in ion evaporation occurs. In theory, the smaller the
thermospray vaporizer exit orifice can be made, the better
sensitivity one should obtain. Practical limitations such as
probe plugging and back-pressure limits on LC pumps put
constraints on the lower size limit of the probe orifice. The
method of restricting the probe exit presented here has the
advantage of reproducibly decreasing the probe exit to a
known value using inexpensive and commercially available
materials. A major limitation of using fused silica capillary

tubing is the poor reproducibility of spray trajectories due to
the uneven edge created when the tubing is cut. This problem
may be overcome by using laser-drilled apertures (16) or ca-
pillary needle tubing as the probe orifice.

Ton Source. The needle-tip repeller enhances response for
sulfonated azo dyes by influencing ion-extraction yields (fo-
cusing and increasing ion mobility) and possibly by affecting
ion-evaporation rates directly. It has been suggested that
needle-tip repellers can enhance ion evaporation from ther-
mospray droplets due to the high electric field created within
the ion source (17). This high field can induce unsymmetric
charging of the droplets. Large localized field strengths on
the droplets can result and form microscopic protuberances
like those used to explain field desorption mass spectrometry.
An entancement of the ionization process would be expected
to result under these circumstances. In our studies, repeller
effects were observed that indicate ion-extraction efficiency
is being; enhanced. However, due to the high pressures within
the thermospray ion source, the effect the repeller has on
gas-phase ion trajectories, and hence ion-extraction efficiency,
is not well-defined. Studies of poly(ethylene glycols) and
peptides show enhancements of molecular ion abundances that
appears to be related to increased ion extraction efficiency
(18).

Observed Results. Figure 2 shows graphs of ion intensity
for Direct Red 81 versus repeller potential at various flow rates.
With a repeller potential of zero, no appreciable ion signal is
observed. As the repeller voltage is increased, the signal goes
throug1 a maximum. The signal is lost as the repeller voltage
is cont nually increased. This loss indicates that the repeller
has an electrostatic effect on the ions being sampled from the
jon source. An alternate explanation for the increased ion
signal may be the deceleration of thermospray droplets in the
vicinity of the ion sampling cone (16). This would increase
the nwnber of ions evaporated in the vicinity of the sampling
region and would be responsible for an increase in signal. Ton
mobility experiments show that droplet velocities can be in-
fluenced with field strengths created by repellers in ther-
mospray ion sources (19).

The optimum repeller voltage for a given tip size depends
on flow rate. As the flow rate is increased, the repeller voltage
corresponding to maximum ion intensity also increases. Due
to higher pressures in the ion source, a higher repeller voltage
is needed to influence droplet trajectories. This general trend
is shown in Figure 2 for the 100-um tip size. Similar data were
obtainzd for the 50-um tip.

Optimum flow rate also changes with tip size. As the orifice
size is decreased, so does the flow corresponding to optimum
results. The best result for the 50- and 100-um tips were
obtained at a flow rates of 0.8 and 1.4 mL /min, respectively.
This suggests there may be an optimum droplet size and size
distribution for ion evaporation to occur that depends on flow
rate and exit orifice size.

Other criteria that affect ion intensity for sulfonated dyes,
such as ion extraction contribution due to pressure effects and
neutra ization reactions occurring within the ion source, also
depend on flow rate. At lower flow rates, the pressure de-
pendence on ion sampling is smaller so that ion intensity is
less. At higher flows, the decrease in signal can be caused by
neutralization reactions occurring between dye anions and
solvent. molecules due to the higher frequency of collisions.

We have found it necessary to have both the restricted
probe exit and the needle-tip repeller to obtain mass spectra
of the sulfonated dyes. Full-scan mass spectral data for various
disulfonated azo dyes are shown in Figures 3-7. Characteristic
ions at [M - Na]~ and [M - 2Na]?" are observed for these
compounds in water. As a small amount of ammonium acetate
is added, other pseudomolecular ions such as [M — 2Na + H]~
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Figure 5. Thermospray mass spectrum of Direct Violet 32 azo dye
showing the [M - Na]~, [M - 2Na]%", [M - 2Na + H]", [2M - 3Na]*,
and [2M ~ 3Na + H]Z ions at m/z 734, 355.5, 712, 481.7, a1d 723.

and [2M - 3Na + H]? appear. The addition of these :ons in
the mass spectrum gives unambiguous molecular weight in-
formation for the sulfonated dye sample. In most cases,
molecular weight information is adequate to identify the
sulfonated azo dye in question. Confirmation of stch an
assignment can be achieved by MS/MS or by matchiag the
LC retention time to that of a standard.

HPLC Separation. A number of problems were ercoun-
tered in developing a suitable LC/MS procedure for sulfo-
nated azo dyes. Foremost was developing an LC procedure
that would separate sulfonated azo dyes while still being
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Figure 6. Thermospray mass spectrum of Direct Red 39 azo dye
showing the [M ~ Na]", [M - 2Na]?*", and [M - 2Na + H] ions at m/z
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Figure 8. Reconstructed ion chromatogram for five sulfonated azo
dyes.

compatible with thermospray MS detection. Previous results
indicated that ammonium acetate concentrations higher than
0.01 M were detrimental to sulfonated azo dye detection due
to neutralization reactions occurring in the ion source (20).
As a result, a reverse-phase LC procedure using a low con-
centration of ammonium acetate as an ion-pairing agent was
developed. Figure 8 shows the reconstructed ion chromato-
gram for a mixture of five disulfonated azo dyes. The sepa-
ration was achieved by using a linear gradient dilution of 0.01
M aqueous ammonium acetate to a 35:65 mixture of aceto-
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Figure 9. Reconstructed ion chromatogram for 10 ng of Direct Yellow
4 injected on-column.

nitrile/water. The dyes were detected by using selected ion
monitoring of the [M ~ 2Na + H]™ ion for each dye. All dyes
were present in levels of about 500 ng assuming 50% purity
of the commercial dye preparations used to make up the
sample. Other ions such as the [M — 2Na]® and [M - Na]~
were also present and could be used for molecular weight
confirmation. On-column detection limits for these dyes
obtained by using selected ion monitoring were in the range
of 5-20 ng with a signal-to-noise ratio of 10 (Figure 9).

CONCLUSIONS

Modifications to a thermospray vaporizer and ion source
enhance the ion-evaporation process that occurs in ther-
mospray. Sulfonated azo dyes were used as model compounds
to determine the effect of these modifications on the ion
evaporation process. Restriction of the thermospray vaporizer
decreases the droplet size of the spray entering the mass
spectrometer ion source. The decreased droplet size increases
the charge-per-unit area on the thermospray droplets and a
subsequent increase in ion evaporation results. A needle
repeller in the thermospray ion source enhances sulfonated
azo dye detection. Results indicate that the repeller has a
direct effect on ion-extraction efficiency. Both restriction of
the vaporizer exit aperture and the needle-tip repeller are
needed to obtain mass spectra of sulfonated azo dyes. The
mass spectra obtained gave pseudomolecular ions, which can
be used to obtain the molecular weight of an unknown dye
species. The identity of a dye can be confirmed by using the
reported separation procedure and selected ion monitoring.

Future work in our laboratory will focus on increasing
thermospray response for sulfonated azo dyes. Laser-drilled
apertures and capillary needle tubing will be used to restrict
the thermospray vaporizer exit orifice in order to achieve more

reproducible spray trajectories. An electrically assisted
thermospray device and an on-axis thermospray ion source
are now’ being investigated. Promising results for sulfonated
dye detzction have been obtained with electrospray ionization
(11, 12, and perhaps thermospray can be improved by elec-
trically charging the droplets during the vaporization process.
On-axis ion sources are designed to act as concentration de-
vices fcr nonvolatile species that are at higher concentration
at the center of the spray. The use of an on-axis ion source
should therefore, take advantage of the nonvolatile nature
of the sulfonated azo dyes and increase sensitivity for these
and other nonvolatile compounds.
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Genetically engineered proteins were used to deterrine the
amino acid contributions of surface residues to subltilisin re-
tention in cation hange ct graphy. Crystallographic
data were used to correlate the observed chromatographic
behavior with enzymatic structure. Retention times of vari-
ants in gradient elution varied by as much as 33% compared
to the wild type. The role of both charged and uncharged
resid was i i d in isocratic separations and found
to significantly protein retention in this electrostat-
ically dominant separation method. This study demonstrates
the ability of ion-exchange chromatography to discriminate
between protein variants ditfering by a single residue in 275
amino acids.

INTRODUCTION

Through site-directed mutagenesis, it is possible tc change
any amino acid in a protein (1, 2). This makes it possible to
focus structure—function investigations on amino acid con-
tributions at specific positions in the three-dimensional
structure and to design proteins for applications with prop-
erties superior to those found in the wild type. Some areas
of interest already under investigation include catalytic
properties, substrate specificity, allosteric regulation, anti-
genicity, increased pH stability, thermostability, and chemical
stability (3-5). Site-directed mutagenesis is also useful to
study the mechanism of chromatographic retention. These
variant protein structures serve as mimics of variants formed
during protein biosynthesis and purification in biotectnology.
Variant proteins that result from errors in translation,
posttranslational modification, or site-specific mutasion are
difficult to separate from the wild type or target variants by
molecular weight discriminating methods such as size exclu-
sion chromatography and sodium dodecy! sulfate slectro-
phoresis (6). Because protein assembly in geneticaly engi-
neered systems produced errors at a higher rate than in natural
systems (7), analytical methods must be developed to detect
and separate these protein impurities.

Substitutions of internal amino acids have been st.own to
destabilize protein stability which then increased intracellular
degradation of these expression products (8). Therefors, these
types of errors are normally removed prior to product puri-
fication. In biologically active proteins, the majcrity of
structural variations occur on the protein surface. This is
important for two reasons. It limits gross changes in srotein
tertiary or quaternary structure and maximizes the possibility
that surface-mediated separation procedures will be able to
descriminate between the major and minor protein products.
However, the limits in resolving power of modern separation
techniques relative to changes at single sites in protein

! Present address: Department of Biochemistry and Molecular
Biology, Harvard University, 7 Divinity Ave., Cambridge, MA 02138.

three-dimensional structure remain to be determined.

It is well established that only a fraction of the total amino
acids in a protein determine chromatographic behavior in a
specific separation mode (9). For this reason, it is probable
that no single separation method can recognize all the possible
structural variants and impurities in genetically engineered
protein preparations. However, the greatest discrimination
will be achieved by those separation methods that probe the
broadest area of the protein surface. For example, the pro-
tein/column contact in bioaffinity chromatography may be
as small as a few hundred square angstroms. In contrast, the
contact area in nonbioaffinity separations such as ion-ex-
change, reversed-phase, and hydrophobic-interaction chro-
matography may range from one face to the whole external
surface of a polypeptide (9). The dominant factors regulating
contact surface area are steric limitations incurred by the
three-dimensional structure of the protein and amino acid
distribution within the molecule. The impact of three-di-
mensional structure on chromatographic behavior has been
shown in ion-exchange (10), reversed-phase (11), and hydro-
phobic-interaction chromatography (12).

The stoichiometric displacement model (SDM) (I13) of
chromatographic retention has been applied to the study of
structural changes with respect to protein retention in both
ion-exchange (14) and reversed-phase (15) chromatography.
The model attempts to quantitate the average number of
interactions between a protein and the stationary phase of
the column through a parameter referred to as the Z number.
A second parameter in this model, the [ value, describes the
affinity of the solute for the stationary phase along with any
nonspecific interactions involved with solute retention. With
this model, it has been possible to correlate changes in primary
structure with protein retention.

This study investigates how single amino acid substitutions
at chosen positions in genetically engineered subtilisin affect
protein retention in cation-exchange chromatography. Var-
iants with substitutions at multiple sites on the protein surface
were used to determine whether subtilisin has a “footprint”
region in cation-exchange chromatography. Position 166 was
chosen as the site for detailed studies on microenvironmental
contributions to subtilisin retention after preliminary ex-
periments indicated this location to be chromatographically
significant. The amino acid substitutions at this position were
used to quantitate the impact of single charged, hydrophobic,
or neutral hydrophilic groups on the chromatographic behavior
of a protein. The objective was to determine the discrimi-
natory power of cation-exchange chromatography in the
separation of subtilisin single amino acid variants. Quanti-
tation of variant protein/column electrostatic interactions was
achieved by isocratic elution and subsequent application of
the SDM.

EXPERIMENTAL SECTION

Proteins and Reagents. Bacillus amyloliquefaciens subtilisin
wild type and site-directed variants were a generous gift of
Genencor, Inc. (South San Francisco, CA). These proteins were

0003-2700/89/0361-2059$01.50/0 © 1989 American Chemical Society
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used without further purification. All reagents were of AR grade
or comparable quality.

To prevent autolysis, proteins were stored in 50% agueous
propylene glycol/5 mM CaCly/10 mM TES (pH 7.6) at -12 °C.
Protein concentrations were approximatly 10 mg/mL.

Equipment. Protein retention measurements were made with
a Varian 5000 chromatographic system, equipped with a UV-100
detector (Walnut Creek, CA) and a Valco Model C6U injector
with a 15-uL sample loop (Houston, TX). A 10-um particle size
Mono-S strong cation-exchange column, 5.0 X 0.5 e¢m id.
(Pharmacia, Uppsala, Sweden) of 0.13-0.18 mmol/mL ion-ex-
change capacity was used in all experiments. Protein absorbance
was monitored at 280 nm, and eluent conductance was monitored
with an Anspec AN400 ion chromatograph (Ann Arbor, MI). Data
were collected on a Kipp & Zonen BD41 dual-channel chart
recorder (Delft, Holland).

Mobile Phase. Mobile-phase buffers were chosen so that the
buffer pK, was within one pH unit of the desired eluent pH:
sodium acetate (Mallinckrodt, Paris, KY) (pH 5.0 and 5.5); 2-
(N-morpholino)ethanesulfonic acid (MES) (Calbiochem-Behring,
LaJolla, CA) (pH 6.0); N-tris(hydroxymethyl)methyl-2-amino-
ethanesulfonic acid (TES) (Sigma, St. Louis, MO) (pH 7.0). Buffer
A was prepared to have an ionic strength of 0.01 M. Buffer B
was a mixture of buffer A and either 0.10 M or 0.15 M NaCl,
depending on the protein being studied.

All aqueous solutions were prepared with deionized water and
were adjusted to the desired pH at room temperature with either
HCl or NaOH. All solutions were prepared fresh daily, filtered
through a Rainin Nylon-66 (0.45-um) filter (Woburn, MA), and
deaerated prior to use.

Chromatography. Retention maps were determined by using
gradient elution at a flow rate of 1 mL/min. The term “retention
map” refers here to a plot of chromatographic retention on a
gradient eluted cation-exchange column versus mobile phase pH.
Either 20-min or 30-min linear gradients were used depending
on the final ionic strength needed to elute the variant being
studied. In all cases, the gradient slope was maintained constant.
All sample injections were performed in triplicate by using either
a 15-uL or 100-pL sample loop. Gradient elution was also per-
formed to separate the position 166 variants. Enzymatic activity
of collected fractions was determined from a modified prog-
ress-curve analysis (16). Detection of autolytic peptide contam-
inants was verified by using a HP-1040A high-speed diode array
spectrophotometric detector operated with a HP-85 personal
computer (Hewlett-Packard, Postfach, Federal Republic of
Germany) scanning at two wavelengths, 276 and 286 nm. The
ratio of the peaks at these two wavelengths provides information
regarding the enzymatic activity by monitoring the three tryp-
tophan residues located on the surface of the protein. Autolysis
of subtilisin cleaves the enzyme after residue 40, thus removing
the catalytically essential Asp 32 and changing the structural
integrity of the tryptophan residues. An increase in the ratio
between these two wavelengths corresponds to an inactive au-
tolyzed subtilisin fragment (17).

Isocratic analyses were carried out at values ranging from &’
values of 1 to 15. Ionic strength was determined with a con-
ductivity monitor. Initial values of ionic strength for isocratic
elution were obtained from gradient elution. Between 15 and 20
salt concentrations were chosen from each analysis. All sample
injections were performed in duplicate with injection volumes
varying, depending on the variant, between 4 and 70 L (volume
was constant for any one analysis). The solvent perturbation peak
observed by both the UV and conductance detectors, was taken
as the retention time for unretained protein (£).

Calculations. Calculations and statistical analyses were done
as previously reported (18). Computer analysis of isocratic re-
tention parameters was performed to choose the appropriate Z
numbers and I values for correlation to the gradient elution
studies. The distances between the 34 charged amino acids and
position 166 were calculated by using the x, ¥ and z coordinates
for specific charged side chain atoms and the a-carbon of position
166 as reported by Alden (19).

RESULTS

Enzymatic Properties. Because of the commercial sig-
nificance of subtilisin in laundry detergents (20), a series of

Table I. Subtilisin Residue Substitutions

variant amino acid/position in wild type  substitution
Multiple Substitutions
FQK Met-50 Phe
Glu-156 Gln
Gly-166 Lys
FQK F.275 Met-50 Phe
Glu-156 Gln
Gly-166 Lys
GIn-275 Arg
QK Glu-156 Gln
Gly-166 Lys
QD Glu-156 Gln
Gly-166 Asp
SD Glu-156 Ser
Gly-166 Asp
Single Substitutions
D166 Gly-168 Asp
E166 Gly-166 Glu
5166 Gly-166 Ser
N166 Gly-166 Asn
C166 Gly-166 Cys
M166 Gly-166 Met
H166 Gly-166 His
K166 Gly-166 Lys
R166 Gly-166 Arg
P166 Gly-166 Pro
V1ie6 Gly-166 Val
Y166 Gly-166 Tyr
o)
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Figure 1. pH dependence of k., for subtilisin toward p -nitrophenyl

butyrate. Subtilisin KM pH dependence was shown to be relatively
constant throughout this range. Adapted from ref 30.

genetically engineered variants of the enzyme were available.
These variants have been studied for their substrate specif-
icity, kinetics, and their stability against oxidizing agents (21).
Variarts with surface residue alterations were chosen for the
type and location of amino acid substitution (Table I). Only
substizutions that have been determined to be solvent ac-
cessibie by X-ray crystallography (22) were chosen.

The function of subtilisin as an endopeptidase unfortunately
allows this enzyme to act as a substrate for itself. Hence,
autolysis is a problem that has to be circumvented in order
to stucdy native subtilisin. Although enzyme inhibitors may
be used to prevent autolysis, the most effective inhibitor, i.e.
phenyimethanesulfonyl fluoride, diisopropyl fluorophosphate,
halomeathyl ketones, or boronic acid, derivatize the active site
serine or histidine (13-16) and change the chromatographic
behavior of the enzyme. Noncovalently bound proteinacious
inhibitors also change the surface characteristics of the enzyme
by forming a complex with subtilisin (27-29). To prevent or
suppress autolysis without inhibitors requires alteration of
the enzyme’s kinetics. Previous work has shown that an acidic
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Retention Map for S. Amyloliquifaciens Subtilisirs
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Figure 2. Retention map for wild-type subtiiisin and the FQk and FQK

R275 variants. Retention time is plotted against pH using a 30-min
finear gradient from 0 to 0.15 M NaCGl.

environment reduces subtilisin enzymatic activity (Figure 1).
Inhibition of subtilisin under acidic conditions is due to
protonation of the active site histidine (3I).

Retention Map. Retention in cation-exchange chroma-
tography depends on the mobile-phase pH with respect to the
isoelectric point (pl) of the protein. Below the pl, ratention
generally increases on a cation-exchange column as the sur-
rounding environment becomes more acidic and the protein
surface becomes more positively charged. Gradient-elution
retention versus mobile-phase pH was plotted to determine
the optimum conditions for variant resolution. Ifigure 2
confirms that the retention of subtilisin increases w'th a de-
crease in pH. Peak shape was symmetrical from pH 5.0 to
7.0, but began to broaden slightly above pH 7.0. This cor-
responds to the increased enzymatic activity found ir: the pH
profile curve. At pH 8.0, secondary peaks attributed to au-
tolysis products began to appear, while the main protzin peak
became smaller. Retention decreased to zero above pH 8.0
for wild type and pH 8.5 for the variants. Eluted subtilisin
retained over 90% enzymatic activity in standard assays.
Irreversible adsorption was observed when attempting to elute
subtilisin at pH values below 5.0. This most likely occurred
as a result of protein denaturation. Below pH 5.0, internal
histidine protonation disrupts tertiary structure (£2). De-
natured subtilisin was removed from the column by using the
manufacturer’s recommended column cleaning procedure.

Protein retention differed between the wild tvpe and
multiple substitution variants. At every pH studied, wild-type
subtilisin eluted first, followed by the FQK and FQK R275
variants. The family of curves represent the substituted amino
acid contributions to retention at different mobile-phase pH.
This relfects the charge difference between the proteins with
FQX having a +2 and FQK R275 having a +3 surfacs charge
relative to the wild type. The curve shape is similar for each
subtilisin variant with only the absolute retention time
changing, suggesting that no gross conformational changes
occur in the tertiary structure of the multiple substituted
variants. The Met-to-Phe substitution at position 50 is neutral
and would not be expected to play a direct role in an ion-
exchange separation. However, substitutions at positions 156,
166, and 275 seem to influence subtilisin retention behavior
(Figure 2). Positions 156 and 166 both lie in proximity to each
other within the substrate binding cleft, while residue 275 is
the carboxy terminus and lies 31 and 36 A away from tae other
two positions, respectively (19).

These results also verified subtilisin surface charse sym-
metry previously determined by X-ray crystallozraphy.
Earlier work on the pH effects in protein retention (I13)
demonstrated that symmetrically charged proteins are not
retained beyond their pl in ion-exchange chromatography.

S. Amyiohiquifaciens Subtilisin
Z-Number vs. pH
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Figure 3. Plot of Z number versus pH for wild-type subtilisin and FQK

and FQK R275 variants. Experimental conditions are the same as
those described in the retention map of Figure 2.

Table II. Multiple Substitution Variant Z Number and I
Value Analysis at pH 5.0

variant Z number I value
wild type 2.60 & 0.06 6.69 X 10™
FQK 3.71 x 0.05 3.82 & 107
FQK R275 4.80 = 0.05 4,85 X 1075
QK 3.73 £ 0.05 5.64 X 10™
QD 3.36 + 0.03 1.21 x 107
SD 2.54 = 0.05 797 X 107

Subtilisin was shown not to be retained beyond its pI in this
study, thus providing dynamic experimental evidence con-
firming the static crystallographic structural data on surface
charge symmetry. To quantitate the contribution of these
amino acid substitutions to retention, Z number analyses were
done.

Multiple Substitution Variants. SDM Analysis. Isoc-
ratic analyses were performed to determine Z numbers of the
wild type and the variants under various pH conditions. The
Z number for subtilisin corresponds to the average number
of protein surface charges interacting with the column. As
the mobile-phase pH in isocratic analyses approached the pl,
the protein surface became less positive while both the re-
tention and the Z number decreased (Figure 3) in the wild
type, FQK, and FQK R275 variants. Comparison of the Z
numbers between the FQK and FQK R275 variants shows that
the addition of a positive charge increased the Z number by
approximately I at pH 5.0. Removal of the negative charge
at position 156 combined with the addition of a positive charge
at position 166 changed the Z number by approximately 1.25
when compared to the wild-type subtilisin.

Analysis of Figure 1-3 clearly points to pH 5.0 as the op-
timal mobile-phase pH. The chromatographic behavior of
subtilisin is satisfactory and minimization of autolysis without
the use of inhibitors can be accomplished at this pH. Although
there is a large reduction in enzymatic activity at pH 5.0, the
three-dimensional structure undergoes little, if any, change.
Further chromatographic studies were performed at pH 5.0.

Three variants with double mutations at position 156 and
166 were utilized to determine (1) the contribution of the
position 50 substitution to chromatographic behavior and (2)
the position 156 and 166 contributions. Table I summarizes
the Z number determinations for the double mutation variants
and the FQK variants. The Z number for the FQK and the
QK variants was found to be the same, suggesting no change
in the number of electrostatic interactions. Hence, position
50 does not have a direct electrostatic effect on subtilisin
cation-exchange chromatographic behavior.

The double mutation variants at position 156 and 166
showed altered electrostatic behavior. In the SD and QD
variants, an aspartate was substituted at position 166. The
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Table II1. Position 166 Variant Retention Times: pH 5.0;
30-min Linear Gradient 0 to 0.15 M NaCl

retention retention
variant time, min variant time, min
D166 7.10 H166 10.00
E166 7.55 R166 11.80
wild type 8.30 K166 12.05
N166 8.45 P166 18.15
C166 8.65 V166 18.30
S166 8.70 Y166 18.40
M166 8.75

QD variant had a Z number less than the QK, but still greater
than the wild-type protein. This implies that the glutamine
substitution at position 156 also effects the number of elec-
trostatic interactions between the protein surface and the
column, hence altering retention. Perhaps this dual substi-
tution compensates for itself, and for this reason the Z num-
bers for both the SD and the wild type are the same.

The previous retention map was completed by using a 30-
min linear gradient elution of single solute injections. Al-
though these proteins differed from the wild type by only three
and four amino acids, respectively, the substitutions occurred
at multiple locations, which complicates any explanation of
the retention process. The most desired probe would be one
in which one position can be manipulated with a choice of
amino acid substitutions. Position 166 was chosen as the
location for the study of amino acid contribution to protein
retention after review of the initial experimental results and
consultation with the scientific staff at Genencor. Including
the wild-type subtilisin, 12 genetically engineered proteins with
site-specific substitutions at this position were used.

Position 166 Variants. Position 166 substitutions were
chosen to acquire an understanding of the direct and indirect
contributions amino acids make to protein retention. His-
tidine, arginine, and lysine were selected to determine how
much of a direct effect positively charged residues have on
a cation-exchange column. All three substituted amino acids
were fully ionized at pH 5.0; however the side chains differ
sterically, which could influence the electrostatic interaction.
The aspartate and glutamate residues were picked to see
whether or not a negative charge would decrease retention,
possibly as a result of electrostatic repulsion. Finally, various
neutral substitutions were chosen to examine how polar and
nonpolar amino acids effect the solvent in the substrate
binding cleft and the dependence of protein retention on
solvent association.

Gradient Elution. Amino acid contributions to retention
at position 166 were initially investigated by the separation
of the variant proteins using gradient elution. The first
variants examined were the H166, K166, and R166 variants.
From the initial work with the FQK variants, it was assumed
that position 166 would allow direct interaction between the
positively charged residues and the sorbent surface. Table
III lists the retention times for all the position 166 variants.
All three positive charge substitution variants showed an
increase of retention over the wild-type subtilisin. 'The K166
and R166 variants coeluted and were both retained over 12%
longer than the wild type while the H166 variant retention
differed from the wild-type subtilisin by 5.7%.

Figure 4 demonstrates the resolving power of cation-ex-
change chromatography with the separation of two subtilisin
variants from the wild type. Both the D166 and E166 variants
eluted before the wild-type subtilisin. This was expected since
both variants have a -1 net change difference compared to
the wild type and the substituted residues should be repelled
from the negatively charged sorbent surface when located at
position 166. What was not predicted was the resolution

ABSORBANCE (280 nm)

-

526302

TIME (min)

Figure 4. Separation of negatively charged position 166 substitution
variants from the wild type. Chromatography performed at pH 5.0,
using a Y0-min linear gradient from 0 to 0.15 M NaCl at a flow rate
of 0.5 m_/min. Numbered peaks correspond to (1) D166 variant, (2}
E166 va“iant, and (3) wild-type subtilisin.

between the D166 and E166 variants. This is rather re-
markakle considering that these two variants differ by only
one mezhylene group in a protein of 27500 molecular weight.
Obviously, more than just an electrostatic effect contributes
to retertion at this position. Hence, nonpolar and polar un-
charged substitutions were next made to investigate the
nonelectrostatic contributions to chromatographic behavior
at this location.

Position 166 is located in the substrate binding cleft of
subtilisin where sufficient solvent accessibility in the region
allows vsater molecules to reside (33). The wild-type subtilisin
contains glycine at this position, which allows for a minimum
in steric hindrance. To check the possible effect of solvent
displacament, five amino acid substitutions were chosen at
this Jocation. The C166, N166, M166, and 8166 variants all
coeluted with wild-type subtilisin. Coraparison of the hy-
drophobic character of amino acid residues in globular proteins
reveals that the hydrophobicity index for serine, asparagine,
and glycine is virtually the same (34). Normally, methionine
is considered to behave as a hydrophobic amino acid; however,
it has been shown to behave as though it contains a polar
group (35). Although all four variants elute almost with the
wild-type enzyme, there is a slight discrimination. From Table
II1, it can be seen that the variants are all retained somewhat
longer than the wild type. No resolution was detected when
all five proteins were coinjected nor could any combination
of variants be separated. It appears that polar noncharged
residues do not significantly perturb the local environment,
therefore no separation was observed.

Nonpolar amino acid replacements were next used to in-
vestigare the role of solvent perturbation in the environment
of posizion 166 on protein/sorbent adsorption. The P166,
V166, and Y166 variants were obtained and found to have
similar retention times, all of which were substantially dif-
ferent {rom the wild type and the other position 166 variants
studied. It was thought that these substitutions could effect
protein retention by changing the hydration layer; however,
it was not expected that these variants would be retained
longer than the positively charged replacements. Because the
net charge does not change, the retention effect must be due
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Figure 5. Resolution of six single position subtilisin variants: (1) D166;
(2) E166; (3) wild type; (4) H166; (5) K166; (6) P166. Chromatography
was performed at pH 5.0, using an 140-min linear gradient from 0 to
0.15 M NaCl at a fiow rate of 0.5 mL/min.

1.
20

Table IV. Position 166 Variant Z Number and I Value
Summary at pH 5.0

variant Z number I value
D166 2.85 & 0.02 1.12 x 10~
E166 3.00 £ 0.03 8.44 x 107
wild type 2.60 % 0.06 6.60 X 10™
N166 263 = 0.03 754 X 107
S166 2.85 & 0.03 2.39 X 10~
M166 2.81 + 0.02 2.82 x 107
H166 3.13 % 0.01 1.86 x 10™
K166 3.12 £ 0.06 2.46 x 10™
R166 3.15 + 0.03 2.46 x 107
P166 3.77 £ 0.04 410 x 10
V166 3.65 £ 0.04 5.59 X 104
Y166 3.73 = 0.03 4.06 X 107

to either a change in the contact region between the protein
surface and the sorbent, a change in the binding affintiy, or
both.

The changes in retention time among the position 166
variants imply multiple mechanisms of interaction depending
on the type of residue substitution. The prominen: role of
a single amino acid in protein chromatographic belavior is
seen in the separation of six different subtilisin variants
(Figure 5). Here, it is evident that minute changes on the
protein surface have a notable effect on subtilisin cacion-ex-
change retention. However, the type of contributicn, be it
direct electrostatic interaction or indirect influence of the local
environment, cannot be determined experimentally from the
gradient elution studies.

SDM Analysis. In an attempt to further explain amino acid
contribution to protein chromatographic behavior, isocratic
analyses were performed to quantitate the Z numbe:s and 7
values for the position 166 variants. Variants grouped together
as a consequence of their elution order in gradient elution have
similar Z numbers and I values (Table IV). The resolution
between variants is also reflected in these parameters with
either the Z number of the Z values differing between sepa-
rated species. As expected, positive charge substituted var-
iants all have a larger Z number than the wild-type subtilisin.
A significant increase in Z number was also observed for
negative charge substituted variants and nonpolar variants
with the polar uncharged variants all having Z numbers similar
to the wild type. The increased Z numbers were unexpected
since none of these substituted residues should directly in-

teract with the negatively charged sorbent surface. In the case
of the D166 and E166 variants, the I value is between 6 and
8 times less than the wild type value, compensating for the
observed increase in Z number. This explains why these
variants elute before the wild type. The nonpolar residue
replacements coeluted and were retained 33% longer than
wild-type subtilisin. These variants have the largest Z num-
bers of all the position 166 subtilisins and were also retained
the longest in the gradient elution experiments. An expla-
nation for the increased Z numbers for these variants will be
presented in the discussion section. Regardless of the re-
tention mechanism, the isocratic data confirm the trend of
increasing Z numbers corresponding to longer retention times
for gradient eluted subtilisin.

DISCUSSION

Multiple Substitution Variants. Determination of amino
acid influence on chromatographic behavior with genetically
engineered proteins is a complicated matter due to the po-
tential indirect effects residue substitution can have on other
locations in the protein. Comparison between the FQK and
FQK R275 variants shows a difference in Z number of ap-
proximatly 1 throughout the pH range studied. Lysine sub-
stitution at the carboxy-terminus of the FQK R275 variant
increased the Z number by 1 due to direct interaction between
the substituted residue and the column. The difference in
Z number between the wild type and FQK was approximatly
1.25 even though the net charge difference between the two
proteins is +2. The addition of the lysine at position 166 could
allow for direct electrostatic interaction between the protein
and the sorbent, hence increasing the Z number by 1, but not
1.25. It is concluded that removal of the negative charge at
position 156 contributes slightly to the increase in Z number.

Comparison of the QK, K166, QD, and D166 variants shows
that glutamine substituted at position 156 increases the Z
number by approximatly 0.5 unit and that the glutamine
contribution was greater than serine. Thus, the type of neutral
amino acid as well as the location has an impact on chro-
matographic behavior. It must be acknowledged, however,
that the double substitution may incorporate a cooperative
effect and the exact contributions of the single amino acids
may not be additive. The Z number trend determined at pH
5.0 for the double substitution variants, the positively charged
position 166 variants, and the wild type enzyme parallel the
results found in a kinetic study on these same variants that
examined the binding of a negatively charged P, substrate (36).
That paper concluded the presence of a charged residue at
position 166 significantly lowered the effect of the charge at
156. It was also found that the average change in substrate
preference was greater for a charged substrate at position 166
compared to position 156. In a different study, position 156
was investigated for its role in electrostatic effects on the active
site histidine (37) and it was reported that substitution of a
serine at this location lowered the pK, of His 64 by up to 0.4
unit. Furthermore, it was reported that substitution of a
charged amino acid may result in changes in the structure and
orientation of water around the protein. Such reorientation
of solvent and the surrounding counterions could affect the
pK, of the active site by structural changes in addition to
direct electrostatic interactions. Hence, position 156 influences
the function of subtilisin in multiple ways. Replacement of
glutamate at this position significantly alters not only the
chromatographic behavior of subtilisin but also the substrate
binding and kinetic catalysis.

Position 166 Variants. Correlation of the early isocratic
analyses with the previously mentioned kinetic substrate data
suggested that position 166 leads to direct electrostatic in-
teractions with the cation-exchange sorbent. Separation of
the position 166 variants from the wild-type subtilisin was
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possible when the substitution involved either a charged or
a relatively hydrophobic residue. Changes in retention were
expected for charge substitutions, but the large differences
associated with the hydrophobic residue replacements were
a surprise.

Positively Charged Replacements. The positively charged
position 166 variants were retained longer than the wild type
in the gradient separation due to increased electrostatic in-
teraction with the sorbent stationary phase. Isocratic analyses
of these variants acknowledged greater direct electrostatic
contact with an increase in Z number for all three variants
compared to the wild type. Separation of the H166 from R166
and K166 variants occurred as a result of different binding
affinities for these amino acids at this position. The I value
difference supports this explanation. Although the Z number
for H166 was similar to the other two positively charged
variants indicating a parallel increase in direct electrostatic
interaction with the column, the I value was found to be less
by one-third, explaining the elution order in the gradient
separation. The lower affinity for the histidine Tesidue may
be due to the less extended conformation of the side chain
compared to the lysine and arginine residues. Both R166 and
K166 coeluted in gradient elution and had similar Z numbers
and [ values at pH 5.0. Arginine substitution for lysine in FQK
backbone subtilisins was shown to alter both the Z number
and the I value at pH 6.0 and above (18). These variants were
separated from each other above pH 7.0 in a 30-min linear
gradient. Perhaps at pH 5.0, the differences between the
arginine and lysine side chains are not reflected in the chro-
matographic behavior of subtilisin while at more alkaline
mobile-phase conditions the subtle differences between these
two amino acids could be discriminated.

Negatively Charged Replacements. With the addition of
a negative charge at position 166 the net charge of the molecule
decreased by one. Yet, the Z numbers for both the D166 and
E166 variants were found to be greater than the wild type.
The elution order in the gradient separation (D166, E166, and
wild type) may be explained by the sharp decrease in I value
between the wild type and the negatively charged variants (6-
to 8-fold). Structural data determined by X-ray crystallog-
raphy shows a hydrogen-bond complex between Glu 156 and
Asp 166, with a less ordered complex between Glu 156 and
Glu 166 (38). This alters the negative charge associated with
the ionized carboxyl of these two variants and may shift the
chromatographic contact region resulting in an increased Z
number compared to the wild type. The affinity for the
interactions is nevertheless effected by the partial negative
charge; hence both variants elute before the wild-type sub-
tilisin. A previous report on a glutatmate-to-aspartate sub-
stitution in a different protein found that the extra distance
incurred by the glutamate side chain lengthened the distance
between the existing hydrogen bond at this position such that
the pair was reduced to a weak electrostatic interaction (39).
Nevertheless, the structural difference between the two var-
iants is large enough to be detected chromatographically. A
comparison was not made between these variants and the
kinetic substrate analysis because no data are available on
negatively charged substrate binding to these variants. In any
event, the ability to separate these two variants, which only
differ by one methylene group in a molecule of 27500 mo-
lecular weight, is a tribute to the resolving power of ion-ex-
change chromatography.

Neutral Nonpolar Replacements. The uncharged amino
acid contributions to retention are the most difficult to account
for because there should not be any direct electrostatic in-
teraction from these residues. Knowledge pertaining to
protein structure is essential for a plausible explanation re-
garding potential indirect effects of residue substitution. Such

153 155

154 156 57 158
165 168

164 167 168

Figure 6. Primary sequence of subtilisin segments lining the S, binding
site.

information is available for position 166 in subtilisin. An
integral part of this location in the molecule is the surrounding
microervironment. The primary sequence around position
166 inclading residues 126-130, 153-158, and 164168, which
form the S, substrate binding subsite, is listed in Figure 6.
Although the majority of the residues in this area are hy-
drophil ¢, the amino acids immediately adjacent to and the
segmen, located across from position 166 (residues 123-130)
are relatively hydrophobic. Substitution of a hydrophobic
residue at this location could alter the water orientation within
the substrate binding cleft by removing the only hydrophilic
residue in this part of the cleft. The two types of water
molecu es associated with proteins can be distinguished as
periphery water, which provides the hydration shell, and in-
ternal water, which fills cavities in the protein and diminishes
local charge-charge interactions (40). The binding cleft was
recently reported as containing eight of the approximatly 400
localized solvent molecules in close contact with protein atoms
and thus considered as molecules of the first hydration layer
(41). Farthermore, these solvent molecules were determined
to be highly cross-connected and hydrogen bonded to polar
groups of subtilisin. Cross-connected water structures refer
to the highly conserved hydrogen bonding networks involving
interna water molecules and the corresponding protein. This
networx includes the bridging between the internal water
molecu es/protein surface and water molecules considered to
be part of the first hydration layer (42). Of the eight solvent
molecules located in the S; subsite, four are within contact
range of position 166 (8478, 8478, 8752, and S756). Substi-
tution >f a hydrophobic residue for a hydrophilic one at a
location adjacent to a water molecule changes the energetics
of the water {43). Reorientation of highly cross connected
water molecules within the substrate binding cleft could lead
to alter ation in the hydration layer of subtilisin. An unrelated
study using genetically engineered proteins reported that
mutational changes could leave an enzyme structure totally
unaffected but could alter the structure of the solvent shell
around the enzyme (44). A recent examination into the in-
creasec thermostability of an engineered subtilisin revealed
that a single amino acid substitution at position 218 reposi-
tioned a water molecule, presumably to optimize hydrogen
bonding with the position 218 side chain (45). These examples
support the possibility that the displacement of highly
structured water may have occurred with the hydrophobic
amino acid substitution of subtilisin at position 166, subse-
quently modifying the retention process.

The retention of P166, V166, and Y166 was found to be
greater than any other position 166 variant. Addition of a
hydrophobic residue to an already hydrophobic environment
could elter the water structure by entropically driven rear-
rangement of the fixed solvent molecules (internal water
molectles considered to be an integral part of the protein
structure). Crystallographic data for these particular variants
are not available; however, the X-ray structure of the position
166 isoleucine substituted variant shows the rearrangement
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Table V. Charged Amino Acid Side Chain Distance from
Position 166 a-Carbon

coordinates

atom  residue x y 2z distence, A

CA® Gly-166 1790 3870  23.70

NZ Lys-170 1880 45.30  23.10 6.66
CD Glu-156  14.60 3580  18.00 .20
CD Glu-195  21.80 4610 23.10 £.39

CG Asp-197 2950  41.80  23.50 12.01
CE1 His-64 2020 25.00  23.00 15.91
CZ Arg-186 22.60 39.00 1040 1411
NZ Lys-136 22770 4640 3470 14.26
CZ Arg-247 3140 4130 27.90 1£.38
CG Asp-140  25.10  43.20  36.80 16,61
CG Asp-32 2090  23.60  26.90 5.72
CG Asp-259 2830 4740 10.90 16.65
NZ Lys-265 3540 46,70 19.60 1€.67
CE1 His-226 3120 2540 17.30 1¢.87
CE1 His-67 24.80 2080 18.00 2(.01
CD Glu-112 22.50 3330 43.20 20.75
NZ Lys-141 22.80 37.60  44.80 21.69
CG Asp-181  29.10  30.30 6.40 2¢.26
CG Asp-60 1940 1650  26.90 22.48
CG Asp-98 1070 17.00  27.80 2:.23
NZ Lys-94 16.40 17.10  33.00 2¢.57
CG Asp-120  37.00 2860 37.30 2£.53
CD Glu-54 12.60 1590  33.90 2£.583
CG Asp-61 13.80 1390  28.90 2£.67
NZ Lys-256 4080 46.70 1270 2€.72
NZ Lys-12 42.80 3140 1540 27.43
CE1 His-17 4070  21.60  21.60 28.58
CG Asp-36 2310  10.00 2830 28.53
NZ Lys-27 3580 2230 4080 28.70
NZ Lys-213 18.70 8.80  18.90 3C.30
CE1 His-39 28.10  10.00  22.50 30.48
CE1 His-238 4830 3370 2840 31.17
CG Asp-41 3290 10.80 2200 31.72
Nz Lys-237 5050 3020 2510 33.72
NZ Lys-43 3530 1040 35.80 35.36

“Target atom.

of a highly ordered S; subsite water molecule by 0.5 A (38).
The substitution of proline, valine, and tyrosine at position
166 may have altered the cross-connected water structure of
the adjacent solvent molecule in a similar manner, subse-
quently shifting the protein hydration layer and altering the
chromatographic contact behavior of subtilisin.

Russell and Fersht have reported that neutral subs:itutions
for negatively charged amino acids influenced the pK, of
nearby residues, within a radius of about 15 A, rega-dless of
the medium between the two locations (46). The conclusions
reached were that electrostatic forces reign over a long range
and their influence could extend through portions of protein
as well as through solvent channels within the molecule.
Distances between all charged residues and position -66 were
determined to consider if any shifts in pK, could account for
the apparent shift in hydration found with the nonpolar
substitution variant results. The results are described in Table
V. Of the 34 charged amino acids in subtilisin, eight are
within 15 A of position 166. At pH 5.0, seven of these eight
should be completely ionized, hence little or no influence on
the side chain pK, would be expected for these residues. The
remaining residue within 15 A of position 166 is the active
site histidine, which, as explained earlier, is already prctonated
at pH 5.0. Therefore, the longer retention time and subse-
quent increase in Z number for the P166, V166, ard Y166
variants were not caused by electrostatic adjustment in the
side chain pK, of any neighboring amino acids. Although
electrostatic forces may conduct through different d:electric
media, influencing nearby side chains, water molecules must
be adjacent to the location of action for hydrogen bonding to

occur. Perturbation of protein hydration by neutral amino
acid substitution most likely occurred as a result of direct steric
repulsion of water from the substituted residue and not be
any indirect electrostatic influence.

A change in the solvent cage around the protein could
determine surface residue accessibility with the sorbent sta-
tionary phase by perturbing the energetics of protein solvation
and hence the equilibrium constant for protein/column
binding. Slight repositioning of water molecules by as little
as 0.6 A has been shown to adversely affect substrate binding
enough to destabilize the transition-state intermediate and
decrease the k., for the enzymatic reaction (4¢7). Variant
retention and consequent increase in Z number most likely
resulted from altered protein/column association due to the
change in subtilisin hydration caused by the nonpolar sub-
stitution. All three variants had similar Z numbers and I
values suggesting that the contributions of proline, valine, and
tyrosine to subtilisin retention were analogous. The hydro-
phobicity indices for these three residues are listed consecu-
tively and away from that of glycine, implying that they have
similar hydrophobic behavior (48). Hence, any reorientation
of the protein hydration layer due to alteration of the
cross-connected cleft water was similar for each substituted
amino acid and little or no discrimination in retention should
be expected between these variants. In a previous study,
significant indirect influence of amino acid contribution to
retention in which a substituted charged histidine residue
effected the hydrophobic-interaction chromatography (HIC)
of avian lysozyme natural occurring variants was reported (12).
That study also concluded not only that the hydrophobic
residues, involved in the dominant mode of interaction, con-
tribute to HIC protein retention but that the indirect con-
tributions of hydrophilic residues are important. Therfore,
residue substitutions which indirectly alter the chromato-
graphic contact area microenvironment may have significant
ramifications in cation-exchange protein retention.

Neutral Polar Replacements. The solvent displacement
hypothesis was further tested by using polar uncharged res-
idues. Since the hydrophobicity index for the polar re-
placements and glycine is similar, substitution of Gly 166 with
the polar amino acids should not displace the solvent structure
in the S; binding cleft, although it may slightly alter the water
orientation due to steric constraints. Gradient elution of the
polar substituted position 166 variants demonstrated no
difference in retention compared to the wild-type subtilisin.
No major change in protein/column association occurred. The
polar residues did not directly alter the interaction with the
cation-exchange sorbent. The Z numbers and I values were
observed to vary slightly depending on the variant; however,
these two retention parameters compensated for each other
allowing the variants to coelute with the wild type. Absolute
retention times varied enough for possible resolution between
wild type and M166; however, no separation between these
two proteins was achieved. Thus, although small discrepancies
occurred in the isocratic analyses and absolute retention times
of 8166, N166, and M166 compared to the wild type, the
overall retention of these variants as well as C166 was found
to be similar to the wild type.

CONCLUSION

On the basis of the separation of subtilisin single amino acid
substitution variants in multiple chromatographic modes (49,
50), no single separation techniques can resolve all the possible
similar structure impurities associated with genetically en-
gineered protein production. The limiting factor is surface
recognition, which is dependent on the mechanism by which
a particular separation technique discriminates between
different species. Cation-exchange chromatography is a
surface-mediated method that discriminates between proteins
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on the basis of accessible positive charge, namely ionized
histidine, lysine, and arginine. This approach probes a broad
area of the protein surface and is a good general procedure
for resolving similar structure impurities associated with
purification applications in biotechnology.

Cation-exchange chromatography was shown to separate
six single substitution variants of subtilisin not only on the
basis of charge but also by nonpolar residue contributions.
From this study, it may be concluded that both neutral and
charged amino acids located in the microenvironment of the
contact region can effect protein chromatographic behavior.
This separation method does have limitations, as was shown
in the coelution of certain subtilisin variants, such as not being
able to discriminate between variants which do not alter the
microenvironment of the chromatographic contact area.
However, the resolution of two variants differing by only a
methylene group in a 27500 dalton protein demonstrates the
resolving power of cation-exchange chromatography.

This study also demonstrates how important the contri-
bution of single amino acids are to the retention of globular
proteins. It can be concluded that amino acid contribution
to protein retention includes both the indirect influence of
residues within the microenvironment of the chromatographic
contact surface area as well as the direct interactions between
the protein surface residues and the column stationary phase.
Indirect effects include both electrostatic manipulation of
neighboring residue pK, values as well as steric perturbation
of hydrogen bonded water molecules. The role of protein
associated water in separation processes requires further in-
vestigation. Cation-exchange chromatography has been es-
tablished as an effective analytical technique for the separation
of genetically engineered proteins. Future considerations in
protein design may include insertion of specific surface res-
idues to aid in the purification of biotechnology products.
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Synthesis and Characterization of a Hydride-Modified Porous
Silica Material as an Intermediate in the Preparation of
Chemically Bonded Chromatographic Stationary Phases
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A novel synthetic approach to produce chemically bonded
silica-based chromatographic statti Yy ph is pr ted
and di: d. The procedure involves the preparation of a
silica intermediate containing stable silicon hydride (silane)
surface species followed by the catalytic addition of these to
organic compounds bearing a terminal vinyl group. This paper
deals with the preparation of the hydride intermediate via
chiorination of silica followed by reduction with lithium tetra-
hydridoaluminate. Several spectroscopic and thermoanalyt-
ical techniques were used to obtain information regarding the
structural characteristics of the surface-reduced silica mate-
rial. It was found that the surface SiH species formad were
hydrolytically stable at low pH and thermally stablz in the
presence of oxygen at temperatures up to about 450 °C.
Postreaction treatment of the hydride-derivatized solid with
aqueous hydrochloric acid was also found to be essantial to
remove aluminum byproducts from the silica surface while
presumably increasing the extent of silane formation.

INTRODUCTION

Because of their high versatility and superior selectivity,
chemically modified silicas have been used as supports in a
wide variety of chromatographic applications. Numerous
synthetic procedures have been developed to attach organic
moieties (R) onto the silica surface. Reaction of fully hy-
droxylated silica with triorganochlorosilanes (silanizetion) to
give organosiloxane-type linkages has been the most commonly
used approach (I, 2). A vast majority of comrmercially
available bonded phases belong to this category, n-octyl- and
n-octadecyldimethylsilyls being the preferred modifying
groups. In another approach, direct Si-R linkages have been
formed by sequentially reacting silica with thionyl chloride
(SOCly) and a proper Grignard (3, 4) or organolithium reagent
(5, 6). Based upon steric considerations as well as relative
bond strengths in silicon chemistry (7-9), the latter method
should provide not only a closer attachment and g denser
coverage of organic functionalities onto the silica surace but
also a more hydrolytically stable bonded phase than that
obtained by the corresponding organosiloxane-type structure.
Silanization, however, is by far more popular presumably
because of the commercial availability of a variety of silanizing
reagents and the relative ease with which the reaction is
carried out. It thus seems clear that to replace the currently
available silanization technology for making bonded phases,
any new approach has to demonstrate greater simplicity of
the synthetic procedure, superior coverage of the silica surface,
and/or higher hydrolytical stability of the attached groups.

The overall synthetic scheme for silica silanization ganerally
involves several steps, as shown in Figure 1. A prebonding
reaction is carried out to prepare the silanizing reagent. usually
via catalytic addition of a SiH group to a terminel olefin
(hydrosilation). The primary silica derivatization 1eaction
involves the nucleophilic attack of surface silanols at the
central silicon atom of the silanizing reagent. Additional
silanization of the modified support (end-capping), this time

with trimethylchlorosilane or hexamethyldisilazane, is usually
carried out to somewhat reduce the surface concentration of
unreacted silanols left by the primary bonding reaction.

A cursory look at the reaction scheme of Figure 1 reveals
that by using the prebonding reaction 1, an alternate Si-C
bond can be formed directly between the silica surface and
the organic group

Pt-cat.

O\ o\
O3Si—H + HLC=CH—R ——» O-38i—CHCH,—R (4)
o )

terminal

surface .
olefin

hydridosiloxane

surface
organosiloxane

Since the two bulky methy! groups will no longer be present,
this alternate scheme should result in a closer packing of the
anchored organic groups as well as a more stable bonded
phase. Naturally, the new synthetic strategy would require
that (i) silicon hydride (silane) species were already present
on the solid support and (ii) the heterogeneous hydrosilation
reaction proceeded with a good yield. The latter prerequisite
appears to be of immediate importance since without a good
yield of the adduct, attempting to synthetize surface SiH
species would be pointless. A cursory literature survey in
which special attention was paid to the addition of hydrido-
siloxane (0,81H) groups to terminal olefins revealed several
important points about what can be expected from olefinic
addition with this class of silanes.

The addition of silicon hydrides to alkenes has been rec-
ognized as one of the most important laboratory methods to
form Si~C bonds. The reaction’s minimal interference with
other reactive functionalities (e.g.: CO4R, CN, NHj, etc.) has
permitted the attachment of silicon to organic molecules which
otherwise cannot be introduced by regular organometallic
procedures (7). Hydrosilation is generally carried out in the
presence of a transition-metal catalyst. A variety of inorganic
and organic platinum complexes have functioned as very
effective catalysts for the addition reaction, chloroplatinic acid
in a 2-propanol solution (also known as “Speiers” catalyst)
being the most commonly used form. Only as little as 10°
mol of platinum/mol of silicon hydride is normally required
for an effective hydrosilation (7, 8). The addition is rapid and
can be done at room temperature or under reflux to ensure
a high yield. The mechanism of the reaction in homogeneous
phase has been thoroughly studied and is thought to involve
a hexacoordinated platinum intermediate formed by the ad-
dition of the Si-H group to the olefin—catalyst complex.
Details can be found elsewhere (7, 10).

Indirect evidence for the feasibility of the addition of surface
silicon hydride groups to terminal olefins can be obtained from
the works by Chalk and Harrod (10) and Musolf and Speier
(11). In their reports, organosiloxanes of the type (RO);SiH
and (R;48i0),8iH (R = CHy-, C,H;-) have been shown to give
the adducts at yields above 90%. More recently, and perhaps
more relevant, Laub and co-workers (12) have successfully
used hydrosilation to attach a variety of mesomorphic {liguid
crystal) molecules bearing a terminal vinyl group to the
backbone of poly(methylhydridosiloxane) (-[OCHSiH],-)
materials. The mesomorphic nature of the polymeric adduct

0003-2700/89/0861-2057$01.50/0 © 1989 American Chemical Society
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Figure 1. Typical reaction scheme for the silanization of silicas: (1)

prebonding reaction (preparation of the silanizing reagent); (2) primary
bonding reaction; (3) “end-capping”.

when produced in significant yield was probably responsible
for its remarkably high selectivity as a stationary phase for
the gas chromatographic separations of polycyclic aromatic
hydrocarbons. It might therefore be concluded at this point
that hydrosilation of terminal olefins onto the surface of a
silica-containing SiH species seems to have great potential as
an alternate approach for the preparation of chemically
bonded chromatographic phases.

With the establishment of the feasibility of the heteroge-
neous hydrosilation, it is possible to focus on the production
of an intermediate silica support bearing silicon hydride as
its primary surface species. Two major approaches can be
envisioned: (i) chemical derivatization of fully hydroxylated
porous silicas and (ii) direct preparation of a porous poly-
(hydridosiloxane) (HSiO, 4}, gel. The commercial availability
of a variety of silicas with well-characterized geometries along
with the relatively simple chemistry involved in its hydride
derivatization (see below) make the former approach the first
choice. However, it should also be pointed out that procedures
similar to those for preparing regular silica have been explored
for the preparation of poly(hydridosiloxane) materials. For
instance, a xerogel of this kind has been synthetized via hy-
drolytic polymerization of triethoxysilane (13). The product
has been extensively characterized (13-18) and may provide
a convenient starting support material for surface hydro-
silation of terminal olefins.

Reduction with an inorganic hydride can be conveniently
applied to producing SiH groups on the silica surface after
converting the SiOH to SiCl groups. Because of its extensive
silanol conversion and simplicity, reaction with SOCl, in
toluene as a solvent is a very common method for chlorinating
silica (9). The product has been usually prepared as an in-

termediate for further silica derivatization, for instance, by
reaction with organometals to produce Si—alkyl or Si-aryl
surface groups. Similarly with other surface modifiers, com-
plete silanol conversion is limited by steric hindrance due to
the slightly larger cross-sectional area of a chloride group
compared to that of the original hydroxyl (about 0.24 and 0.21
nm? respectively) (9). Because of the good yields (typically
>90%) obtained, lithium tetrahydridoaluminate dissolved in
an ether solvent is by far the preferred reducing reagent for
the predaration of hydroorganosilanes (8). Diethyl ether is
usually employed as the solvent but tetrahydrofuran (THF),
dioxan, and ethylene glycol dimethyl ether have also been
used. ther reducing agents include sodium hydride in a
hexamethylphosphoric triamide (HMPT) solution, calcium
hydride in the presence of alkylaluminum hydride, and tri-
methylamine hydrochloride in the presence of magnesium in
a HMPT medium (8). The reaction involves the nucleophilic
attack f highly polarized hydride species on the silicon atom,
via a pentacoordinated intermediate (8, 19). The facile nature
of the 1zaving group, a halide, along with the high strength
of the nucleophile, hydride, explain the commonly found high
reactivizy and elevated yield of the reaction. Similar behavior
can thecefore be expected from the analogous heterogeneous
reduction of chiorinated silica.

Reduction of silica can also be carried out by chemisorption
of hydrogen from a pyrolytically activated support, in a fashion
similar to that reported by Morterra and Low (20, 2I).
Formation of surface silane groups was observed when non-
porous methoxylated silica (Aerosil) was pyrolyzed under
vacuum at about 750 °C (20). Subsequent hydrogen-treatment
of the 830 °C pyrolysis product led to the extensive formation
of Si—H species, as evidenced by IR spectroscopy (2I). Al-
though a quantitative evaluation of the extent of surface
reduction was not attempted, IR data also showed that a
significant amount of silanol groups were also present in the
hydrogsnated silica. Yet, this material was found to be
strongly hydrophobic and to exhibit good stability on the
presence of oxygen and water vapor at temperatures up to 350
and 400 °C, respectively. Not surprisingly, these observations
are consistent with those from poly(hydridosiloxane) xerogels
7.

It should be pointed out that this behavior contrasts with
that of simple organohydrosilanes (R4 ,SiH,, n = 1-3,R =
alkyl) vhich are sensitive to hydrolytic cleavage, particularly
in alka‘ine media (22, 23). The observed stability of silicon
hydride species in silica, however, should not be entirely
surprising especially if one considers the similarly high
chemical and thermal stability of polymeric siloxanes. In
siloxans: chemistry (7, 8) it has been widely accepted that the
stability of these compounds is largely due to the decreased
8i-H bond polarization which results from the multiple (p —
d), backbonding between the oxygen free electron pair and
the empty d orbital of the silicon atom. An obvious conse-
quence of the high stability is that it makes surface—reduced
silica a very convenient synthesis intermediate which can be
handled under fairly regular laboratory conditions. In con-
trast, highly reactive intermediates such as chlorinated silica
in a Grignard synthesis will always require carefully controlled
conditions to avoid their degradation into undesirable prod-
ucts.

The general purpose of this work was to investigate the
feasibility of bonding organic moieties to silica supports via
the heverogeneous hydrosilation of terminal olefins with
surface silicon hydride species. The overall synthetic proce-
dure involves two major steps: (1) Preparation of a chemically
and thermally stable silica intermediate in which the original
surface silanol groups are replaced by silicon hydride species;
and (2; attachment of organic functionalities containing a
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terminal vinyl group via addition with the surface hydrides.
In this paper we report the results obtained from the prep-
aration of such an intermediate, accomplished by chlorination
of silica followed by reduction of the silicon chlorice groups
to their corresponding hydrides. Diffuse reflectance infrared
Fourier transform (DRIFT) spectrometry, 2°Si cross-polari-
zation magic angle spinning nuclear magnetic resonance
(®Si-CP-MAS-NMR), and electron spectrometry for chemical
analysis (ESCA) were used to obtain information sbout the
chemical nature of the reduced silica surface. Thermoana-
Iytical techniques such as thermogravimetric analysis (TGA)
and differential scanning calorimetry (DSC) were also used
to further characterize the new hydride-derivatized material.

EXPERIMENTAL SECTION

Materials. Toluene and diethyl ether (EM Indust-ies, Inc.)
were dried by allowing them to stand with calcium hydride (Sigma
Chemical Co.) for several days, refluxing, and then disti.ling from
the hydride immediately before use (24). A 0.2 M litaium tet-
rahydridoaluminate (Sigma Chemical Co.) ether solution was
prepared and used as the reducing reagent. Thionyl chloride (Gold
Label, Aldrich Chemical Co.) was used as received. IR-quality
potassium bromide (Harshaw/Filtrol Partnership) powder was
used for the FT-IR spectra. Partisil-40 (Whatman, Inc., Clifton,
NJ) with a 40-um mean particle size, 85-A mean pore size, and
350 m2/g surface area (manufacturer’s typical data) wes used as
the silica material.

Spectrometry. DRIFT spectra were taken in the 4000-450-
cm™ region with a Perkin-Elmer Model 1800 FT-IR spectrometer
equipped with a deuterated triglycine sulfate (DTGS) detector.
A Spectra-Tech DRIFT accessory equipped with a 13-mm di-
ameter, 2-mm depth sample cup was used. KBr was ground in
an agate mortar and dried in an oven at 120 °C for a: least 24
h. After cooling down, the KBr matrix was mixed with an equal
amount (by weight) of silica material and finally kept overnight
in a vacuum desiceator at room temperature. Samples were filled
into the DRIFT accessory’s cup with gentle tapping until a small
sample mound was formed. A very smooth sample susface was
then obtained by pressing down a microscope slide onto the cup
while moving it in a circular motion. Before a spectrum was
obtained the height of the sample cup was adjusted by using the
alignment routine provided with the standard Perkin-Elmer
software. This resulted in a reproducible positioning of the sample
surface at the optimum height so that a maximum signal
throughput was consistently obtained. Spectra were collected
at a nominal resolution of 2 ¢cm™ with a weak Norton—Beer
apodization. Two hundred sample scans were ratioed aguinst pure
KBr as reference. Wavenumbers corresponding to maximum
absorption were assigned by utilizing a “peak” routine provided
with the instrument’s standard software. Band intensities (ab-
sorbance units) for triplicate DRIFT spectra of samples prepared
in this manner had a relative standard deviation equal to or better
than 7%. Spectra shown were normalized to 100% transmittance.

28i-CP-MAS-NMR spectra were obtained at Catalytica Corp.
(Mountain View, CA) on a Bruker MSL-400 NMR spectrometer
at 79.5 MHz. The cross-polarization time used in all experiments
was 5 ms with an MAS rate of 5 kHz. The recycle tine was 10
s and typically 2000 scans were required to obtain a good signal
to noise ratio. External TMS was used as a chemical shift ref-
erence.

ESCA measurements were done at Surface Science Lahoratories
(Mountain View, CA) with a Surface Science Laboratories Model
SSX-01 spectrometer equipped with an Al Ko X-ray excitation
source. Spectra were obtained at an energy resolution of about
1 eV from a 600 X 1000 um sample spot. Typically, tae X-ray
beam penetrated the top ~100 A of selected silica samples.

TGA measurements were carried out at Lockheed Missile &
Space Company, Inc. (Sunnyvale, CA), with a Perkin-Elmer Model
TGS-2 analyzer equipped with uncovered alumina crucibles.
Typically 30 mg of selected silica samples were loaded in the
analyzer, heated to 110 °C at a rate of 10 °C/min. and held at
this temperature until deflection of the weight signal was ao longer
detected. The temperature was then raised at the sams rate up
to 1000 °C and again held at this value until no further weight
loss could be detected.

DSC experiments were performed with a Perkin-Elmer Model
DSC-7 instrument. Uncovered platinum pans loaded with about
10-mg silica samples were subjected to the same heating cycle
described above for TGA measurements, with the final temper-
ature being 700 °C. Both DSC and TGA experiments were
performed under oxidizing (air) as well as inert (N,) atmospheres.

Silica Dervivatization. All reactions were carried out under
a dry N, atmosphere in glassware that had been previously dried
at 120 °C overnight. The LiAlH, ether solution was prepared
in a Ng-flushed glovebag. Transfer of liquids was carried out either
with a glass syringe (<20 mL) or by means of a stainless steel
cannula and N, pressure, via silicone rubber septa (25). Prior
to reaction, the silica was dried under vacuum at 120 °C overnight
and then cooled in a vacuum desiccator.

Chlorination of Silica. A 5.00-g portion (approximately 14
mmol of silanol, assuming 4.6 groups/nm?) of dried silica was
suspended in 60 mL of freshly distilled, dry toluene, and 10.2 mL
of thionyl chloride (about a 10-fold molar ratio excess with respect
to silanol content) was added. The mixture was magnetically
agitated and the chlorination was allowed to proceed under reflux
for at least 48 h, after which the excess SOCl, was distilled off.
Removal of any remaining SOCl, was carried out by washing the
dark purple product at least 8 times with 30-mL portions of dry
toluene while magnetically stirring for 15 min. After each washing,
and once the solid had settled, the solvent was carefully aspirated
off to waste by means of a vacuum applied to a glass pipet. Finally,
the chlorinated silica was washed with one 30-mL portion of dry
diethyl ether, remaining in a final fresh ether aliquot.

Reduction of Chlorinated Silica. A 70-mL portion of 0.2 M
LiAlH; ether solution (about a 4-fold molar ratio, hydride:original
silanol) was added slowly to the chlorinated silica/ether sus-
pension. An immediate reaction was evidenced by a color change
from dark purple to white. The reaction was allowed to proceed
for 2 h under a gentle reflux. A dry-ice condenser was found to
be appropriate to safely condense relatively volatile intermediate
reduction byproducts, namely AIH,Cls, (n =1 to 8). The excess
of LiAlH, was carefully aspirated off and destroyed by adding
dry ethyl acetate (about 10 mL) followed by 2-propanol dropwise
with stirring until hydrogen evolution ceased (26). This also
confirmed that an excess of the reducing reagent was present at
the end of the reduction reaction. The product was next washed
as described above with eight 30-mL portions of dry ether to
remove any remaining aluminum hydride and/or chloride species
in solution. The “reduced silica” was then dried overnight in a
vacuum oven at 120 °C.

Hydrolytic Stability Tests. A suspension consisting of 10 mL
of test solution (0.01 M NaOH, water, or 0.1 M HC]) per gram
of selected reduced silica is magnetically agitated at room tem-
perature for 60 min (or as otherwise specified). The solid is then
filtered through a glass fritted funnel, washed with several portions
of deionized water, then ether, and finally dried under vacuum
at 120 °C overnight.

RESULTS AND DISCUSSION

DRIFT Data. The Si-H group is readily identified by a
strong stretching band in the range 2300-2100 cm™, along with
a relatively weak bending band between 760 and 910 em™ (27),
the former being located in a region where the absorption due
to the silica matrix is minimal. When chlorinated silica was
reduced with an excess of LiAlH,, a broad peak was produced
at about 2280-2200 cm™. The shape of the peak suggested
a multiplet whose resolution could be enhanced by applying
a spectral deconvolution routine (Perkin-Elmer’s standard
software), as shown in Figure 2. The position of the composite
band is consistent with that of SiH species in which the silicon
atom is bonded to several electronegative atoms (20, 21, 27,
28). Although the multiplet may be attributed to more than
one possible SiH species (namely =SiH and =Si(OH)H which
originated from single and geminal silanols respectively), the
formation of surface AH (alane) species, which is also feasible
under the reaction conditions, may also explain at least
partially the low-frequency component of the broad absorp-
tion. Due to the excess of reducing reagent, the presence of
unreacted silanols, and the virtual absence of shielding effect
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Figure 2. Partial DRIFT spectrum of reduced silica: (A) chlorinated
silica reacted with excess LiAlH,; (B) curve A after spectral decon-
volution, a doublet at 2250 and 2222 cm™ is strongly suggested; (C)
unreacted (fully hydroxylated) silica. Curve B has been displaced
downward for better illustration.

from hydrogen atoms as the reduction of chlorinated silica
progresses, the silanols become increasingly accessible to attack
by the reducing reagent, leading to the formation of surface
alane species

—\Si—OH —\Si—O

o + AHX, 3 —= O
—/Si—oH —751—0
X=HChn=1,2,3

This situation is contrary to that of most (if not all) silica
derivatizations, in which the original surface species become
progressively unaccessible to the modifier’s attack. Indirect
as well as direct evidence support our hypothesis that surface
alane species are formed during the late stages of reduction:
(i) Reactions similar to that described above have been shown
to occur between fully hydroxylated silica and other Lewis
acids such as aluminum trichloride and hydroborane (9, 29);
(i) the stretching mode of Al-H species is known to occur at
somewhat lower wavenumbers (about 1700-1900 ¢cm™, de-
pending on substitution and extent of solvation) as compared
to that of SiH groups (30, 31); and (iii) slow but unequivocal
gas evolution (X = H in reaction 5) was observed after the
reacting mixture was allowed to settle for several minutes and
the reaction flask was gently tapped (in fact, gas evolution
was more readily observed by using a much larger excess of
reducing reagent). To confirm our hypothesis of aluminum

Al—H + 2HX 5
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Figure 3. Partial DRIFT spectra of hydryde-derivatized silicas: (A) fully
hydroxylzted silica reacted with LiAlHg; (B) chiorinated silica reacted
with excess LiAlH,; (C) chiorinated silica reacted with substoichiometric
amount of LiAIH,.

chemiscrption, a small amount of unreacted (i.e., fully hy-
droxylared) silica was treated with ethereal LiAlH,. A rela-
tively broad and asymmetrical peak at 2181 cm™, very likely
due to surface alane species formed through reaction 5, was
obtained. As in the case with silanes, one can expect sub-
stitution on the central atom with oxygen-containing groups
to cause Al-H stretching frequency shift toward higher values
as compared to those for unsubstituted alanes. As clearly
shown ia Figure 8, surface alane species (curve A) formed as
a byproduct during the reduction step are a major contributor
to the bkroad DRIFT absorption observed in reduced silica
{curve B). On the other hand, when chlorinated silica was
reacted with a substoichiometric amount of LiAlH, (roughly
1 mequiv of hydride per 3 of original silanol) a major peak
at 2262 cm™ along with a small shoulder at 2211 cm™ were
produced, as also shown in Figure 3 (curve C). Under these
conditicns reduction should occur preferentially at the SiCl
sites, and therefore the high-frequency component of the
original broad peak (curve B) can be reasonably attributed
to strorgly absorbing =SiH species. On the other hand,
without further experimental evidence, it would be highly
speculative to simply assign the 2211-cm™ shoulder to =Si-
(OH)H species.

It is a well-known fact that silica—alumina surfaces are easy
to form because of the structural similarities between the two
oxides (29, 32). Potential difficulties associated with the
presence of chemisorbed aluminum in reduced silica are 2-fold.
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Figure 4. Partial DRIFT spectra showing the effect of hydrolysis on
reduced silica: (A) chiorinated silica reacted with excess LiAlH,; (B)
product A treated with 0.01 M NaOH for about 2 h; (C) same as B with
overnight treatment; (D) product A treated with 0.1 M HCI for about
1h.

First, alumina-like sites on the silica surface will make the
latter more complex, and therefore increasingly difficult to
predict and perhaps to derivatize. This appears to be due to
the intrinsically more complicated nature of alumina surfaces:
multiple aluminol types as well as Lewis-acidity and oxidative
capabilities of the alumina sites (29). Second, but perhaps
more important, if not removed, surface alane species will
reduce a platinum(II) catalyst to the inactive platinum-black
form when the reduced silica is used in the subsequent
bonding reaction 4 (7, 10, 14). To investigate the hydrolytic
stability of silane as well as alane surface species, small
portions of reduced silica (chlorinated solid reacted wih excess
LiAlH,) were treated with 0.01 M NaOH, deionized water, and
0.1 M HCL. As evidenced from slow gas evolution and con-
firmed by DRIFT spectra (see Figure 4) treatment with
aqueous alkali (pOH ~ 2) resulted in the complete eliinination
of both alane as well as silane species (curve C) while water
(pOH ~ 7) does so at a much slower rate. Acidic (pOH ~
18) treatment on the other hand resulted in the complete
elimination of the low-frequency alane component of the
originally broad band and, interestingly, a significant increase
in the intensity of the 2260 cm™ Si-H band (curve D;. These
observations can be readily interpreted in terms of the
well-known hydrolytical cleavage of alanes and silanes which
results in the formation of silanol and aluminol species, re-
spectively, along with H, evolution (8, 13, 30). On tae other
hand, the observed enhancement of the Si-H band intensity
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Figure 5. Partial DRIFT spectra showing the effect of hydrolysis on
surface alanes: (A) fully hydroxylated silica reacted with LiAlH,; (B)
product A treated with 0.1 M HCL

may be attributed to the effect of either or both of two factors:
(i) the hydrolytic removal of IR-active ==Al-—H species from
the silica matrix which may cause an increase of the effective
penetration of IR radiation and thus a more intense SiH
absorption; and (ii) the formation of additional surface SiH
species at the expense of adjacent alanes. While the effect
of an absorbing matrix on DRIFT intensity has been docu-
mented in a previous work by Brimmer and Griffiths (33),
there is a need at this point to further elucidate the role of
alane species on the enhanced SiH absorption. Two related
hydrolysis experiments were thus carried out in which the
following silica derivatives were treated with 0.1 M HCI so-
lution: (i) the product of the reaction between fully hy-
droxylated silica and ethereal LiAlH, (containing AlH but no
SiH groups); and (ii) the product of the reaction between
chlorinated silica and a substoichiometric amount of LiAlH,
(containing SiH groups but virtually no AIH groups). The
results are illustrated in Figures 5 and 6, respectively. The
former clearly shows the formation of a band at the SiH
frequency along with concomitant collapse of the AIH ab-
sorption, indicating that silane groups may be formed at the
expense of alane species. The fact that product (ii) shows a
virtually unchanged SiH band upon acid treatment (Figure
6) is also consistent with this reasoning (i.e., in the absence
of AIH species, no additional SiH groups are formed). Figure
7 further illustrates the effect of low-pH hydrolysis on reduced
silica: the enhancement of the Si-H stretching band upon acid
treatment is also accompanied by reappearance of the free-



2072 « ANALYTICAL CHEMISTRY, VOL. 61, NO. 18, SEPTEMBER 15, 1989

100 T T T T

X7

a0

80

70

60

50

40

30

20

1 1 ] i

0
2500 2400 2300 2200 2100 2000
cm -4
Figure 8. Partial DRIFT spectra showing the effect of hydrolysis on
partially reduced silica: (A) chlorinated silica reacted with substoi-
chiometric amount of LIAIH; (B) product A treated with 0.1 M HCI for
about 1 h.

silanol stretching peak at 3739 cm™. These observations could
be accounted for on the basis of a nucleophilic substitution
reaction between a surface hydride (alane) species and a
protonated siloxane bridge, followed by the hydrolytic removal
of the aluminum species, according to the reaction scheme
depicted in Figure 8. Protonation of the strained siloxane
bridge (a) is postulated here as a means to facilitate its
cleavage and thus promote the nucleophilic attack of the
neighboring hydride. Additionally, solvation (hydration) of
the chemisorbed alane group (b} is likely to occur under these
conditions.

Another interesting point is that the Si-H stretching mode
became one of the most prominent bands in the infrared
spectral region under consideration, with an intensity which
is comparable to those for silanol and water bands (Figure 7,
curve B). Finally, it should be mentioned that a weak ab-
sorption band at 885 cm™ characteristic of the Si-H bending
vibration (17) was also present in the DRIFT spectra of re-
duced silica. This is depicted in Figure 9 along with the
corresponding curve for native silica. Of course, because of
the multiple interferences in this region, mainly from Si-O
vibrations, the stretching mode is much more useful for
characterization purposes.

28i-CP-MAS-NMR Data. Another potential method for
studying the changes in silica surfaces is 2Si-CP-MAS-NMR
(34). In order to further substantiate the possible presence
of an alane species, several types of modified surfaces were
compared. When fully hydroxylated silicas were treated with

LiAlH,, a peak near —83 ppm appeared. In general, thorough
acid washing could be used to remove this peak. These data
support the DRIFT spectra which shows the formation of an
additioral surface species when silica is reacted with LiAlH,
or when chlorinated silica is reacted with an excess of LiAlH,.
This species is then removed upon acid treatment.

ESCa Data. The ESCA technique can produce valuable
information about many chemisorbed species present on the
reduced silica surface, with the exception of hydrogen. Figure
10 shows partial ESCA spectra of unreacted silica (curve A),
along wth the reduced material before (curve B) and after
(curve () treatment with aqueous hydrochloric acid. Five
consecutive 10-min washings with the acid (10 mL of 0.5 M
solution per gram of solid) were carried out to thoroughly
eliminale unwanted species present on the surface. Clearly,
this procedure efficiently removes chemisorbed aluminum
(characterized by two peaks with binding energies of 75 and
116 eV) from the untreated material down to the background
levels of unreacted silica. Curve B also shows the presence
of chem:sorbed chloride (binding energies of 195 and 266 V),
probably in the form of =Al—CI produced via a process
similar o that of reaction 5.

Curiously enough, traces of chemisorbed carbon (binding
energy 281 eV) are also significantly removed through acid
treatment. This is also observable in Figure 7 in the form of
very wezk C—H stretching peaks in the 2900-3000-cm™ region.
Carbon chemisorption can be explained in terms of a sec-
ondary reaction (solvolysis) taking place during the reduction
of chlorinated silica in ethereal medium (7)

=Si—C(l + (CyH,),0 — =Si—0C,H; + C,H;—Cl  (8)

Subsequent removal of the carbonaceous species during acid
treatment is consistent with the well-known hydrolytic in-
stability of the Si-O-C linkage (8, 9).

As mentioned before, complete elimination of surface alanes
from reduced silica is necessary in order to minimize the
deactivation (via reduction) of a Pt(II) catalyst during the
surface hydrosilation of terminal olefins. Treatment of the
reduced material with aqueous acid must therefore be in-
corporased as a mandatory step in the synthesis of the silica
intermediate.

Thermal Data. The behavior of poly(hydridosiloxanes)
and related materials (7, 21) in the presence of oxygen at
temperatures above 350 °C has been associated with the ox-
idative degradation of silane species into silanol groups

=Si—H + %0, - =Si—0H ©)

Since it is an exothermic process which involves a mass in-
crease, cxygen chemisorption on reduced silica can be analyzed
by both TGA and DSC. Figure 11 shows that a weight in-
crease in air (curve A) occurs, starting and peaking at about
440 and 530 °C, respectively. Clearly, this weight gain peak
was superimposed on a loss weight process which started at
about 230 °C, as indicated by the heating of a similar sample
under inert N, atmosphere (curve B). This weight loss is due
to the well-known silanol condensation process

2=8i—O0H — =Si—0—=S8i= + H,0 (10)

Due to the opposite effects on sample weight from the si-
multaneous reactions 9 and 10, the TGA data did not provide
a satisfactory measure of the extent of surface reduction.
Assuming that the oxidation peak height truly represented
the weight gain due to reaction 9, attempts to measure the
surface concentration of SiH species only accounted for about
10% of the silanol content in the starting (unreacted) silica
material. While this apparently low result might suggest a
poor efificiency of the chlorination/reduction reaction se-
quence, the relatively rapid decline of the TGA oxidation peak
indicates the strong possibility that once formed the new
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Flgure 8. Reaction scheme for the acid treatment of redused silica:
(6) siloxane-bridge cleavage, (7) hydrolytic removal of chemisorbed
aluminum; (filled circle) silicon, (open circle) oxygen, (dashed circle)
aluminum, (small open circle) hydrogen.

silanols undergo rapid condensation, precluding a full de-
velopment of the TGA peak.

Figure 12 illustrates typical DSC curves for reduced silica
under inert (A) and oxidizing (B) atmospheres, respectively.
Clearly, an exothermic peak at about 485 °C is ¢ further
confirmation of the occurrence of reaction 9. Subjecting the
same oxidized sample to a second heating cycle showed no
traces of an exothermic peak, indicating that a complete silane
degradation had taken place during the first run. Jnfortu-
nately, the unavailability of appropriate standards precluded
the use of DSC data for quantitative purposes.

Extent of Surface Reduction. As mentioned in the
previous section, serious experimental complications prohib-
ited the utilization of thermoanalytical data to determine the

100 ¥ T T T T T

<1

a0

20

L L L L n !

4

1270 1100 1000 900

em -t

600 470

Figure 9. Partial DRIFT spectra of unreacted (A) and acid-treated
reduced (B) silicas showing the absence and presence respectively of
the SiH bending band. Curve A has been displaced upward for better
illustration.

extent at which reduction of the silica surface has taken place.
DRIFT information was used in a similarly qualitative fashion
to monitor the SiH surface coverage by means of the char-
acteristic (and strong) silane stretching band at 2260 cm™.
Although this band was located in an interference-free IR
region (Figure 7), its use for quantitative purposes was not
possible because of experimental difficulties associated with
lack of appropriate standards, a relatively low reproducibility
in the preparation of the DRIFT sample surface, and a pre-
sumably poor linear dynamic range (12, 33), all leading to
unreliable calibration.

In an alternate approach to determine silane surface cov-
erage, the reducing ability of SiH species, in particular the
reduction of certain metal cations such as Pd(IT), Pt{D), Ag(D),
and Hg(IT), among others, was evaluated. It has been claimed
(14) that reduction of the forementioned ions by poly(hy-
dridosiloxane) xerogels occurred even in strongly acidic so-
lutions and resulted in a metalized xerogel which no longer
exhibited a hydrophobic behavior. When reduced silica was
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Figure 10. Partial ESCA spectra of silicas: (A} unreacted silica; (B) reduced silica (chlorinated A reacted with excess LiAlH,) before HCI treatment;

{C) product B after acid treatment.

treated overnight with an excess of 10 mM PdCl; solution in
a 0.5 M HCl matrix, deep darkening of the solid support was
readily observed. At the same time, extensive clearing of the
supernatant liquid occurred along with a decrease in the
concentration of the metal in solution (as confirmed by plasma
emission spectrometry). However, testing the darkened solid
by DRIFT showed that, even after a 48-h treatment period,
the reduction did not proceed with complete consumption of
silane as evidenced by the remaining of a strong SiH stretching
peak. This is probably a result of the accumulative deposition
of finely dispersed metallic particles which eventually clogged
the pores and physically blocked further interaction of internal
SiH species with metallic ions from the bulk liquid. No further
attempts were made at this point to estimate the extent of
surface SiH concentration.

CONCLUSIONS

The main goal of this part of the investigation was to
produce a silica intermediate bearing surface silicon hydride
species. This material was successfully produced by a chlo-
rination/reduction procedure that sequentially converts the
surface silanols into silicon chloride and then silicon hydride

groups. Final treatment of the reduced silica product with
aqueous hydrochloric acid appeared to be an important syn-
thetic step not only for an efficient removal of undesirable
surface alane byproducts (as evidenced by ESCA data) but
also as 2 means to further increase the formation of silane
groups ‘as indicated by DRIFT evidence). Similarly with
related materials from the literature (e.g. poly(hydridosiloxane)}
xerogels and certain Hy-treated pyrolyzed silicas) the surface
silane species were hydrolytically stable at low pH and
thermally stable at temperatures up to 420 °C. Thermoa-
nalytical information indicated that the surface silane species
undergo complete oxidation when heated under an oxygen-
contain.ng atmosphere at temperatures above 470 °C.

We ave presently developing methods for the surface hy-
drosilat:on of terminal olefins on the hydride-modified silica.
While some parts of this subsequent work require carefully
designed synthetic procedures and extensive spectroscopic
characterization, preliminary experiments indicate that surface
bonding does actually take place. This is evidenced, for in-
stance, in the case of simple 1-olefins by the appearance of
intense C—H stretching IR bands in the 3000-2800-cm™ region
concomitant with a considerable decline of the Si—H stretching
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Figure 12. DSC curves of acid-treated reduced silica, in N, (A) and
air (B).

band at 2260 cm™. Optimization of the extent of surface
coverage as well as the application of this reacticn to the
attachment of a variety of vinyl-terminated organic moieties
are currently under way. Additional research will also be
undertaken in the evaluation of other substrates such as
poly(hydridosiloxane) xerogels as alternate intermediates in
the heterogeneous hydrosilation of terminal olefins.
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Supercritical Fluid Chromatographic Determination of Fatty
Acids and Their Esters on an ODS-Silica Gel Column

Akira Nomura,* Joseph Yamada, Kin-ichi Tsunoda, Keiji Sakaki, and Toshihiro Yokochi
National Chemical Laboratory for Industry, Tsukuba, Ibaraki 305, Japan

Free fatty acids and their esters were determined by super-
critical fiuid chromatography (SFC) on a inert packed column
using supercritical carbon dioxide as a mobile phase without
addition of any modifier. The column used was ODS-silica gel
having a pore diameter of 300 A and end-capped as enough
as possible to decrease residual silanol groups on the silica
surface. The retention behavior of free faity acids and their
esters was investigated in terms of the density of a mobile
phase, and they were separated according to a reversed-
phase mode like in liquid chromatography. Lipids extracted
from fungus and their esterified products were separated by
the SFC using a pressure programming mode and a constant
pressure mode, respectively, and the chromatograms ob-
tained with both FID and UV detector were ed.

P

Supercritical fluid chromatography (SFC) continues to
attract considerable attention after several years of rapid
growth. A wide variety of its applications have been inves-
tigated in analytical, as well as in industrial sectors (7). The
analysis of fatty acids and their esters has been of great in-
terest in the field of food, chemical, and pharmaceutical in-
dustries. Fatty acids and their esters have been usually de-
termined by either gas chromatography (GC) or high-per-
formance liquid chromatography (HPLC). However, nonvo-
latility of longer-chain acids and thermally labile property of
unsaturated acids make analysis by GC much more difficult.
Poorer detection limits have been the drawback in the HPLC
analysis because UV absorption and fluorescence detection
are impossible for saturated compounds {(2).

Free fatty acids were analyzed by capillary SFC using su-
percritical CO, as a mobile phase, and the effects of tem-
perature and stationary-phase polarity on efficiency and
chromatographic peak shape were investigated (3, 4). Direct
coupling of supercritical fluid extraction (SFE) and capillary
SFC was applied to the separation of free acids (5). The
separation of mixed mono-, di-, and triglycerides by capillary
SFC was performed by using a carbon dioxide mobile phase
without thermal degradation (6). The capillary SFC is a
preferred method for high-resolution separation of thermally
labile compounds, and a flame ionization detector (FID) gives
the same high sensitivity in capillary SFC as is found in
capillary GC. The capillary SFC, however, has some draw-
backs in, such as, very small amounts of sample introduction
and lack of capability for scale up to preparative separation.
The separation and detection of free fatty acids in simple
mixtures by SFC/Fourier transform infrared detection were
carried out on packed columns using supercritical CO, and
Freon 23 as a mobile phase (7). Packed column SFC directly
coupled with a mass spectrometer was applied to triglycerides
(8). Free fatty acids were separated on an ODS-silica column
using a modifier control column containing formic acid in-
stalled before a injector and were detected by FID (9). Es-
terified fatty acids from lipids in fungi and neutral lipids
containing y-linolenic acid were separated on a ODS-silica
column, and their retention behaviors were compared with
those in HPLC (10, 11).

We have investigated the chromatographic behavior of
ODS-silica gels for SFC having various pore structures by
pressure programming SFC (12). We have also reported the
preparation of inert silica-based packings and their properties
for SFC (13).

This paper describes the determination of free fatty acids
and their esters on a inert ODS-silica gel column using carbon
dioxide as a mobile phase without a modifier.

EXPERIMENTAL SECTION

Apparatus. The SFC system used was the same as described
elsewhere (12) except that a FID was connected by splitting a
mobile phase between the separation column and the UV detector.
FID of either Shimadzu Model GC-7A or Shimadzu Model GC-
R1A was used for this purpose. The flow rate of a mobile phase
was controlled by changing the size of a restrictor made of fused
silica capillary tube. The restrictor made of the capillary tube
of 50 um i.d. X 200 mm was usually used unless otherwise specified.
The flow rate of CO, introduced to the FID was controlled by
the restrictor made of the capillary tube of 25 um i.d. X 200 mm
having a small orifice at the end. Column temperature was held
at 45 °C throughout the experiment.

Materials. Kaseisorb ODS-300-5 for SFC (4.6 mm i.d. X 250
mm; particle size, 5 um; specific surface area, 100 m?/g; pore
diameter, 300 A; carbon content, 6.0%) from Tokyo Kasei Co.,
Ltd., Japan, was used as a test column for SFC, which was based
on Kaseisorb LLC ODS-300-5 for HPLC, and was end-capped as
completely as possible. Kaseisorb LC ODS-100-5 (4.6 mm i.d.
X 250 mm; particle size, 5 pm; pore diameter, 100 A) and Kaseisorb
LC ODS-300-5 (4.6 mm i.d. X 250 mm; 5 zm; 300 A), both from
Tokyo Kasei were used to compare the column properties for SFC.
Free satirated fatty acids (Cg—Cyg; 6:0-26:0), free unsaturated fatty
acids (1€:1, 18:2, 18:3, 20:4), methyl palmitate (16:0-Me), methyl
stearate (18:0-Me), methyl oleate (18:1-Me), methyl linolate
(18:2-Me), and methyl linolenate (18:3-Me) were all obtained from
Tokyo Kasei. Methyl y-linolenate was obtained from Wako Pure
Chemiczls. All these standard samples were dissolved in chio-
roform from Kanto Chemical. The retention time of chloroform
was used as £, to calculate the capacity factor &% Lipids produced
in Mortierella ramanniana var. angulispora cultured in our
laboratory were extracted from the fungus with hexane and were
conventionally esterified to fatty acid methyl esters. The lipids
and the methy! esters were dissolved in chloroform to be applied
to SFC determination. Other reagents were of reagent grade and
used without purification.

RESULTS AND DISCUSSION

In pzcked column SFC, silica-based packings such as
ODS-silica gel are packed into a conventional HPLC column
or microcolumn. When carbon dioxide is used as a mobile
phase without a modifier, the residual silanol groups of silica
gel base after surface modification interact with polar com-
pounds and cause serious problems, such as irreversible or
nonspecific adsorption leading to peak tailing or considerable
delay of sample elution. Thus, we have proposed the utili-
zation of silica gel having larger pore diameter (pore size, 1000
A) and sufficient end-capping of residual silanol groups after
primary surface modification in order to prepare inert packings
for SFC (13). Although the silica base with larger pore di-
ameter has less silanol groups and less micropores in the pore
structurs, which makes the end-capping much easier, it is still
necessary to develop the inert packings for SFC having smaller
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Figure 1. Retention behavior of free fatty acids including essential fatty
acids: (O) 18:0; (A) 18:1; (00) 18:2; (@) 18:3; (A) 20:4.

pore size and possessing larger capacity for sample loading
when applying to analytical and, particularly, preparative scale
SFC separation. Kaseisorb LC ODS8-300-5 has a relatively
larger pore diameter of 300 A and usually is used for the
separation of proteins in HPLC. This column was further
end-capped for the SFC application (Kaseisorb OLCS-300-5
for SFC) and was applied to the determination of free fatty
acids and their esters using carbon dioxide as a mobile phase
without the addition of a modifier.

The retention behavior of essential fatty acids (linoleic,
v-linolenic, and arachidonic acid) as well as stearic and oleic
acid according to the density of the mobile phase was in-
vestigated on the ODS column for SFC (Kaseisorb ODIS-300-5
for SFC) as shown in Figure 1. The separation mode of these
fatty acids seems to be reversed phase in terms in L.C, that
is unsaturated fatty acids having more double bonds eluted
faster than those having less double bonds, but tha: of ara-
chidonic acid was different from others presumably because
of its specific molecular structure. A linear relationship be-
tween the density of CO, and the log &’ value of samples was
obtained above the density of 0.5 g/cm?® (110 atm).

The mixture of standard free saturated fatty acids srom 8:0
to 24:0 was applied to the three types of ODS-silica columns,
that is Kaseisorb LC ODS-100-5 (A), LC ODS-300-5 (B), and
0DS-300-5 for SFC (C), by linear pressure programming mode
from 100 to 300 atm, from 100 to 240 atm, and from 100 to
160 atm, respectively, for 20 min, and the chromatograms are
shown in Figure 2. Chromatogram A provided almost no peak
separation because of large amounts of silanol groups re-
maining in the smaller pore structure (100 A), and chroma-
togram B obtained by the wider pore (300 A) ODS column
gave better separation profiles than A, but the peaks showed
unsatisfactory tailing patterns. In the case of chromatogram
C obtained by the test column for SFC, the peak share of the
individual fatty acid was much more improved than that of
B, but was not sharp enough to provide base-line separation
presumably because free carboxyl groups in the molecules
interact with the silanol groups still remaining on the surface
of the silica base. However, it may probably be the first time
that these free fatty acids could be separated to a cons derable
extent on a packed column using carbon dioxide as a mobile
phase without a modifier.

The retention behaviors of free fatty acid and fasty acid
methyl esters on the column for SFC were compared to
demonstrate the interaction between free carboxyl group and
residual silanol group as shown in Figure 3. In reversed-phase
LC, stearic acid (18:0) should be retained on a column weakly

o l‘n 2’0 3‘0 o 10 20 :;0 0 "0 20 30
Retention time (min}
Figure 2. Chromatogram of standard free fatty acid mixture: A,
Kaseisorb LC ODS-100-5; B, Kasisorb LC ODS-300-5; C, Kaseisorb
0ODS-300-5 for SFC. Number upon the peak shows the carbon num-
ber.
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Figure 3. Retention behavior of free fatty acid and fatty acid methyl
esters.

and be eluted faster than its methyl ester (18:0-Me) according
to less carbon atoms, but the result shows that the stearic acid
retained on the column longer than its methyl ester by the
interaction between the polar carboxyl group and the residual
silanol group. The retention behavior of the methyl esters
was reversed phase like in free fatty acids as shown in Figure
1, that is, methyl linolate and methy! palmitate eluted faster
than methyl stearate according to the number of double bond
and the carbon number, respectively.

The column efficiency, expressed as HETP, was measured
by using stearic acid and methyl stearate as samples, and the
results are shown in Figure 4. The efficiency measured by
methyl stearate was high and comparable to that in HPLC.
On the contrary, the efficiency measured by stearic acid was
very low, especially in the low density region, because the free
carboxyl group interacts with the residual silanol group, which
makes the peak wider. The efficiency increases to some extent
as the density increases, presumably because the solubility
of COy increases and the interaction between the carboxyl
group and the silanol group decreases.

To show the applicability of this system to real analytical
problems, the present packed type SFC was applied to the
separation of lipids extracted from Mortierella ramanniana
with hexane and their esterified products. Figure 5 shows the
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Figure 5. Chromatograms of fatty acid methyl esters from lipids
produced by fungus using FID and UV detection: (1) 16:0-Me, (2)
v-18:3-Me, (3) 18:2-Me, (4) 18:1-Me, (5) 18:0-Me; pressure of CO,,
100 atm; UV detector, 190 nm.

chromatograms of the esterified fatty acid methyl esters de-
tected by FID and UV detector. The amount of the individual
methyl ester is approximately proportional to its peak area
detected by FID. It is assumed from the result that there are
larger amounts of methyl palmitate (1 in Figure 5] and methyl
oleate [4] and smaller amounts of methyl y-linolenate [2],
methyl linolate [3], and methyl stearate [56]. On the other
hand, the peaks of saturated esters such as methyl palmitate
and methyl stearate, which have no double bond, disappeared
from the chromatogram obtained with UV detector (at 190
nm, in Figure 5). Moreover, although the content of methyl
v-linolenate was found to be small according to FID detection,
its peak was emphasized in the UV detection because of the

c c
FiD uv
B A
A ﬂ
| N‘u)'(
1—UK_’ ) r ' ‘ ‘ -
) 0 20 30 40 0 10 20 30 40

Retention time (min)

Figure 6. Chromatograms of lipids produced by fungus using FID and
UV detection: pressure programming, from 150 to 250 atm for 30 min
(hold at 150 atm for § min); UV detector, 180 nm.

three double bonds in the molecule. Thus, the use of both
UV detactor and FID at the same time can provide structural
information of analytes. The chromatograms of the lipids
extracted from Mortierella ramanniana using FID and UV
as a detector are shown in Figure 6. Linear pressure pro-
gramm ng mode from 150 to 250 atm for 30 min (hold at 150
atm for 5 min) was used for both FID and UV detection.
Many peaks were found on both chromatograms and they were
grouped into three groups, namely A, B, and C. The profiles
of the two chromatograms are similar to each other except
that the individual peak response differed according to the
sensitivity of FID and UV. Although each peak of these
groups was not identified yet, the major peaks in group B and
C are considered to consist of diglycerides and triglycerides,
respectively. Further study on identifying these peak com-
ponents should be performed in the future.
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Polymer-Bound Tetrahydroborate for Arsine Generation in a

Flow Injection System

Solomon Tesfalidet and Knut Irgum*

Department of Analytical Chemistry, University of Umed, S-901 87 Umed, Sweden

Generation of arsine for subsequent atomic spectrometric
determination was carried out in a flow system using a column
packed with a macroporous strong anion-exchange resin
{Amberlyst A-26) in the tetrahydroborate form as a poly-
mer-supported reducing agent. The analysis cycle comprised
r ation, g, and inj of acidified sample, and
could be repeated every 4 min, resulting in a detection limit
for trivalent arsenic of 60 pg in a 40-ul. sample, with a linear
working range up to 4 ng. Nickel, cobalt, copper, or iren ions
caused less than 10% signal degradation when present in the
sample at concentrations between 2500 and 5000 mg/L when
L-cystine was added to the hydrochloric acid as masking
agent. The column could be used for at least 3 months
without performance degradation.

"

S

INTRODUCTION

A number of elements belonging to the metalloids end some
metals located near these in the periodic system can be sep-
arated from their sample matrices by volatilization as hydrides.
The reaction is based on reduction of the element o interest
by a suitable reducing agent and has been exploited analyt-
ically for more than a century (I). Adaptation of the tachnique
to analyte isolation for sample introduction in atomic ab-
sorption spectrometry was first demonstrated by Holak (2),
who used zinc in hydrochloric acid as the reducirg agent.
Other hydride ion precursors that have found use in generating
hydrides are, e.g., TiCl; (3) and SnCl, (4). The hydroborates,
which were initially developed as versatile reduction agents
in organic synthesis (5), were first introduced for hydride
generation by Schmidt and Royer (6), who demonstrated that
sodium tetrahydroborate was far more powerful vhan the
reducing agents used earlier. Tetrahydroborate rapid.y gained
acceptance and has been the reagent of choice for hydride
generation ever since its introduction. The less reactive
trihydrocyanoborate has lately been proposed as a candidate
for that position (7), but the toxicity and high price of that
reagent will preclude a more widespread use.

However, several transition-metal ions interfere severely
with the hydride generation of several analytes (3). It is
generally believed that the cause of this interference is ad-
sorption of the analyte hydrides onto metal colloids that are
formed by reduction, if transition-metal salts are present in
the matrix (9). Some of the methods proposed to alleviate
these interferences in the determination of arsenic include
optimizing the hydrochloric acid and tetrahydroborate con-
centrations (10), the use of masking agents (11-14), and ap-
plication of a flow injection system instead of the usually
employed batch mode or continuous flow systems (15-17).
The last method offers, as an additional benefit, better de-
tection limits (18) compared with other reaction schemes.

The use of ion-exchange resins charged with ionic reagents
has received considerable attention as insoluble reagents for
synthetic purposes (19) and for the purification of reagents
and solvents (20). The number of reported applications of
polymeric reagent carriers in analysis has been rather limited,
in spite of the tremendous potential of this techaique in
analytical chemical reactions.

Cook et al. (20) have investigated the solvolytic stability
and reactivity of tetrahydroborate ions bound to strong base
anion-exchange resins and envisioned several application areas
for this reagent. Among the suggested uses was batch-mode
arsine generation. The polymer-bound tetrahydroborate
reagent offered several advantages over sodium tetrahydro-
borate solutions, such as convenience of use, stability, and
minimal introduction of ionic species or organic byproducts
to the treated bulk medium. No follow-up reports have re-
alized the beauty of this immobilized reagent. This may have
been due to the fact that the procedure was presented as part
of a study that dealt with organic synthetic uses of the
polymer-bound reagent and to the coupling with diethyldi-
thiocarbamate spectrophotometry, which gave the method a
low overall sensitivity. The method did not, therefore, receive
the attention it deserved.

In the present work we reinstate polymer-bound tetra-
hydroborate as a reduction reagent in arsine generation. By
integrating a column packed with a macroreticular tetra-
hydroborate form of strong anion-exchange resin in a flow
injection system, we have been able to combine the best
features of both techniques—fast and sensitive analysis of
small sample volumes with minimal metal ion interference.

EXPERIMENTAL SECTION

Apparatus. The flow injection system incorporated, in the
direction of flow, a four-channel peristaltic pump (Gilson Minipuls
3), an Omnifit (Oxford, U.K.) six-port all-poly(tetrafluoroethylene)
(PTFE) injection valve with loops of various sizes, a borosilicate
glass column (6 mm i.d. X 100 mm) packed with Amberlyst A-26,
and a 100 cm long, 0.5 mm 1.d. knitted PTFE tube. The knitted
tube functioned as a pressure damper for leveling the flow fluc-
tuations caused by the abrupt hydrogen gas evolution that takes
place when the acidic sample is injected. Flow times were
manually controlled. The gas-liquid separator was a 30 em long,
10 mm 1.d. slanted borosilicate glass tube, into which the liquid—gas
mixture exiting from the flow injection system was directed. The
lower part of the separator tube was bent at a 45° angle, and the
vertical portion terminated in a water seal. The hydrogen flame
gas for the atomizer flowed through the separator tube counter
to the liquid flow. See Figure 1 for a sketch of the setup.

Amberlyst A-26 (20-50 mesh, practical grade, chloride form;
Serva, Heidelberg, FRG) was washed repeatedly with water,
methanol, and again with water. Conversion to the hydroxide
and reconversion to the chloride form were carried out in the usual
manner, whereafter the resin was packed in the column and
converted to the tetrahydroborate(IIl) form by using a solution
of 4% sodium tetrahydroborate(III) in 0.2 M NaOH, followed by
thorough washing with water.

A Perkin-Elmer Model 372 atomic absorption spectrophotom-
eter (AAS) was used for monitoring arsenic at the 193.7-nm line.
An arsenic electrodeless discharge lamp operated at 8 W was used
as light source. The spectral bandwidth of the AAS instrument
was set to 2 nm, and the deuterium background corrector was
used. The atomizer was an (oxygen—hydrogen) flame in tube type,
built by Dedina (21). The oxygen and hydrogen gas flow rates
were 15 mL/min and 2 L/min, respectively.

Reagents and Solutions. All chemicals used were of reagent
grade. Water was purified by using Milli-Q (Millipore, Bedford,
MA) equipment. Stock solutions 1.000 g/L in As(III) or As(V)
were prepared by dissolving the appropriate amount of ultrapure
As,0; and As,O; (Ventron-Alfa, Karlsruhe, FRG), respectively,
in 20 mL of 1 M NaOH and diluting to 1 L with 2 M HCL. A 4%
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Figure 1. Schematic drawing of experimental setup.

(w/v) solution of NaBH, was prepared by dissolving the appro-
priate amount of sodium tetrahydroborate(ITT) (Merck, Darmstadt,
FRG) in 0.2 M NaOH. 1-Cystine (Hopkins & Williams, Chadwell
Heath, U.K.) was, in some of the interferent study experiments,
added to the hydrochloric acid as masking agent to give a final
concentration of 3% (w/v) in the sample. As(III) solutions
containing the potential interferents Cu(II), Fe(III), Co(Il), and
Ni(Il) were prepared by adding the appropriate amounts of
chloride salts to a test sample containing 50 ng/mL As(III) in
4 M HCL

Recommended Procedure. A typical analysis was carried out
by pumping 4% tetrahydroborate solution through the column
for a period of 60 s and washing for the same period of time with
the carrier, which was deionized water. Forty microliters of the
sample, to which concentrated hydrochloric acid had been added
to give a concentration of 4 M, was then injected into the carrier
flow. The cycle could be repeated 90 s after injection. The time
required between two consecutive injections was thus less than
4 min. For samples suspected of containing high concentrations
of interfering metal ions, masking agent can be added as described
in the Reagents and Solutions section.

System Optimization. Optimum hydrochloric acid concen-
tration, regeneration time, sample volume, hydrogen and oxygen
gas flows, carrier flow rate, and sample volume described in the
recommended procedure were found by varying the appropriate
parameter, using peak height as quality criterion. Parameters
apart from the one under investigation were maintained at the
levels set out in the recommended procedure, if not otherwise
noted.

Interference Studies. Maximum allowed concentrations for
the potential interferent metal ions nickel, copper, cobalt, and
iron were evaluated under conditions described in the recom-
mended procedure, using samples with the metal ions added in
the manner described above. The responses for tri- and penta-
valent arsenic were compared by substituting As(V) for As(IIT)
in a sample run through the recommended procedure.

Linearity and Detection Limit. Triplicate samples with
As(IIT) concentrations ranging from 1.5 to 200 ng/mL were an-
alyzed according to the recommended procedure. The reported
detection limit is based on a signal that is 3 times the peak-peak
base-line noise.

RESULTS AND DISCUSSION

Tolerance toward transition-metal interferences and sim-
plicity of use have been the objectives of this work. To ac-
complish this, we decided to use a flow system with poly-
mer-bound tetrahydroborate as reduction reagent. A strong
anion-exchange resin can easily be regenerated with tetra-
hydroborate ions and serves as an ideal reagent administration
technique in flow systems. The following equation, where P
represents the bulk polymer of the reagent carrier, is a sim-
plified representation of the reactions assumed to take place
during the reduction of trivalent arsenic under the prevailing
conditions:

H,AsO, + P-N(CH,),BH, + HCl —
P-N(CHy),Cl + B(OH), + AsH,(g) + Halg) (1)

= - e —
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Figure 2. Influence of hydrochloric acid concentration on the signal
from trivzlent arsenic.
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Figure 3. Signal peak height as function of carrier flow rate at three
different 1ydrochloric acid concentration levels: (A) 2 M HCL; (@) 4
M HCI; (4) 6 M HCI.

This gross reaction proceeds via hydrogen radicals or hydride
transfer and is accompanied by hydrolytic side reactions.
Neither reaction mechanisms nor ancillary reactions are in-
vestigated in this paper.

Reagent Optimization. Recent investigations in hydride
generation chemistry carried out by a number of workers (9,
10, 17, 22) have been our guidelines in optimizing this system.
These studies have, among other findings, shown that opti-
mum ccnditions for minimization of the interference from
transiticn-metal ions are low concentration of tetrahydroborate
ion and a relatively high hydrochloric acid concentration. It
would therefore be natural to vary these parameters in our
efforts to optimize the current system. Hydrochloric acid was
included in the optimization procedure, but varying the tet-
rahydroborate concentration on a polymer-bound reagent can
only be accomplished by adding an “inert” anion to the tet-
rahydroborate regeneration solution to compete with the sites
on the anion exchanger in the regeneration step. We have
not attempted this, as this would result in longer regeneration
times and would require a larger column volume.

Figurs 2 shows the dependence of the signal on hydrochloric
acid concentration. Maximum peak height was reached at
approximately 2 M HCI, whereafter the signal started to
decline marginally. We have recommended a hydrochloric
acid concentration of 4 M in the sample, as higher HCI con-
centrations will lead to a decrease in the interference from
transition metals (10).

Carrier Flow. The influence of the carrier flow on the
signal peak height at three different hydrochloric acid con-
centrations is depicted in Figure 8. High flows yielded sharper
and higher peaks, as the hydride generation reaction is fast
and the detector is mass flow sensitive.

Column Regeneration. The regeneration step comprised
pumping of the tetrahydroborate anion exchanger rejuvenant
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Figure 4. Influence of reagent column regeneration time on signal
peak height.

plus a washing stage with the carrier. Washing is necessary
to remove excess tetrahydroborate in order to ensure that the
reaction will take place only in a heterogeneous fashion on
the polymer surface when the acidic sample is Introduced.
Generation efficiency is shown as a function of regeneration
time in Figure 4. A level where further regeneration did not
result in better reduction efficiency was reached after 30 s with
a pumping rate of 3 mL/min. Washing for the same period
of time was sufficient.

Column Dimensions and Particle Size. A 50 rim long,
3 mm 1.d. column was tested in addition to the 100 rim long,
6 mm i.d. type recommended. The reagent capacity of the
smaller column was sufficient, but the peaks were I2ss sym-
metric and more noisy. The back-pressure was also rather
high for peristaltic pumping due to the smaller frits. Smaller
particles (a 40-60 mesh fraction sieved out from the practical
grade material) caused the same back-pressure problem as the
smaller column, and the 20-50 mesh resin was used as re-
ceived.

Column Lifetime. The polymeric reagent column could
be used for several months without significant degradation
in performance. If used with samples relatively high in
transition-metal lons, the polymer tended to darke: after a
while, presumably due to accumulation of colloid mstal pre-
cipitated by tetrahydroborate reduction. Slight disccloration
did not affect the arsenic signal, but the polymer could be
reconditioned by treatment with an acidic solution of the
amino acid L-cystine, which was recently reported to be a
powerful masking agent (14). Pumping a 3% solution of this
reagent in 4 M hydrochloric acid through the column restored
the original color and activity of the polymer in a few minutes.

Interference Studies. The maximum permissible con-
centrations of some transition-metal ions causing l:ss than
10% signal degradation when compared to the signal from
interferent-free sample solutions are shown in Table I. The
acceptable levels ranged from 200 to 500 ug/mL without
masking agent added. When L-cystine was added to the
samples to a final concentration of 3%, the acceptahle tran-
sition-metal concentrations were increased by a factor of ap-
proximately 10. This is better than methods employiag batch
generation (9, 10) or conventional continuous flow methods
(17, 22), but not as good as the chloride generation method
previously reported by us (23).

Metal jons are believed to interfere with hydride generation
after being reduced to the elemental state (22) or following
conversion to metal borides (7). Since the rate at which metal
fons are reduced is slow in comparison with the rate of arsine
generation (I17), a technique such as flow injection, which
shortens the sample/reagent interaction period, will suppress
the magnitude of the interferences.

The improved tolerance toward transition-metal nterfer-
ence may also be due to a low concentration of free tetra-

Table I. Maximum Permissible Concentrations (in mg/L)
for Some Transition-Metal Ions, Causing Less Than 10%
Signal Change in a Sample Containing 50 pg/L As(III), As
Compared to 2 Sample without Interferent Added

acid composition

interferent 4MHCI 4 M HCI+ 3% L-cystine
Ni 200 2500
Cu 400 5000
Co 500 4000
Fe 800 5000

hydroborate at the site of reaction. When the acidic sample
enters the reagent column, protons will participate in the
hydrolysis of tetrahydroborate ions bound to the polymer.
This results, according to currently accepted assumptions (24),
in the formation of hydrogen radicals that reduce the arsenic
present in the solution. As long as the tetrahydroborate ion
is bound to the polymer, coordination to the ion-exchange
group can cause steric hindrance that prevents arsenic from
forming complexes with tetrahydroborate, which is proposed
as one possible cause of the transition-metal interference (7).
Research needed to clarify these mechanisms is, however,
beyond the scope of this work.

Sample Loop Size. Significant tailing was observed when
a sample loop of 130-uL volurme was used. Decreasing the loop
volume to 40 uL allowed an increase in sample throughput
at the cost of a 35% decrease in signal peak height. The
ubiquitous incommensurability between sensitivity and
analysis time is thus present also in this technique, with the
times set out in the recommended procedure being a rea-
sonable compromise.

Arsenic Species Selectivity. The signal from As(V)
amounted to 70% of the signal from the same amount of
As(III) under the recommended conditions. This is in the
same range as reported for batch methods (25). It is thus not
possible to speciate discriminately between tri- and penta-
valent inorganic arsenic with the method as described at
present.

Detection Limit and Linear Working Range. We
achieved a detection limit of 1.5 ug/L for a 40-uL sample. This
compares well, on a concentration basis, with batch generation
methods. Since batch methods typically use much larger
sample volumes, the detection limit in absolute amount of
arsenic is better in the proposed method. The calibration
curve was linear from the detection limit up to 100 ug/L.
RSDs for four replicate analyses of solutions containing 6.25
and 50 ug/L As(IlI) were 3.1 and 1.5%, respectively.

To sum up, hydride generation with subsequent atomic
spectrometric detection can be carried out in the ng/ml range
on microliter samples with polymer-bound tetrahydroborate
used as a reducing agent in a flow injection system. Such a
system possesses a potential for minimizing interferences to
a level that will enable analyses of samples containing percent
amounts of transition-metal ions. Extension of the technique
to other hydride-forming elements is in progress.
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Characterization of the Nitrogen and Phosphorus Thermionic
Detector Response in Capillary Supercritical Fluid

Chromatography

P. A. David and M. Novotny*

Department of Chemistry, Indiana University, Bloomington, Indiana 47405

Selective response of the thermionic detector in the nitrogen
and phosphorus modes was characterized with respect to (1)
detector gas flow rates, (2) thermionic source composition,
and (3) supercritical mobile-phase composition. The most
critical detector parameters were the hydrogen detector gas
flow rate and the position of the thermionic source with re-
spect to the flame jet. The optimum thermionic source con-
sisted of approximately 73% SIO, and 12% each of Rb,0 and
Na,0. Additionally the selective thermionic response could
be obtained with silicate sources containing sodium exclu-
sively. However, source background current stability and
lifetime were much poorer than those with mixed alkali sili-
cate sources. The detector sensitivity and selectivity were
similar with either CO, or N,O mobile phases. Additionally,
up to 10 mol % of an organic modifier was added to the
supercritical mobile phase without causing large increases in
the detector background response. The separation of model
nitrogen- and phosphorus-containing compounds was used to
demonstrate the feasibility of modified mobile phase pressure
programming in conjunction with selective thermionic detec-
tion.

INTRODUCTION

The nitrogen- and phosphorus-sensitive thermionic detector,
also known as the alkali flame ionization detector (AFID), was
first described by Karmen and Giuffrida in 1964 for use in
gas chromatography (I). This type of thermionic detector
consisted of an alkali-impregnated wire grid, porous ceramic,
or compressed salt tip source (2) in contact with a hydrogen
flame. The flame in the AFID serves to volatize the alkali-
metal salt which in turn undergoes electron-transfer reactions
with heteroatom-containing species (N, P, etc.) in the flame.
The popularity of the AFID has diminished due to poor alkali
source stability and lifetime. Additionally, the magnitude and
quality of the selective response were strongly dependent on
each specific AFID design (3).

In 1974, Kolb and Bischoff introduced a design improve-
ment for the selective thermionic detector (). The Kolb—
Bischoff detector employed a rubidium-silicate bead fused

on a platinum wire. This thermionic source modification
enhanced the response reproducibility and the source lifetime.
The thermionic detector could be operated in either a nitro-
gen—phosphorus or a phosphorus-only selective mode (5).

In the nitrogen—phosphorus selective mode (NP-mode), the
source was present in a dilute hydrogen environment insuf-
ficient to maintain a flame. The thermionic source was held
at a negative potential and heated externally via a constant
current source. Additionally, the flame jet was held at a
negative voltage and the collector electrode was grounded.

In the phosphorus-only mode (P-mode), hydrogen flow rate
was increased to sustain a flame which also served to heat the
thermionic source. Once again, the source was held at a
negative potential and the flame jet and collector electrode
were grounded.

Fjeldsted et al. (6) initially evaluated the Hewlett-Packard
thermicnic detector for capillary supercritical fluid chroma-
tography (SFC) with promising results with both CO, and N,O
as the supercritical mobile phase. In this detector design,
positive ions are collected rather than negative ions, as in the
Kolb-Bischoff design (NP-mode) (3). West and Lee (7) have
also evaluated a Patterson-type thermionic detector for ca-
pillary SFC. This detector consists of a cesium-impregnated
ceramic source (8, 9). The alkali—ceramic source can be
modified to provide selectivity for electronegative species, such
the nitro group (TID-1-Nj). The Patterson detector performed
favorab .y under SFC density programming conditions in this
mode of operation. Additionally, this detection mode per-
mitted the use of a CO, mobile phase modified with methanol
at a volumetric concentration of 1%. However, mobile-phase
modification at this concentration resulted in no differences
in selectivity or resolution with respect to a pure CO, mobile
phase for the separation reported. West and Lee also eval-
uated the Patterson detector in the TID-2-H,/air mode. This
detector type is analogous to the nitrogen—phosphorus selective
Kolb-Eischoff detector. Under SFC mobile-phase density
programming conditions, the TID-2-Hy/air mode exhibited
significant decreases in background current (i.e. poorer sen-
sitivities) as the mobile-phase density increased.

We have recently reported the use of a selective thermionic
detector similar to the Kolb-Bischoff detector in both the
nitrogen—phosphorus and phosphorus-only selective detection
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Table I. Mobile-Phase Composition Study: Critica! Values
and Experimental Conditions

T,°C P,atm T,°C P, atm

N;O 365 714 118 1357
co, 309 728 100 1383
N,0/MeOH (NP-mode) 61.3  83.8 198 159.2
CO,/MeOH (NP-mode) 59.3  89.1 192 169.3
N,0/MeOH (P-mode) 516  80.6 167 1531
C0,/MeOH (P-mode) 481 830 156 159.2
CO,/IPA (Figure 1) 69.6 925 110 80-200

A Experiments performed at: T, = 3.24, P, = 1.9.

modes for capillary SFC (10, 11). We have observad stable
detector background currents and low picogram sensitivities
with mobile-phase pressure programming for both modes of
selective detection. In an attempt to understand these en-
couraging observations, a thorough characterization of the
thermionic response in SFC has been carried out in this work.
Three main studies were performed to monitor the thermionic
response in both selective modes with respect to (1) detector
geometry and gas flow rates, (2) thermionic source compo-
sition, and (3) mobile-phase composition.

This report summarizes the results of our studies. Im-
portant detector parameters necessary for responss optimi-
zation will be highlighted and insights into possiblz mecha-
nisms for the selective thermionic response will be discussed.
It will also be demonstrated that the selective natuze of this
thermionic detector has allowed the use of high concentrations
of mobile-phase modifiers in CO, or N,O.

EXPERIMENTAL SECTION

The supercritical fluid chromatograph was a laboratory-built
instrument as described previously (11, 12). Mobile-phase delivery
and pressure control were accomplished with a Brownlee Labs
Micropump with software version G (Applied Biosystens, Santa
Clara, CA). The mobile phases employed were SFC grade nitrous
oxide or carbon dioxide (Scott Specialty Gases, Plumsteadville,
PA). The mobile-phase cylinders were charged with 1500 psi of
helium headspace pressure to facilitate rapid filling of the pump
without externally cooling the pump heads. Methanol and 2-
propanol (Spectrophotometric Grade, Mallinckrodt, Inc., Paris,
KY) were filtered through a 0.45-um PTFE filter prior to use as
mobile-phase modifiers. To prepare the mixed mobile phase, the
B syringe of the Brownlee Micropump was first filled with an
appropriate modifier. When the B syringe was full, the A syringe
was then filled with pure CO, or N,O. Mixing was accomplished
by dispensing each mobile phase component into an in-line mixing
tee provided in the micropump. The volumetric ratio of com-
ponents was set by controlling the relative pumping rave in each
syringe. The mixing of fluids with greatly different compressi-
bilities required equilibration times of 2-3 h to establisa a stable
detector background current, thus ensuring a homogereous mo-
bile-phase mixture.

The approximate mole fraction of each mobile-phase compo-
nent was calculated by using the densities of the two sluids en-
tering the room-temperature mixing tee and the volume of the
mixer. The density of the pure supercritical fluid was calculated
by the Lee-Kesler equation (13). The critical temperature of the
binary mixtures was calculated via the method of Chueh and
Prausnitz (14) and the mixture critical pressure by the approach
of Kreglewski and Kay (14). All experiments were performed at
a reduced temperature (T}) of 3.24 and a reduced pressure (P;)
of 1.9. The experimental mobile-phase critical values .are listed
in Table I. The mixed mobile phases used in the NP mode
contained 10 mol % methanol and 6 mol % methano! in the P
mode.

Injection was accomplished via an electrically actuated high-
pressure valve with an internal sample loop volume of 0.06 L.
(Valco Instruments, Houston, TX). Split injection was used for
all analysis with a split ratio of 5:1. The capillary column used
was 50 um i.d. and 10 m in length. The fused silica surface was
deactivated prior to coating through treatment with poly(me-

Table II. Bead Composition

bead % Si0; % Rb0 % Cs;0 % NayO % By0,

A 73.3 12.2 12.6 1.8
B 73.8 12.2 119 2.1
[ 85.6 12.3 2.0
D 83.8 12.2 4.0
E 85.5 12.3 2.2

Table 111, Optimum Detector Operating Parameters
NP-mode P-mode

H, flow rate, mL/min 1.5-2.0 30-32

air flow rate, mL/min 150-275 250400
bead position, mm above jet 1.5-2.5 1-1.5
restrictor position, cm below jet 0.5-1.0 0.5-1.0
bead heating current, A 3.0-3.2

sensitivity, pg/s 1-2 0.1-0.2
selectivity, decades 3.0 2.0

thylhydrosiloxane) (85 ¢St) (Petrarch Systems, Bristol, MA) (15).
The column was statically coated at 65 °C with a 40 mg/mL
solution of SE-33 in Freon 11 to produce a 0.50-um film (16). The
stationary phase was cross-linked 3 times with azo-tert-butane
(Alfa Products, Danvers, MA) (17).

Pressure restriction required for operation of a flame-based
detector was accomplished by forming an integral restrictor di-
rectly at the end of the coated column (18). The detector was
a Perkin-Elmer Sigma 3 nitrogen—phosphorus detector (NPD)
modified as was previously described (12). Polarization voltage,
bead heating current, and signal amplification were provided by
a Perkin-Elmer stand-alone NPD electrometer (Model 330-0543,
Perkin-Elmer, Norwalk, CT). The thermionic sources were
prepared according to the procedure of Lubkowitz et al. {19). The
beads contained various mixtures of silicon(IV) oxide (Gold Label,
Aldrich Chemical Co., Milwaukee, WI), rubidium or cesium nitrate
(Puratronic Grade, Alfa Products, Danvers, MA), and sodium
carbonate and boric acid (Reagent Grade, MCB Manufacturing
Chemists, Inc., Cincinnati, OH). Beads were prepared by heating
the appropriate mixture of these chemicals in a fused silica crucible
(Fisher Scientific, Cincinnati, OH) with a propane/oxygen flame.
The bead materials formed a molten flux consisting of the cor-
responding oxides of the original compounds. The composition
of the various thermionic sources used can be found in Table IL

All detector gas flow rates were regulated with high-quality
rotamers (Aalborg Instruments and Controls, Inc., Monsey, NY)
with the exception of the hydrogen flow in the NP detector mode
which was regulated via a mass-flow controller (Brooks Instrument
Division, Emerson Electric Co., Hatfield, PA). The distance
between the thermionic source and the flame jet tip was set with
a spacer fabricated from copper wire to establish the appropriate
source/jet gap. The copper wire spacer was removed prior to
detector operation.

The test solutes used in the bead composition and mobile-phase
composition studies were quinoline (NP-mode) and trimethyl-
phosphate (P-mode) (Aldrich Chemical Co., Milwaukee, WI). All
nitrogen-containing test solutes were obtained from Aldrich
Chemical (Milwaukee, WI) and the phosphorus-containing pes-
ticide standards were supplied by Alltech Associates (Deerfield,
IL).

RESULTS AND DISCUSSION

The optimum detector operating conditions are summarized
in Table III for both selective detection modes. In the NP-
mode, the most crucial parameter to optimize was the hy-
drogen flow rate. An H, flow rate of 1.5-2 mL /min provided
optimal detector sensitivity with negligible base-line noise and
drift. The use of a mass-flow controller allowed the flow to
be precisely maintained. In short-term experiments where
better than low pg of N/s sensitivities are required, the H,
flow rate can be increased up to 3 mL/min. This results in
better sensitivities at the expense of bead lifetime. Also, at
this H; flow, a 5-10% base-line shift (detector background
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current shift) occurred during a mobile-phase pressure pro-
gram at 10 atm/min from 75 to 350 atm.

" Other detector parameters of importance were the bead
heating current and bead position. The heating current must
be maintained at a level corresponding to 10-20 pA of back-
ground current in the detector. Bead temperatures which
produce this level of background current provide optimal
signal/noise characteristics in conjunction with low millili-
ter-per-minute H, flow rates. Additionally, as the thermionic
source ages, the heating current must be increased to maintain
the appropriate background current. The bead position was
maintained at least 1.5 mm above the flame jet to avoid bead
cooling as a result of the increased supercritical mobile-phase
flow rate during a mobile-phase density program. The
thermionic source background current decreases as a result
of this cooling. A chromatogram with a negative-sloping base
line is diagnostic of a bead position too close to the flame jet.
External heating of the thermionic source allows a constant
response to be maintained at bead positions 1.5-2.5 mm above
the jet.

In the P-mode, the hydrogen flow rate and the bead position
were again critical parameters for detector optimization. The
maintenance of a flame in the detector requires H, flow rates
of 30-32 mL/min. Again, higher flows (up to 40 mL/min)
resulted in increased signal, but problems occurred due to
shorter bead lifetimes and decreased selectivity for phosphorus
over carbon. Since the flame also provides for bead heating,
the bead position was closer (1-1.5 mm) to the flame jet. In
the P-mode, bead position too close to the flame jet resulted
in a chromatogram with a positive-sloping base line. This is
due to changes in the flame geometry as a result of the in-
creased mobile-phase flow rate during a density program from
75 to 350 atm. We hypothesize that the increased mobile-
phase flow acts to elongate the flame which results in the bead
residing in a hotter region of the flame. This is manifested
in an increasing detector background current during a density
program.

If the optimum detector conditions are maintained, a
thermionic bead in either selective mode can be used with a
minimal decrease in sensitivity for approximately 2 months.
It should be noted that the P-mode exhibited approximately
an order of magnitude sensitivity over the NP-mode. How-
ever, due to the presence of a flame in the P-mode, selectivity
was poorer compared to the NP-mode. Additionally, these
detectivities and selectivities are approximated 10 times poorer
than those obtained under GC conditions.

Table IV summarizes the results of our study of the ther-
mionic detector response for various bead compositions. The
values reported are the average of the data obtained with three
beads at each composition. In both selective modes, the beads
containing 12% of both RbyO and Na,O exhibited the opti-
mum response {(bead A). Recently, van de Weijer et al. (20),
have reported that the response of the Kolb-Bischoff detector
in the NP-mode to organonitrogen compounds can be obtained
by using silicate sources containing sodium as the only alkali
species. Our results tend to support their findings (bead C).
However, we have observed that bead equilibration (burn-in)
times are much longer with the sodium-only beads (36 vs 12
h), and detectivities are poorer compared to our mixed ru-
bidium/sodium bheads. Additionally, the sodium-only beads
(bead C) do not maintain optimum sensitivity for more than
2 weeks.

Additionally, van de Weijer et al. have proposed that the
mechanism of thermionic response is that of a gas-phase
ionization of sodium atoms (20). In an attempt to verify this
mechanism for SFC, silicate sources containing rubidium or
cesium-only were fabricated (beads D and E). The substan-
tially poorer sensitivities obtained with these beads tend to

Table IV

A. N-Thermionic Detector Response vs Bead Composition®

background selectivity,
bead sensitivity, pg of N/s  current, pA decades
A 1.5 15 2.5
B 2.0 15 2.5
C 6.0 120 1.5
D 27 15 2.2
E 21 15 24

B. P-Thermionic Detector Response vs Bead Composition®

sensitivity, background selectivity,
bead pgof P/s current, pA decades
A 0.55 5 1.7
B 0.50 6 0.9
C 1.5 1 1.3
D 25.0 4 1.0
E 50.0 2 0.0

“Mobile phase: N,O. T, = 3.24. P, = 1.9. *This bead required
24-36 h to equilibrate. All other beads stabilized in 12 h. °Mobile
phase: N,O. T, =324. P, =19.

Table V
A. N-Thermionic Detector Response vs Mobile-Phase
Composition
sensitivity, background selectivity,
pg of N/s current, pA decades
N0 1.3 10 2.2
co, 15 7 2.4
N,0; MeOH 14 30 2.5
C0,/MeOH 1.0 15 2.7
B. P-Thermionic Detector Response vs Mobile-Phase
Composition
sensitivity, background  selectivity,
pgof P/s current, pA decades
N,0 0.55 30 1.7
co, 0.58 40 15
N,0, MeOH 0.61 30 14
CO,/MeOH 0.66 30 1.3

reinforee the mechanism of sodium exchange into the reactive
plasma NP-mode) or flame (P-mode) region where sodium
is ionized by radicals with large electron affinities (i.e. CN,
PO, PO,), although selective response can be obtained with
beads.

Table V summarizes the results of studies of the thermionic
responss with respect to mobile-phase composition. The
NP-mode of the thermionic detector exhibited negligible
change in response with respect to the pure mobile phases
(COq, NyO). The detector also maintained good sensitivity
using 1¢ mol % methanol-modified mobile phases with rela-
tively minor increases in the detector background current. To
demonstrate the feasibility of using a modified supercritical
fluid mobile phase in conjunction with thermionic detection,
separation of a model mixture of nitrogen-containing polycylic
aromatic hydrocarbons was performed. Modification of the
CO; or N,0 mobile phases with 10 mol % methanol did not
result ir. significant changes in resolution or solute retention.
Yonker and Smith (21) and Fields et al. (22) have reported
significant changes in solute retention by using supercritical
carbon dioxide mobile phases modified with 2-propanol in
capillary SFC with UV detection. Addition of 10 mol %
2-propanol to supercritical CO, resulted in significant de-
creases of retention for acridine, aminonaphthalene, and am-
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Figure 1. Separation of model nitrogen-containing compourds in the
NP-mode: (A) mobile phase 100% CO,, (B) mobile phase CO, with
10 mo! % 2-propancl; peak designation (1) quinoline, (2) acridine; (3)
1-aminonaphthalene, (4) 1-aminopyrene; temperature, 110 °C: detector
range, 8 X 1072 A,

inopyrene, while the capacity factor for quinoline remained
unchanged (Figure 1). It is also significant to note that the
detector base line remains stable during the pressure program
at a detector range of 8 X 10712 A,

Sensitivity, background current, and selectivity in the P-
mode of the thermionic detector were similar for CCs,, N,O,
and a 6 mol % methanol modification of CO, and N,0. At
mobile-phase loadings of greater than 6 mol % methanol, the
background current increased dramatically to low nancampere
levels and continued to increase during mobile-phase pressure
programs. These changing background levels make pressure
programming unrealistic. However, a nitrous oxide/6 mol %
methanol mobile phase did result in significant retention
changes for a model mixture of phosphorothicate pesticides

B
1 [
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Figure 2. Separation of model phosphorus-containing compounds in
the P-mode: (A) mobile phase 100% N,O, (B} mobile phase N,O with
6 mol % methanol; Peak designation (1) O,0-diethyl S-[(ethylthio)-
methyl] phosphorodithicate (Phorate), (2) O,0-diethyl $-2-[{ethyl-
thio)ethyl]phosphorodithicate (Di-Syston), (3) diethyl [(dimethoxy-
phosphinothioyhthio] butanedioate (Malathion), (4) 0,0,0’,0-tetraethyl
8,8’ -methylene phosphorodithicate (Ethion), temperature, 110 °C;
detector range, 8 X 1072 A,

(Figure 2). Since this sample exhibited limited solubility in
CO, or modified CO, mobile phases, N0 mobile phases were
used exclusively. It should be noted that NyO is an oxidant,
which may be potentially hazardous when mixed with organic
modifiers at high pressures.

Crucial thermionic detector parameters have been identified
through a careful characterization of the thermionic response.
In both the NP and P selective modes, the hydrogen flow rate
and bead position are the most important parameters for
response optimization. Thermionic sources containing 12%
each of Rb,0 and Na,O exhibited the optimum sensitivities
and lifetimes. Poor sensitivities of thermionic sources con-
taining rubidium or cesium only tend to reinforce the gas-
phase ionization mechanism of thermionic response proposed
recently by van de Weijer et al. (20). The thermionic detector
exhibits sufficient selectivity to permit the use of supercritical
mobile phases containing up to 10 mol % of an organic
modifier. The thermionic detector could also be extremely
useful in SFC with microbore packed columns. These columns
provide mobile-phase flow rates compatible with flame-based
detectors. Mobile-phase modifications at the 1-2 mol % levels
are routinely used with microbore columns to dynamically
deactivate active sites on the packing material and permit the
analysis of polar compounds. Unfortunately, the use of organic
modifiers complicates the use of other flame-based detectors,
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except for modifiers which have a negligible response in the
flame (i.e. formic acid, formamide, or water). Consequently,
the UV or mass spectrometric detectors are used in SFC with
modified mobile phases. However, the use of the thermionic
detector in microbore SFC could potentially allow highly
sensitive detection as well as the use of a wide range of organic
modifiers with the exception of those containing nitrogen or
phosphorus. Additionally, the decreased solute capacity
factors resulting from the use of modified supercritical mobile
phases can be important to SFC in terms of decreasing time
of analysis for certain compounds.
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Square Wave Voltammetry at a Mercury Film Electrode:

Experimental Results

Kazimierz Wikiel' and Janet Osteryoung*

Department of Chemistry, State University of New York at Buffalo, Euffalo, New York 14214

Experimental results for direct and anodic stripping square
wave voltammetry at a silver-based mercury film electrode
(SBMFE) are presented for -2 < log (/(f/D)"?) < 1, where
I'is film thickness, f frequency, and D diffusion coefficient.
Theoretical predictions are firmly confirmed by the experi-
mental results for Pb(11)/Pb(Hg) for the magnitude, shape,
and position on the potential scale of the voltammograms.
The usefulness of the SBMFE under square wave conditions
is established even at high frequency. However, some de-
viation for square wave experiments at silver-based microe-
lecirodes is observed at high frequency.

The mercury film electrode (MFE) is presently a well-
recognized tool for electroanalytical practice. Anodic stripping
voltammetry at the MFE by means of pulse techniques is
applied frequently in trace analysis (). Although the theo-
retical calculations for direct (2) as well as anodic stripping
(3, 4) square wave voltammetry have been published, only a
few experimental results following these theoretical treatments
have been reported. Some results obtained at the glassy-
carbon-based MFE (5) and iridium-based MFE (6-8) deviate
from theoretical predictions. Markedly smaller than expected
reverse current has been observed for both direct and anodic
stripping square wave voltammograms when high square wave
frequency has been applied. In some cases, however, ideal
behavior was observed.

1Present address: Institute of Precision Mechanics, Duchnicka
3, 00-967 Warsaw, Poland.

The mercury-plated glassy carbon electrode exhibits be-
havior predicted for a film electrode quantitatively over a wide
range of conditions for linear scan stripping. Mercury on
glassy carbon substrates exists as a collection of individual
droplets dispersed across the surface. The connection between
the droplets and carbon is sufficiently weak that for deposition
at a rotating disk electrode even at modest rotation rates (e.g.,
2000 rpm) mercury droplets slide across the carbon surface
and on to the surrounding insulator (5). Thus differences
between experimental results and those of a film model should
not be surprising. On iridium substrates coherent films of
mercury are formed (6-9). However in both direct and
stripping square wave voltammetry at such electrodes anom-
alies occur at higher square wave frequencies (6, 8).

In this report we present some experimental results ob-
tained at mercury film electrodes under square wave condi-
tions over a wide range of mercury film thickness and square
wave frequency using a silver-based mercury film electrode.
It has been reported (10, 11) that this type of MFE follows
theoretical predictions for the Pb(II)/Pb(Hg) system under
cyclic and anodic stripping linear scan conditions. Considering
the above discussion, it can be seen that the objective was
twofold. One goal was to confirm experimentally the theo-
retical predictions based on the thin layer model for SWV (2,
3). A related but quite different goal was to demonstrate that
the simple model of a film electrode has a practical experi-
menta. realization which permits the general extension of
square wave voltammetry to mercury film electrodes.

EXPERIMENTAL SECTION

All chemicals used in this study (Pb(NO,),, NaNQ;, CH;COOH,
CH,COONa, EDTA, HCIO,, Hg,(C10,)s, NaOH) were analytical

0003-2700/89/0361-2086$01.50/0 © 1989 American Chemical Society
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Figure 1. Net (—), forward (A}, and reverse (V) current function of DSWV for 2 X 107* M Pb(II)in 1 M NaNQ;. SBMFE: A = 4.4 mm% [ =
4.2 um. AE, =5 mV; E,, = 25 mV; f = (1) 6, (2) 30, (3) 120, and (4) 600 Hz.

grade and used as received. An EG&G PARC 278 potentiostat
interfaced to a PDP 8/e computer system was employed for
voltammetry. A PAR 173 potentiostat equipped with a PAR 179
coulometer was employed for deposition and stripping of mercury.
A three-electrode conventional jacketed cell was used with tem-
perature maintained at 25 + 0.2 °C. An SCE was used as the
reference electrode and a platinum wire as the counter electrode.
Solutions were deaerated by sparging with high-purity argon.

Silver-based mercury film electrodes (SBMFE) were prepared
according to the procedure presented by Stojek and Kublik (10).
The electrode was a cylinder formed by sealing 3-4 mm of 0.5
mm diameter silver wire into soft-glass tubing. Final electro-
deposition of mercury was preceded by the formation on the silver
surface of solid silver amalgam. This was formed by depositing
a thick layer, approximately 10 gm, of mercury directly onto the
silver electrode and then storing in deionized water for about 24
h. After that the excess of liquid mercury was stripped electro-
chemically. In all experiments this solid silver amalgarn was in
fact the substrate for the mercury film. The quantity nAC*Do4?
was determined for the SBMFE electrochemically by comparison
of linear scan results for cathodic reduction of Pb(Il) at the static
mercury drop electrode (SMDE PARC 2034, medium size drop,
A = 0017 cm? with results obtained at the SBMFE unde exactly
the same conditions. The geometric area of the silver substrate
was used to calculate the thickness of mercury films from the
deposition charge.

Mercury was deposited electrochemically from a solution of
0.05 M Hg(I) in 0.1 M HCIO,. The charge passing during the
deposition was monitored coulometrically. The thickness of the
mercury film was determined from the charge passed during the
oxidation of mercury (n = 2) from the substrate in a solation of
0.05 M EDTA in acetate buffer, pH = 4.8. The film thickness
is less than 1% of the diameter of the wire. Under microscopic
examination it is uniform.

The concentration of lead in the mercury phase, necessary to
calculate the current function in anodic stripping experiments,
was determined from the charge of the oxidation of lead under
linear scan conditions.

As suggested by Stojek and Kublik (10), in order to ref-esh the
surface of mercury, the SBMFE was negatively polarized at ap-

prozimately 6 V in 2 M NaOH for approximately 2 s before each
set of experiments. This treatment is accompanied by copious
evolution of hydrogen and results in a perfectly adherent and
reflecting film. The proper preparation of the SBMFE was
verified experimentally by comparison of results obtained under
linear scan conditions with theoretical predictions presented by
De Vries and van Dalen (1I) and Donten et al. (12). The
agreement was very good. For the time scales employed here
cylindrical diffusion should be unimportant.

A silver-based mercury microelectrode was prepared by sealing
a silver wire 25 um in diameter into a 2-uL micropipet. After fine
polishing with 0.05-#m alumina suspension, the silver microdisk
electrode was dipped into bulk mercury. Microscopic examination
of the resulting electrode showed that a hemisphere of mercury
with a diameter of approzimately 25 um had been attached to
the silver substrate.

RESULTS AND DISCUSSION
Direct Square Wave Voltammetry (DSWV). According
to the theoretical predictions the shape and position of square
wave voltammograms obtained for the system M™*/M(Hg)
at a MFE depends on the value of mercury film thickness and
square wave frequency as combined in the dimensionless
parameter A which is defined as

A = If/Dp'? )

where [ is the mercury film thickness, f is the square wave
frequency, and Dy, is the diffusion coefficient of the species
in the mercury phase.

Figure 1 presents typical DSWV voltammograms for the
system Pb(II)/Ph(Hg) obtained at an SBMFE with the same
mercury film thickness and various frequencies. The values
of log A given in the figure captions were calculated by using
the value D(Hg) = 1.25 X 107 cm?/s (13). The current is
displayed as a dimensionless current function defined as

W(t) = i(t)w' /2 /nFADY* 2 Co* 2)

where y(¢) is the dimensionless current function at the time
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Figure 2. Net DSWV peak position as a function of fog A. Other
conditions are given in Figure 1. Solid line denotes theoretical results.

t, i(t) is the current at the same time, n is number of electrons
involved in the electrode reaction, F is Faraday’s constant,
A is the surface area of the MFE, Dy, is the diffusion coefficient
of M™ ions in solution, f is square wave frequency, and Co*
is the bulk concentration of M™ ions. The factor nACo*Dp/?
required to obtain the dimensionless current, ¥(t), from the
experimental current, i(t), was determined as described in the
Experimental Section.

The curves presented in Figure 1 are very well shaped in
terms of net peak as well as both forward and reverse peaks,
without any anomalies even for square wave frequency as high
as 600 Hz. (It should be emphasized that in the case of glassy
carbon and iridium-based electrodes properly shaped square
wave voltammograms cannot be obtained reliably at such high
frequencies {(5-8)). As predicted by theoretical calculations
(2) the net current voltammograms retain their symmetrical
shape, whereas the individual forward and reverse peaks
change shape significantly with changes in dimensionless
parameter A.

As under linear scan conditions, the position of these
voltainmograms shifts toward more negative potential as the
value of A is decreased. Quantitative results for the net peak
position obtained at the SBMFE over a wide range of A pa-
rameter (mercury film thickness 0.25-8 um; frequencies 6-600
Hz) are presented in Figure 2. The solid line represents
calculated results for two-electron reversible charge transfer
at the MFE. The agreement between experimental and
theoretical results is very good over the entire range of A
values. It has been shown (2) that for the thin layer region
(A < 0.1) the peak position can be described by

n(E, — Eqp9) = -34.1 + 59.2 log A, mV 3)

where E, is the potential of the net peak and Ey, is the
reversible half-wave potential. The least-squares linear re-
gression of E;, — E;, on log A for the range of log A from —1.76
to -0.71 yields the experimental value of 29.8 mV/log A unit
with correlation coefficient of 0.992. This value agrees very
well with the theoretically predicted value of 29.6 mV/log A
unit for a two-electron reversible process.

Figure 1 also shows that the dimensionless peak current
depends on the value of the dimensionless parameter A. The
dimensionless net peak current is larger for A values around
1 (Figure 1, curves 2 and 3) and voltammograms obtained with
either smaller (curve 1) or larger (curve 4) values of A have
smaller dimensionless net peak currents. Figure 3 presents
some quantitative results for the net, forward, and reverse
peak currents as a function of log A. Generally, the shapes
of all of these plots agree reasonably well with the theoretical
caleulations represented by solid lines. The net and reverse
peak current functions are peak shaped with the maximum
and minimum, respectively, occurring around the value of log

CURRENT FUNCTION

-i.0 :
-0 —2.0 5.0 2.3 4.0

LOG LAMBOA
Figure 3. Net (<), forward (A), and reverse (V) DSWV peak current
function versus log A. Conditions are given in Figure 1. Solid lines
denote theoretical results.
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Figure 4. Half-width of the DSWV net peak as a function of log A.
Conditions are given in Figure 1. Solid line denotes theoretical resuits.

A = 0. Also experimental plots for forward peak current
functicn agree quite well with theoretical predictions. Some
spread of experimental points around theoretical lines is
caused by inaccuracy in determination of mercury film
thicknaess.

It was calculated theoretically (2) that the net peak half-
width is not affected by changes in A, remaining relatively
constant (nWy;, = 126 & 2 mV) except around log A =0
(nWy); = 130 mV). The values of 120~130 mV obtained
experimentally as shown in Figure 4 are in good agreement
with theoretical predictions.

Square Wave Anodic Stripping Voltammetry
(SWASV). As in the case of DSWV experiments the shape
and pesition of anodic stripping square wave voltammograms
are affected by changes in the value of the dimensionless
parameter A. Figures 5 and 6 show two sets of anodic stripping
experiments for the system Pb(II)/Pb(Hg). Curves presented
in Figare 5 were obtained at the SBMFE with the same
thickness and various frequencies whereas Figure 6 presents
results for constant frequency and various thicknesses. As
above for DSWV experiments the net peak retains its sym-
metrical shape whereas both forward and reverse peaks are
affected markedly as the value of A is changed. Notice that
the relative positions of the forward and reverse peaks change
with changing value of A. For low values of A (log A < 0) the
forward peak (oxidation peak) occurs at a potential more
negative than the reverse one (Figure 5, curve 1, and Figure
6, curves 1-3). For large values of A (log A > 0.5) the forward
peak is at a more positive potential than the reverse one
(Figure 5, curve 4) and the shape of voltammograms obtained
for such values of A resembles the shape of the square wave
voltammograms for the reversible couple with unrestricted
diffusion control.
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In the case of SWASV the dimensionless current function

is defined by

Y(t) = Uy 2nFADY/?f\/2Cy*

4)

where Cg* is the concentration of metal deposited in the
mercury film and other symbols have the same meaning as
for eq 1 and 2. It has been shown also (3) that for the thin
layer region (log A < —1) the net peak current function is
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strictly proportional to the value of A
Ay, = 0.528A ®)

Figure 7 shows quantitative results for the thin layer region.
The plot of the net peak current function versus lamhbda is
a straight line with a slope of 0.525/A unit (correlation
coefficient 0.995) which may be compared with the theoretical
value of 0.528; i.e., the agreement for this region is excellent.
These results are significant from the analytical point of view,
since the total current does not depend on mercury film
thickness in this region. Replacing the A value in eq 5 by its
definition (eq 1) and bearing in mind the definition of y(¢}
(eq 4), one can obtain

Al = (2.874 X 109nACR*lf (6)
Since gg, the total charge of deposition, is defined as
gg = nFACR*! )
the final expression for net peak current is

A, = 0.298qpf (8)

This means that the anodic stripping net peak current depends
straightforwardly on the total amount of metal deposited in
the mercury layer, provided that log A is smaller than -1.
Thus for the same conditions of metal deposition (the same
deposition time and potential, constant mass transport con-
ditions) the peak current depends straightforwardly on the
bulk concentration in solution.

The results for peak current funetion over the entire range
of log A under investigation are presented in Figure 8. To-
gether with results for the net peak, experimental results for
both forward and reverse peak current function are presented.
Solid lines represent the theoretically calculated results for
the same case. Generally the shape of all three plots agrees
with the theoretical shape. There is some deviation of ex-
perimental points from the theoretical prediction. However,
bearing in mind that the determination of Cg¥, the value of
which is necessary to calculate the peak current function in
this case, introduces some additional degree of inaccuracy, it
seems that the agreement between the experiment and theory
is quite good.

Figure 9 shows the experimental results for anodic stripping
net peak position as a function of the dimensionless parameter
A. Again, the solid line represents the results of calculation.
Theoretically (3) this dependence was described as follows:

n(E, ~ Eqj9) = —46.7 + 59.2 log A, mV )

provided that A is smaller than 0.1. Again, the slope of the
plot of (E; - Ey9) vs log A for a two-electron reversible system
should be 29.6 mV/log A unit. The value obtained experi-
mentally by least-squares linear fit (range of log A from -1.71
to —0.47, correlation coefficient 0.986) for the slope, 28 mV/log
unit, is very close to the theoretically predicted value.

The solid line presented in Figure 10 represents theoretical
calculations for net peak half-width as a function of log A.
This line was obtained on the basis of results reported by
Kounaves et al. (3). The dashed line shows exactly the same
dependence but calculated according to Penczek and Stojek
(4). Points represent experimental results for the net peak
half-width obtained for SWASV. It follows from Figure 10
that the distribution of experimental points is not very much
worse than the difference in the results of two different ap-
proaches to the calculation, and the experimental value of Wy
is in the range 50-60 mV for the entire range of log A. Note
that the waveform of ref 4 is not exactly the same as that of
ref 3. The dashed curve of Figure 10 is the result of ref 4
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Figure 7. SWASV net peak current function versus dimensionless
parameter A. Solution and conditions as in Figure 5. Solid line denotes
the best linear fit.
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modified to take this into account.

Experimental results presented above show that the Pb-
(I) /Pb(Hg) system behaves as predicted theoretically at the
silver-based mercury film electrode under direct and anodic
strippiag square wave conditions. The excellent behavior of
the SEMFE under linear scan conditions has also been re-
ported (10, 12). The present work confirms the usefulness
of this type of mercury film electrode also under square wave
conditions over a wide range of frequencies.

Results presented above do not contradict the reports of
anomalies resulting from application of SWV to other types
of mercury film electrodes (5-8). They rather emphasize the
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differences in properties of these electrodes. Although no
difference has been observed under linear scan conditions (9,
10, 12, 14), differences are observed under square wave con-
ditions which, because of large amplitude potential pulses, is
more demanding.

The SBMFE has two unique characteristics. First, the solid
substrate is a well-defined solid amalgam, which provides a
chemically favorable environment for adhesion of mercury.
Second, a procedure exists whereby the mercury film can be
restored to its initial condition after each experiment. It
should be emphasized that the performance of the SBMFE
deteriorates quickly with use, and the polarization in 2 M
NaOH is essential to maintain theoretical response over a
working day. A hanging mercury drop also deteriorates in
performance rapidly; its reliability is ensured only by using
a fresh drop for each experiment. Thus it is perhaps not
surprising that the iridium-based MFE displays anomalies at

high frequencies, as there is no procedure for cleaning it. (The
procedure for the SBMFE, when applied to an iridium-based
MFE, blows the mercury off of the surface.)

There is substantial convenience in carrying out anodic
stripping voltammetry at a microelectrode, because the de-
position step can be carried out efficiently by diffusion in quiet
solution. Figure 11 presents results obtained at the silver-
based mercury microelectrode described in the experimental
section for 10 mM Pb(II) solution under direct square wave
and staircase conditions. For staircase conditions curves
obtained both at low and high frequencies are reasonably well
shaped. The voltammetric deposition of Ph(II) at low fre-
quency (Figure 11-3) has the characteristic S-shape which is
observed when the diffusion layer is comparable in thickness
to the small dimension of the electrode. The pronounced
enhancement of the anodie current at low frequency is due
to accumulation of Pb in the film. At higher frequencies
(Figure 11-4) the dimensionless size of the electrode is greater
(r(f/D)*? ~ T) and thus the response resembles more closely
that expected for unrestricted planar diffusion.

The square wave voltammogram at low frequency (Figure
11-1) displays nearly steady state forward current but a reverse
peak because the product is concentrated in the film. Note
that the forward liniting current is the same as in the staircase
mode (Figure 11-3). The reverse peak is much less pronounced
than the staircase reverse peak because the elapsed time at
the peak, and hence the extent of electrolysis, is less (¢ = (E;
- E)/fAE for square wave, t = (E; — 2E; + E) /fAE for stair-
case). On the other hand, the square wave voltammogram
obtained at 300 Hz displays no reverse current. This anomaly
in the reverse current is consistent with the results of Wechter
and Osteryoung (6) for the iridium-based MFE and definitely
is not connected with the choice of silver as the substrate for
mercury. Thus it may be that the anomalies observed at the
iridium-based MFE, which is quite small (the iridium sub-
strate is an embedded disk 127 um in diameter), have more
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Figure 11. Direct square wave (1, 2} and staircase (3, 4) volitammograms obtained for 10 mM Pb(II) in 1 M NaNO; at the silver-based mercury
microelectrode (r = 12.5 pum). AE, (MV) = (1, 2) 5 and (3, 4) 1.41. f(Hz) (1) 3, (3) 6, and (2, 4) 300. E,, = 25 mV.
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to do with electrode size than with the nature of the substrate.

The conclusions, then, are that the SBMFE, when macro-
scopic, behaves ideally when used for square wave voltam-
metry in either the direct or stripping modes, and that the
experimental results agree with the theory for these cases over
wide ranges of variation of both frequency and film thickness.
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Square Wave and Linear Scan Anodic Stripping Voltammetry
at Iridium-Based Mercury Film Electrodes

Carolyn Wechter and Janet Osteryoung*

Department of Chemistry, State University of New York at Buffolo, Euffalo, New York 14214

The voltammetric response of an iridium-based mercury film
electrode is described. Linear scan and square wave vol-
tammetry are used in the direct and anodic stripping modes
for the determination of lead. Mercury film electrodes of this
geometry (radius 63.5 um, thickness 1-100 um) evidence
mixed diffusion regimes in solution and within the mercury
layer. Experimental results are compared with existing the-
oretical models.

Mercury film electrodes (MFE) have long been employed
for the determination of metals using anodic stripping vol-
tammetry (ASV). They are prepared by depositing a thin
layer of mercury (0.001-10 um) onto a solid substrate {(Pt, Ag,
Au, carbon). The MFE retains the advantages of the mercury
drop, for example the favorable overpotential for hydrogen,
yet avoids the hazardous and problematic use of bulk mercury.
In addition species soluble in mercury typically display re-
stricted diffusion within the mercury layer. Resolution is
increased therefore with respect to the mercury drop, as
voltammetric peaks become more narrow. Excellent repro-
ducibility and sensitivity are also achieved, and MFEs are
easily adapted to fit a variety of cell geometries, including
placement in flow systems.

A variety of potential waveforms have been used with an-
odic stripping voltammetry. Linear scan ASV (LSASV) at
the MFE has a well-developed theory and ample experimental
results in the literature. The voltammetric stripping peaks
are characterized by peak current (or ¢, the dimensionless peak
current), peak position (or n(E, - Ey ), the normalized peak
position), and peak half-width (or nWy 5, the normalized peak
half-width). Pulse voltammetric techniques have also been
combined with ASV. These methods are noted for their
discrimination against charging currents. Differential pulse,
in particular, has often been used for routine analytical in-
vestigations. Square wave voltammetry (SWV) appears to be

a favorable technique due to its fast scan capabilities, peak-
shaped response, and increased sensitivity compared with
differential pulse voltammetry (I). The recent introduction
of commercial instruments that perform SWV should increase
its use with ASV.

The main purpose of this work is to test the useful range
of practical application of the iridium-based mercury film
electrode both with respect to the parameters of the electrode
itself and those of the voltammetric techniques employed,
staircase and square wave voltammetry. Despite the com-
plexity of the resulting diffusional problem as described below,
the work is restricted to electrodes employing a 127-um-di-
ameter substrate, because this small size facilitates the plating
process and is readily available.

Iridium-Based Mercury Film Electrodes. Some ma-
terials commonly used as substrates present problems with
dissolution of the base metal (Pt, Ag, Au) in mercury, or
nonwetting of the substrate {carbon) by mercury. Kounaves
and Buffle (2) have investigated the properties that make a
material suitable for use as a substrate for mercury deposition
and concluded that iridium is best because it is wetted by but
is not soluble in mercury. They have deposited mercury on
an embedded circular iridium electrode of radius 2 mm and
determined that no intermetallic Ir/Hg species are formed
(8). For films less than 1 wum thick, experimental results
confirrned theoretical predictions for LSASV (4). However,
for thicker films, whereas the current-scan rate behavior
agreed with theory for thin films, the experimental values of
peak potential and half-width corresponded to those of a
thicker film probably because mercury forms a spherical
segment, rather than a flat film.

Golss et al. (5, 6) reported the use of iridium-based mercury
film elzactrodes (IrMFE) for chronoamperometry and linear
scan voltammetry. Cohesive films of mercury were achieved,
the most stable corresponding to a hemisphere. These elec-
trodes were prepared from 127 um (0.025 in.) diameter iridium
wire, the smallest size commercially available. The use of this

0003-2700/89/0361-2092$01.50/0 © 1989 American Chemical Society
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smaller iridium substrate facilitates the electrodeposition of
mercury and thus makes it possible to use a much simplified
plating procedure. Nonplanar diffusion within solution was
observed for slow scan rates and long pulse times. For
chronoamperometric experiments with ferrocene at this IrM-
FE, nearly steady-state currents were achieved within 5 s.

Linear Scan Anodic Stripping Voltammetry. Several
years ago, de Vries and van Dalen (7) solved the integral
equations for LSASV at the MFE. For small diffusional
distances (thin films) compared to the time scale cf the ex-
periment (*(nfs)/Dg — 0) the following equations apply:

i, = (L157 X 109n2ACxlv (1)
n(E, - Ey ;) = -1.43 + 20.58 log (%fv/D5)  (2)
nWy, = 75.53 (3

where the peak current is i, film thickness /, and scan rate
v, R refers to the analyte within the mercury film, and the
other symbols have their usual electrochemical significance.

Penczek and Stojek (8) derived analogous equations for a
micro-MFE (MMFE), i.e., for r?nfy/Dy — 0, where r is the
electrode radius. The peak current differed from that of de
Vries and van Dalen only in the numerical constant; however
the peak position shifted —36.6 mV, and nW, , decreased to
59.6 mV. Ciszowska and Stojek (9) compared this theoretical
work with experiments performed at a multi-MMFE, com-
posed of 65 carbon fiber disks sealed in epoxy. For LSASV
of lead, peak potentials were more negative than those ex-
pected from theory, and nW;, was slightly larger.

Cyclic voltammetry at the MFE was investigated by Donten
and Kublik (10, 11). For the case of analyte initially present
in the mercury phase, at thin films the peak current is pro-
portional to the film thickness ({) and the scan rate (»). For
the case of analyte initially in solution, the current is inde-
pendent of film thickness, but depends on »/2, as for semi-
infinite diffusion.

Square Wave ASV. Wojciechowski et al. (12) eraployed
square wave anodic stripping voltammetry (SWASV) at a
mercury drop to avoid the deaeration of the solution and
shorten the experimental time scale. The theoretical problem
of SWASV at the MFE was been treated by Kounaves et al.
(12) using the step function method and by Penczek and
Stojek (13) using the finite element method. Kounaves et al.
present results for the dependence of the dimensionless peak
current (), n W15, and n(E, - Ey ;) onlog A (A = [/1D7)!/3),
for values of nAE; = 10 mV and nAE, = 50 mV. Penczek
and Stojek present results for the more general case of a series
of dimensionless step heights and pulse amplitudes; however
the square wave waveform has been redefined to allow com-
parisons with differential pulse voltammetry. In that work,
AE, is equivalent to (2AF, + AE,) of Kounaves et al., and
the base potential is that of the immediately preceding step.
For thin films, the values of i, calculated by the two methods
agree well, as do the values of n(E}, - Ey,), after correcting
for different base potentials of the waveforms. It is more
difficult to compare the peak half-widths for the thin film case
because of the differences in description of the waveform.
Wikiel and Osteryoung (14), using a silver-based mercury film
electrode, investigated experimentally SWASV of lead, con-
firming Kounaves’ theoretical values of ¢ and n(E; - Ey ).
However, the experimental values of n W, ;, were nearar to 60
mV within the thin film region, compared with the theoretical
value of 49.5 mV.

EXPERIMENTAL SECTION

Reagents. Buffer solutions were prepared from sodiim car-
bonate (J. T. Baker Chemical Co.) and acetic acid (Baker) to form
a supporting electrolyte solution 1.0 M in sodium acetate and 1.0

M in acetic acid (pH 4.7). Sodium acetate (Suprapur, MCB) and
acetic acid were used to prepare 0.1 M solutions. Distilled,
deionized water (Milli-Q, Millipore) was employed for all solutions.
All other chemicals were used as received.

Instrumentation. A Princeton Applied Research Corp.
(EG&G PAR, Princeton, NJ) Model 273 potentiostat/galvanostat
was interfaced with a Digital Equipment Corp. PDP 8/e labo-
ratory minicomputer for data aquisition. Staircase voltammo-
grams equivalent to linear scan voltammograms were obtained
by measurements at 1/4 and 2/4 of the step for the direct and
stripping cases, respectively (15). The waveforms used have been
described previously (16). Electrochemical data were obtained
with a traditional three-electrode cell, using iridium (working),
platinum (counter), and saturated sodium chloride calomel
(reference) electrodes. An acetate buffer salt bridge, refilled daily,
was utilized to isolate the reference electrode, and all potentials
are referenced to this SSCE. The mercury deposition process was
viewed in situ with a Leitz Diavert inverted microscope. A PAR
Model 173/179 potentiostat/digital coulometer was employed for
potential control during the deposition and stripping of the
mercury film and also for charge measurements during these
processes. A PAR 303 SMDE (medium drop) was used for com-
parison of the I'MFE with a mercury drop and for determination
of the reversible half-wave potential.

Iridium-Based Mercury Electrode. The 127 um diameter
iridium disk electrode was prepared as described previously (5).
The surface was polished with a rotating wheel (muffin fan, Rotron
Manufacturing Co.) covered with 600-um carbimet paper disks,
then 9-um diamond paste, and finally 1-pm diamond paste on
Texmet paper (Buehler, Ltd.). The electrode was then placed
in a cell with an optically transparent bottom set upon the mi-
croscope stage to allow viewing of the electrode surface from below.
Mercury deposition was achieved in 30 mM mercurous perchlorate
at —0.40 V vs SSCE. Monitoring the deposition charge allowed
calculation of the amount of mercury deposited. The resulting
thickness reported is that of a spherical segment, not a flat layer
of mercury (4). That is, the “thickness” is the height of the
spherical segment with the iridium substrate as base and volume
calculated from the stripping charge for mercury dissolution.
Deposition efficiencies were calculated for each electrode from
the deposition and stripping charges for several films, and ranged
from 82% to 99%.

The film formation process followed that indicated by Golas
et al. (5). Mercury film electrodes were stable for an entire day,
with no change in the mercury thickness. Electrodes stored for
1 week in aerated deionized water retained up to 70% of their
mercury. Cohesive films completely covering the iridium surface
were observed for charges greater than those corresponding to
film thicknesses of 15 pgm. Thinner films were achieved by rep-
etitively switching to open circuit during the plating process. Films
5 um or thinner were deposited by using the method of Kounaves
and Buffle (2). A 300-mV symmetrical square wave was super-
imposed upon a —0.50 mV base potential to deposit the required
amount of mercury from the mercurous perchlorate solution. The
electrode was then transferred to a deoxygenated cell containing
0.1 M perchloric acid, and potentials between —0.1 V and 0.9 V
were applied until the mercury had completely covered the iridium
surface. However, this method is labor intensive and frequently
unsuccessful, so few films were plated in this manner.

RESULTS AND DISCUSSION

The diffusional model for these small I'MFEs is rather
complex. With film thicknesses ranging from 6 to 100 um,
there is a mixed regime of finite and semiinfinite diffusion
within the film. Since the shape of the mercury layer is that
of a spherical segment, and not a film of uniform thickness,
questions arise concerning the uniformity of diffusional
patterns within the mercury. The small size of the iridium
disk (radius 63.5 um) also introduces effects of nonplanar
diffusion within solution. Individually, some of these com-
plications have been included in existing mathematical models,
and several theoretical solutions exist for different cases.
However, these theoretical descriptions and existing models
do not describe this system. In general, theories have been
derived for limiting cases of finite vs semiinfinite, and planar
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Figure 1. Direct staircase voltammograms at SMDE (M) and IrMFE
(—): 0.25 mM Pb(II) in 0.1 M acetate, pH 7, drop area 0.017 cm?,
film thickness 37.3 um, frequency 10 Hz, AE, = 3 mV, current sam-
pled at 1/4 of period (equivalent to linear scan at 30 mV/s {15)).

vs nonplanar diffusion. It is the combination of these factors
that applies to IrMFEs with radius 63.5 pm and film thickness
6 to 100 um.

Consider for example a perfect hemisphere on a 60-um
radius substrate. From the point of view of both diffusion
in the film and in the solution, an appropriate dimensionless
parameter is A = r/(Dt)"/%, where r is the radius and t a
characteristic experimental time. For reasonable values (9
X 10® em?/s = D, t = 0.017s), A ~ 1. Thus the film is neither
thick (A 2 10) nor thin (A < 0.1) and the external diffusion
is neither planar (A 2 10) nor approaching steady state (A
< 0.1). Comparisons between existing theories and the present
experiments are intended to check semiquantitatively on the
reasonableness of the behavior, understanding that the models
being used do not apply exactly.

Staircase (Linear Scan) Voltammetry. Direct staircase
voltammograms for lead for the I'MFE and a mercury drop
are illustrated in Figure 1. Lead was chosen as a model system

because of its reversible behavior at mercury electrodes
Pb?* + 2¢~ = Ph(Hg) 4)

Nonplarar effects are observed in the cathodic branch for the
IrMFE. The anodic peak is much narrower at the film
electrode due to depletion of the lead in the mercury layer.
Diffusion within the mercury drop broadens the stripping peak
at the SMDE and therefore decreases the resolution when
compared to thin film electrodes. As expected, the anodic
peak potential for the film electrode is more negative than
that for the mercury drop. The current density for the 'MFE
anodic peak was 19 times greater than that for the drop in
unstirred solution.

Similar results are realized for SCASV. For the case of
staircase or linear scan ASV at a large thin film electrode, the
peak current should be directly proportional to the scan rate,
v = AE /7. At alarge thick film (SILD) the current should
depend upon »/2. Table I lists values of 9 log i/ log » for
a variety of film thicknesses and indicates that the electrode
as typically used behaves as if in the intermediate region
betweer. fully finite and infinite diffusion within the mercury
layer. The peak width for this two-electron system should
be 37.8 mV for a thin film and 101.5 mV for a thick film. At
300 mV /s the peak widths (Table I) again follow the trend
from thin film to thick fibm behavior. The peak potential also
shifts toward more positive values as the film thickness in-
creases, due to Nernstian considerations. Thus the contri-
bution of finite diffusion decreases as the thickness of the film
increases.

Square-Wave Voltammetry. For low frequencies of direct
SWYV, the contribution of nonplanar diffusion of Pb(II) in
solutior. to the mercury surface becomes significant. This was
also observed for ASV. In nonstirred solutions, the stripping
current varies linearily with the deposition time for £g,, > 10
s. For direct voltammetry, refer to Figure 2-1, for which the
value of A (=r/(D7)!/?) is 4.58. Increasing the frequency

0. 1 M —

-0.1 s

[-P1 — N

-0. 0.8

vS SSCE NV

ma

] =
E VS SSCE /v
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Figure 2. Direct square wave voltammograms for 0.457 uM Pb(II) in 0.1 M acetate buffer (pH 4.7), 30-um mercury film: AE, = 5 mV, AE,,
= 256 mV. Frequencies for curves 1-4 were 5, 10, 30, and 60 Hz, respectively. Key:

E VS SSCE

v

€ VS SSCE

Vs

{—) forward currents, {---) reverse currents.
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Figure 3. Stripping square wave voltammograms for 50 uM Pb(I1) in 1 M acetate buffer, pH 4.7, 13.53-um film, AE, = 5 mV, AE,, = 25 mV,
20-s deposition. Frequencies for curves 1-6 were 5, 10, 30, 60, 100, and 200 Hz, respectively. Key: (A) forward, (¥) reverse, and (—) difference

currents.

Table I. Staircase Stripping Voltammetry at the IrMFE®

I, uM 3 log i/d log Wyt mV  Epb (V vs SSCE)
thin 1.0¢ 37.8° -

4.4 0.846 55.4 ~0.460

9.0 0.734 55.1 -0.459

32.0 0.656 65.2 -0.457

73.9 0.583 79.7 —0.456
thick 0.5004 101.5¢ -

2Deposition at ~0.7 V vs SSCE for 20 s, 50 uM Pb(II), urstirred
solution. Current sampled at 1/4 of step width, which gives the
linear scan current at the equivalent scan rate. *AE, =3 nV, r =
10 ms. “Reference 7. “Reference 8. v = AE,/7.

(Figure 2-2, 10 Hz) reduces this contribution (A = 6.3) and
the response is more peak shaped. As the frequency is further
increased (Figure 2-3 and 2-4) the forward peak broadens and
shifts to more negative potentials, and no reverse curient is

observed. Similar behavior of the reverse current was reported
by Schreiner (17). This abnormality of the reverse currents
causes deviation from linearity for plots of i vs f. At the
GCMFE, this behavior was attributed to the geometry of the
mercury layer (small droplets of various sizes distributed
across the GC surface). However, on the present iridium
substrates a cohesive layer of mercury is observed.
Surprisingly, it is also the reverse currents of stripping
voltammograms that deviate from expectations (Figure 3). At
low frequencies, the reverse (redeposition) current is cathodic
in direction. However, as the frequency is increased, the
reverse current changes direction and becomes anodic, i.e.,
the peak lies in the same direction as the forward current.
Note that this causes the difference current to decrease with
increasing frequency. Thus for both direct and stripping
square wave experiments, the reverse currents are observed
to follow unusual trends. It is difficult to explain these ob-
servations, since the reverse currents correspond to different
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processes in the two experiments: redeposition of lead into
mercury for the stripping case, and stripping of the lead from
the amalgam for the direct voltammetry. It must be em-
phasized that these patterns were observed for several iridium
electrodes, many mercury films of a variety of thicknesses,
and several supporting electrolytes. Similar results were also
obtained for SWASV at a glassy carbon-based MFE in a
conventional cell and also in the wall jet configuration (I).
Stirring the solution during the stripping step had no effect.
Attempting to renew the mercury surface by adding 10 uM
Hg(I) to the lead solution did improve the response somewhat,
but normal reverse currents were never observed for high
frequencies. There was no evidence for motion of the film
synchronous with the potential excitation as observed stro-
boscopically on the microscope stage.

The process of cathodizing the film at 6 V in 1 M NaOH
to form a sodium amalgam, and then rinsing the electrode with
acidic solution, is a commonly used cleaning procedure for
mercury film electrodes. For the I'MFE, the formation and
oxidation of this amalgam were so vigorous that all traces of
mercury were removed from the iridium surface.

Because the reverse currents, and thus the net current, did
not exhibit predicted behaviors, the forward currents were
used for semiquantitative comparisons with the theoretical
response for square wave anodic stripping voltammetry at a
MFE (13, 18). The model for these theories assumes a large,
flat, uniform mercury film, not the spherical segment used
here.

Following the terminology of Kounaves et al., the dimen-
sionless current is given by

9= i(mro )2 /nFADG2Cy*
= i(rr,,)2V/ ADg! gy (4)

where 7, is the square wave period and gy is the charge
associated with amalgam formation. The thin film model
assumes a uniform film of thickness [ which is infinite in
extent. For that model V/A = [ and gg can be calculated
readily knowing the mass transport conditions during the
deposition step. In the present case we assume that the
mercury forms a spherical segment with one base of radius
r and height h. The area of the lateral surface is A = n(r® +
h?) and the volume of the segment is V = wh(3r + h?) /6. We
approximate the diffusion-limited current for formation of
the amalgam by

i=(nFADC/r)@2/(an) 2+ 1), 751 (5)
i = knFDoCr{(l + k/n%%71%), r 2 1 6)

where 7 = 4Dgr/r? and k is an empirical value (19) which
depends on h/r. Equations 5 and 6 are correct for a hemi-
sphere and correct in first order for a disk. Thus they should
provide a reasonable approximation for a spherical segment.

Integration of the current equations and substitution into
eq 4 yield a formula for computing the dimensionless current
from the experimental quantities

¥ = 2i(rr )23 + h2) /8r(r? + B DM I FCg* X
[=0% + RO + 4/ 5% + R(4Dgr - rA(1 + 2k/ /%))
M

Theoretical and experimental values for ¢, n(E, - Ey5), and
nW,,; are presented versus log A in Figure 4. The values for
the theoretical curves shown in Figure 4 were obtained from
voltammograms calculated from the theory of Kounaves (13).
Experimental values were obtained from three different film
thicknesses, 9, 14, and 44 pm, where [ is taken to be h as
described in the Experimental Section. Values of ¥ were also
calculated by using values of g obtained by integrating linear
scan voltammograms. These values were in general somewhat
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Figure 4. Forward dimensionless current function (a), dimensionless
peak position (b), and peak half-width (c) as functions of log A: (O,
@) thecry of Kounaves, experimental results for film thickness (A) 9,
(©) 14, and (X) 44 um: nAE, = 10 mV, nEg, = 50 mV, 20-s
deposition. )

larger and displayed an anomalous dependence on film
thickness. The approach based on eq 7 is internally consistent
and yields the same values of ¢ for the same value of A =
h/(D74)"?, independent of h.

Most experiments were performed with a step height of 5
mV ard a pulse amplitude of 25 mV (the optimum values for
a two-electron, reversible system); however the effect of
chang.ng the pulse amplitude was studied also. For a pulse
amplirude of 0 mV the experiment is the same as a staircase
experiment, with current measurements at the middle and
end o7 the step. As the pulse amplitude is increased, the
reverse pulse starts to force the reverse reaction (in this case
depos tion of the lead back into the film) to occur. At values
of nAfA,, greater than 50 mV the pulses broaden the peak by
stepping close to E) ), at much less extreme values of the base
staircase, without much increase in the peak current, which
is limited by diffusion. The optimum pulse amplitude is
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Figure 5. Resolution of the square wave stripping peak (magni-
tude/half-width) as a function of pulse amplitude: (*) theory of
Kounaves, (<) experimental values for 80 uM Pb(11), 10 Hz, 60-um
film thickness, A = 5.55.

chosen to be that which maximizes the quantity ¥/nW’ . The
theoretical and experimental responses are shown i Figure
5. For calculated voltammograms with a pulse amplitude
greater than 100 mV, the peak starts to resemble a mesa, but
the experimental curves still retain their peak shape at all
values of nAE,, and a constant value of ¢/nW, s, is chserved.

Analytically, these electrodes exhibit good behavior. Linear
calibration curves were obtained for concentrations down to
15 nM for a 3-min deposition in stirred solution, [ = 37 pm.
The sensitivity obtained as the slope of the curve i, == ¢ + bC
was 110.2 nA/uM, yielding a detection limit (3¢/5) of 9 nM
under these conditions. These experiments were performed
in a general purpose laboratory. Ambient levels of lead
prevented work at much lower concentrations.

In Situ Deposition. Complete coverage of the iridium
surface was not acheived for mercury thicknesses less than
1 um. Much thinner mercury deposits consisting of droplets
were formed by using in situ deposition. A square wave
stripping voltammogram is shown in Figure 6. The mercury
and lead were codeposited onto the bare iridium electrode at
—0.7 V for 120 s. The equivalent thickness of a film, calculated
by integrating linear scan stripping peaks, was 43 A (A =
0.0039) under these conditions. The advantage of the iridium
electrode for in situ deposition is that the mercury leyer may
be completely removed by electrochemical stripping, and
physical methods (removing the electrode from the cell and
wiping the surface with a tissue (20)) are not necessary. The
square wave forward peak is very narrow (96 mV), in accord
with the thin film predictions. The value of ¥ is approximately
0.0004. Referring to Figure 4a, this is reasonable. However,
the peak shift n(E, — Ey;5) = -0.135 V is less negative than
that extrapolated from Figure 4b. This may be due to satu-
ration of the mercury film, as expected from the high Pb-
(II) /Hg(T) ratio and the solubility of lead in mercury (1%
(w/w)). This might also broaden the reverse peak. Mercury
plated in this manner appears to be acting as a thir. film; in
the case of linear scan voltammetry, the current is directly
proportional to the scan rate (slope = 2.2 (kA/V)/s, in rea-
sonable agreement with the calculated theoretical value, 1.8
wWA/V)/S).

Conclusions. The electrodes described produce a mercury
surface that is very stable and suitable for the determination
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Figure 6. Square wave stripping voitammogram for in situ deposition:
20 uM Hg(I), 5 uM Pb(II), 120-s deposition at —0.7 V in stirred solution.
Square wave parameters were as follows: f= 10 Hz, AE, = 5§ mV,
Eq = 25mV, = 43 A. Key: (A) forward, (V) reverse, and (<)
difference currents.

of amalgam-forming metals. For linear scan voltammetry, the
electrodes behave as expected: diffusion in solution is a
mixture of nonplanar and semiinfinite planar diffusion, de-
pending on the time scale of the experiment. Within the
mercury layer, both finite and infinite diffusion are important.
The results for low-frequency square wave voltammetry in-
dicate that these electrodes are analytically useful. Existing
theories for thin film voltammetry do not adequately describe
the model for this system, and only qualitative agreement is
expected. In situ deposition provides a method for producing
very thin mercury layers that behave as thin films.
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Application of the Three-Distance Clustering Method in

Analytical Chemistry

Jure Zupan*! and Desire L. Massart

Farmaceutisch Instituut, Vrije Universiteit Brussel, Larbeeklaan 103, Brussels, Belgium

First, the three-distance method (3-DM) was evaluated by
comparing produced clusters with clusters obtained by a usual

lustering technique (unweighted pair group method), and
then the 3-DM was employed for classification of 572 oils
(described by eight variables) into nine categories. The
training set of 300 oils exhibited 100 % recognition ability, and
for the rest of the 272 oils in the testing set the classification
(prediction) into nine categories (known in advance) was
over 90% in all cases. It was concluded that, besides giving
results completely comparabie with those of the usual clus-
tering methods, the 3-DM is far superior to them where the
time factor is concerned. For the classification of 272 ob-
jects, 168 s (0.618 s/search) was needed, compared to 10
times more (6.0 s/search) for finding the best match by
comparing test compounds with each compound in the ref-
erence set (KNN method, with K = 1 and K = 3).

INTRODUCTION

In previous publications (I-5) it was shown that the
three-distance clustering method (3-DM) can be used for the
interpretation of chemical structures based on their infrared
and ¥C NMR spectra. In this study we try to show that the
method can be applied also to other types of data of interest
to analytical chemists. When one is classifying objects (wines,
oils, drugs, coals, archaeological pottery, or glasses, etc.) into
a number of known or unknown categories, the objects studied
are analyzed and described in a multivariate space, each
variable being a measurable quantity, usually a concentration
of a certain component. In contrast with spectra, which are
often represented as a few hundred digitized points (intensities
measured at standard wavelengths), the above-mentioned
samples are represented by far less variables, usually not more
than 20. Additionally, the correlation between the two
neighboring intensity points in a spectrum is strong, indicating
that the order of variables is important, while in the analysis
of components the order of variables is completely irrelevant.

Classification of objects that are interesting from the ana-
lytical point of view is usually made by hierarchical clustering
on comparatively small amounts of data. However, modern
instruments that are able to analyze hundreds of samples per
day and are connected to mainframe or laboratory computers
now allow the formation of large collections of data, keeping
the records accessible not only for inspection, but as well for
large-scale statistical and other handling.

Therefore, we were interested in how the 3-DM, which can
generate hierarchical order of an unlimited number of mul-
tivariate objects, will perform if objects are described with a
comparably small number of variables. Such cases are typical
in classification of data obtained by chemical analysis (samples
of wines, oils, pharmaceutical products, etc.).

We wanted to investigate how this method would perform
for classification purposes, both supervised and unsupervised,
in multivariate data analysis as applied in analytical chemistry.

*On leave from Boris Kidric Institute of Chemistry, Hajdrihova
19, 61115 Ljubljana, Yugoslavia.

Two aspacts are investigated: quality of the classification and
computetion time.

The ohjects of our study were taken from a set of 572 Italian
oils, originating from nine different regions (North and South
Apulia, Bast and West Liguria, Inner and Coastal Sardinia,
Umbria, Sicily, and Calabria), each sample described by its
content of eight fatty acids. This set has been studied already
by other data analysis methods (6-10), so that the results
obtained by the 3-DM can be evaluated and compared. Each
variable value was scaled to the percentage of the interval span
for this variable, and throughout the study all eight variables
were taken into account with equal weights.

One of the main problems, both in supervised pattern
recognition and clustering, is the difficulty of accommodation
of new knowledge. In supervised pattern recognition the
classification rule is developed on the basis of a training set.
The addition of new objects of known classification and
perhaps also new classes in later stages requires that the
classification rule be recomputed, starting at the beginning.
The exception is the K-nearest neighbor method (KNN), but
this leads to the computational problem described later. In
clustering too, a new addition requires completely new com-
putation of the classification. Moreover, nearly all supervised
and clustering methods do not really allow one to work with
more than a few hundred objects. In spectroscopic application,
it has been shown that 3-DM permits one to work with many
more samples and permits updating of the classification with
only parvial or local computations in the existing classification
scheme.

SHORT DESCRIPTION OF THE 3-DM

Because the 3-DM has been described in many other
publications (1-5), only a short description concerned mainly
with the differences with the usual hierarchical clustering
methods will be given.

The 3-DM is basically an update of a hierarchical clustering.
Let us suppose that such a hierarchical clustering has already
been obtained and that a small part of it is shown in Figure
1. V,is anode in the tree, and in a way that will be explained
later, it has been decided provisionally that a new object A,
which must be classified, belongs to the group of objects 0,-0;
of which V, is the parent. Once this decision has been made,
one must further decide whether A belongs rather to the
objects 0;—0; (parent V;) or 040, (parent V) or is, after all,
not similar enough to one of those two groups.

The name of the method points to the fact that the choice
of the pzth the new object A must take at each node depends
on three distances, namely d, = d(A,V}), dy = d(A,V,), and
dy = d(V,V,).

Each node in the tree represents the objects (oils) that can
be accessed from it. The representation of the group V,, is
a mean of all variable values from the objects in the ith group:

n; n; n;
V= 1/n(Txj, L%, ... 2%jg) (1)
=1 Jj=1 =1

where n; is a number of objects in the ith group. V; therefore
represents Oy, Oy, Oy and is the centroid of those three objects.
If d, is smallest, then it is concluded that A belongs to V; and
A moves from V, to V. If d, is smallest, then A moves from

0003-2700/89/0361-2098$01.50/0 © 1989 American Chemical Society
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0, 0, o, o, O G,
Figure 1. Generation of the clustering hierarchy using the 3-DM. Each
node represents all objects accessible through it (V,, for example,
represents objects 0,~0;). The new object A traverses ths tree and
at each node makes a decision based on three distances. If d; =
d(V,,V,) is the smaliest distance, a new branch buds between V, and
its ancestor.

V, to V. If, however, dj is the smallest of the three clistances,
than A is really an outlier compared to V,, and therefore, a
new branch buds between V, and the ancestor of V, (broken
line in Figure 1).

One observes that new objects are added to the tree at the
root and forced either to traverse it to one of the leaves, or
stop in the middle and bud a new branch between two existing
nodes. After the objects are updated into the tree, all of them
can be tested again to see if they find their present position.
If not, they are relocated to a new position. The testing and
relocation is repeated until all objects in the tree have fizxed,
accessible positions.

Building the original tree is carried out in the same way.
One starts with two objects as a cluster and then upclates this
small tree with a third object, ete.

Contrary to the usual clustering methods (11, 12), the 3-DM
does not need a similarity matrix between the objects. In fact
it is not even necessary to know in advance all objects to be
clustered or how many are going to enter the clustering pro-

1 1 N.Apu 1 N.2pul
2 2 N.Apu 2 N.Apul
12 3 N.Apu 3 N.Apul
21 4 N.Apu 4 N.Apul
22 5 N,Apu 5 N.Apul
41 1 Ea.Li 3 umbri
8 5 Ea.Li 5 umbri
31 3 Ea.Li 1 umbri
7 4 Ba.Li 2 ymbri
— 30 2 Ea.Li 1 umbri
44 1 Umbr 4 Ea.Lig
45 2 umbr 2 Ea.Lig
11 5 Umbr 5 Ea.Lig
3 3 Umbr 3 Ea.Lig
10 4 Unmbr 1 Ea.Lig
r’ 28 3 sici 4 1.sard
13 4 sici 5 I.Sard
36 2 sici 3 1.8ard
14 5 Sici 2 I.sard
19 2 calab 1 I.sard
23 1 calab 1 c.sard
35 1 sici 2 c.sard
34 5 5.Apu 3 ¢.sard
25 4 Calab 4 c.sard
20 3 Calab 5 ¢.8ard
26 5 Calab 4 sicil
27 1 §.Apu 3 sicil
33 4 S.Apu 5 sicil
32 3 S.Apu 2 calabr
28 2 S.Apu 1 calabr
3 1 We.Li 5 calabr
43 5 We.Li 1 sicil
18 2 We.Li 3 calabr
42 4 We.Li 4 Calabr
37 3 We.Li 1 s.Apul
39 4 C.sar 4 s.Apul
29 2 C.Sar 2 §.Apul
38 3 C.sar 3 s.Apul
6 1 ¢.sar 5 s.Apul
40 5 C.sar 1 We.Lig
15 1 I.sar 2 We.Lig
4 4 I.sar 4 We.Lig
5 5 I.sar 3 we.Lig
17 3 I.Sar 5 We.Lig
16 2 I.sar 2 sicil

cedure. The use of a similarity matrix prevents the methods
that depend on it from clustering really large sets of objects:
There are serious space and time problems with clustering
even a thousand objects. As it turns out, for the 3-DM, which
requires no similarity matrix, this is no problem at all.
There is of course a price to be paid for these advantages,
which is reflected in the fact that there is no guarantee that
each object will be clustered with the very closest one and that
the obtained clusters depend on the sequence in which the
objects are updated in the tree. The mentioned dependency
of the hierarchy on the sequence order of clustering concerns
mainly the relative position of different clusters in the tree
and only to a very small extent the membership of clusters.

RESULTS AND DISCUSSION

Evaluation of the 3-DM. First, we wanted to evaluate
the method as a clustering procedure (i.e. nonsupervised). For
this purpose we randomly selected five objects from each of
the nine groups, ie. a total of 45 objects, and generated a
hierarchy of clusters with the 3-DM (3) and one of the more
usual clustering methods, namely the unweighted group av-
erage method (3, 11, 12). The unweighted group average
method was selected because it resembles the treatment of
cluster representations made by the 3-DM most closely: Both
methods use as the criterion for linking the clusters together
the distance between the centroids of the groups.

The hierarchies of clusters were obtained once with Eu-
clidean and once with the Manhattan or city block distance
(13). Since the results obtained by both distance measures
were almost identical and because of its computational time
efficiency, we used for the further study exclusively the
Manhattan distance. The resulting hierarchies obtained by
both clustering methods are shown in Figure 2.

Both methods clearly separate Inner and Coastal Sardinian,
West Ligurian, North Apulian, Umbrian, and East Ligurian
oils from the rest, and both methods mix Calabrian and Si-
cilian oils in one cluster. The few slight differences occur in
treating a few South Apulian, East Ligurian, and Sicilian oils.
The 3-DM appears to cluster the East Ligurian oils better than
the unweighted group average method. On the other hand,
the 3-DM mixed one South Apulian oil with the group of

36 1

Figure 2. Hierarchies of 45 oils from nine different Italian regions, obtained by the 3-DM (left) and unweighted group average method (right).
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Figure 3. Graph-theoretical distance between the nodes in the tree.
The distance between two nodes {not necessarily leaves as is the case
in our study) is a number of nodes on the shortest path between both
end nodes. For each group of five objects a distance matrix (as shown
on the right) was formed and the average distance calculated.

Calabrian and Sicilian oils, while South Apulian oils were
clustered separately when the standard clustering method was
used.

In order to compare both clustering results in a more
quantitative way, a graph-theoretical distance measure was
employed. The graph-theoretical distance between two nodes
in a graph was taken as the number of nodes between these
two along the shortest possible path between them. For all
five objects in each class C; a 5 X 5 distance matrix D; was
generated and the mean graph-theoretical distance d; calcu-
lated. This tells how close together in the tree the objects of
this class are placed. Of course, the smaller the d;, the better
the clustering. It has to be stressed that the mean graph-
theoretical distance of a given class C; depends only on the
position of class members in the tree, but does not reflect the
actual positions of class members (objects) in the variable
space.

As can be seen from Figure 3, the smallest possible average
distance in a five-member binary tree d.;, is equal to 2.6 nodes.
The maximal distance depends on the size of the entire tree.
In a 45-object tree the maximal average distance can be almost
10 times larger than the minimal one. Table I gives the
average distances for clusters of all nine classes obtained by
both methods. The averages of the d; values are (within error)
approximately equal.

Table I. Mean Graph-Theoretical Distance, d;, between
Members of Nine Classes As Obtained by the 3-DM and
Unweighted Group Average Clustering Methods

oils d;

no. class 3-DM group av
1 North Apulian 2.8 2.8
2 South Apulian 4.6 2.6
3 East Ligurian 2.8 3.4
4 West Lugurian 2.6 2.6
5 Inner Sardinian 2.6 2.6
6 Coastal Sardinian 2.6 2.6
7 Sicilian 4.2 5.0
8 Umbrian 2.6 2.6
9 Calabrian 3.8 3.2

average 31£07 3.0+ 04

As a conclusion of this first evaluation of the 3-DM, it can
be said that the clusters produced by it are well comparable
to clusters produced by the methods using a full n X n distance
matrix.

Encouraged by the obtained results, we used the 3-DM for
the gencration of a clustering of 300 oils. The obtained hi-
erarchy is schematically shown in Figure 4.  After the in-
spectior. of positions of all objects in the tree, 14 groups were
found to be of interest for our discussion and were marked
with capital letters A-N.

South Apulian (SA) oils form the large cluster A containing
75 of al. 86 South Apulian oils in the study with only three
oils of cifferent origin (from Sicily). Other big clusters are
M (Inner Sardinia) and N (Coastal Sardinia). These clusters
are completely pure, and they contain all objects of the two
classes. Other pure clusters are D, F, G, and L, containing
16 Calabrian, eight Sicilian, 11 Calabrian, and 12 East Ligurian
oils, respectively.

In the 3-DM approach the outliers can be identified as small
separate clusters branching away from the main path at a
given node with a large distance d; or d, (for additional in-
formation see ref 13-15). This property enables the method
to handle the appearance of samples from entirely new classes.
The new objects form a “nucleus” of a future cluster, which
can grow later when objects belonging to the new class are
added to the collection. This particular property of 3-DM
clustering enables it to develop a new cluster even away from
the existing root, i.e., to recognize a completely new type of
object (13, 14). In the context of the present work the term
“outliers” is used for the oils of given origin that are not

1 sic. 1

Figure 4. Hierarchy of 300 oils. Capital letters mark the nodes representing major clusters. Numbers at the branch ends indicate how many
objects of the same class are deeper in the tree in the direction of the branch. The small full circles mark the objects in the cluster that do not
belong to the class. The set contains South (clusters A and B) and North (cluster E) Apulian, East (clusters I and L) and West (cluster J) Ligurian,
Inner (cluster M) and Coastal (cluster N) Sardinian, Sicilian {clusters C and F), Umbrian {(clusters H and K}, and Calabrian (clusters D and G) oils.
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classified in groups to which they belong or for a “aucleus”
of a new group.

In other groups, the majority of objects from one class are
mixed with a few outliers from other classes. An example is
cluster C where the outliers from Calabria, South Apulia, and
Sicily are joined. From the prediction point of visw, such
groups are very important because they pinpoint those sam-
ples that are rather ill defined, possibly wrong experimentally,
or faulty in some other way.

Evaluation in Supervised Recognition. It has to be said
again that all 300 objects, if put into the tree at the rcot again,
will travel exactly to their positions, thus “reccgnizing”
themselves in the tree. An important aspect in this recognition
scheme is that the recognition is made by only 9 comparisons
on the average (the actual number for the individual recog-
nition is in the range from 4 to 15) because the average path
in this particular tree is 9.3 nodes long.

The 3-DM hierarchy has therefore 100% recognition ability.
The next question is whether it can be used for prediction of
properties (16) with correspondingly good prediction ability.

To investigate the prediction ability and the “robustness”
of the method, five 300-object trees were generated for this
study (one of them is shown in figure 4). Three hierarchies
were produced from different sets of objects while two further
hierarchies were obtained only by changing the sequence of
updating the objects used in one of the previous three trees.
The generated hierarchies were used to predict the class for
272 oils not used in the generation of each particular tree. All
hierarchies have exhibited very similar prediction abilities
(from 90.0 to 93.0%) with 27, 25, 21, 20, and 19 wrong pre-
dictions.

To be able to compare the quality of the resulting classi-
fication, the KNN method for K = 1 and K = 3 (16) was also
compared with one of the generated trees. The KNN method
is the only supervised method that permits easy updating of
the training set. Therefore, other supervised methods such
as linear discriminant analysis were not used.

It is interesting to note that among 272 samples tested with
three methods (INN, 3NN, and 3-DM) 247 were correctly
classified by all three methods; therefore the misinterpretation
occurs only on a small set of 25 objects (9.1%). The results
of predictions of all three methods for all 25 problematic
samples are given in Table IL.

The prediction results shown at the bottom of Table II can
be evaluated from two aspects: as a total prediction regardless
of the objects (percentage of correct or wrong answers) or as
a comparison of predictions between different methods (wrong
prediction of an object with all methods means equal quality
for all methods). All three methods have comparably good
total prediction abilities: 94.1, 94.8, and 92.6% with very little
difference between the INN and 3NN methods.

The cause of “errors” could roughly be divided into two
categories. The first one is due to the overlap or very close
positions of two or more classes, while the second one rep-
resents the samples that are “outliers”; i.e. they are placed far
out from the rest of the group they belong to.

These findings are in agreement with the actual positions
of oil samples in two- and three-dimensional reduced spaces
obtained by the principal component analysis (PCA) in the
previous studies of these data {(7-10).

Among 20 “errors” produced in the 3-DM hierarchy, six
objects were classified as the same wrong (although the closest)
compound as in the case of the INN method, six wers linked
to the next closest compound which was still in the wrong class
(and were predicted incorrectly with the KNN method as
well), and eight samples were completely misclassified.

Some of the wrong answers and, in particular, those six that
were classified wrongly with all three methods are outliers

Table II. Comparison of Prediction Abilities Obtained by
Three Methods (KNN for K = 1 and K = 3 and 3-DM)*

query methods all
no. sample 1NN 3NN 3-DM wrong
1 SA061 SI22 ~ 21+ SA042 +
2 SA081 SA128+ 80+ CA02 ~
3 SA174 SI120 ~ SA59 +
4 SA175 SI22 - SI23 - *
5 SA176 SI17 - : SI120 - *
[ SA181 SA130+ 3:0+ 1833 -
7 NA03 NAOL+ 30+ 8109 ~
8 NAO6 SI130 - 1:2- SI4 - *
9 NAO7 8108 - 21+ SI109 ~
10 NA16 SA149 - 12~ CA22 - *
11 NA18 CA21 - 0:3 - CA21 - *
12 EL32 EL37 + 3:0 + WL06 -
13 EL3t WL38- 03— WL38 - *
14 WL43 WL37+ 30+ EL36 -
15 WL50 EL49 ~ 21+ EL49 -
16 CS24 1850 — 1:2~ 1850 ~ *
17 SI02 SI20 + 21 + SA200 -
18 S103 SI19 + 12 - SI19 +
19 S112 CAO05 - 1:2 - CA44 - *
20 SI35 CA22 - 0:3 - CA22 - *
21 SI36 SI28 + 21+ CA27 -
22 CA34 SA185-  0:3- S129 ~ *
23 CA35 NAOL - 0:3 - CAS50 +
24 CA36 SA156 - 1:2- CAO2 +
25 CA53 CA49 + 21+ SIs -
wrong among 16 (5.9) 14 (5.2) 20 (7.3)

272 samples, %

conflicting, % 6 (2.2) 4(L5) 10 (3.7)

2Samples are marked according to their origin (SA, NA, EL, WL,
C8, CA, and SI for South and North Apulia, East and West Liguria,
Coastal Sardinia, Calabria, and Sieily, respectively). At INN and 3-DM
the samples to which the query was linked are given, while in the case
of 3NN the results produced by the three nearest neighbors are given
(for example, 2:1 means that two closest neighbors were in the correct
and one in the incorrect class, thus producing the correct decision
marked with +. The objects where all three methods gave wrong pre-
dictions are marked with an asterisk.

to their classes and cannot be considered as real errors. Such
“erroneous” decisions are based on the actual values of var-
iables and are, from the methodological point of view, actually
correct decisions. If only the samples with conflicting pre-
dictions (last line in Table 1I) were taken into account, the
prediction abilities would be even higher (97.8, 98.5, and
96.3%, respectively). Regardless of which figures are taken
into account, the difference in prediction abilities is small and
supports the initial hypothesis that the 3-DM gives results
comparable to those of the KNN method, which further means
that 3-DM can substitute for the KNN, especially when larger
sets are studied.

The 3-DM has, however, a large advantage in computational
time compared to KNN. The advantage is more apparent as
the data sets grow larger (15). For the KNN method to be
comparable with the 3-DM, we put both methods to the same
footing assuming the distance matrix is not available (this
happens if the collection is large). In order to find the best
match with the KNN method, the entire set of data has to
be scanned, which means that a sequential search through all
data is necessary and that the average access time is equal
to N/2, N being the number of objects in the collection. For
the 3-DM, however, the dependence of the average access time
t, can be expressed as a function of the number of objects in
the hierarchy:

t,=3logy N )

Indeed, there are log; N nodes on the average path. The factor
3in eq 2 is derived from the fact that at each node three items
have to be retrieved, compared, and/or changed: the node
and both its descendants. Expression 2 is valid for completely
balanced trees. Due to the nature of objects clustered, the
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hierarchy is never perfectly balanced; hence, instead of logy
N the average path length has to be taken into account.

Even in this hierarchy of a very modest size (300 items),
the search time was about 10 times (the average number of
nodes on the path was 9.3) shorter than for the 1NN method.
The actual figures on an IBM PS 80 system were 0.618 and
6.03 s/search, respectively. With hierarchies linking for in-
stance 10000 data, which could be the number of experiments
kept in the memory of future high-capacity instruments, the
saving factor would already be about 300.

CONCLUSION

The 3-DM is shown to perform as well as a classical clus-
tering technique and as well as the KNN supervised pattern
recognition method. Therefore it has classification abilities
similar to those of the other two methods. Moreover, the
method has large computational advantages. In comparison
to classical clustering, it is not necessary to start a classification
run ab initio whenever new objects are submitted. This
property enables analytical laboratories to perform large-scale
analysis on comparable samples that vary according to the
origin of raw material (such as technical chemicals, oils, wines,
and jams), or technological differences or different producers
(such as drugs, ceramics, glasses, archeological samples, and
medical tests for a type of disease).

We hope that the usefulness of the 3-DM for (a) hierarchical
clustering of large data sets described by few variables and
(b) prediction of classes in supervised application was con-
vincingly shown. The method has a potential for imple-
mentation in the next generation of “intelligent” instruments
that should be able to learn from the experiments performed
by themselves as well.

The 3-DM has one disadvantage in supervised pattern
recognition; it is not able to model class, such as SIMCA or
UNEQ can.

We believe that handling large amounts of multivariate data
is one of the future trends for any quality control work and
that the method, which can deal with an almost unlimited
amount of such data, is very important in this respect. By
formation of a hierarchy of all data, which grows linearly with
their increase, the classification of a new object is possible in
a number of comparisons proportional to logs N, N being the
number of data in the hierarchy. Logarithmic dependency
on the number of objects offers the fastest possible context
dependent retrieval known.
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Automated Segment\ed Flow Electrochemical Analyzer

Palitha Jayaweera and Louis Ramaley*

Trace Analysis Research Centre, Department of Chemistry, Dalhousie¢ University,

Halifax, Nova Scotia, Canada B3H 4J3

Segmented flow analysis has been combined with pulse
voltammetric detection to provide an instrument that can
perform multicomponent determinations in the reductive mode
at a rate of 100 samples per hour. The instrument features
a simple flow system, complete computer control, an in-line
deoxygenator, stopped flow analysis, and signal averaging for
reduced noise. For metals such as Cd(II) and Ph(II) the
detection limits are less than 5 X 10~% M, the linear range is
over 10%, and the precision is 0.5 % for samples of 5 mL. The
carry-over from one sample to the next is 0.7 % at a sampling
time of 35 s.

Conventional voltammetric analysis applied to static solu-
tions usually involves manual transfer of solutions and lengthy
deaeration periods, reducing sample throughput. The use of

a flow system removes these difficulties to a great extent. The
selectivity and sensitivity of voltammetric detectors make
them good candidates for automated wet chemical analysis.
Although amperometry is the most widely used electrochem-
ical technique in flow analyzers, potential scanning methods
are becoming more popular. Applications of voltammetry in
flowing systems have been recently reviewed (I). A rapid scan
voltammetric detector for flowing solutions was first reported
by Wang et al. for use in the analysis of discrete samples,
flowing streams, and chromatographic effluents (2). Scanning
voltar.metric detection coupled to high-performance liquid
chromatography (HPLC) provides an additional dimension
of resclution along the potential axis which helps to resolve
some chromatographically overlapped components (3-8). In
flow irjection analysis (FIA), which usually does not employ
a separation step, the extra resolution of voltammetry aids
selectivity, and peak potential data provide qualitative in-
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Figure 1. System block diagram.

formation for component identification (9-16).

Since the sample concentration does not normally reach a
plateau in FIA, but has the form of a peak, the potential sweep
time must be small compared to the half-width of the con-
centration profile to obtain undistorted voltammograms and
the most accurate quantification. To alleviate this problem,
larger sample volures (100-1000 pL) and/or slower flow rates
(25-1000 pL,/min) have been used with scanning voltamimetric
detection in FIA (11-16). Unfortunately these lead to low
sample throughput (15-20 samples/h).

Segmented flow analysis (SFA), in contrast, uses relatively
large sample volumes and produces plateau-like response
signals. This makes such analyzers more easily adaptable to
scanning voltammetric detection. Furthermore, segmentation
of the flow stream can be done with nitrogen instezd of air.
This helps to deoxygenate the samples since the oxygen in
solution, which can interfere in the reductive mode, can diffuse
into the nitrogen bubbles which segment the flow stream. The
application of square wave polarography in an SFA system
has been reported with a 22 sample/h throughput (2). This
rather low rate was in part due to the use of a cumbersome
deaeration procedure and a dropping mercury electrode
(DME) with a long drop life which required synchrcnization
of the drop, the sampling time, and the dwell time.

Yarnitzky (17) has developed an automatic voltammetric
electrode, which, although it does not work on the basis of
either FIA or SFA, speeds up sampling. Deoxygenation was
accomplished by nebulization and sample transfer by a rather
complex system of pumps and valves. Results presented
demonstrated a sampling rate of 50 per hour (five samples
in 6 min). The same system was later used for auzomated
analysis of cephalothin (18) where 12 samples were analyzed
in a period of 30 min. This work has provided the hasis for
the PARC Model 309 voltammetric electrode.

We have developed a simple segmented flow, mulsisample
analyzer which employs rapid scan voltammetric detection
at a static mercury drop electrode (SMDE) for use in the
reductive mode. The instrument can presently be program-
med to perform three rapid scan techniques: squere wave
voltammetry (constant pulse amplitude), staircase voltam-
metry, and pulse voltammetry (constant base line, variable
pulse amplitude), all with scan reversal capability. The
system, which employs inexpensive components but is com-

CELL

pletely computer controlled, can analyze more than 100 sam-
ples/h. Digital methods of data acquisition and storage,
terminal graphics display of voltammograms, signal averaging
for improved signal-to-noise ratio, and software control of all
experimental parameters are the main features available in
this system.

EXPERIMENTAL SECTION

Overall System. A block diagram of the complete instrument
is shown in Figure 1. Computer control is provided by a Hew-
lett-Packard 21MX-M computer (Hewlett-Packard, Inc., Cu-
pertino, CA) with a lab-built interface similar to one previously
described (19). Samples are pumped consecutively from the
sample changer into the flow stream by a peristaltic pump (Model
375, Sage Instruments, Division of Orion Research, Inc., Cam-
bridge, MA). The sample stream is segmented with nitrogen at
the outlet of the pump and any residual oxygen interference can
be removed either by passing the sample stream through a de-
oxygenator or by adding a chemical such as sodium sulfite to the
flow stream. The “refractometer” detects the arrival of samples
at the electrochemical cell. Just prior to entering the cell samples
are debubbled with a tubular debubbler. Voltammetric detection
is performed at the computer controlled SMDE. Flow is stopped
during the potential scan to minimize the interference of flow
noise.

The performance of the electrochemical section of the instru-
ment has been discussed in detail in previous publications (20-22).
The potentiostat controller (20) provides waveform and timing
information to the potentiostat. The voltage resolution of the
waveform is 1 mV. Pulse periods may vary from 50 us to 65 ms
and measurement periods from 25 us to 65 ms, each with 1-us
resolution. Once programmed, the potentiostat controller
functions independently of the computer except for start and stop
commands. One of the three electrochemical techniques men-
tioned above and all of its waveform parameters including the
position and length of the current integration window along the
pulse can be selected under software control.

The sampling controller oversees the change of samples in the
sample tray, the arrival of samples at the cell, and the operation
of the SMDE and the flow control valve. It also reports the status
of instrument sections under its control to the computer when
necessary. Except for the peristaltic pump, all sections of the
instrument are under computer control. In addition, these sections
contain sufficient hardware to function independently after re-
ceiving initial programming commands from the computer. Hence
the computer is relieved of most real time control of various
functions and is available for other operations.
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Figure 2. Static mercury drop electrode.

SMDE and Sampling Controller. The lab-built, syringe-
driven SMDE is shown in Figure 2. It consists of a stepping motor
(SLO-SYN MO61-FD-301, Superior Electric Co., Bristol, CT),
a b cm micrometer head (Mitutoyo 151-271, 16 threads/cm, MTI
Corp., Mississauga, ON, Canada), and a two-way valve (H86728,
Hamilton Co., Reno, NV). The stepping motor turns the mi-
crometer which in turn drives the syringe piston (Hamilton 1710,
100 pL). The two-way valve, which controls the direction of
mercury flow, is driven by two rotary solenoids (90° left and 90°
right, A-35241-033 and H-2640, Ledex, Inc., Dayton, OH). The
opto-interrupters (H13B1, General Electric Co., Syracuse, NY)
are used to report the status of the syringe (empty or full) to the
controller. The electrode itself is a small bore (1 mm i.d.) glass
tube (8 cm X 6 mm o0.d.) the end of which was drawn to a fine
tip, 0.08 mm i.d. This tip was cut to a flat, scratch-free surface
and bevelled by grinding (see inset in Figure 2). Such a tip helps
the drop knocker dislodge the mercury drop more easily. Electrical
contact was made about 4 cm above the tip through the glass tube
wall. The mercury reservoir, two-way valve, and electrode are
connected with poly(tetrafluoroethylene) (PTFE) tubing (1 mm

TaLs19%

i.d.). The total volume of mercury in the syringe, electrode, and
connecting tubing is about 500 uL. The drop knocker is a tubular
solenoid (747610-034, Redarr, Ltd., Wollesley, ON, Canada) fixed
with a plastic hammer which strikes the electrode capillary. By
control of the motor, the solenoids, and the two-way valve, drops
can be grown and knocked off, and the syringe can be refilled.

A simplified diagram of the SMDE control circuit is shown in
Figure 3. A 555 timer, set to 1.0 kHz, provides the base frequency
for the cizcuit. This is divided by 16, in multiples of two, using
a binary counter. One of the outputs of this counter is selected
by a digital multiplexer (74LS151) as the clock to an up/down
counter (741.8193). The clock signal is gated-on or -off depending
on the outputs of the drop size counter and opto-interrupters.
The outpats of the up/down counter are decoded such that they
provide en eight-step sequence (400 steps/revolution) for the
stepping motor (23). A modified translator broad (SLO-SYN
TMS101), originally designed to provide a four-step sequence (200
steps/revolution), is used to translate the logic signals to motor
pulses. The modification allows direct access of the external logic
signals, which are already coded for the eight-step sequence, to
the power transistors which drive the motor. In a manual mode
(not shown in Figure 38), control of the motor speed and direction,
the two-way valve, and the drop knocker is accessible to the
operator through front panel switches, allowing testing for proper
operatior. before starting an experiment.

‘When a mercury drop is needed, the computer outputs a word
to the controller which contains drop size (number of steps) and
growing speed (stepping speed) information. The strobe associated
with this word loads data into the 12-bit drop size counter and
enables the clock. This counter counts down as the motor steps
to grow the mercury drop. When the terminal count (zero) is
reached, the clock is gated-off to both the drop size counter and
the 7415793 up/down counter, stopping the stepping motor. This
also closes the sample flow valve, a simple device consisting of
an aluminum wedge fitted to a tubular solenoid (747610-034,
Redarr). When this solenoid is energized, the wedge squeezes
the flow tubing tightly. Since the flow stream is segmented and
the valve is closed only for a short time, usually less than 3 s, the
pressure suild-up in the system is not large. The mercury drop
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Figure 3. Simplified diagram of the SMDE controller.



ANALYTICAL CHEMISTRY, VOL. 61, NO. 18, SEPTEMBER 15, 1989 « 2105

s

SanpLE
CHANGER.

Exnge
eiimoe 7

OPTOISOLATORS

sssTIER
o0

Figure 4. Diagram of the sample changing interface.

is dislodged by issuing a command to the controller which en-
ergizes the drop knocker solenoid and opens the sariple flow
control valve. The ability to vary the drop growth rate was
incorporated in the SMDE for use in other experiments and is
not necessary for the analyzer described here. All experiments
reported below used the fastest growth rate, about 0.2 s/drop.
A fixed drop growth rate would result in a simplification of the
SMDE controller circuit.

When the appropriate opto-interrupter senses that the syringe
is empty, the controller overrides any computer settings and refills
the syringe by reversing the direction of the two-way valve and
the counting mode of the 74L.8193 counter. In this cass, the 555
timer signal is directly routed to the up/down counter, running
the stepping motor at maximum speed. The other opto-inter-
rupter stops the process when the syringe is full. If the syringe
becomes empty during an experiment, the control program aborts
the experiment. However, the SMDE is capable of growing more
than 200 drops of 0.9 mm diameter with one filling. The sample
changer holds a maximum of 50 samples. Thus, four drops can
be averaged for each sample in the tray without refilling the
syringe.

Two lines report the status of the SMDE controller. The
syringe status line is “high” (+5 V) when the syringe is being
refilled and the drop status line is high during drop growth. After
issuing the drop-grow command, the computer checks syringe and
drop status to determine the availability of a stable drop before
starting the potential sweep.

Sample Changer and Clock Circuit. Controlling the sample
flow involves the change of samples at the sample changer ac-
cording to programmed time intervals and detecting t1e arrival
of samples at the electrochemical cell. The operation of tae sample
flow valve is automatically controlled along with the SMDE as
described above.

A “Lazy-Susan” type commercial sample changer (Model
SP450, Pye Unicam, Ltd., Cambridge, UK) is used to load samples.
The SP450 was somewhat modified in order to interface to the
computer. Timing in the SP450 is done by a program mctor, cams,
microswitches, and relays. The noise transmitted from these
devices to the digital control circuits was the main problem in
interfacing and was overcome by capacitive decoupling of all
switches and relays and optically isolating the SP45(.

Three signal lines from the SP450 are interfaced to the com-
puter via the circuit shown in Figure 4. A positive pulse of 50
ms on the CHANGE line causes the sampling arm to raise, 2 new
sample to rotate into place, and the arm to lower, taking between
2 and 3's. When this is accomplished, a negative pulse is output
from the sample changer on the SAMPLE COUNT lire. When
the last sample is in place, the END OF RUN line goes low. Before
a run, the computer loads a number corresponding to the number
of seconds (1 to 255) of sampling time per sample into the 8-bit
down counter (74LS191) by triggering monostable 1 (M1) with
a high signal on LOAD. The pulse from M1 also sets FF1 and
resets FF2, placing the circuit in the “ready” mode. The run starts
when the 1.0-Hz clock from the 555 timer is enabled by a high
signal on RUN. The circuit operates automatically from this point
on. When the value in the counter reaches zero, a pulse from M2
resets FF1, disabling and reloading the counter and causing a
change of sample. When the next sample is in place, the SAMPLE
COUNT signal sets FF1 and restarts the timing cycle. When the
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Figure 5. Diagram of the “refractometer”.

last sample is in place and its timing period has finished, the pulse
from M2 resets FF1 and sets F¥2, ending the run.

If the computer detects an error, it disables the clock by setting
RUN low (0 V) to prevent further sampling and aborts the ex-
periment. Although the clock circuit provides sampling times
down to 1 s, the minimum is set to 10 s by software.

Flow System. The flow stream is segmented uniformly by
pumping nitrogen and solution at the same rate through a Y-
shaped glass connector. The deoxygenator, if used, comes next
in the flow system. It is a 3 m long microporous PTFE tube of
3 mm internal diameter (Gore Tex, The Anspec Co., Inc., Ann
Arbor, MI) wound on a glass frame and placed in a 1.5-L sealed
bottle. The porous PTFE is connected directly to the ordinary
PTFE tubing used in the flow system. This latter is led into the
deoxygenator vessel through glass tubes in the vessel cap. Heat
shrinkable tubing is used to seal the PTFE tubing to the glass
cap. The vessel is completely filled with a 0.2 M NayS0; solution
(pH 10). The first few nitrogen segments leak through the mi-
croporous tubing and build up pressure in the bottle. When the
pressure is balanced, the flow stream passes through the tubing
without any further loss of nitrogen. The pressure balance in the
deoxygenator is established during the time that the flow system
is being flushed before an experiment. Oxygen in the flow stream
diffuses through the porous PTFE tubing and is consumed by
oxidation of the sulfite.

The arrival of samples at the cell is detected by a simple optical
device, referred to as a “refractometer”, mounted on the flow line
close to the cell. A green light emitting diode (LED) and a
phototransistor are mounted at opposite ends of a 5 cm long PTFE
tube (12 mm o.d.) as shown in Figure 5. A 2.5 cm long (4 mm
0.d.) glass tube, through which the analyte flows, is passed through
the PTFE housing and placed across the optical path.

When the phototransistor and the LED are positioned properly,
the phototransistor is sensitive to changes in the refractive index
of the flow stream. The current through the phototransistor
changes in a square wave fashion as the air and solution segments
pass. This signal is amplified and used to drive a retriggerable
monostable (SN741.8123), the pulse width of which can be varied
between 0.2 s and 4.4 s by a 20-kQ potentiometer on the front
panel of the sampling controller. The Q output of the monostable
is sampled by the computer and the Q output is used to drive
a LED on the front panel, providing a visual display of the status
of the monostable.

Segments within a sample are about 1 cm long. When the
autosampler uptake arm changes from one sample to another,
air is pumped into the stream. This air bubble combining with
nitrogen bubbles forms a 4 to 5 cm long segment between two
samples. Once the desired flow rate and the proper segmentation
are obtained, the pulse width of the monostable is set such that
the monostable is continuously triggered (Q is high) by the short
nitrogen segments, and the trigger pattern is broken (Q goes low)
by the longer air segments, signaling the arrival of each new sample
at the refractometer. Some tolerance must be allowed for small
variations in segment size and flow rate. Proper operation is easily
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accomplished with the aid of the LED indicator on the front panel
while the flow system is being flushed prior to an experiment.

The flow stream is debubbled just before entering the elec-
trochemical cell by a tubular debubbler, a 7 cm long microporous
PTFE tube (Gore Tex) of 3 mm internal diameter. The end of
this tube is connected to the cell through a 1 cm piece of silicone
tubing (0.8 mm i.d.) The constriction due to the small diameter
tubing develops enough positive pressure in the porous PTFE
tubing to force the gas bubbles through its wall. Similar appli-
cations of microporous PTFE have been previously reported (24,
25).

The electrochemical cell, constructed from borosilicate glass,
is shown in Figure 6. A small pool of mercury in a “U” tube at
the bottom acts as a seal for the solution and it also allows excess
mercury to overflow. The solution overflows the inner cell into
the outer jacket to which the outlet is connected. The platinum
counter electrode, a thin cylindrical foil, sits along the wall of the
inner cell above the reference electrode. The cell has a side arm
with a ground glass joint for accepting a reference electrode. The
side arm extends into the cell as a fine tip so that the SMDE can
be placed very close to the tip, minimizing the uncompensated
cell resistance. A PTFE cell cap is fitted to the outer jacket of
the cell. The effective volume of the cell is about 200 uL.

The tubing in the autosampler uptake arm is 1.0 mm diameter
PTFE fitted with a PTFE needle which dips into sample vials.
In the peristaltic pump 3.0 mm i.d. silicone tubing is used and
is connected to the 1.0 mm i.d. PTFE tube with a flanged glass
connector. From the nitrogen bubble introduction to the re-
fractomter a 1 m long PTFE tube of 3 mm i.d. is employed. When
the deoxygenator is in use, it is connected between the bubbler
and the refractometer.

System Operation. Before an experiment is started, the
control and data acquisition program reminds the operator to
make the proper initial instrument settings, resets certain in-
strument functions, asks for instrument control parameters, e.g.
sweep rate or sampling time, and other pertinent data, e.g. tem-
perature or sample characteristics, computes the actual operating
parameters that come closest to those desired, and asks if these
are acceptable. When the operator makes the final selection of
operating parameters, the program calculates and outputs the
appropriate control codes.

Prior to an experiment, distilled water is used to flush the flow
system while the sampling arm is in the “standby” position. Then
air is pumped through the system. To start the experiment, the
control program initializes the sample changer (the arm dips into
sample 1) and goes into a waiting loop in which it polls the status
of the refractometer signal. Five seconds after arrival of the first
sample at the refractometer, the program rechecks the status of
the refractometer to confirm the presence of the sample. This
is done only for the first sample as a precautionary measure to
avoid false arrival signals from the refractometer due to small
segments of distilled water remaining from flushing the system.
Such segments are rarely observed.

Once sample arrival is confirmed, the program starts a delay
during which the cell is rinsed with the first several segments of
the sample itself. This rinse time is the same for all samples and
it is provided as one of the operating parameters. At the end of
the rinse time, a mercury drop is grown and the flow is stopped.
The potential sweep is started after a 1 s delay for settling by

sending a command to the potentiostat controller. At the end
of the potential sweep the drop is knocked off and the flow
restarted. If signal averaging is requested, the same procedure
is repeated the desired number of times with a 3-5 delay between
each swszep.

At ths end of each sample, the actual currents are calculated
and the data are saved on disk. The program again goes into a
waiting loop and polls the refractometer for the arrival of the next
sample. When a new sample is detected, the previous voltam-
mogram is plotted on the monitor, normally requiring about 4-7
s. At ths end of the plot, the delay time is started and the same
sequence of operations as for the previous sample is repeated for
the new sample. Data plotting is autoscaled and no operator
intervention is allowed. Displaying voltammograms on the screen
is very useful since it provides visual assurance that the experiment
is being carried out properly. If something appears to be wrong,
the experiment can be aborted with the loss of only a few samples.
At the end of the experiment the entire system is shut down.

The control program, written in H-P assembly langauge, is also
provided with a nonflow mode which can analyze a single sample
in a batch mode. Other utilities for data smoothing, analysis, and
plotting are also available. All digital logic used was T'TL LS series
SSI and LSI integrated circuits. Much of this could be replaced
to advantage with a microcontroller in a commercial instrument;
however, construction of a prototype is often more easily accom-
plished with hard-wired logic. Program listings and detailed circuit
diagrams are available from the authors on request.

Reagzents and Chemical Tests. All solutions were prepared
with doubly distilled water and reagent grade chemicals. Ex-
perimerts were done at 23-25 °C in unbuffered solutions with
either 1 M KCl or 1 M KNO; as the supporting electrolyte. All
samples analyzed were 10.0 mL in volume and were prepared by
dilution from stock solutions of 0.02 M Cd(NO,)y-4H,0 and
Pb{NO,),. In experiments in which samples were directly de-
oxygenated chemically, 0.2 mL of 1 M NaySO; was added to the
sample (final [SO>] = 0.02 M). The other experiments were done
by using the deoxygenator or sometimes by using only nitrogen
segmentation.

The peristaltic pump speed was set for a flow rate of 5 mL/min.
Sampling times between 35 s and 65 s were used, but most of the
experiments were done with a 60-s sampling time and three-drop
signal averaging. Although staircase voltammetry and normal
pulse voltammetry were employed in some cases, square wave
voltamir etry was mainly used to test and evaluate the performance
of the instrument.

RESULTS AND DISCUSSION

In any flow analyzer that uses a mercury drop electrode,
the electrode characteristics will be very important in estab-
lishing vhe reproducibility of the analyses. A syringe-driven
SMDE offers a wide variability in drop size for optimizing
experimental conditions and provides freedom from capillary
wall surface effects on drop size (7) since drops are grown by
displacement rather than gravity. In addition our SMDE is
free from problems such as the trapping of air in the valve
system (7), shielding by a blunt capillary tip, high contact
resistance, and the need to maintain a treated surface (26)
commonly observed in commercial designs. A single unsi-
lanized capillary was used in all experiments without any
cleaning required during the testing period. The relative
standard deviation of peak heights for Cd(II) samples of the
same concentration was 0.5%, indicating excellent repro-
ducibility of the drop surface area.

A major disadvantage of the syringe-driven SMDE is the
limited volume of mercury available in the syringe. Experi-
ments must be stopped during the refill time of the syringe,
which is about 30 s. Alternatively, the SMDE controller logic
and the computer program could be easily changed such that
the syringe is refilled during a rinse time after every few
samples. A second disadvantage is the sensitivity of drop
volume to changes in temperature over time. This is not a
drawback with this instrument since the life of each drop is
very short.



ANALYTICAL CHEMISTRY, VOL. 61, NO. 18, SEPTEMBER 15, 1989 « 2107

‘The problems of flow noise, sample loss, and the cerry-over
of analyte between samples (memory effect) are cornmon to
all flow systems. To study sample loss and flow noise, samples
were introduced directly into the electrochemical cell and the
instrument was operated in the single sample mode. The peak
heights obtained under these conditions were compared with
those obtained with the flow system operating. Whea Tygon
tubing was employed in the flow system during preliminary
testing, significant sample loss at analyte concentrations below
5% 10 M, as indicated by a rapid decay of peak current to
zero, was observed. On replacement of Tygon witk PTFE,
voltammograms obtained under the two sets of conditions
were identical indicating no sample loss and freedom from
flow noise.

Memory effects, which can be a serious problem in SFA,
are expected to arise in parts of the system in which there is
no segmentation, e.g. the sampling arm or electrochemical cell,
or in which the tubing is not hydrophobic, e.g. the refrac-
tometer. Cell design was found to be very important in this
regard. The cell should be as small as possible and should
not allow the flow stream to stagnate. Voltammetry should
be performed as late in the sample life as possible, allowing
each sample to rinse the cell thoroughly. With the system
described above, the observed memory effect was 0.7%, as
measured by comparing the peak height obtained for a 107
M Cd(II) solution with that obtained for a sequential blank
solution. The memory effect was absent (the analyte con-
centration was below the detection limit) in the second of two
sequential blank solutions following a solution of 5 > 1074 M
Cd(II). Problems arise when the concentration of a sample
is Jower than 10% of the previous sample. In this case, each
sample can be alternated with a rinse solution, a larger sam-
pling time can be used to rinse the system, or mathematical
corrections can be applied (17).

Sampling time depends on the number of scans requested
per sample and the rinse time. Each complete voltammogram
takes about 5 s, which includes a 3-s delay between scans, drop
growth time, a 1-s settling time, and the scan time. The 3-s
delay between scans is required to open the flow control valve
and fill the electrochemical cell with a new aliquot of sample
for the next scan. If signal averaging is not employed, sam-
pling times as low as 30 s can be used without significant
memory effects.

The presence of dissolved oxygen is often a problem in
reductive electrochemical detection. Square wave voltam-
metry is not particularly sensitive to oxygen, its reduction
being irreversible, and the interference appears as an increase
in base line, which is somewhat potential dependent, rather
than a sharp peak. Thus less care is needed for oxygen re-
moval than with other electrochemical techniques. Experi-
ments on our system have shown that approximately 80% of
the effect of dissolved oxygen can be removed simply by a
combination of nitrogen segmentation and flowing ritrogen
over the cell. About 90% of the effect is removed by non-
exhaustive nitrogen purging in static experiments rua under
the same conditions. The most efficient removal of oxygen
was effected by addition of sulfite plus use of the deoxy-
genator, followed by addition of sulfite only, use of the de-
oxygenator only, and nitrogen segmentation only. Although
the addition of sulfite was most efficient for oxygen removal,
it also lowered precision and produced an unexplainad non-
linearity in response at concentrations above 5 X 1(7¢ M in
our experiments. Therefore sulfite was not used in further
tests of the instrument. The deoxygenator by itself rsmoved
approximately 95% of the effect of oxygen.

Nitrogen segmentation alone was sufficient for determi-

nations down to 1077 M concentrations of Cd(II) and Pb(II).
Other metal ions, which react at different potentials, might
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Figure 7. Square wave voltammograms of Cd(II) in 1 M KCl obtained
by SFA.
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Figure 8. Square wave voltammograms of Pb(II} in 1 M KC! obtained
by SFA. The concentrations listed are those added to the background
KCl.

require more exhaustive oxygen removal for trace analysis.
A smaller diameter flow tubing and finer segmentation with
nitrogen would provide further oxygen removal from samples.
In cases where sample matrices can be duplicated, background
subtraction may prove useful for discrimination against dis-
solved oxygen since all samples are subjected to the same
segmentation pattern and dwell time with nitrogen.

The linearity of response of the instrument was tested by
analyzing series of samples with known concentrations of
Cd(I]) in the 2 X 105 to 5 X 10* M range. For example, Figure
7 shows 13 voltammograms in the concentration range of (2
to 10) X 1076 M. These are identical with voltammograms
obtained with a conventional static system. Linear regression
analysis applied to the peak heights of these two sets resulted
in a standard regression coefficient of 1.000 for both sets. The
slopes of the sets were 0.376 + 0.002 and 0.377 + 0.003 A L
mol™, respectively, indicating excellent linearity, sensitivity,
and reproducibility. Similar experiments in the (2 to 10} X
107% and (1 to 5) X 10™* M concentration ranges resulted in
standard regression coefficients between 0.999 and 1.000 and
slopes between 0.366 & 0.002 and 0.370 % 0.008 A L mol™.
The standard regression coefficient, slope, and intercept over
the entire concentration range (2 X 1078 to 5 X 107 M) were
1.000, 0.3671 + 0.008 A L mol™, 0.361 pA, respectively.
Comparable results were obtained with more than one elec-
troactive species present (Pb(I) and Cd(II)) and without the
use of the deoxygenator. The detection limits (20) obtained
with the instrument were 5 X 1028 M (6 ppb) and 4 X 108 M
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(8 ppb) for Cd(11) and Pb(II), respectively.

Figure 8 shows the data from a standard addition experi-
ment carried out to determine the Pb(II) concentration in
BDH Analytical Grade KCI. The regression coefficient and
slope for the peak heights are 0.999 and 0.388 + 0.008 A L.
mol ™, respectively. The intercept of the graph, 5.81 X 1077
M, is the concentration of Pb(II) in the background (1 M KCI).
This corresponds to 0.12 ppm Pb(II) in solution or 1.6 ppm
of Pb(II) in solid KCl. In all of the above experiments oxygen
was removed by flowing nitrogen over the cell, nitrogen seg-
mentation, and use of the deoxygenator.

The analyzer described above could easily be modified to
use solid electrodes in either the oxidative or reductive mode.
Decreasing the volume of the electrochemical cell and in-
creasing the flow rate could decrease the sample rinse time
required to remove any memory effect and increase the sam-
pling rate to over 200 samples/h. A smaller cell would also
be needed to convert the system into an LC detector. In this
case the column effluent would be introduced directly into
the flow cell, an electrochemical scrubber such as that used
by Hanekamp et al. (27) could be employed to remove the
oxygen from the eluent, and a two-way valve used to divert
the flow stream during the scan to reduce flow noise, if nec-
essary.
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The t ique of automated discc programmed flow
analysis is described, together with a working prototype in-
strument employing syringe pumps driven by interchangeable
cams, This technique relies on the cyclic generation of flow
profiles for both a suction and a discharge pump, such that
at various times sample only, reagent only, or a predefined
combination of the two is conveyed via a mixing chamber to
a detector. Ditferent cam profiles allow a number of direct
reading or r t addition lysis methods, as well as both
single and dual flow titrations. Resuits are presented for ar-
gentometric titrations of chioride in water using as cetectors
anodized silver microelectrodes contained in two aliernative
mixer/sensor assemblies. In the range of 60-160 mg/L,
precision for analysis times of 30 s or less is typically better
than 1%, with sample consumption of 0.9 mL. Accuracy for
chloride determinations in city water samples is limited by the
characteristics of the electrodes to ca. 2-3%. Cycle times
for this instrument are selectable from 6 to 90 s. Carryover

ligibl of the incorpo-

from sample to ple is neglig b
ration of a sample flush step to commence each cycle. The
operating characteristics of this analyzer were studied by
using a conductivity detector, and pump displacement pre-
cision is better than 0.1%.

INTRODUCTION

In recent years, various automated methods of flow-based
chemical analysis have been adopted enthusiastically. These
have included continuous flow analysis (I-5), stopped flow
analysis (6-8), and flow injection analysis (9-11). Almost
universally, such methods have employed pumps (peristaltic
or piston) operating in a discharge mode to convey samples,
diluents, and reagents to detector systems, with or without
active mixing. An alternative arrangement of pumps is
possible, viz., one discharge and one suction pump. A dif-
ference between the suction and discharge flow rates allows
aspiration of sample into the reagent or diluent stream. This
principle has been applied to stopped flow analysis 12) and
continuous flow analysis (13). A common feature of such
schemes has been their operation with a constant fiow rate
differential between the pumps, thus maintaining a fived ratio
of sample to reagent volume. Constant flow rates were
maintained, for example, by clock-driven stepper motors
driving syringe pumps (12).

A conceptual advance on this simple “push-pull” pumping
arrangement is to vary the flow rates of either or botl pumps
in a reproducible manner (14). By suitable programming of
the flow rates, a wide variety of flow analysis methods Jecomes
accessible, depending on the mixing, dispersion, and detection
characteristics of the flow system (15). These include single
or multiple reagent additions, as well as automated flow ti-
trations (/6-19). This arrangement is potentially corapatible

with a range of detection methods.

One of several possible ways of generating known, variable
flow rate differentials is to drive syringe pumps mechanically
by using specifically profiled, interchangeable cams, linked
to a common shaft. The operating principles and design of
this instrument, as well as two self-contained mixer/sensor
assemblies, are described below. The results of chloride de-
terminations using two discontinuous flow argentometric ti-
tration techniques are presented. Analyses using reagent
additions will be reported subsequently (20).

EXPERIMENTAL SECTION

Description of the Instrument. Pumping System. A
schematic section view is shown in Figure 1. A rigid brass frame
(A) with inset 3/ in. i.d. ball race bearings (B) supports the drive
shaft (C), while the pump cylinders, valve block, and motor are
fixed to the frame. The pistons (D) are identical ?/g-in. centerless
ground and polished stainless steel rods with 1-mm center holes
and concave ends to facilitate the elimination of bubbles. The
stationary seals between the pistons and acrylic cylinders that
make up the pump bodies consist of two adjacent compressed
1/1¢ in. thickness Viton O-rings (E). Each cam profile is translated
into linear piston movement by vertically sliding assemblies (F)
comprising */g in. 0.d. ball race cam followers, brass connecting
rods, and spring returns {not shown). These assemblies are guided
through holes in the top and bottom sections of the frame by the
connecting rods. The cams (G) are made from !/, in. plate
stainless steel and are produced by wire cutting a 720-point
computer-generated profile with linear interpolation between
points on the circamference. The cams have minimum radii of
34.24 mm (suction pump) and 47.28 mm (discharge pump for
single titration). The latter cam can be interchanged with that
for a discharge pump for dual titrations with a minimum radius
of 46.94 mm. The maximum radius for all cams is 60.00 mm. The
corresponding displaced volumes are 1.83, 0.91, and 0.93 mL,
respectively. The cams are press-fitted onto the square section
steel shaft (C), which has been turned down at both ends to be
an interference fit in the 3/ in. i.d. bearings.

A 30-V de motor (Philips 4322-010-78010) with a 250:1 reduction
gearbox (SAIA Series F) drives the shaft. Mounted on the motor
shaft is a 25 pulse/revolution optical tachometer that is combined
with a phase lock speed controller to enable precise speed control,
with cycle times selectable from 6 to 90 s. Attached to the other
end of the cam shaft is a 1000 pulse/revolution incremental
encoder with marker pulse (Process Control and Automation
1A2B1A) for accurate determination of the angular position of
the cams and thus the flow rates of the pumps. Teflon tubing
of 1-mm i.d. connects the pumps to the acrylic valve block. The
valves (H) are !/g-in. stainless steel needles that slide through
multiple 1/g X 1/, in. Viton O-rings and that are activated by
common linkage to a third cam attached to the drive shaft. Fluid
flows to and from the pumping/valve assembly are indicated by
arrows in the figure. The operation of the valves is described in
the Results and Discussion below.

Sensing System. Two chloride sensor cells and one conductivity
cell have been used to obtain the present results, and these are
referred to as cell 1, cell 2, and cell 3 below.

The sensor cells are made of acrylic blocks 70 X 40 X 25 mm

0003-2700/89/0361-2109$01.50/0 € 1989 American Chemical Society
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Figure 1. Vertical section view of the pumping and mechanical sys-
tems, the right-hand (discharge) syringe pump shown cut away
(hatched), and fluid flow indicated by arrows, as follows: top left, to
waste; top right, from titrant reservoir; bottom right, to mixer; bottom

left, from detector. Lettering is the same as in the text. The motor
is at the left-hand end of the shaft; the encoder is on the right.
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having a common sample/titrant introduction and mixing con-
figuration (Figure 2a), but differing in electrode arrangement
(Figure 2b,c). A stainless steel sample tube (A) (0.8 mm i.d. X
70 mm) extends into a vertical cavity (B) of 1.6-mm diameter and
the titrant (C) enters this cavity 8 mm below the top of A. The
sample and titrant streams unite coaxially before turning 90° into
the horizontal mixing region (D) (1.6 mm X ca. 40 mm to sensor).
The mixing rod is an epoxy or glass encapsulated iron rod (overall
diameter ca. 0.9 mm). The rod is positioned ca. 1 mm from the
sensor for 30-s cycles. It was modified for 6-s cycles by adding
a small right-angle arm at one end that detented in the entrance
hole, thus preventing contact with the electrode surface at high
flow rates. Plug (E) seals the hole used for insertion of the rod.
The rod is vibrated laterally at frequencies up to 100 Hz by two
12-V electromagnets (F) (16-mm diameter) positioned in holes
drilled in both sides of the block, with pole faces 3 mm apart (21).

In cell 1 (Figure 2a,b), the stream impinges on the surface of
a flat 1 mm diameter CI” anodized Ag electrode set in a threaded
poly(vinyl chloride) (PVC) body and then exits from the rear of
the block at 80° to the mixer axis. A double-junction reference
electrode (inner chamber Ag/AgCl/1 M KCI, outer electrolyte
0.1 M KNO,, ceramic constriction type) is isolated from the waste
exit channel (1-mm diameter) by a vertical capillary (0.7 mm
diameter X 8 mm) that enters the waste exit channel ca. 2 mm
downstream from the bend. The capillary is flushed with 0.1 M
KNO, after 20~30 cycles to prevent AgCl from contacting the
ceramic.

Cell 2 (Figure 2a,c) was designed primarily for derivative ex-
periments. Two CI” anodized Ag wires (0.5 mm diameter X 1.5
mm exposed length) in threaded PVC bodies are positioned
perpendicular to the mixing channel and separated by 2.5 mm.
This cell was also used for single sensor measurements, by re-

Figure 2, Schematic diagram of sensor cells (above, vertical section;
below, horizontal section): (a) common sample and titrant introduction
and mixing system; (b} cell 1 electrode configuration; (c) cell 2 electrode
configuration. Threads have been omitted for clarity.

placing the downstream wire electrode with a double-junction
reference zlectrode. Conductivity cell 3 is a variation of cell 2.
In place of the threaded electrodes, two platinum rods (3-mm
diameter, 3 mm apart) are pressed into slightly undersized vertical
holes intersecting the flow path, with the mixing channel drilled
through both platinum rods. The mixing rod extends through
the holes in the platinum electrodes.

The potentiometric responses of all electrodes were measured
by a dual high input impedance common mode rejecting amplifier
(TPS 1852K) with the common potential taken from the brass
frame of the instrument. Conductivity measurements were made
with an analog meter of our own design. The respective outputs
were further amplified and zero offset before digitizing (12-hit)
and displaying on a personal computer with one data point re-
corded per pulse of the incremental encoder. Because of this
variable amplification, sensor output graphs show an arbitrary
y-axis scale. All measurements were carried out at room tem-
perature (22-27 °C). Manual potentiometric titrations were
carried out by the standard method (22).

Reagents. Chloride standards (60, 80, 100, 120, 140, 160 mg/L)
were prepared by dilution of a 4000 mg/L stock solution prepared
from dry NaCl (Ajax, A.R.). A 101.2 mg/L solution was used for
discrimination tests. A single Brisbane water supply sample was
used for al determinations. In all figures, the solutions mentioned
above are represented by the letters a—f (calibration standards),
g (101.2 mg/L), and h (city water), respectively. The titrant for
ISE titrations was 2.82 X 10 M AgNO; (equivalent to 100 mg/L
CI") prepared by weighing AgNO, (Johnson-Matthey, A.R.) and
containing 0.1 M KNOQO; as ionic strength adjuster (ISA). The
titrant for conductivity titrations was ca. 1.5 X 10 M AgNO,.
These solutions were stored in polypropylene bottles in the dark.

RESULTS AND DISCUSSION

Chloride was chosen as the analyte of interest because of
the ease of fabrication of anodized silver microelectrodes in
different configurations (e.g. flat surface, fine rod) and with
the object of minimizing the sensor cell volurne so that optimal
comparisons between flow rate profiles and sensor response
are possible. Moreover the AgCl electrode responds to both
Ag* and CI” ions, and the precipitation of AgCl constitutes
a stringent test of the capabilities of the analyzer. The con-
ductivity cell was used because of that sensor’s high stability
and short response time. Results are reported here for the
determination of CI” by both single and dual titrations.

The operation of the instrument is illustrated in schematic
form in Figure 3. During the measurement cycle valves V1
and V2 connect the pump cylinders C1 and C2 to the sensor
S; piston P1 expels liquid to the fluid junction J, while piston
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Figure 3. Schematic fiuid flow diagram: C1, G2, pump cylinders; P1,
P2, pump pistons; V1, V2, valves; SF, sample fiuid reservoir; RF,
reagent fluid reservoir; W, waste; J, fiuid junction; S, sensor.

P2 withdraws at a greater rate so that sample fluid SF may
be aspirated. No aspiration occurs if P1 and P2 generate equal
flow rates; i.e. titrant only is pumped through the system.
After agitation in the mixing chamber, the combined fluids
pass sensor S and flow on to cylinder C2. At the end of the
measurement cycle valves V1 and V2 are switcked to the
alternative positions and cylinder C1 refills with rezgent fluid
RF as cylinder C2 expels to waste W. The sensor response
to the combined fluids is determined by the relative flow rates
of pumps 1 and 2, the degree of mixing of the solutions, and
the dispersion of the combined solutions during transport from
the fluid junction to the sensor. In order to relate the sensor
output directly to the flow rates, complete mixing and neg-
ligible dispersion are required. Such conditions are ap-
proached if the mixer volume is minimized, the sensor is
located within the mixing region, and transverse mixing is
thorough. For a step change in the flow rate of piston P1, the
actual time response of sensor S is determined by parameters
of the mixing/sensing cell such as fluid junction design, cell
volume, and mixing efficiency as well as the sensor’s inherent
response time. For a change in sample fluid SF, the volume
of the aspiration tube also affects the initial time response.
In the present configuration cylinder C2 has an active volume
of 1830 uL., while the cell volume with the rod in place is 60-70
pL and the aspirator tube volume is ca. 30 uL.

Single Titration. The cycle used in the preseat version
of the instrument is shown in Figure 4. In Figure 4a,b, the
cam profiles are plotted in millimeters relative to the minimum
radius and flow rates as amplified cam slope displaed on the
same scale. The cycle will be discussed in terms of the lettered
regions A-E.

The cycle begins with a short, steep increase in suction
pump cam radius to point A, while the discharge pump is
stationary. This causes aspiration of sample and an initial
flush of the system with new sample. The next short section
of both cams establishes the flow rate ratio at the start of the
titration at B as 4:1 sample:titrant, to allow the flow system
to equilibrate and to allow any turbulence resulting from the
sudden change of flow rates to subside. The suction pump
cam profile then continues as a linear incremental spiral to
point E. However, the titrant cam profile changes at B to a
quadratic function (r = (1.04907 X 10™% (x + 64)? + constant,
where x = degrees of cam rotation), whose constants are
chosen to increase linearly the flow rate of titrant such as to
generate flow rate ratios as shown in Figure 4d. The ratio of
sample rate to titrant rate thus changes from 4:1 at B to 1:4
at C, so carrying out a single flow titration during this section.
An end point will be reached provided that the sample con-
centration is not less than one-quarter nor more than 4 times
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Figure 4. Cycle for single titration: (a) suction pump cam radius (1)
and flow rate (2); (b) discharge pump cam radius (1) and flow rate (2);
(c) sample flow rate; (d) ratio of sample flow rate to titrant flow rate;
(e) output of ISE during measurement cycle. Arbitrary y-axis units (see
text).

that of the titrant. For a 1:1 stoichiometry, the point where
the flow rates are equal represents the end point of the ti-
tration of equimolar solutions, assuming instantaneous de-
tector response. In practice, a time lag occurs, and the de-
tected end point is shifted to the right.

At point C, the titrant cam becomes circular again for the
section to D. Since the suction pump is still being withdrawn
at constant rate, titrant flow is now zero, and the sensing
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Figure 5. (a) Single titration curves for 30-s cycle. (b} Single titration
curves for 6-s cycle. (c) Direct derivative single titration curves for
30-s cycle. Letters a~h correspond to calibration standards and
samples as described in the text.

system is flushed with neat sample again up to point D. The
length of this section (sample spike) in this version is too short
to allow an ISE to reach equilibrium, but the reading at D
is still of diagnostic value. For example, the height of the spike
is sensitive to changes in sensor response time, any variations
of which will affect the equivalence point in a flow titration.
From D to E, the titrant cam profile becomes parallel to that
of the suction pump, so that now sample is excluded, and the
system is flushed with neat titrant. The detector now records
a base-line value for titrant, which enables any drift to be
detected. At point E, both cams briefly become circular while
the valves change as described above, and then the radii of
both cams contract rapidly to reset the system for the start
of the next cycle.

Figure 4e, an actual response curve, illustrates (i) the zone
at A corresponding to the CI™ sample flush; (ii) the zone A-B,
the lead-in to the start of the titration; (iii) the titration zone
B-C where the ISE responds to the change from CI~ sample
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Figure 6. (a) Calibration curves for the data sets of Figure 5a,b: (1)
8-s cycle, (2) 30-s cycle, (3) calculated from flow rate ratios and titrant
concentration. (b) Experimental ((0) 30-s cycle, (¢) 6-s cycle) and
calculated calibration curves for dual titrations.

in excess to Ag® titrant in excess; (iv) the zone C-D as CI-
sample is again aspirated (where the response time of the
mixer/sensor cell and the finite size of the cam follower distort
the theoretically square peak); and (v) the zone at E where
only titrant is pumped. The zone B-C of each curve is
therefore similar to the potentiometric titration curve typical
of a static titration. In this case the concentration of the
product species depends on both the concentrations of the
reactants and the relative quantities of the reactant species,
ie. the flow rate ratio. The curve of Figure 4¢ has been shifted
to align the experimental response curve with Figure 4a~d.

Figure 5a shows the response curves for the Cl” standards
(60-160 mg/L) and that for city water, with a cycle time of
30 s, while Figure 5b displays results for a cycle time of 6 s,
both obtained by using cell 1. The figures illustrate (i) the
direct indication of CI” concentration in the sample-only A-B
and D zones; (ii) the shift in inflection point with CI” con-
centration in the titration zone B-C; (iii) the stable AgNOg
response in zone E; and (iv) the broadening of all features for
the 6-s cycle time as the sensor response time becomes an
appreciable fraction of the cycle.

The end point of the titration can be ascertained by taking
the point of inflection. Because the noise level on the de-
rivative of the raw 30-s titration curves prevented accurate
estimation of the inflection points, a least-squares fit of a
suitable function was performed on the original titration curves
(Figure 5a,b). This function was derived from the modified
Nernst equation

E = E% + RT/F In {[Ag*]/[CF])

which applies to a solution of constant ionic strength (e.g.
containing 0.1 M KNOj3), where the ratio of activity coeffi-
cients is constant. In the titration zone B-C, the concentration
of KNOjs increases by a factor of 4, but the variation in activity
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coefficient ratio was considered small enough for it to be
ignored in the fitting function. Calibration curves (Figure 6a)
of inflection points for the standard samples (measured as the
number of pulses from the encoder marker pulse) were used
to determine the unknown concentrations. The predicted
curve 3 is an x—y transformation of the flow rate ratic function
(Figure 4d) with the 1:1 ratio scaled to 100 mg/L CI°
(“transformed curve™), which has then been y-axis shifted in
an attempt to eliminate all but the sensor respoase time
contribution. The encoder origin position, transfer of fluid
from fluid junction to sensor, and sensor response time all shift
the equivalence points so that the calibration curves are higher
than the transformed curves. By addition of the encoder pulse
difference between the sharply defined point C on the sample
flow rate (curve 2, Figure 4b) and the average of tae corre-
sponding point for the experimental curves (Figure 5a) to the
transformed curve, the encoder origin offset and fluid delay
are incorporated, while the effect of sensor response time is
largely excluded. Thus the ordinate differences between the
two calibration curves and this y-shifted transformed curve
reflect the sensor response time. Curves from meastirements
with longer cycle times should approach a limiting value nearer
the y-shifted transformed curve. Although the curves are not
coincident, the shapes are similar, so that an approximate
calibration curve could be generated by further y-shifting to
pass through one experimental point.

A significant advantage of this flow titration method is that
the determination of the inflection point can be performed
by measuring a response derivative directly. This is achieved
by placing two sensors in the stream separated by a small
linear displacement (cell 2) and removes the need for a ref-
erence electrode. The differential response curves for a 30-s
cycle are displayed in Figure 5¢. Results were also obtained
with a 6-s cycle time and, as expected, display broadening of
all features. End points of the titrations were estimated
manually, using the centers of mass of the peaks rather than
the peak maxima.

Conductometric titrations were also performed. and re-
sponse curves are shown in Figure 7a. These curves illustrate
(1) the concentration-dependent conductivities of the standards
at point A and between C and D; (ii) the decrease in con-
ductivity to the end point followed by an increase with excess
AgNO;; (iil) the stable AgNO, response after point E: and (iv)
the abnormal behavior of the city water sample due to the
other nonreacting ionic components. The dilution of these
ions between B and C contributes a linearly decreasing con-
ductivity component. End points were measured raanually
as the point of intersection of the linear sections. The figure
also includes a trace (i) of the conductivity of distilled water,
which defines the magnitude of the conductivity change as
the AgCl precipitates.

Dual Titration. This method is analogous to the triangle
programmed titration technique of Pungor et al. (23-25), as
applied to continuous stream titrimetry, and demonstrates
the versatility provided by the use of interchangeable discharge
pump cams. The cam profiles relative to the minireumn radius,
flow rates, flow rate ratio, and actual response curves are
shown in Figure 8a—e. The initial flush with new sample is
followed by a short section that establishes a sample:titrant
ratio of 2:1 and allows turbulence to subside. The constant
withdrawal of the suction pump continues while the clischarge
pump cam profile describes a function whereby the flow rate
changes linearly from 2:1 at B to 1:2 at C, and then inverts
and the reverse titration is conducted to D, where the ratio
again reaches 2:1. After D the discharge pump ramps up to
point E where its rate is equal to that of the suction pump.
Within section E-F, titrant only is flushed through the cell
and the sensor records the voltage for pure titrant. At F, both
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Figure 7. (a) Conductometric titration curves obtained with cell 3,
samples coded as before, together with distilled water base line (i). (b)
Dilution experiments: curve 1, dilution of 140 mg/L CI~ with water;
curve 2, dilution of 0.1 M KCl with water; curve 3, first cycle with water
only following 0.1 M KCI.

cams become circular for the valve changes, and then the
syringes reverse to reset for the next cycle. The measured
response curve (Figure 8e) illustrates (i) the sample flush zone
A; (ii) zone A-B corresponding to flow stabilization; (iii) the
dual titration zone B-D; and (iv) the zone after E where titrant
only is pumped through the sensor cell. Zone B-D now
consists of two sequential potentiometric titration curves, with
the complication that for some ISE’s the speed of response
is dependent on the sign of change of the potential. This is
not markedly the case for AgCl as can be seen from the sample
spike (C-D) in Figure 5. The end points of the two titrations
were obtained by locating the inflection points, using a
least-squares fit of the individual halves of the curves, as
described for the single titrations. The difference in these
end points should be independent of the time response of the
sensor as both are similarly delayed.

Figure 9a shows the response curves for the CI” standards
(60-160 mg/L) and that for city water obtained by using cell
2 and a cycle time of 30 s. This figure shows (i) the shift in
both end points with changing CI~ concentration in the ti-
tration zone B-D and (ii) the variation of the response curve
of the city water sample relative to those of the CI” standards.
Results were also collected for a 6-s cycle, and as usual showed
a broadening of all features. The differences in position of
the two end points were used to calculate the calibration data
(Figure 6b). The predicted curve is origin independent, and
close correspondence between theoretical and experimental
values is found because of the cancellation of the mixer/sensor
response time (cf. Figure 6a). This emphasizes an advantage
of the dual technique, namely that for moderate accuracy, no
calibration is required. In this case concentrations of Cl” can
be determined within 3%, without calibration.

The direct derivative technique was also used to determine
the inflection points using cell 2, as described for the single
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Figure 8. Cycle for dual titration: (a} suction pump cam radius (1) and
flow rate (2); {b) discharge pump cam radius (1) and flow rate (2); (c)
sample flow rate; (d) ratio of sample flow rate to titrant flow rate; (e)
output of ISE during measurement cycle. Arbitrary y-axis units (see
text).

titrations (Figure 9b). The time displacement of the inflection
points for the city water is again apparent. Separate cali-
bration curves for the forward and reverse halves of the ti-
tration yielded concentrations of 89 and 81 mg/L, respectively,
whereas treatment using the usual difference method gave 85.2
mg/L. This may be explained by either an increase in the
sensor response time or a modification of the response by other
ionic components, as expected for the AgCl electrode (26).
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Figure 9. (a) Dual titration curves for 30-s cycle. {(b) Direct derivative
dual titration curves for 30-s cycle.

Evaluation of Instrument Parameters. An evaluation
of parameters such as flow rate accuracy and reproducibility
should ideally be undertaken using a flow rate sensor. In the
absence of one with appropriate resolution, measurements
were made using conductivity cell 3.

Flow rate ratio parameters were obtained by using the single
titration cam, replacing the titrant with distilled water, and
using the 140 mg/L ClI” standard as sample. In this case the
concentration of CI” in the sensed mixture is proportional to
the sample flow rate divided by the suction pump flow rate
if mixing is perfect and dispersion negligible. For the titration
section B-C (Figure 4) this should be a 4-fold linearly de-
creasing concentration. The experimental curve 1 (Figure 7b)
illustraves three features. Firstly, an approximately 4-fold
decrease in conductivity occurs, which confirms that the
measured curve closely resembles that expected from the cam
profiles. This ratio, in conjunction with the reproducibility
of sharp features in all curves, suggests that mixing is ade-
quate. Secondly, the degree of dispersion is low, as can be
seen from the shape of the sample spike (section C-D). All
time and dispersion dependent phenomena contribute to the
distortion of this spike, which amounts to an interval of ca.
15 pulsas or only 2% of the titration section. Finally, devi-
ations from linearity are small, considering several factors
could contribute to errors, e.g. (i) the small deviation from
a linear dependence of conductivity on concentration in the
range measured, (ii) the characteristics of cell 3, and (iii) flow
rate variations. These may arise from mechanical sources such
as cam inaccuracies, shaft eccentricity, and bearing play and
are probably responsible for the small irregularities on the
curves in the titration section. It should be noted that it is
the flow rate ratio that is measured by this method, not the
individual flow rates, so features on the curve could arise from
either or both pumps. A calibration curve for the titration
of a nuinber of standards generates points on the actual flow
rate ratio curve. Variations of the ratio from theoretical are
apparent in the calibration plots (Figure 6).
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Table I. Results of Chloride Determinations (mg/L)

191.2
mg/L
method city water standard
(1) single titratn
(a) 30 s 86.6 £ 0.3 1017+ 0.3
(b)6s 879 % 0.5 101.8 £ 0.5
(c) 30-s deriv 872 x 0.3 100.8 £ 0.3
(d) 6-s deriv 87.6 £ 0.5 1000 + 0.5
(2) dual titratn
(a) 30s 836 £ 0.5 101.4 £ 0.5
(b)és 84.1 £ 0.5 101.3 £ 0.5
(c) 30-s deriv 852 1.0 101.7 £ 1.0
(3) single titratn {conductivity)
(a) 30s 84.1+1.0 100.5 £ 1.0
(4) static macro titratn 86.3

The reproducibility of the piston displacement of both
pumps was also determined by conductivity measurements.
The integral of a base-line-corrected conductivity curve for
the dilution of a sample with distilled water is related to the
displacement of the pistons. Integrations of four equal width
zones within the titration section, and the total area, were
obtained for seven 30-s cycles of the dilution of 0.1 M KCl
with distilled water (e.g. curve 2, Figure 7b). The relative mean
deviation of integrals for the quarter sections was Jess than
0.1%, and for the total integral was 0.03%. In terms of piston
travel, this uncertainty corresponds to a mechanica. error of
less than 10 um and represents the upper limit of the piston
displacement reproducibility as it includes variations due to
the sensor.

The reproducibility of the flow rate ratio can also be es-
timated from these data. The relative mean deviation of the
conductivity profiles was calculated for the seven dilutions
and ranged from 0.3% to 1.0% across the titration zone, with
a value near the 1:1 point of 0.4%. Again this represents an
upper limit on reproducibility and is similar to the error
estimated from the variation of titration end points (Table
D.

In Figure 7b, curve 1 (dilution of 140 mg/L CI') has been
amplified to the same ordinate as curve 2 (dilution 0.1 M KCI),
and the different responses illustrate the nonlinear dependence
of conductivity on concentration in the latter solusion.

Cell 8 was also used to monitor the rate at which liquid in
the system from a previous sample cycle is flushed through
the mixing and sensor region in the next cycle, i.e. sample
carryover. Figure 7b illustrates the effects with two consec-
utive curves, one from the last of a series of samples of 0.1
M KCI (curve 2) followed by a sample of distilled water with
the discharge pump containing distilled water. Curve 3 shows
the decay in conductivity as the water sample flush removes
the 0.1 M KCl in the probe/mixing/sensing conduit, and then
the stabilization to the base line. The duration of the decay
indicates that carryover from one sample to the next affects
only the first 30 pulses of the total titration region of ca. 700
pulses.

Summary of Results. The CI” concentrations for the city
water and the 101.2 mg/L discrimination sample determined
from the calibration plots are presented in Table I. The values
were obtained by averaging measurements of at least two
complete sets of standards and samples, and the estimated
errors were calculated as half of the range of intersections of
the sample end points on the mean ealibration curves. The
discrimination sample was analyzed with an accuracy of better
than 1.2%, with several methods giving better than 0.6%. The
most inaccurate are the 6-s derivative and concuctivity
technigques. The former result can be explained by the sensor
response time being a significant fraction (ca. 3%) of ~he cycle
time. The conductivity titrations suffer from larger uncer-

tainties in end points because of the more gradual slope
change. However, the reproducibility of the results from all
methods is still good, suggesting that an acceptable level of
accuracy can be achieved even with cycle times as low as 1
s.

These results may be compared with those obtained from
the triangle programmed argentometric flow titration of CI~
in wastewater, which yielded standard deviations for single
samples of 1-2% (24, 27). A continuous flow two-point ti-
trimetric method has been reported for CI~ at levels below 18
mg/L (28). Precision of 0.9% and accuracy of 2% were found,
results that are comparable to those reported here.

The results for the city water sample highlight problems
inherent in the use of ion selective electrodes. Clearly the
single titrations give high reproducibility and are internally
consistent, but the results differ from those obtained with the
dual system. While the dual titrations suffer less from effects
due to system time lags, the inherent asymmetry of the
Ag/AgCl ISE in the multicomponent city water sample still
leaves a residual uncertainty in the absolute value for Cl~
concentration. Although precision for this application is ap-
parently better than 1%, accuracy is likely to be in the range
of 2-3%, as it is limited by the performance of the electrodes.

CONCLUSION

The reproducibility of these results is not the best per-
formance anticipated for this instrument. For the case chosen,
the precision is limited by the characteristics of the sensor,
the eventual fouling of the flow lines and electrodes by pre-
cipitated AgCl, and the inherently broad end points in the
concentration range studied. A stable fast detector and
suitable titration reaction involving a sharp end point and no
precipitation would better characterize the fundamental ac-
curacy and precision of the instrument as a titrator. This
study is in progress. The conductivity/dilution results indicate
that averaged flow rates can be defined within 0.1% by using
the principles embodied in the basic design. Discontinuous
flow analysis will facilitate a wide variety of flow analyses by
virtue of the flexibility provided by reproducible programmed
flow rates.
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CORRESPONDENCE

Exchange of Comments on Identification and Quantitation of Arsenic
Species in a Dogfish Muscle Reference Material for Trace Elements

Sir: Marine organisms generally accumulate substantial
amounts of arsenic, and information on the arsenic complex
is quite important to evaluate the toxicological implications
as well as to elucidate the cycling of the element in the marine
environment. The ubiquitous nature of arsenobetaine in
marine animals has been well documented (1, 2), but there
is only limited information on the presence/absence of other
arsenic species in the samples. Among the arsenic species,
arsenocholine has attracted attention (3, 4). Arsenocholine
is expected to be a precursor of arsenobetaine (3, 4). Fur-
thermore, it was speculated to be a constituent of lipid-soluble
arsenic (5), though the major lipid-soluble arsenic in a ma-
croalga is recently identified as a diacylated derivative of
arsenic-containing ribofuranoside (6). We have developed a
combination of high-performance liquid chromatography
(HPLC) with inductively coupled argon plasma atomic
emission spectrometry (ICP-AES) for the chemical speciation
of arsenic (7, 8) and analyzed arsenic species of various marine
animals, including fish, crustaceans, and molluscs (9). We
could not detect arsenocholine in any of them, but found a
strong basic species identified as tetramethylarsonium ion in
some of the samples (9).

Recently, Beauchemin et al. identified and quantified ar-
senic species in a dogfish muscle reference material, DORM-1,
and reported the presence of trace amounts of arsenocholine
(10). The detection of arsenocholine reported before their
paper had been limited in shrimp samples (3, 11, 12).
Therefore, we examined the reference material together with
another one, DOLT-1, by using an HPLC/inductively coupled
plasma mass spectrometry (ICP-MS) optimized for the
speciation of arsenic (13).

EXPERIMENTAL SECTION

Sample. The reference materials DORM-1 (dogfish muscle)
and DOLT-1 (dogfish liver) (14) were obtained from the National
Research Council of Canada.

Reagents. Fifteen water-soluble arsenic compounds reported
so far from the marine samples were used as the authentic
standards (Table I). They were prepared as reported previously
(9, 13). All the chemicals and solvents were the commercial
products of reagent grade or special grade for LC but were selected
carefully to keep the contaminated arsenic and chloride levels
as Jow as possible. 1-Butanesulfonate sodium salt was used after
being recrystallized twice from ethanol (95%).

Instrumentation. An ICP-MS, PMS100 (Yokogawa Electric
Co. Ltd., Japan), was used as the arsenic-specific detector for
HPLC. Quantitation of arsenic in the sample was done by an
ICP-AES (JY-38; Seiko Electric Co. Ltd., Japan) after wet di-
gestion by nitric acid. The operating conditions of the ICP-MS,
the chromatographic conditions, and the construction of the

Table 1. Structures of Arsenic Standards

(D) AsO%, (I) AsOg%, (1) CHyAsO,>, (IV) (CH,),A80,7, (V)
(CHg)g4s0, (VI) (CHy),As*, (VII) (CH,)yAs™CH,CH,0H, (VIII)
(CHy)3As*CH,COO-, (IX) (CH,),As(0)CH,CH,O0H

B 0. OCHzCHCHz—Rg
Ry
OH OH
R, Ry Ry

X (CHyAs(0)- -OH -OH

XI  (CHy),As(O)- -OH  -OP(0); OCH,CH(OH)CH,0H
XII (CHy,As(0)- —-OH -SOs

XIII (CHy)As(0)- -NH;* -SO;

XIV (CHp:As(0)- -OH  -80,

XV (CHpsAs*- -OH -SO,

system ware same as those given in the previous report (13) except
that Inertsil ODS-1 (4.6 X 250 mm; Gasukuro Kogyo, Japan) was
used instzad of Inertsil ODS-2 for ion-pair chromatographies. In
accordance with this column change, the retention times of the
arsenic species changed to some extent from those in the previous
report (13). The elution buffer at pH 4.2 was prepared by the
addition of ammonia to the pH 3.0 buffer.

Extraction and Chemical Speciation of Water-Soluble
Arsenic Compounds from DORM-1 and DOLT-1. To the
reference material (0.25 g) in a 10-mL centrifuge tube was added
5 mL of methanol/water (1:1, (v/v)), and the tube was sonicated
for 15 min in an ultrasonic bath. The extract was collected after
centrifugation. The extraction process was repeated 5 times, and
the extracts were combined, evaporated to dryness, dissolved in
5 mL of water, and filtered through a membrane filter (Minisart
NML, Sartrius GmbH, West Germany). An aliquot (typically
10 uL for ion-pair chromatogaphies and 20 uL for gel permeation
chromatcgraphy) of the extract was injected into the HPLC, and
the ion count at m/z = 75 was monitored. To check the inter-
ference by the molecular ion “*Ar%Cl, the ion count at m/z = 77
(correspending to “®Ar¥Cl) was monitored under the same con-
dition.

RESULTS AND DISCUSSION

In addition to arsenobetaine, various kinds of water-soluble
arsenic compounds have been reported from marine organisms
(Table I). To identify these 15 arsenic species unambiguously,
we have developed a combination of three HPLC conditions
with dif’erent separation principles: i.e., gel permeation,
ion-pair chromatography to separate anions (pH 6.8; pairing
ion tetraethylammoniumy), and ion-pair chromatography to
separate cations (pH 3.0; pairing ion 1-butanesulfonate) (13).
In each case, the elution buffer was optimized to obtain a good

0003-2700/89/0361-2116801.50/0 © 1989 American Chemical Society



ANALYTICAL CHEMISTRY, VOL. 61, NO. 18, SEPTEMBER 15, 1989 « 2117

(A) vill
5x102+
cps
% T
0 5 10 15 min,
(8) M ©
103 5x102
cps| cps
V“ “‘”/N
-
.

0 Smin. 0

Retention Time

Figure 1. Chromatograms of the extracts of DORM-1 and DOLT-1
under three different column conditions: (A) GS220 (pH 6.8), (8) Inertsil
0ODS-1 {pH 6.8), (C) Inertsil ODS-1 (pH 3.0). The elution positions of
some authentic standards (V, VII, and IX) are given in the figure
{Figure 1C). In each figure, the chromatograms of DORM-1 and
DOLT-1 are shown in the upper and lower lanes, respectively. See
text for details.

separation within a reasonable time (within or around 15 min).
Furthermore, the buffers were constructed by organic ions to
prevent deposit of nonvolatile materials in the ICP-MS.
The chromatograms of arsenic species in the exiracts of
DORM-1 (dogfish muscle) and DOLT-1 (dogfish liver) are
shown in Figure 1. As reported by Beauchemin et al. (10),
arsenobetaine (VIII} was present as the dominant species in
the extract of DORM-1 (Figure 1, upper chromatograms). It
was dominant, too, in the extract of DOLT-1 (Figure 1, lower
chromatograms). In addition to this, three minor arsenic
species were detected in the extract of DORM-1. Based on
the retention times under the three chromatographic condi-
tions, two of them were identified as cacodylate (IV) and
tetramethylarsonium ion (VI). DOLT-1 did not contain a
detectable amount of tetramethylarsonium ion (Figure 1A,B).
Contrary to the report of Beauchemin et al. (10), arsenocholine
(VII) was not detected (Figure 1C, Figure 2). On the other
hand, the other arsenic species present in both extracts did
not fit any of the authentic standards (U1 in Figure 1B,C).
U1 seems to be neutral at pH 6.8 (Figure 1B) but shows
cationic nature at pH 3.0 (Figure 1C). The arsenic corapounds
with trialkylarsine oxide structure, such as V, IX, and X in
Table I, generally behave in such a manner becausa the di-
methylarsinoyl group, (CHy),As(0)-, protonates at around pH
4. In fact, Ul was eluted from the ODS column much earlier
when the pH of the elution buffer changed from pH 3.0 to
pH 4.2 (Figure 2). Among the authentic standards employed
in the present study (Table I), trimethylarsine oxide (V) and
dimethylarsinoylethanol (IX) showed similar retention times
to UL Coinjection of them with the extract clearly indicated,
however, that Ul is different from them (Figure 2, Figure 1C).
No arsenic peak to be assigned to Ul appeared on the chro-
matograms of the gel permeation column (Figure 1A).
Probably the peak overlapped with that of arsenocbetaine.

VIIQV)
108

cps

0 5 10 15
Retention Time (min.)
Figure 2. Chromatograms of DORM-1 exiract (A) and that spiked with
200 pg of As each as trimethylarsine oxide (V), tetramethylarsonium
ion (VI), arsenocholine (VI1I}, and dimethylarsinoylethanol (IX) (B) on
Inertsil ODS-1 at pH 4.2. In this condition, cacodylate (IV) has almost
same retention time as arsenobetaine (VIII).

Chloride ion in the samples did not interfere under these
conditions.

Total and water-soluble arsenic in DORM-1 were 184 £
0.5 and 17.2 £ 0.9 ug/g, and those in DOLT-1 were 10.9 +
0.5 and 7.3 £ 0.9 ug/g, respectively. These values are in
accordance with previous reports (10, 14). Arsenobetaine
accounted for 91% and 78% of the water-soluble fractions
of DORM-1 and DOLT-1, respectively. Other arsenic species
were cacodylate 3.5, tetramethylarsonium 2.7, and Ul 2.4%
in DORM-1 and cacodylate 10.7 and U1 10.9% in DOLT-1.

Tetramethylarsonium ion (VI) is a cationic arsenic com-
pound similar to arsenocholine (VII}, and the chromatographic
conditions should be selected carefully for the unambiguous
identification of them. Judging from the present data, it seems
that the arsenic compound identified as arsenocholine by
Beauchemin et al. is really tetramethylarsonium ion. Tetra-
methylarsonium ion was detected in bivalve, crab, sea cu-
cumber, sea hare, sea anemone, and gastropod mollusc (9,
15-17). As far as we know, this is the first report of its
presence in fishes. Trimethylarsine oxide (V), a possible
intermediate between cacodylate and tetramethylarsonium
ion, however, was not detected in the reference materials. It
may be lost during the acetone treatment of these reference
materials (14). Trimethylarsine oxide was detected in fish
as a natural constituent (18, 19) and also as a metabolite of
inorganic arsenic (19). It is also produced from arsenobetaine
by the action of some bacteria (20). The structure of Ul is
not clear at this stage. The same compound is present in a
crab (Y. Shibata, et al., unpublished). U1l seems to have been
overlooked in the previous report (10).

Our knowledge of arsenic in the natural environment is
fragmentary, and the list of arsenic species is still growing,
as shown in the present communication. In addition to the
number of available standards, selection of the chromato-
graphic conditions is quite important for the reliable iden-
tification. The HPLC conditions described in the present
communication seem to be promising for the chemical spec-
iation of arsenic in marine organisms.
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Sir: Tt is gratifying to know that experienced scientists using
quite different procedures have largely confirmed our ex-
perimental results that arsenobetaine is the major arsenic
species in DORM-1 (7). The discrepancy is on the assignment
of an approximately 1% fraction that we attributed to arse-
nocholine. According to the authors, that fraction should have
been assigned to tetramethylarsonium ion.

We have recently found that tetramethylarsonium ion has
retention properties very similar to that of arsenocholine on
a Dowex 50W-X8 column. Having been shown the authors’
HPLC data, we have to agree that our assignment of arse-
nocholine is likely to be erroneous. We are grateful to the
authors for bringing this to our attention.
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Complex Mixture Analysis Using Differential Gas Chromatographic

Mass Spectrometry

Sir: Commercial analytical laboratories routinely use gas
chromatographic mass spectrometry (GCMS) to identify and
quantitate a relatively small number of well-defined analytes
in environmental or clinical samples. The components are
most often priority pollutants, drugs, or metabolites whose
chromatographic retention times and mass spectra are known.
Increasingly, however, analysts are called upon to screen very
complex samples and to identify unknown components that
may be of environmental or clinical concern. This task is
usually straightforward for components that are well separated
by gas chromatography and are present in sufficient concen-
tration to provide clean mass spectra. Complications invar-
iably arise when, as is more often the case, the components
are incompletely resolved, mass spectra overlap, and inter-
pretation becomes problematic. A host of computer tech-
niques have been proposed (1-8) for the deconvolution of
overlapping peaks, providing cleaner mass spectra and allowing
interpretation and even quantitation of the unknown analytes.

In all of the methods described to date, spectral deconvo-
lution is performed after the data collection is over and the

raw mass spectra are stored in the data system. We recently
proposed (8) “differential GCMS”, a method that improves
spectral quality by subtracting successive pairs of mass spectra
and storing the result. As the concentration of a compound
increases, the abundances of ions representing that compound
increase. and these ions appear with positive abundances in
the differential mass spectrum. As the concentration de-
creases, ion abundances in the differential mass spectra be-
come negative (8).

Several aspects of the method are unusual. Of all the mass
spectral deconvolution techniques, differential GCMS is the
only one capable of real-time operation. That is, the spectral
cleanup could be performed as data are being collected. The
processed spectra could be stored along with, or instead of,
the raw mass spectra. When the differential mass spectra are
summed into a total ion chromatogram, there is an increase
in apparent chromatographic resolution (8). This improve-
ment can be quantitatively estimated by using existing theory.

Davis and Giddings (9) have developed a theoretical model
for a chromatographic system. The model uses Poisson sta-
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Figure 1. (a) Simulated GCMS data (70) showing two Gaussian peaks
separated by a distance of 4¢. (b) Same as a, but with peak sepa-
ration.of 2¢. (c) Differential GCMS total ion profile (8) derived from
the data set in b. Mass spectral overlap is reduced and apparent
chromatographic resolution is improved.

tistics to describe the random elution of compounds in a
system with finite peak capacity. For a mixture of m com-
ponents in a system with a peak capacity of n,, the model
predicts that the number of components eluting as singlets
is expressed as

p1=me?

where « is the ratio of the number of components to the peak
capacity: a = m/n,. The hypothetical peak capacity is de-
termined by dividing the entire chromatographic coordinate
space, X, by the width of one chromatographic peak, x, (xo
is, therefore, the minimum distance by which two corponents
may be separated and still be considered chromatogrs phically
“resolved™):

n, = X /%

The model goes on to predict the number of chromatographic
peaks (p) eluted from the system to be

p =me™

This model can be readily be adapted to the differential
GCMS case. If a chromatographic peak is symmetrical, ion
abundances in the differential mass spectra will be positive
during the first half of the elution and negative during the
second half. In terms of chromatographic overlap, the situ-
ation can be represented as in Figure 1. The resolution of
two Gaussian peaks (Figure 1a) will be achieved wken R, =
1 or x, = 40, where o represents the average standard ceviation
of the two peaks (9). In the case of differential GCMS (Figure
1b,c), the peaks achieve the same degree of overlap at a dis-
tance x5 = 20. Because of the differentiation process, the
effective “width” of a peak has been halved.

Davis and Giddings showed that for a 50-component mix-

10
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m
Figure 2. Number of theoretical plates required to form a singlet with
a probability of 90% as a function of m: (A) standard GCMS ex-
periment, V,/V, = 25, R, = 1.0; (B) differential GOMS experiment.

ture in a system with a peak capacity of 100, only 30 chro-
matographic peaks can be expected to elute (p = me™/™ =
50e(0/100) = 30), and only 18 of these will represent pure
components (p; = me 2%/% = 50¢7250/100) = 18)  Qur differ-
entiation has the effect of doubling the peak capacity (n) of
the chromatogrphic system (by halving the peak width)
without any change in other variables. This also has the effect
of halving . For the 50-component sample above, differential
GCMS would produce 39 distinct chromatographic peaks (p
= 50¢79%/20 = 39), of which 30 would be pure components (p,
= 50¢7260/200) = 30).

An alternative perspective for viewing the improvement in
chromatographic resolution is to calculate the number of
theoretical plates required to provide a high probability (90%)
of forming a pure singlet (p; = 0.9) (9). Figure 2A shows a
plot of such a calculation: The number of theoretical plates
(N) is plotted as a function of the number of components (m).
(A retention volume ratio, V,/ V), of 25 and a resolution, R,,
of 1 are assumed for this plot as in ref 9.) In the differential
GCMS data, components are “resolved” when the peak sep-
aration is 2¢, rather than 40 (see Figure 1). In other words,
peak resolution requires only R, = 0.5. The peak capacity (9)

N2V,
ne= R, In v,
is doubled when R, = 0.5 compared to R, = 1.0, consistent with
the discussion above. To achieve a given probability of singlet
formation, one would require only one-fourth the number of
theoretical plates (Figure 2B). This means that an acceptable
degree of separation can be achieved on a shorter GC column
(lower N) or in a shorter period of time by using differential
GCMS than would be necessary for the standard experiment.

Martin and Guiochon (11) have proposed a parameter they
term v, the extent of separation, to describe the quality of
a chromatographic separation of a multicomponent mixture.
The model is based on an analogy between the chromato-
graphic separation process and a random depolymerization
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Flgure 3. (a) Total ion profile and (b) differential GCMS profile from the analysis of the volatile organic compounds in a sample of indoor air.
Compounds trapped on Tenax were thermally desorbed into a continuously scanning Hewlett-Packard 5985 B GCMS system. Electron ionization

(70 eV) mass spectra were collected every 2.2 s from m/z 40 to 400.
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Figure 4. (a) Total ion profile and (b) differential GCMS profile for scans
167-173 of the data set in Figure 3.

process and results in mathematical expressions virtually
identical with those of Davis and Giddings (9). The v pa-
rameter ranges in value from 0 to 1, with 0 indicating no
separation at all and 1 indicating perfect separation, analogous
to the extent of chemical reaction (depolymerization).
Mathematically, the relationship between the two models may
be expressed (11) by
v = e = eAm/nc

As before, the effect of differential GCMS is readily ob-
served. For the same 50-component mixture in a 100-peak-
capacity system, one calculates the extent of separation as y
= ¢"0/1% = .61 before differentiation. After differentiation,
v becomes e¢%/20 = 0,78, closer to 1 and therefore a more
complete separation.

The most efficient data collection mode for differential mass
spectrz. would be to collect and store the difference spectra
in place of the usual raw mass spectra. Some analysts are
understandably uncomfortable with the notion of discarding
the raw data. This need not be a cause for concern. (It should
be noted, in passing, that the “raw” mass spectra being dis-
cussed are already extensively processed: digitized, amplified,
filterec, centroided, mass assigned, etc., after which real raw
data, i.e. the analogue signals from the electron multiplier,
are discarded.) The differential mass spectra are the result
of a subtraction of successive mass spectra. When the first
mass spectrum in a data set is collected, it has no prior
spectrum to subtract. If this first spectrum is stored intact
(absolute abundances, as measured), and if each subsequent
spectrum is stored as the difference between two adjacent
spectre, the original mass spectra can be reassembled, postrun,
by simply summing the first and second spectra, the second
the third, etc. By starting at the first spectrum, stored with
its measured abundances, one can “unzip” the differential mass
spectrz to recover what most analysts now consider to be the
raw data. In time, we believe, the differential mass spectra
will be shown to provide all of the same information as the
raw data, and in a form, after some initial accustomization,
that is perhaps more efficient and easier to use.

As an illustration of the chromatographic resolution en-
hancernent, we include a data set from the analysis of the
organic compounds in an air sample. This sample was col-
lected 1 a local building after several employees complained
of illnesses and unpleasant reactions, thought to be associated
with the air inside the building. The organic compounds were
trapped on a solid adsorbent and then thermally desorbed into
the GCMS system. Figure 3a shows the total ion profile from
the data set; the sample obviously represents a very complex
mixture. Figure 3b shows the same data set after processing
to generate a differential GCMS file. Successive pairs of mass
spectra were subtracted, as we have described elsewhere (8).
The positive and negative abundances of ions were summed
separately and plotted against scan number (of the later scan)
to produce the differential GCMS profile in Figure 3b. The
improvement in chromatographic resolution is readily ap-
parent, particularly in regions of the chromatogram that are
complex, for example, between scans 180 and 250. The
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background from chemical noise is also lower, as evidenced
by a decreased base line. In effect, by differentia-ing the
GCMS data set, one is subtracting a “local background” from
every scan.

A small region of the chromatogram is expanded in Figure
4 (scans 167~173). A partially resolved doublet appears in
Figure 4a, the total ion profile. The resolution of these two
compounds can be estimated to be 0.6 (R, = (£, — 1) /[0.5(w,
+ wy)], where £, ¢, are retention times and wy, w, are peak
widths for components 1 and 2). After differentiation (Figure
4b), the two components are resolved almost to base line; R,
= 0.9. The peak separation, ({3 — t;), has not changed, but
the peak width is substantially narrower, approaching the
theoretical prediction discussed above. The mass spectra
corresponding to these compounds are also improved. In the
original data set, the mass spectra overlapped in many of the
scans; in the differential data set, the spectra do not overlap
and provide correspondingly easier interpretation. In fact,
in this sample, we were able to demonstrate the presence of
benzene only after differentiation. In the raw spectra, com-
pounds eluting close to benzene produced many ions in the
region where the m/z 78 of benzene was observed, making the
identification of benzene somewhat tenuous. After differen-
tiation, a clear mass spectrum of benzene was recovered that
exactly matched the spectrum from the reference library (data
not shown).

In summary, the technique of differential GCMS, although
very simple to implement, provides a number of advantages

over conventional GCMS, including better chromatographic
resolution, lower background, and cleaner mass spectra.
Studies to demonstrate the utility of the method for quan-
titation of analytes are under way.
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TECHNICAL NOTES

Chiral Polysiloxanes Derived from (R,R)-Tartramide for the Gas Chromatographic

Separation of Enantiomers
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Tanabe Seiyaku, 16-89, Kashima 3-chome, Yodogowe-ku, Osaka 532, Japan

Shoji Hara and Yasuo Dobashi

Tokyo College of Pharmacy, 1432-1 Horinouchi, Hachioji, Tokyo 192-03, Japan

The first chiral polysiloxane, termed Chirasil-Val, for the
gas chromatographic separation of enantiomers was syn-
thesized by coupling L-valine-tert-butylamide as & chiral
moiety to a copolymer of (2-carboxypropylmethylsiloxane and
dimethylsiloxane in 1977 (7). It was found to be extensively
applicable to the enantiomeric separation of optical antipodes
of amino acid, hydroxy acid, amino aleohol, diol, aleokol, and
halocarboxylic acid (2-7). It was possible to synthesize chiral
polysiloxanes similar to Chirasil-Val by using commercially
available polysiloxanes. Verzele et al. synthesized a chiral
polysilozxane by coupling L-valine-tert-butylamide to com-
mercial polysiloxane OV-225 followed by subsequeat con-
version to acid chloride in two steps (8). Kénig et al. also
synthesized chiral polysiloxane by coupling L-valins-(S or
R)-phenylethylamide to modified commercial polysioxane
XE-60 with dicyclohexyl carbodiimide (DCC) (9). Glass and
fused-silica capillary columns coated with these chiral poly-
siloxanes were used for the gas chromatographic separation
of enantiomers. The enantiomeric separation of chiral poly-
siloxanes is based on differences in the stability of diaste-
reomeric complexes in enantiomeric pairs and the chiral
moiety on chiral polysiloxane via hydrogen bonding.

We recently reported (R,R)-N,N"-diisopropyltartramide to
be broadly applicable as a chiral mobile phase additive in silica

gel chromatography and a chiral stationary phase derived from
(R,R)-tartramide to have a considerable scope of application
to the liquid chromatographic resolution of enantiomers
(10-12). (R,R)-Tartramide was observed to have excellent
resolving power in distinguishing enantiomers from each other
via hydrogen bonding. The present study was carried out to
prepare chiral polysiloxane derived from (R,R)-tartramide for
the gas chromatographic separation of enantiomers.

EXPERIMENTAL SECTION

Apparatus. Gas chromatographic analysis was performed on
a Shimadzu GC-9A equipped with a split injector and a flame
ionization detector, using helium as the carrier gas at an inlet
pressure of approximately 1.3 kg/cm2 The chromatographic
signal was recorded and processed by a Shimadzu C-R3A inte-
grator.

'H NMR spectra were obtained on a Varian EM-390 spec-
trometer and chemical shifts were expressed in parts per million
(8) relative to tetramethylsilane as the internal standard. IR
spectra were obtained on a Hitachi 260-10 spectrometer. Optical
rotation was measured on a Jasco DIP-360 polarimeter. Melting
points were determined on a micro hot-plate melting point ap-
paratus.

Reagent and Synthetic Preparations. Synthesis of N-
Isopropyltartaric Acid Monoamide (2). N-Isopropyldiacetyl-
tartaric acid monoamide (4.0 g, 14.5 mmol) was dissolved in 15

0003-2700/89/0361-2121$01.50/0 © 1989 American Chemical Society
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mL of 29% ammonia water. After the solution was gently stirred
at room temperature for 6 b, 6 N hydrochloric acid was added
to make the solution acidic followed by extraction 5 times with
300 mL of ethyl acetate. The ethyl acetate extracts were pooled,
dried over anhydrous sodium sulfate, and evaporated under re-
duced pressure to afford crude products. Recrystallization from
acetone gave 1.39 g (50%) of pure N-isopropyltartaric acid mo-
noamide as colorless crystals: mp 178-179 °C; [«]p® +75.1% IR
(XBr) 36002600, 3380, 1745, 1640, 1545, 1320, 1120 cm™; NMR
(Me,S0-dg) § 1.05 (d, 6 H), 3.65-3.95 (mm, 1 H), 4.15 (d, 1 H), 4.30
(d,1 H), 730 (d, 1 H).

Synthests of the Activated Ester of N-Isopropyltartaric Acid
Monoamide (3). N-Hydroxy-5-norbornene-2,3-dicarboximide
(1.08 g, 6 mmol) and N-isopropyltartaric acid monoamide (1.15
g, 6 mmol) were dissolved in 50 mL of dry tetrahydrofuran and
cooled in an ice bath. DCC (1.24 ¢, 6 mmol) was added to this
solution with stirring, which was then continued at 0 °C for 10
h under an atmosphere of argon. The resulting mixture was
filtered to remove dicyclohexylurea and evaporation of the filtrate
under reduced pressure afforded crude products. Recrystallization
from a mixture of hexane and acetone gave 1.56 g (73.6%) of the
pure activated ester as colorless crystals: mp 155-156 °C; [«]p®
+52.5°; IR (KBr) 3600-3100, 2980, 1735, 1660, 1540, 1210 cm™?;
NMR [CDClg-Me,S0O-dg (10:1)] 6 1.20 (d, 6 H), 1.70 (q, 2 H),
3.30-3.50 (m, 4 H), 3.85-4.30 (m, 1 H), 4.45 (g, 1 H), 4.95 (q, 1
H), 5.35 (d, 1 H), 5.45 (d, 1 H).

Synthesis of Aminobutyl Polysiloxanes (5§). Aminobutyl po-
lysiloxane derived from OV-225 was synthesized according to a
modified procedure of Kénig et al. (13).

Aminobutyl polysiloxane derived from OV-1701 was synthesized
as follows: To a suspension of lithium aluminum hydride (130
mg, 3.43 mmol) in 20 mL of dry diethyl ether was slowly added
a solution of 1.03 g of OV-1701 in 20 mL of dry diethyl ether at
0 °C followed by stirring at 0 °C for 5 h. The excess lithium
aluminum hydride was carefully decomposed with saturated so-
dium sulfate solution, and the resulting white precipitate was
separated by filtration. The filtrate was dried over anhydrous
sodium sulfate and evaporated under reduced pressure. The
residue was dissolved in chloroform followed by evaporation under
reduced pressure to a colorless liquid: IR (neat) 2960, 1590, 1430,
1415, 1260, 1120-1000, 800 cm™.

Aminobutyl polysiloxane derived from OV-105 was synthesized
in the same manner with OV-1701 except that the reaction tem-
perature was —20 °C. IR (neat) 2960, 1600, 1430, 1410, 1260,
1120-1000, 800 cm™.

Synthesis of Chiral Polysiloxanes. The amount of amino
functional groups in each aminobutylpolysiloxane obtained from
QV-225, OV-1701, and OV-105 was determined by nonaqueous
titration, and a small excess of the activated ester was condensed.
Chiral polysiloxane derived from OV-1701 was synthesized ac-
cording to the following procedure.

To a solution of aminobutyl polysiloxane (550 mg) in 10 mL
of dichloromethane was added one of activated ester (374 mg, 1.06
mmol) in 12 mL of tetrahydrofuran at 30 °C. The mixture was
stirred at 30 °C for 5 h and 100 mL of chloroform and 20 mL
of 5% sodium hydrogen carbonate were then added. The organic
layer was washed three times with 20 mL of water and dried over
anhydrous sodium sulfate. The solvent was evaporated to afford
a colorless gumlike material: [«]p® +14.6°; IR (neat) 3320, 2960,
1660, 1540, 1435, 1420, 1265, 1120, 800 cm™,

Column Preparation. A fused-silica capillary column (25 m
X 0.25 mm) was used without pretreatment. Column coating was
performed according to the static procedure using 0.25% or 0.50%
of the stationary phase in dichloromethane. The column was
subsequently conditioned with helium gas at a temperature range
from 40 to 150 °C at 0.5 °C min™.

Sample Preparation. A series of $-hydroxy acids as tert-
butylamide derivatives from a previous study (11, 12) were used.
O-Isopropylearbamoyl-pL-lactic acid isopropyl ester was prepared
according to the literature (14).

RESULTS AND DISCUSSION
The synthetic pathway of chiral polysiloxane is shown in
Scheme 1.  Diacetyltartaric acid monoamide (1) was syn-
thesized as in our previous study (11, 12). N-Isopropyltartaric
acid monoamide (2) was produced by the hydrolysis of 1 and

Scheme I. Synthetic Pathway of Chiral Polysiloxane: (a)
NH;-H,;9; (b) N-Hydroxy-5-norbornene-2,3-dicarboximide,
Dicyelohexyl Carbodiimide; (¢) Lithium Aluminum Hydride
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was thea condensed with N-hydroxy-5-norbornene-2,3-di-
carboxiimide by using DCC to obtain the activated ester 3.
Commercial cyanopropyl polysiloxanes 4 such as OV-225,
0OV-1702, and OV-105 were reduced with lithium aluminum
hydride (completion of reaction was confirmed by the dis-
appearance of cyano stretching vibration as shown by IR). The
resulting aminobutyl polysiloxanes 5 were condensed with a
small excess of activated ester 3. Three chiral polysiloxanes
each with a different tartramide binding ratio were syn-
thesized. Their structures and properties are shown in Table
I

C8P-1 bound to tartramide at a high ratio was a solid while
CSP-2 and CSP-3, bound at low ratios, were an advantageous
gumlike material and a liquid, respectively, for capillary
column preparation. Elemental analysis of nitrogen indicated
almost complete binding of tartramide to polysiloxane. No
CSP-2 showed loss of weight up to 200 °C, according to
thermogravimetric analysis.

Chirzl polysiloxanes for gas chromatography are charac-
terized by high thermal stability and good wettability if the
ratios of the binding of chiral substituents to polysiloxane are
appropriate. Each chiral moiety in Chirasil-Val was separated
from approximately seven siloxane units to prevent their
interacting with neighboring chiral moieties by hydrogen
bonding (15). By this separation, the percentage substitution
of chira. moiety was 6.256%. Bradshaw et al. recently reported
a new chiral polysiloxane containing 7% of the chiral sub-
stituents and also separated the enantiomers of amino acids
(16). The CSP-2 containing 6.8% of the chiral substituents
may thus be considered suitable for the gas chromatographic
separation of enantiomers.

Each chiral polysiloxane was coated with film of 0.15 or 0.30
um thickness in the fused-silica capillary column for assess-
ment o7 chiral recognition. Figure 1 shows the optical reso-
lution of 2-hydroxymethyl-3-methylbutanoic acid on each
chiral polysiloxane.

Although CSP-1 exhibited no enantioselectivity, CSP-2 and
CSP-3 did so to a considerable degree. The separation factors
of 2-hydroxymethyl-3-methylbutanoic acid on CSP-2 and
CSP-3 were 1.075 and 1.061, respectively. The column effi-
ciency of CSP-2 was superior to that of CSP-3, as shown in
Figure 1. Table II gives chromatographic data for the sepa-
ration factors of a series of 8-hydroxy acids as tert-butylamide
derivatives on CSP-2.

Separation factors indicate degrees of chiral recognition and
directlyv reflect differences in the stability of diastereomeric
complexes in enantiomeric pairs and the chiral moiety of chiral
polysiloxane.

As shown in Table II, each separation factor was influenced
by the steric bulkiness of the substituent at the asymmetric
center. Separation factors of §-hydroxy acids with their
asymmetric centers at the a-position were greater than those
with their centers at the 8-position.

CSP-2 also exhibited enantioselectivity for lactic acid de-
rivative. Figure 2 shows the optical resolution of O-iso-
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Table I. Structures and Properties of Chiral Polysiloxanes

structure® % of tartramide appearance [a]®p, deg anal. found
CHg CHg solid % N 5.80
CSP-1 o—s;—o—s. o—li—cw;1 25 (mp 114-125 °C) +26.6 % C 51.02
CH3 (CH;)‘ (|;H3 % H 7.38
CHJ { ‘! % N 3.38
CSP-2 o—s:—cua 6.8 gumlike +14.6 % C 40.83
[ 1CH2>4 { CH;J CHg % H 7.69
cug CHg % N 2.72
CSP-3 —s; o—s. o——s, o—«s.—CH3 5.0 liquid +1.9 % C 25.75
rcuzu % H 8.63
oH o
e H
R = /NWLN*
H
S oH
Table II. Optical Resolution of the Enantiomers of
B-Hydroxy Acid Derivatives on CSP-2 (cf. Figure 1b 0
conditions) 0)kNH_<
R AN A<
R1YKH/NH+ !
OH ©
R, R, col temp, °C ke ky® ab
H Bt 120 10.16 10.79 1.062
H i-Pr 120 11.97 12.87 1.075
H phenyl 140 19.97 20.79 1.041
Et H 120 9.15 9.53 1.042
i-Pr H 120 10.24 10.72 1.047
phenyl H 150 28.80 29.56 1.026
%k’ and k' are the capacity factors of theb lesser retained enan-
tiomer and the more retained enantiomer. ®« (separaticn factor) \J“
= &y Jky. i L__
- T T T
a b c a 10 20 min

o o ox o

L

j SR A
0 110 ;U min :) l'ﬂ 20 min I; ;0 jo nia
Figure 1. Optical resolution of a fert-butylamide derivative of 2-

hydroxymethyl-3-methylbutanoic acid on a fused-silica capillary column
(256 m X 0.25 mm) coated with each chiral polysiloxane: () with a
0.30 um thick film of CSP-1; 145 °C, 1.3 kg/cm2 He; (b) with 2 0.15
um thick film of CSP-2; 120 °C, 1.3 kg/cm? He; (c) with a 0.30 um
thick film of CSP-3; 125 °C, 1.3 kg/cm? He.

Figure 2. Optical resolution of O-isopropylcarbamoyl-oL-lactic acid
isopropy! ester on CSP-2 (for conditions cf. Figure 1b, 120 °C).

Table III. McReynolds Constants of CSP-2

probe AL probe Al®
benzene 32 1-nitropropane 217
1-butanol 352 pyridine 219
2-pentanone 140

¢ Determined at 40 °C instead of 120 °C due to the low capacity
factor of the capillary column.

propylcarbamoyl-DL-lactic acid isopropyl ester. The separation
factor of this compound was 1.024.

Our method for achieving chiral recognition is based on the
use of hydrogen bonding as the driving force for molecular
association to bring about enantioselectivity.

The McReynolds constant of CSP-2 shown in Table III
indicates CSP-2 to be moderately polar with a great ability
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to form hydrogen bonds as evident from the high value of the
1-butanol probe.

The chiral polysiloxane derived from (R,R)-tartramide
should find extensive application in chiral recognition.
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Fabrication and Characterization of Glassy Carbon Linear Array Electrodes
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Arrays of electrodes for use as electrochemical detectors in
flowcells are the subject of many ongoing investigations.
Originally developed to take advantage of the properties
displayed by microelectrodes (i.e. enhanced current densities
from nonplanar diffusional contributions to the net current,
low iR drop characteristics, and a decreased dependence on
convection) and to generate larger, more easily measured
currents, arrays of electrodes have been fabricated from
various materials and in different geometric configurations
(1-9). However, because of the low dead volumes required
of flowcell detectors, under conditions typical of liquid
chromatography or flow injection analysis, the linear velocities
of the fluids flowing through them are too high for nonplanar
diffusion to be a factor. Only in extreme cases (very low flow
rates and extremely small electrode size) will nonplanar dif-
fusion affect the measured currents in these flowcell detectors.

Nevertheless, measured current densities of electrode arrays
are almost always greater than those obtained for single
electrodes of similar active electrode surface area under
identical hydrodynamic conditions. This increase in current
density is attributed to the reestablishment of the bulk con-
centration of the electroactive species as it travels across the
insulating regions between electrode elements of the array
(10~12). Consequently, each electrode element of the array
“sees” bulk or near-bulk concentrations. This situation con-
trasts greatly with the depletion across the surface of a large
electrode.

Electrode arrays have been fabricated in a number of ge-
ometries, The simplest geometry from the standpoint of
fabrication is random. Random arrays can be made by com-
bining powders or chips of electrode material with an insulator
(e.g., plastic) (1, 2). Another type of random array is made
by using a reticulated electrode material (e.g. reticulated
vitreous carbon) with an insulator to fill the pores. Although
difficult to characterize geometrically, random arrays are fairly
simple to construct from readily available materials (3). Arrays
of electrodes based on disks have also been fabricated (4).
These arrays were constructed by sandwiching carbon fibers
between glass microscope slides and sealing them in epoxy.

The most popular type of array geometry is the linear array.
This electrode geometry is the most efficient in a flowcell when
the lines are oriented opposed to the direction of flow, allowing
one to obtain the highest current densities and net currents
in the space allowed by flowcell dimensions. The most com-

mon method for fabricating linear arrays is by thin-film
technology and lithography. Usually gold is vapor-deposited
onto a substrate (5-8). The major drawbacks of these litho-
graphically fabricated arrays arise from their three-dimen-
sional nature. The gold lines are on top of the substrate and
are on the order of 300-600 nm thick. Apparently no tur-
bulencs is caused by these lines in flowcells. However the
layers tend to separate under voltammetric conditions in
solution and are mechanically fragile. Thus their utility as
something other than laboratory curiosities is limited, because
they cannot be subjected to mechanical polishing, a routine
procedare for the maintenance of electrodes. Another method
involves etching a pattern in a Macor substrate and filling in
the resulting grooves with a gold filler (9). The resulting inlaid
electrode can be polished mechanically, but the etching pro-
cedure seems difficult to control.

Linear arrays based on carbon have not been described.
Carbon electrodes, and especially glassy carbon electrodes,
are probably the most common type in use today. They are
used routinely as is or as the substrate for surface-modified
and mercury-coated electrodes. Probably glassy carbon has
not been used to make electrode arrays because of the nature
of the material itself. Glassy carbon is a very hard, brittle
material that shatters quite easily. Though the material is
available in a number of shapes and sizes, including rods,
plates, disks, tubes, cones, and crucibles, the only geometry
that has had any extensive use as an electrode material has
been the rod. Rods of glassy carbon, typically 3 mm in di-
ameter, are readily sealed in Teflon, Kel-F, or some other
insulating material to yield a disk electrode of 3-mm diameter.
Machining techniques are available, however, that might allow
one to fabricate electrode geometries other than a simple disk.
This paper describes a method for fabricating linear arrays
of electrodes for use in a flowcell detector.

EXPERIMENTAL SECTION

Electrode Fabrication. Electrodes were fabricated from glassy
carbor plate treated to 2500 °C available from Atomergic
Chemetals, Plainview, NY. The plate came in a 4 in. X 4 in. piece
that was cut into 1 in. X 1 in. squares with a diamond saw. A
series of grooves were cut in a 1 in. X 1 in. piece with a dicing
saw (Tempress Model 602, Sola Basic Industries, Los Gatos, CA).
Dicing saws are used routinely in the fabrication of microelectronic
circuits to cut up silicon wafers. The cutting is done with a
diamond impregnated wheel. This method worked quite well for

0003-2700/89/0361-2124$01.50/0 © 1989 American Chemical Society



ANALYTICAL CHEMISTRY, VOL. 61, NO. 18, SEPTEMBER 15, 1988 » 2125

Figure 1. Grooves and ridges machined into a glassy carbon plate.
(a) Drawing. (b} Photomicrograph of the end of a glassy carbon plate.
Grooves are 80 um wide and lines are 85 um wide. (¢) Phctomicro-
graph of the top of a glassy carbon plate. Grooves are 65 um wide
{black) and fines are 60 um wide (gray).

putting grooves in the glassy carbon plate.

The glassy carbon plate was mounted on the chuck, and the
depth of cut was set to 0.010 in. A feed rate of about 3 in./min
was used. Making a series of equally spaced grooves was greatly
simplified by the fact that the saw has an automatic feed and jog
setting. The saw will make a cut, return to the original position,
move the workpiece a predetermined amount, and make another
cut. This procedure runs continuously until the saw is turned
off.

After a series of grooves was made in the center of the 1 in.
X 11in. plate, the remaining surface was cut back, again by using
the dicing saw, leaving a series of ridges in the middle of tae plate
(Figure 1). The dimensions in Figure 1b were obtained by using
a calibrated grid on a microscope. This plate was then cut into
three equally sized pieces, each of which could be used 1o make
a flowcell detector.

The machined piece was cleaned in an ultrasonic »ath to
prepare the glassy carbon for sealing in an insulator and to remove
any chips and particles remaining in the grooves from machining.
A piece of this machined glassy carbon was potted in Maraglas
epoxy (Acme Chemical and Insulation Co., New Haven, CT, No.
658 resin and No. 558 hardener) to fill the grooves and form the

Table I. Physical Characteristics of Two Linear Array
Electrodes and a Single Disk Electrode

line gap total active

width, width, length, no. of surface area,
pm um mm elements mm?
line I 60 65 4.5 24 8.48
line II 85 90 4.5 21 8.03
disk r=15mm 1 7.10

Table I1. Steady-State Response of a Series of Electrodes
of Various Geometries®

current density, nA/mm?

flow rate,

mL/min disk line I line 11
0.2 9.18 16.67 14.70
0.4 11.55 21.14 18.80
06 13.30 24.38 21.79
0.8 14.82 27.16 24.16
1.0 15.94 29.48 26.46
1.2 16.96 31.56 28.14
1.4 17.80 33.41 29.58
1.8 18.59 35.26 31.32
1.8 19.32 36.81 32.44
2.0 20.11 38.35 33.94

%4 uM solution of K Fe(CN)¢-38H;0 in 0.05 M KCL

body of the flowcell. Electrical contact was made from the bottom
with a brass screw. The electrode assembly was prepared for use
by first grinding off the excess epoxy coating the glassy carbon
with 600-grit sandpaper. The surface was then polished with
alumina/water slurries on a polishing cloth starting with 1-um
alumina and working down to 0.05 um alumina for the final
polishing.

Some difficulties with bubbles in the epoxy yielded imperfect
seals with the carbon, resulting in a background current density
roughly 10 times (7 nA/mm?) that for the commercial detector.
Adequate seal between insulator and conductor is important for
any embedded electrode. High background currents arising from
imperfect seals might be espected to vary linearly with the
perimeter of the seal. In this case the perimeter of the arrays
is about 20 times the perimeter of the circular commercial elec-
trode.

Equipment and Reagents. The flow system used to char-
acterize these electrodes consisted of an LKB Model 2150 high-
performance liquid chromatography pump and a BAS Model LC
17A electrochemical flowcell detector with a BAS Model LC 4A
amperometric detector. The mobile phase was 0.1 M KCl
(Mallinckrodt reagent grade) in deionized water. The analyte
was K Fe(CN)g3H,0 (Baker reagent grade).

RESULTS AND DISCUSSION

Two different glassy carbon line array electrodes were fa-
bricated and characterized. The physical characteristics of
these two electrodes, as well as the characteristics of the disk
electrode with which they are compared, are given in Table
I. An experiment was run to determine the current densities
of these two electrodes under steady-state conditions and to
compare the results with those obtained for the single disk
electrode under similar conditions. This was done by con-
tinuously pumping a solution of analyte (4 uM Fe(CN)g™) in
the mobile phase (0.1 M KCl) through the detector at a series
of flow rates. The results of these experiments are given in
Table II.  As expected, the linear arrays of glassy carbon
yielded higher current densities than the single disk. Plots
of log current vs log flow rate using the data of Table II give
slopes of 0.36 for the two arrays and 0.34 for the disk electrode.
These slopes agree closely with the one-third power depen-
dence on flow rate established for the channel flowcell (13,
14).

It is apparent from the photomicrographs that the dicing
saw is capable of making very small, chip-free lines in the
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glassy carbon. Line widths as small as 60 um were obtained
at a fairly high feed rate. It should be possible to make even
narrower lines by using lower feed rates. Also worth pointing
out is the versatility of the dicing saw for making cuts of
different sizes. Changing the spacing between blade cuts
merely requires the setting of a switch. In addition, gaps of
different widths can be made by making multiple cuts with
the blade or by using blades of different widths.

The success achieved with the dicing saw in making smooth
lines of glassy carbon in micrometer dimensions in such an
easy fashion makes the technique noteworthy. The range of
application can probably be extended to other electrode
materials such as gold or platinum and to other sealing ma-
terials such as other epoxies or Pyrex (15, 16).
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Tuning and Calibration in Thermospray Liquid Chromatography/Mass Spectrometry

Using Trifluoroacetic Acid Cluster Ions

Steven J, Stout* and Adrian R. daCunha
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INTRODUCTION

Liquid chromatography/mass spectrometry (L.C/MS) is a
rapidly developing technique for the analysis of complex
mixtures not amenable to gas chromatography/mass spec-
trometry (GC/MS) techniques (). Of the several approaches
for interfacing liquid chromatography with mass spectrometry,
thermospray (TSP) LC/MS appears to be the one best suited
for the analysis of polar and labile organic compounds (2-6).
One of the major drawbacks of TSP LC/MS is the need to
install a separate ion volume which then must be tuned and
calibrated. As discussed by Heeremans et al. (7), current
methods of tuning TSP LC/MS suffer from serious short-
comings. Tuning on a solution of a particular analyte may
not be applicable for the analysis of unknown compounds or
when limited quantities of sample are available. Tuning
solutions of poly(propylene glycol) (PPG), poly(ethylene
glycol) (PEG) (8, 9), and sodium acetate (10) offer a more
universal method of tuning but result in rapid contamination
of the ion source and memory effects. To overcome these
shortcomings, Heeremans et al. (7) reported adding volatile
acetic acid to an ammonium acetate eluent. Tuning on acetic
acid-ammonia cluster ions from m/z 100 to 1000 was achieved
with no ion source contamination.

In this paper, we report on the use of trifluoroacetic acid
to generate cluster ions for TSP LC/MS tuning and cali-
bration to m/z 4000 (the upper mass limit of our instru-
mentation) without ion source contamination. Additionally,
the same tuning solution can be used for tuning in the negative
ion mode of operation.

EXPERIMENTAL SECTION

The experiments were performed with a TSQ-70 triple-stage
quadrupole system equipped with a thermospray interface

* Author to whom correspondence should be addressed.

(Finnigan-MAT Corp., San Jose, CA). Operational parameters
specific to the thermospray interface included the following:
vaporizer temperature, 90 °C; aerosol temperature, 230 °C; repeller
voltage, 70 V; mass spectrometer high vacuum, 2.7 X 1075 Torr.
Solvent delivery was performed with an ABI Kratos Spectroflow
Model 400 LC pump. The mobile phase was CH;OH/H,0 /tri-
fluoroacetic acid (15/84.5/0.5, 0.1 M ammonium acetate), flowed
at 1.5 mL/min, and gave a back pressure of approximately 30 bar.
[N]Ammonium acetate (99% °N enriched) was obtained from
ICON Services (Summit, NJ). Analytical reagent grade [*N]-
ammonium acetate was obtained from Mallinckrodt, Inc. (Paris,
KY).

RESULTS AND DISCUSSION

Since Heeremans (7) demonstrated tuning and calibration
of a TSP LC/MS ion source to m/z 1000 using acetic acid
(HOAc)—ammonia cluster jons, we anticipated the greater mass
of trifluoroacetic acid (TFA) would approximately double this
mass range if TFA (molecular weight 114) exhibited the same
level of cluster ion formation as acetic acid (molecular weight
60). Asshown in Figure 1, this objective was achieved with
cluster ions covering the mass range of m/z 100-2000. The
predominant series of TFA-ammonia cluster ions corresponds
to (TFA).(NH,),(NH,)*. This series starts with the
(TFA)(NH,)(NH,)* ion at m/z 149 and repeats in increments
of 131 1 (equivalent to TFA + NHy). This pattern is especially
evident above m/z 400. Several ions below m/z 400 corre-
spond to additions of NH; to this series. Ions at m/z 192 (base
peak) and m/z 175 correspond to (TFA)(HOAc)(NH,)* and
m/z 152 — NHy), respectively. The origins of the m/z 119 and
110 ions are uncertain at the present time. With switching
to the high mass range of the instrument, the (TFA),-
(NH,),(NH,)* series is found to extend to m/z 4000 (Figure
2), the upper mass limit of the instrument. Unfortunately,
extending the mass range is also accompanied by a degradation
in mass resolution.

0003-2700/89/0361-2126$01.50/0 © 1989 American Chemical Society
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Figure 1. Positive ion mass spectrum of the thermospray LC/MS tuning
solution in the low mass range mode (to m/z 2000).

The extent of NH; incorporation in the cluster ions was
verified by using a mobile phase containing 0.1 M "NH,0Ac
in place of the 0.1 M ¥NH,OAc. For every NH; (or NH,*)
contained in a TFA-ammonia cluster ion, the cluster ion is
shifted 1 u higher on going from “NHOAc to “'NH,0Ac in
the mobile phase. The results of this experiment show the
cluster ion series now starting with (TFA)(¥*NH,) ("NH)* at
m/z 151 and repeating every 132 u (equivalent to TFA +
15NHj) and support the proposed compositions of the TFA-
ammonia cluster ions.

Because of the electrophilic nature of the fluorine-containing
TFA, the mobile phase was also evaluated for its potential
for tuning TSP LC/MS in the negative ion mode. While being
useful for negative ion tuning, the mobile phase did not work
nearly as well as was found in the positive ion mode. As shown
in Figure 3, approximately 90-95% of the ion current is carried
by the (CF;COO)(TFA) ion at m/z 227. This situation is
dramatically different from the positive ion spectrum where
no one ion carries the vast majority of the ion current. The
cluster ions formed in the negative ion mode also do not follow
as well-defined of a simple, repetitive pattern as found in the
positive ion mode. As listed in Table I, after the (CF,COO")
(TFA), ion at m/z 341, higher mass cluster ions incorporate
varying amounts of NH; with the TFA in the cluster. Finally,
while negative ion clusters have been detected to m/z 2000,
their responses diminish markedly above m/z 1000.

While no ion source contamination has been detected or
TSP LC/MS performance impaired after pumping as much
as liter volumes of the tuning solution through the instrument,
a solid precipitate did deposit in the vacuum tubing external
to the heated mass spectrometer manifold. The chemical
ionization (CH,) mass spectrum of this precipitate from the
solid probe generated ions at m/z 18, NH,*, and m/z 115, the
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Figure 2. Posttive ion mass spectrum of the thermospray LC/MS tuning
solution in the high mass range mode {scanning from m/z 2000 to
4000).

Table I. Proposed Compositions of Major TFA-NH;
Cluster Ions in the Negative Ion Mode

m/z with ¥N  m/z with N proposed composition

227 227 (CF;CO0")(TFA)

341 341 (CF;CO0)(TFA),

455 455 (CF,CO0)(TFA),

472 473 (CF;,COO)TFA);(NH,)

489 491 (CF,CO0)(TFA)5(NH,),

603 605 (CFCOO)TFA)(NHg),

734 737 (CFRCO07)(TFA)5(NH,)s

865 869 (CF;CO07)(TFA)((NH,),

996 1001 (CF;C007) (TFA),(NHy);
1127 1133 (CF;COOTFA)s(NHy)
1144 - (CF,COO0)(TFA)(NH3),
1161 1169 (CF,CO0)TFA)(NH;)g
1275 1283 (CF;CO07)(TFA)o(NHy)s
1292 1301 (CF,CO07)(TFA)o(NH,)o
1406 1415 (CF3COO)(TFA)o(NHjy)g
1423 1433 (CF3CO07)(TFA) 4(NHy)
1554 1565 (CF3CO07)(TFA);(NHp)
1685 1697 (CF3CO0)(TFA)(NHy);
1816 - (CF3CO0)(TFA)5(NH,)y,
1947 - (CF3CO0)(TFA) 1, (NH )4

@Corresponding fon not detected in *NH,OAc experiment.

(M + H) ion of TFA, indicative of ammonium trifluoroacetate.
The salt began volatilizing immediately upon entry into the
ion source, volatilized predominantly at 60 °C, and was com-
pletely vaporized by a solid probe temperature of 90 °C. The
solid probe volatilization characteristics of ammonium tri-
fluorcacetate explain why the material is volatile under vac-
uum in the heated ion source and mass spectrometer manifold
but precipitates on reaching ambient temperatures in the
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Figure 3. Negative ion mass spectrum of the thermospray LC/MS
tuning solution.

vacuum tubing outside of the instrument. While giving an
unsightly appearance in the vacuum tubing, the precipitate
has never deposited in the ion source or metal pumpout lines
connecting the ion source to the vacuum tubing and has never
adversely affected subsequent TSP LC/MS performance. The
precipitate can be readily removed by disconnecting the tubing
and flushing with water when convenient. Although not
tested, an alternative approach for eliminating the precipitate
from the tubing would be to heat the tubing from the manifold
to the rough pump isolation trap during TSP LC/MS oper-
ation. Reducing the concentrations of TFA and NH,OAc in
the mobile phase to 0.1% and 0.05 M, respectively, has been
found to reduce the rate of precipitate deposition without
adversely affecting the intensities of the ion clusters. A further
reduction of the TFA concentration to 0.01% decreased the
intensities of the cluster ions by more than an order of
magnitude.

To test for potential memory effects caused by the tuning
solution, the ion current was monitored after switching from

the tuning solution to a mobile phase of 18% H,0 in CH,0H
(0.1 M ammonium acetate). The tuning solution was moni-
tored for 2 min after which the LC pump was switched to the
new movoile phase. Following the drop accompanying the
switchover, the response increased momentarily as residual
tuning solution was pumped out of the connecting tubing
between the thermospray interface and the LC pump. As the
fresh mcbile phase eluted, response to the tuning solution was
eliminated over the next 2 min. The same pumpout char-
acteristics were observed in both positive ion and negative ion
modes.

In conclusion, a tuning and calibration solution for TSP
LC/MS has been developed that generates TFA-NHj cluster
ions to m/z 4000 in the positive ion mode. Not only is this
mass range markedly higher than that provided by HOA¢~
NHj; cluster ions (7), the predominant repetitive pattern of
(TFA),(NHy),NH,* is simpler than that for HOAc-NH;,
cluster ions where a fixed ratio of HOAc to NHj; is not
maintained. The same mobile phase can be used for tuning
and calioration in the negative ion mode but, unfortunately,
does not work as well as in the positive ion mode. While
tempersture effects are expected to have some influence on
cluster ion formation, they are expected to be similar to those
previously reported for sodium acetate (10). Although a
precipitate, determined to be ammonium trifluoroacetate,
deposits in the vacuum tubing external to the instrument, no
contamination of the ion source has been observed, and no
degradation of TSP LC/MS performance in subsequent
analyses has been detected. Better instrumental response to
the higl. mass cluster ions is anticipated with a recently in-
troduced 20-kV conversion dynode multiplier kit (17). Finally,
the use of fluorine to increase the mass of the cluster ions
without increasing their positive mass affect may prove useful
for obtaining exact mass measurements when coupling high-
resolution mass spectrometry with TSP LC/MS.
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