


It's A Dirty Job 
But We Can Handle 

"The sample is 
almost water. .. 

Just a little 
dirty .. but that's 

today's river water 
for you ... 

Tomorrow's 
samples are in ... 
Great... Sewage, 

sludges and solids. 

Oh well. .. my Purge 
& Trap system and 

I can handle almost 
anything. " 

Seem familiar? .. Very! 

Real world samples 
place tough demands on your equipment. 
o I Analytical designs and manufactures the most 
complete line of systems for environmental analyses 
in the world. Recognizing the fact that sampling and 
detection systems are intimately coupled has 

resulted in designing these 
components to work as a 
system, not a collection 
of parts. 

Detection: 

Sa[)1.Qle.s.: 
Water, Sludges, 
Soils & Air Tubes 

Automation: 
16 Sample Discrete 
Purging 

Concentration: 
Quantitative Trapping 
Rapid Desorption 
Trace Water removal 

Separation: 
Complete Systems 
with the Worlds 
Leading GC (HP) 

4420 Electrolytic Conductivity Detector (ELCD) 
4430 Photoionization Detector (PID) 
4440 ELCD/PID Tandem (no transfer lines) 
4450 PID/FID Tandem ( great for fuels analysis) 

Support: Complete System Support and Training 

.­.-

Anyone can offer pieces and 
parts, but 0 I Analytical 
provides an entire system 
backed by field support and 
on-site repair and training. O+Analyticai 5: -

The real world is full of sur­
prises. Compatibility of Lab 
Equipment shouldn't be one of 
them. For the fundamental 
solution ... Call (409) 690-17"11 
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There's nothing like a new dimen­
sion to expand your view of Ihe fulure. 
METTLER DellaTrac® shows exactly 
whal we mean. 

It adds a 
that makes Ihe PM balance 
seem lighl-years ahead of all the res!. 

ThaI's because Ihe DeliaTrac 
display is lI1e fastest way 10 transmit 
information from Ihe weighing instru-
ment to the brain. An automatic 
tracki ng device precisely 
where you are in weighing range 
-and does II with the speed of sight. 
No calculations needed. 

No other lab balance is so simple 
to use, yet so advanced it's ready lor 
the labs oftomorrow. 

METTLER balances are available 
only from Fisher Scientific or VWR 
Scientific. 

All products are backed by 
METTLER Service Plus®. Call 
1-800-METTLER for information 
and pul DeltaTrac in your future. 
CIRCLE 98 ON READER SERVICE C>.RD 

Mallier Inslrllmenl Corpof!llion 
Box 71 
Hightstown, NJ 08520 
1-800-METTlER 
(NJ 1-609-448-3000) 

We underslaod. 
Precisely. 



VGMASSLAB 
automated mass spectrometry 

CIRCLE 170 ON READER SERVICE CARD 

A \/10 INSTRUMENTS GROUP COMPANY 

UNITED KINGDOM. VG Masslab lid. Tudor Road, Altrlrtcham, Cheshire WA14 SRZ England Tel 061-941 3552 Telex 669964 
USA. VG IflS!rUmems Inc.,::'2 Commerce Cenler. Cherry HEll Oflve, Danvers. Massachusetts 01923 Tel (617) 777 8034 Telex. 681909 
CANADA. VG Instruments Canada Inc. 5929Transcarladlenne, SI Laurent Quebec H4T IAl Tel (514) 744 5519 Telex (5) 824614 
weST GERMANY. VG InstrumenlsGmbH. Gustav-Nachtlgal·Strasse 4. 6200Wlesbaden Tel (6121) 71090 Telex 4186556 
FRANCE. VG Instruments. 3 Rue de Marechal ell.! Lattrede Tasslgny, 78150 Le Chesnay Tel (1) 3955 5120 Telex 695845 
ITALY. VG Instrument:;, Vlaie Dell' ASSunia 101,20063 Cernusco Sui Navlglio. Milano Tel (2) 924 8808 Telex 340647 
THE NETHERLANDS. VG Instruments BV, PQ Box 171. 1380 AD Weesp. Tel (2940) 80484 Telex 12097 
CHINA. VG InSlrulTen:s, R'lom 7059, XI Yuan Holel, Erllgou, Xillao, Bel!lng Tel 89072t Ext 759 Telex. 222453 
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REPORT 1147 A 
On the cover. Quartz crystal 
micro balances are mass-sensitive 
detectors based on an oscillating 
quartz wafer. Mark R. Deakin of 
Florida State University and Daniel 
A. Buttry of the University of Wyo­
ming discuss the theory and electro­
chemical applications of these de­
vices 
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ANAL mCAl APPROACH 1173 A 
The odyssey of angiogenin. Angio­
genin induces blood vessel growth 
and is important in the process by 
which cells aggregate, differentiate, 
and form discrete tissues and or­
gans. James F. Riordan and col­
leagues at Harvard Medical School 
describe their efforts to isolate and 
sequence this protein 

112BA 

t135A 
Readers are given a synopsis of ANALYTICAL CHEMISTRY's present-day 
editorial operation 

NEWS 1145 A 
Applicants and participants sought for 1990 Summer Internship Program. 
~ High-flying launch for small satellite 

MEmNGS 1159 A 
Conferences. ~ Short courses 

BOOKS 1161 A 
Critical reviews. Recently released books on materials characterization, 
quadrupole storage mass spectrometry, Auger electron spectroscopy, prepara­
tive-scale chromatography, and HPLC are reviewed 

FOCUS 1167 A 
What happened to the ozone layer? From the ground, in the air, and above 
via satellite, the Earth's protective ozone layer is being thoroughly mapped and 
analyzed. An armada of analytical equipment and techniques has established 
that human activity has triggered a dramatic springtime drop in the ozone 
levels over Antartica 

NEW PRODUCTS & MANUFACTURERS' lITERATURE 1170 A 

AUTHOR INDEX 2225 
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ElFlIEFS 

Articles 

High-Sensitivity Peptide Mapping by Capillary Zone 
Electrophoresis and Microcolumn Liquid Chromatography, 
Using Immobilized Trypsin for Protein Digestion 2226 
The use of immobilized trypsin makes it possible to reprodu­
cibly digest as little as 50 ng of protein, representing a de­
crease in sample size of ~3 orders of magnitude. Micro­
column HPLC and CZE can separate 100 ng and 2 ng of 
digested fJ-casein, respectively. 
Kelly A. Cobb and Milos Novotny·, Department of Chemistry, 
Indiana University, Bloomington, IN 47405 

Diffusion Coefficients of Gases in Liquids and Partition 
Coefficients in Gas-Liquid Interphases by Reversed-Flow Gas 
Chromatography 2231 
The diffusion coefficients measured have the same order of 
magnitude as those calculated by using the Wilke-Chang 
formula. The partition coefficients allow the concentration 
to be calculated near the interphase. 
N. A. Katsanos· and J. Kapolos, Physical Chemistry Laboratory, 
University of Patras, 26110 Patras, Greece 

Determination of Trace Impurities in High-Purity Oxygen by 
Gas Chromatography with Photoionization Detection 2237 
A simple and accurate GC system for the determination of 
parts-per-billion levels of Ar, N2, Kr, CH., and Xe is de­
scribed. 
Hiroshi Ogino* J Yoko Aomura, Masatsugu Komuro, and Tetsu 
Kobayashi, Technical Research Laboratory, Toyo Sanso Co., Ltd., 
3-3, Mizue-cho, Kawasaki-ku, Kawasaki-shi, Kanagawa 210, Japan 

Conditions for Detecting Overlapped Peaks with Principal 
Component Analysis in Hyphenated Chromatographic Methods 

2240 
Simulated and real data are analyzed to illustrate a method 
that estimates the net signal determined from principal 
component analysis. The effects of relative concentration, 
spectral similarity, and chromatographic resolution are con­
sidered. 
Paul J. Gemperline·, Department of Chemistry, East Carolina 
University, Greenvilie, NC 27858 and J. Craig Hamilton, Shared 
Research Resource Laboratories, School of Medicine, East Carolina 
University, Greenville, NC 27858 

• Corresponding author 

• 

Determination of Selenium in Human Blood by High­
Performance Liquid Chromatography with Fluorescence 
Detection 2244 
Se in blood is determined as the diaminonaphthalene deriv­
ative using fluorescence HPLC. The method provides a 0.15-
ng detection limit, a between-day standard deviation of 1 % 
at the 20-ng level, and a 3% within-day standard deviation at 
the 1-ng level. 
Garry J. Handelman, Chemistry Department, University of Cali­
fornia, Santa Cruz, CA 95064, Paula Kosted, Chemistry Depart­
ment, Montana State University, Bozeman, MT 59717, Sara Short, 
SRI International, Menlo Park, CA 94025, and Edward A. Dratz·, 
Chemistry Department, Montana State University, Bozeman, MT 
59717 

Theory of Cyclic Staircase Voltammetry for Electrode Kinetics 
2249 

Comprehensive working curves are presented for cyclic 
staircase voltammetry for the case of heterogeneous charge­
transfer kinetics. 
Mary M. Murphy, John J. O'Dea, Dieter Arn, and Janet G. 
Osteryoung·, Department of Chemistry, State University of New 
York at Buffalo, Buffalo, NY 14214 

Long-Term Stability of Solid Standards for Radiochemical 
Analysis 2255 
Analysis of natural and synthetic spiked -200 mesh solid 
standards shows no fractionation of the different-sized par­
ticles after standing undisturbed for five years. The RSD of 
the individual measurements is 0.2-1%. 
Claude W. Sill, Idaho National Engineering Laboratory, EG&G 
Idaho, Inc., Idaho Falls, ID 83415 

Electrocalalysis and Detection of Amino Sugars, Alditols. and 
Acidic Sugars at a Copper-Containing Chemically Modified 
Electrode 2258 
A chemically modified glassy car bon electrode containing a 
crystalline Cu/Cl deposit electrocatalytically oxidizes vari­
ous poly hydroxyl compounds. When used for constant po­
tential detection in flow systems, the electrodes permit 
quantitation at subnanomole levels. 
Sunil V. Prabhu and Richard P. Baldwin·, Department of 
Chemistry, University of Louisville, Louisville, KY 40292 

Determination of Osmium and Osmium Isotope Ratios by 
Microelectrothermal Vaporization Inductively Coupled Plasma 
Mass Spectrometry 2263 
Os vaporized by a miniature heater in a merging chamber is 
analyzed by ICP /MS. Precision is better than 3%, and the 
detection limit is <100 fg. 
Takafumi Hirata, Tasuku Akagi, Hiroshi Shimizu, and Aki­
masa Masuda *, Department of Chemistry, Faculty of Science, The 
University of Tokyo, Hongo 113, Tokyo, Japan 
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'Ii) cornpiement these direct Nicolet (~/ji'ces, 

communications, optical bench 
configuration monitoring and 

spectral range 
ultra-quiet electronics 

throughput optical 
alignment, fully 

expandable optical path, ultra 
high-output sources, and simplified experimental design 
for multiple modulation techniques, 

The System 800 supports the full range of experiments 
induding FT-Raman, Emission, Microspectroscopy, 
GClFT-IR, SFClFT-IR, and more. Multiple beam paths 
allow several different or applications to be 
conl1gured sirnultaneously. 

Nicolet sets the standardfor research performance. 
I£t us show you the future of Fl'Spectroscopy. 

Nicolet 
... FIT 

I~STRnlE~TS OF DlSCOVER\ 

06-863-1'5'50 
r-:uheJ'l:ln,d" 03-4 03-74:')·~ 

:--witzcrland: (}'56-H}-{-')-i) 
l'niteJ Kingdom: 0926-·:f9'flll 

maintains a network of representatives in countries tbroughout the world, 
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BRIEFS 

Photoreduction Fluorescence Detection of Quinones in High­
Performance liquid Chromatography 2267 
A postcolumn photochemical reaction scheme provides sen­
sitive (low-picogram range) and selective detection of an­
thraquinone and naphthoquinone derivatives. The anaero­
bic photoreduction reaction does not require the addition of 
any reagents to the eluent stream. 
James R. Poulsen and John W. Birks', Department of Chemistry 
and Biochemistry and Cooperative Institute for Research in Envi­
ronments! Sciences (CIRES), Campus Box 449, University of Colo­
rado, Boulder, CO 80309 

Quantitative Analysis in the Presence of Spectrallnterferents 
Using Second-Order Nonbilinear Data 2277 
The abilities of nonbilinear rank annihilation, curve resolu­
tion, and multiple linear regression for quantitation in the 
presence of spectral interferents are compared. 
Bruce E. Wilson and Bruce R. Kowalski', Laboratory for Che­
mometrics, Department of Chemistry, BG-I0, University of Wash­
ington, Seattle, W A 98195 

Visible Semiconductor Laser Fluorometry 2285 
The detection limit of rhodamine 800 is 4 X 10-12 M. After 
covalent bonding to nile blue or oxazine 750 with water­
soluble carbodiimide, albumin protein is determined. 
Totaro Imasaka, Atsushi Tsukamoto, and Nobuhiko Ishiba­
shi', Faculty of Engineering, Kyushu University, Rakozaki, Fukuo­
ka 812, Japan 

Laser Fluorometric Detection of Porphyrin Methyl Esters for 
High-Performance Thin-Layer Chromatography 2288 
The 488-nm visible line of an Ar-ion laser is used as the 
excitation source for the detection of porphyrins in human 
urine. Detection limits are -2 orders of magnitude better 
than those obtained using TLC plates. 
Carmen W. Hule' and William R. Williams, Department of 
Chemistry, State University of New York, Binghamton, NY 13901 

Radio Frequency Plasma Detector for Sulfur Selective Capillary 
Gas Chromatographic Analysis of Fossil Fuels 2292 
The detector is linear and selective, and has a detection limit 
of 0.5 pg/s. The large quantity of coeluting hydrocarbons 
causes little quenching in the analysis of sulfur heterocycles 
from coal extracts and petroleum distillates. 
R. J. Skelton, Jr., H.-C.K. Chang, P. B. Farnsworth, K. E. 
Markides, and M. L. Lee', Department of Chemistry, Brigham 
Young University, Provo, UT 84602 

Analysis of Two-Dimensional Nuclear Magnetic Resonance 
Spectra with Relayed Proton-Proton-Carbon Magnetization 
Transfer: A Step toward Automated Structure Elucidation 

2298 
Automated analysis of 2D NMR spectra correlating the 
chemical shifts of carbon-13 atoms with those of neighboring 
and remote protons yields connectivity matrices that facili­
tate spectral interpretation and recognition of molecular 
structures. 
Urs Eggenberger and Geoffrey Bodenhansen', Section de Chi­
mie, Universite de Lausanne, Rue de laBarre 2, CH-1OO5 Lausanne, 
Switzerland 

Fiber-Optic Dipping Sensor for Organic Solvents in Wastewater 
2306 

Triphenyl methane dyes, in conjunction with permeable 
membranes, are used as optical sensors to detect organic 
solvents and ammonia in wastewater. A detection limit as 
low as 30 ppm is possible under favorable conditions. 
F. L. Dickert' and S. K. Schreiner, Institute of Physical and 
Theoretical Chemistry, Erlangen University, Egerlandstrasse 3, D-
8520 Erlangen, FRG and G. R. Mages and Heinz Kimmel, Siemens 
AG, Central Research and Development, ZFE Fl AMF 3, Paul­
Gossen-Strasse 100, D-8520 Erlangen, FRG 

Quantitative Estimation of Component Amplitudes in 
Multiexponential Data: Application to Time-Resolved 
Fluorescence Spectroscopy 231 0 
The individual component contributions to multiexponen­
tial data are estimated by a reiterative, linear least-squares 
algorithm, and the amplitude uncertainties are predicted 
from fIrst principles. 
A. L. Wong and J. M. Harris', Department of Chemistry, Univer­
sity of Utah, Salt Lake City, UT 84112 

Ion Trap Tandem Mass Spectrometry of Tryptamine. Tissue 
Extracts and Isotope Dilution USing Combined Radio Frequency 
and Direct Current Voltages 2316 
RF IDC is needed for the determination of tryptamine in 
crude tissue extract and for isotope dilution analysis. An 
RSD of 10% is obtained at the 2-ng level. 
R. J_ Strife' and J. R. Simms, COrPorate Research Division, Mi­
ami Valley Laboratories, The Procter & Gamble Company, P.O. 
Box 398707, Cincinnati, OR 45239-8707 

lonspray Mass Spectrometry/Mass Spectrometry: Quanlilation 
of Tributyllin in a Sediment Reference Material for Trace 
Metals 2320 
Tributyltin is determined by using flow injection into an 
ionspray tandem mass spectrometer. The detection limit is 
about 5 pg Sn absolute or 0.2 f.Lg Sn/g sediment. 
K. W. M. Siu', G. J. Gardner, and S. S. Berman, Division of 
Chemistry, National Research Council of Canada, Montreal Road, 
Ottewa, Ontario, Canada KIA OR9 
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You Can Separate Complex 
Hydrocarbon Mixtures and Get . . 

• High Resolution 

• High Efficiency 

• Reproducibility 

DIVISION OF ROHM AND HAAS 



A Siemens SiCHROMAT® G.C. with 
Oxygen SpeCifiC (O-FIO) Detector 
Makes it Simple 
• Selectively determine oxygenates without 

difficult, time consuming, and expensive 
analysis 

• Sensitivity <60 pg/sec - selectivity O/C> 
106 (for toluene) 

III Ideal for quantification of fuel additives or 
oxygen components In flavors, fragrances. 
and plastics 

Introducing the Siemens SiCHROMAT Gas 
Chromatograph with O-FID Detector available 
exclusively In the U.S from ES Industries. 

For more information and/or to arrange for a 
demonstration call 1-800/356-6140, in NJ 
609/983-3616 or write. 8 S. Maple Avenue. 
Marlton, NJ 08053. 

CIRCLE 40 ON READER SERVICE CARD 

Correspondence 
Selectivity 01 Stearate-Modified Carbon Paste Electrodes lor 
Dopamine and Ascorbic Acid 2323 
Paul D. lLyn. and Robert D. O'Neill*, Chemistry Department, 
University College Dublin, Belfield, Dublin 4, Ireland 

Estimating Error Limits in Parametric Curve Filling 2324 
Marco S. Caeeei, CEA-DRDD/SESD, B.P. 6, F-92265 Fontenay­
aux-Roses Cedex, France 

Technical Notes 
Room-Temperature Phosphorescence 01 Polynuclear Aromatic 
Hydrocarbons on Matrix-Modified Solid Substrates 2328 
L. M. Perry, A. D. Campiglia, and J. D. Winefordner*, Depart­
ment of Chemistry, University of Florida, Gainesville, FL 32611 

Apparatus lor the Fabrication 01 Poly(chlorotrifluoroelhylene) 
Composite Electrodes 2330 
Jeffrey E. Anderson', Dale Hopkins, John W. Shadrick, and 
Yee Ren, D.=partment of Chemistry, Murray State University, 
Murray, KY 42071-3306 

Hollow Fiber Membrane Probes for the in Situ Mass 
Spectrometric Monitoring of Nitrogen Trichloride Formation 
during Wastewater Treatment 2332 
P. J. Savickas', M. A. LaPaek, and J. C. Tou, The Dow Chemical 
Company, AMlytical Sciences, 1897 Building, Midland, MI 48667 
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application. 

But, you know that Matheson offer; you 
much more to meet 
ments for increased 
Matheson engineers can provide you wi! h gas 
distribution systems, hazardous gas detection 
instrumentation and toxic waste abatement 
systems customized to your 

Gases cannot be used alone. You need the 
Gas Systems, (;as Detecti(;n. 

selec1 Reader Service No, 100 select Reader Service No 102 

Toxic Abatement~ Gases. 
select Reader ServIce No. 101 select Reader SOfvice No 103 

Get the whole 
office or use 
below. 

your Matheson 
Numbers 

World Leader in Specialty Gases & Equipment 

30 Seaview Drive, Secaucus, 1\'J 07096-1587 
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EDITORS' COLUMN 
=p 

Publishing in 
ANAL YTleAl CHEMISTRY 

ANALYTICAL CHEMISTRY is unique 
because of the nature of the disci­
pline of analytical chemistry, 

which consists of both the development 
and use of measurement techniques 
and the underlying science. The JOUR­
NAL appeals to a broad audience; the 
readership is estimated to be about 
105,000 and consists of those scientists 
who are involved in the basic research 
of measurement science as well as those 
who use analytical methodology to 
solve their measurement problems. 

Most scientific journals currently 
serve only a research-oriented commu­
nity. However, ANALYTICAL CHEMIS­
TRY historically has attempted to meet 
the needs of two communities: the re­
search-oriented and the applications­
oriented. The origins of ANALYTICAL 
CHEMISTRY can be traced to the Jour­
nal of Analytical and Applied Chemis­
try, which merged with JACS in 1893. 
Analytical chemistry papers were pub­
lished in JACS until 1907, when ACS 
began publication of the Journal of In­
dustrial and Engineering Chemistry. 
This was divided into three editions 
(Industrial, Analytical, and News) in 
1929. The Analytical Edition, which 
already had much in common with the 
current JOURNAL, became a separate 
publication in 1947 known as ANALYT· 
ICAL CHEMISTRY, and continued un­
der the editorship of Walter Murphy. 
Over the years, the JOURNAL has flour­
ished under the guidance of Murphy 
(1929-56), Lawrence Hallett (1956-
65), Herbert Laitinen (1966-79), and 
George Morrison (1980 to the present). 

Central to the goal of ANALYTICAL 
CHEMISTRY is a commitment to pro­
vide readers with the highest quality 
scientific information available as rap­
idly as possible. A critical reviewing 
process is used to ensure the quality of 
material published. Several thousand 
individuals are involved in the peer re­
view of manuscripts submitted for con­
sideration to ANALYTICAL CHEMIS· 
TRY. These individuals act as expert 

consultants to the Editors, who are 
fully responsible for all material pub­
lished. In addition, an Advisory Board, 
whose 16 members serve staggered 
three-year terms, is chosen by the Edi­
tor to provide input into the JOUR­
NAL'S operation. Members are chosen 
to represent various constituent groups 
in the research and reader communi­
ties. Although the Editors seek advice 
and help from individuals in the scien­
tific community and from advisory 
groups, it is ultimately the Editor's re­
sponsibility to provide editorial direc­
tion and set editorial policy. Decisions 
normally are made based on a consen­
sus of the Associate Editors and the 
Washington staff Editors. 

The editorial offices of ANALYTICAL 
CHEMISTRY are located at ACS head­
quarters in Washington, DC. The 
Washington editorial staff works close­
ly with the Editors on all aspects of the 
JOURNAL's editorial operation. 

The Associate Editors of ANAL YTleAl 
CHEMISTRY 

In 1985 ANALYTICAL CHEMISTRY ap­
pointed Associate Editors to further 
improve the peer review system. These 
individuals, selected for their technical 
knowledge of various subdisciplines of 
analytical chemistry, are assigned 
manuscripts based on their areas of ex­
pertise. Each receives a weekly list of 
manuscripts received in the editorial 
office and the Associate Editor in 
charge. On overlapping areas, two As­
sociate Editors are often involved in 
the editorial process. In addition, if an 
Associate Editor sees a manuscript on 
the list that has been assigned to an­
other Associate Editor and wishes to 
have some input, (s)he simply informs 
the Associate Editor who has been giv­
en primary responsibility for the 
manuscript. The Editor/Associate Edi­
tors all have as much involvement as 
they wish in the peer review of manu­
scripts not directly assigned to them. 

When an Editor/Associate Editor 

submits a manuscript, the Editor is 
considered an author and not an editor. 
(S)he is not involved in any way with 
the peer review process; another Edi­
tor/Associate Editor handles the re­
view and fmal disposition of the manu­
script. The Editor/Associate Editors 
cannot examine the manuscript/re­
viewer records in the databases for 
their own papers. 

How peer review of the technical 
section operates 

Staff Editors in the Washington office 
are responsible for guiding manu­
scripts through the peer review process 
from the time of submission to accep­
tance or rejection. Once a manuscript is 
accepted, the Columbus editorial of­
fices assume responsibility for the edit-

Editor 
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ing and typesetting. The publication is 
printed at Mack Printing Company in 
Easton, PA. 

Washington staff Editors hold twice­
weekly meetings to discuss all newly 
submitted manuscripts. They consult 
with the appropriate Editor/Associate 
Editors to determine the suitability of 
each manuscript for publication in AN­
ALYTICAL CHEMISTRY. The Editor/ 
Associate Editors, located throughout 
the United States, maintain daily con­
tact with the Washington office by 
phone, FAX, and Federal Express_ 
About 10% of the manuscripts are con­
sidered unsuitable and are returned to 
the authors without further review. 
The remaining 90% of the newly sub­
mitted manuscripts are handled jointly 
by a staff Editor and the appropriate 
Editor/Associate Editor. 

Reviewers are selected by the Wash­
ington-based staff Editor, who fre­
quently consults with the Editor/Asso­
ciate Editor. Selection is based on the 
subject matter of the paper, the experts 
available in a given area, and our expe­
rience with the previous performance 
of the reviewer_ References in the 
manuscript often provide the names of 
experts who might provide suitable re­
views. Frequently authors provide the 
names of possible reviewers as well as 
individuals whom they do not wish to 
have review the manuscript because of 
a potential conflict. The recently 
(1988) updated reviewer database and 
the manuscript database are both 
searchable by key terms, and the Edi­
tors consult these databases when se­
lecting reviewers. 

Once the reviewers have been cho­
sen, a cay of the manuscript and the 
names {oT'the reviewers are sent to the 
appropriate Editor/Associate Editor, 
who may at this time decide to involve 
additional reviewers. At the same time, 
the manuscript is sent to the reviewers 
(usually two) selected by the Washing­
ton Editors. The Editor/Associate Edi­
tors, located outside the Washington 
office, assume ultimate responsibility 
for the technical review of the paper 
and its final disposition. A prime con­
cern is the speed of the reviewing pro­
cess; the reviewers are asked to return a 
postcard to the Washington editorial 
office indicating that they can review 
the manuscript within a two-week peri­
od. If they cannot review the manu­
script for us, they are asked to return it 
immediately; and if they need addi­
tional time, they are asked to indicate 
this on the postcard when they return 
it. If the Washington office has not re­
ceived the review within the allotted 
time, the reviewer is contacted by tele­
phone_ At this time the manuscript of­
ten is sent to an additional reviewer, if 

it appears that this would provide a 
second review in a more timely manner. 
If six weeks have elapsed and we have 
been unable to obtain two substantive 
reviews, the Editor/Associate Editor 
handling the manuscript is asked 
whether (s)he would like to proceed 
with only one review. The reviewer da­
tabase is dynamic, constantly changing 
and being updated. Because reviewers 
are expert consultants to the Editors of 
ANALYTICAL CHEMISTRY and not to 
the authors, anonymous review has 
been adopted. This leads to a strong 
editorial process whereby the Editors 
assume the final responsibility for each 
manuscript, and one that is not encum­
bered with interactions between the re­
viewers and authors. Reviewers are 
sent a copy of the Instructions to the 
Reviewers with each manuscript and 

The 
advancement of 

science requires the 
sharing of knowledge 
between individuals, 
even though doing so 
may sometimes entail 

foregoing some 
immediate personal 

advantage." 

are asked to judge the originality, tech­
nical quality, clarity of presentation, 
and significance to the field within the 
guidelines emphasized in the Instruc­
tions (see reviewer form on p. 1138 A 
and Instructions on p. 1139 A). 

If the reviewers' comments suggest 
only minor changes, the staff Editor in 
Washington handles the revision and 
acceptance procedures. The Editor/ As­
sociate Editors are sent copies of the 
reviews and the accompanying letter to 
the author. Occasionally they indicate 
that when the manuscript returns they 
wish to become involved in additional 
review. All manuscripts whose disposi­
tions are unclear, or where major revi­
sion is suggested, are sent to the Edi­
tor/Associate Editor. They read the re­
views and the manuscript and prepare 
additional comments for incorporation 
into the revision letter, if necessary. All 
manuscripts that reviewers recom­
mend be rejected are handled by the 
Editor/Associate Editor. Ifthe reviews 
are orthogonal-a not infrequent oc-
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currence-the Editor/Associate Editor 
makes the decision as to how to pro­
ceed. Often they may make the deci­
sion themselves; other times, they so­
licit the opinion of an additional per­
son, most commonly a referee (this 
reviewer is sent copies of the other re­
views). 

If authors feel that the decision to 
reject their manuscript was unfair, 
they are free to ask for reconsideration. 
We make every effort to ensure that 
the review process is both rapid and 
fair; however, mistakes are sometimes 
made. Authors should explain clearly 
in their letter why they feel that the 
decision to reject their paper was not 
correct. The Editor/Associate Editors 
take seriously these rebuttals and act 
accordingly. Often the manuscript will 
be sent to new reviewers for additional 
opinions or returned to the original re­
viewers with a copy of the author's let­
ter. Many rejected manuscripts are re­
turned to authors with a request that 
they undertake additional work and re­
submit the manuscript to us later. Al­
though these types of manuscripts 
have formally been rejected, we actual­
ly encourage the authors to resubmit 
the paper once a more thorough inves­
tigation has been carried out. 

How peer review of the A pages 
works 
The review of the A-page features, 
INSTRUMENTATION, REPORT, AlC 
INTERFACE, ANALYTICAL APPROACH, 
and FOCUS, takes place in a manner 
similar to the review of articles pub­
lished in the technical section, al­
though it is more informal because of 
the nature of the articles. Most of the 
authors of A-page articles have been 
invited by the editorial staff to prepare 
the article. On occasion, an individual 
interested in preparing an article on a 
particular subject will write to us. At 
this time we may extend a formal invi­
tation to this individual or we may in­
dicate that this particular subject does 
not meet the needs of our editorial plan 
at the present time. Each proposed ar­
ticle is evaluated on an individual ba­
sis, and several experts are consulted 
before a final decision is reached. Be­
cause many of the A-page articles are 
tutorial, different criteria are necessary 
for evaluation. Of primary importance 
is to provide scientifically accurate, 
balanced reports that are written at a 
level that can be understood by most 
readers. Although the JOURNAL car­
ries advertising, in no way do advertis­
ers influence the editorial content of 
the JOURNAL. We make every effort to 
provide our readers with state-of-the­
art coverage of subjects free from any 
bias toward a particular product. 



Manuscript submission and ethical 
guidelines 

In each January 1 issue we publish the 
"Manuscript Requirements" for the 
current year (see p. 1140 A). Authors 
should consult this when preparing a 
manuscript for the technical section. 
Careful preparation with regard to 
these requirements expedites process­
ing. In addition, it is often helpful for 
authors to refer to recent issues of the 
JOURNAL and to pattern their manu­
script (organizationally) after an arti­
cle that they found to be particularly 
well written. 

We actively encourage readers who 
are interested in writing A-page arti­
cles or "Perspectives" to write to us 
and include a brief outline of the pro­
posed article with the letter. 

ACS adopted "Ethical Guidelines to 
Publication of Chemical Research" in 
1985 (see p. 1142 A). Each prospective 
author, reviewer, and editor is asked to 
follow these guidelines when partici­
pating in any aspect of the ACS publi­
cation program. If any author or re­
viewer feels that these guidelines have 
not been followed, (s)he is encouraged 
to contact the Editor. 

Looking at the numbers 

Table I presents the data for manu­
scripts since 1983. Note that the rejec­
tion rate has risen approximately 20% 
since 1986. This was caused primarily 
by a change in editorial policy regard­
ing applications papers. Prior to 1987, 
applications papers were often accept­
ed if the reviewers found them techni­
cally sound; a distinction was not nec­
essarily made as to whether the partic­
ular method was a significant 
improvement over an already pub­
lished method. In an effort to increase 
the technical quality of the JOURNAL, 
the Editors made a conscious decision 
to accept only those technically sound 
applications papers that offer either a 
unique application of or a significant 
improvement over existing analytical 
methods. This policy has led, in part, to 
the observed increase in the rejection 
rate. It is interesting to note that non­
US contributions to ANALYTICAL 
CHEMISTRY have remained essentially 
the same since 1983. Approximately 
27% of the published papers have non­
US corresponding authors. 

In the first full year (1986) that the 
Associate Editors were involved with 
the JOURNAL review process, records 
were begun that tracked the percent­
age of manuscripts received in each of 
the subdisciplines and their final dis­
position. Editor Morrison has routinely 
been responsible for all manuscripts 
that do not fall into the areas of exper-

Table I. Manuscript statistics, 1983-88 

No. of manuscripts 1983-86 (avg.) 1987 1988 

Received 1130 1087 1048 
Accepted 727 599 585 
Rejected 400 (35%) 510 (47%) 578 (55%) 
Published" 728 665 627 

a The number of papers published includes some manuscripts that were accepted in the previous 
year. 

Table II. Manuscript submissions by primary subdiscipline", 
1986-88 

Year (b~ eercent) 
Subdiscipline 1986 1987 1988 

Spectroscopy 27 29 36 
Separations 27 28 22 
Electrochemistry 15 18 18 
Mass spectrometry 13 14 15 
Biotechnology 1 1 
Miscellaneous 17 10 8 

a Because many of the papers involve more than one technique, the assignment reflects the 
primary emphasis of the work. 

tise of any of the Associate Editors. 
The percentages of manuscripts that 
were received that fall into each sub­
discipline are shown in Table II. Note 
that an Associate Editor in Biotechnol­
ogy was added to the staff in 1987. The 
manuscripts assigned to this Editor are 
usually not in the traditional areas that 
already existed, although many of the 
manuscripts in the biotechnology area 
are shared between two Associate Edi­
tors. When one considers only those 
90% of the manuscripts that are actual­
ly peer-reviewed, the rejection rate for 
each of the subdisciplines is close to the 
average rejection rate for all papers in 
all categories. 

In today's world of science publish­
ing, speed is an important concern. Au­
thors wish to see their work published 
as rapidly as possible without sacrific­
ing quality. ANALYTICAL CHEMISTRY 
has always made an effort to publish 
manuscripts in six months or less (the 
average time from receipt of the manu­
script to actual publication). Our rec­
ord in this area has been and continues 
to be on a par with many ACS publica­
tions. Neither the centralized opera­
tion in Washington nor the addition of 
the Associate Editors in 1985 appears 
to have lengthened the publication 
time for ANALYTICAL CHEMISTRY. In 
addition, we continue to look for ways 
to improve the "speed of publication." 
We are now routinely asking reviewers 

to return their comments by FAX. We 
have also just completed a six-month 
experiment using Federal Express to 
send manuscripts to the reviewers; the 
analysis of the cost versus increase in 
speed has not yet been completed. We 
are now asking reviewers to return 
postcards to us indicating their willing­
ness to review the manuscript within a 
two-week period. All these changes 
were made in an effort to improve 
speed. 

Our recordkeeping has also changed 
recently. Because authors often have 
not returned their revised manuscripts 
promptly, which biases the overall 
speed of publication, we are now con­
sidering all revisions returned after a 
three-month period as new submis­
sions. Rejected manuscripts, if re­
turned for reconsideration in revised 
form, are generally considered new 
manuscripts. This allows us to realisti­
cally compare our data with other sci­
entific publications both within and 
outside ACS. 

In concluding, I hope that I have an­
swered many of the questions that you, 
the readers, have about om" editorial 
operations. I urge you to let us know 
what you think of the publication, and 
especially, what we can do to make 
ANALYTICAL CHEMISTRY even more 
valuable to you professionally. 

Sharon Boots 
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AUTHOR: 

TITLE: 

Published by the American Chemical Society 
1155 16th Street, N.W. 

Washington, D.C. 20036 
telephone (202) 872-4570 

FAX (202) 872-6325 
BITNET rmh96@cas 

telex 440159 
G.H. MORRISON, EDITOR 

PLEASE RETURN THE RATING FORM BY: 

Recommendation 
[] Merits publication either as is or subject to minor revi­

sions as indicated below. 
[J May eventually be publishable, but requires major re­

vision as indicated below and re-evaluation. 
[J I would like to re-evaluate the revised manuscript. 

[J Should not be published in ANALYTICAL CHEMISTRY 
for the reasons given below. 

[J Not appropriate subject matter for ANALYTICAL CHEM· 
ISTRY; recommend a different journal ____ _ 

Signature ________________ _ 

Summary Rating 

Originality 

Technical quality 

Clarity of presentetion 

Significance to field 

Excel. Good Fair Poor 

I I I I I 
[J The authors have addressed all necessary safety con­

siderations (see "Instructions to the Reviewers"). 
[J The authors need to address the safety considerations 

described in the comments below. 

Date ________ _ 

Please do not include your recommendation for acceptance, revision, or rejection in the COMMENTS. 
(Only the comments below the dotted line will be returned to the author.) 

COMMENTS (Use additional pages if needed) 
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ANALYTICAL CHEMISTRY 
Instructions to the Reviewers 

ANALYTICAL CHEMISTRY publishes results of original 
research in all areas of the discipline. Articles may 
contribute to any phase of analytical operations, such 
as sampling, chemical reactions, separations, instru­
mentation, measurements, and data processing. They 
need not refer to existing or even potential analytical 
methods but may be confmed to the principles and 
methodology underlying such methods. Articles 
dealing with minor modifications of known ana­
lytical methods should offer either a unique appli­
cation of or a significant improvement over exist­
ing analytical methods. 

Research Articles, Correspondence, and Technical 
Notes are published. Correspondence may be brief 
disclosures of new analytical concepts of unusual sig­
nificance or they may comment on the work of others. 
In such cases the authors of the work being discussed 
will, ordinarily, be allowed to reply. Technical Notes 
should be brief descriptions of novel apparatus or 
techniques that offer defmite advantages over similar 
ones already available. 

The subject matter should be judged on the basis of 
originality, significance to the field, technical content, 
and clarity of the presentation. The Editors do not 
expect reviewers to rewrite a manuscript. If you fmd 
that the manuscript is poorly written, please indicate 
this. In reviewing the enclosed manuscript(s), please 
consider the following: 

• Is the scientific problem clearly stated and signifi­
cant? Work of marginal significance, however com­
petently carried out, should not be recommended 
for publication. 

• Are materials and methods described in sufficient 
detail so that other workers could repeat the ex­
periments? 

• Are the interpretations of data sound, and are the 
conclusions justified? 

• Is the manuscript excessively long? Are all the fig­
ures and tables necessary? Please provide specific 
suggestions for condensation, if appropriate. 

• Does the abstract describe briefly but clearly the 
purpose of the research, the principal results, and 
the major conclusions? 

• Safety considerations. Authors have been 
asked to describe all safety considerations, in­
cluding any procedures that are hazardous, 
any reagents that are toxic, and any proce­
dures requiring special precautions, in enough 
detail so that workers repeating the experi­
ments can take appropriate safety measures. 
Have these safety considerations been ade­
quatelyaddressed? 

As you prepare your comments, please remember 
that the author has most probably taken seriously the 
preparation of this manuscript. Your review should be 
written in such a way that any sensitivities the author 
may have toward criticisms of his/her work are antici­
pated by you prior to preparing your written com­
ments. 

If a manuscript requires modification, suggested re­
visions should be stated briefly. If rejection is recom­
mended, the major reasons should be stated concisely 
and in a way that the author would fmd helpful. Au­
thors whose papers are recommended for rejection 
should not be advised to submit their papers to anoth­
erjournal. 

Please remember that the manuscript is a privi­
leged communication. You may feel free to obtain 
help from a colleague in reviewing the manuscript or to 
refer it to someone in your own organization. However, 
if someone else is involved, please inform the editorial 
office. Reviewers are asked to refrain from communi­
cating directly with the authors and from disclosing 
their identity without prior consent of the editorial 
office. 

Reviewers perform a vital service to the JOURNAL 
and to the progress of chemical science. We greatly 
appreciate your efforts. It is also important, for the 
well-being of the field and in fairness to the authors, 
that the editorial process be concluded speedily. 

We ask that you return your comments to us 
within two weeks. If this is not possible, please 
return the manuscript to us immediately. 

We appreciate your help. 

George H. Morrison, Editor 
ANALYTICAL CHEMISTRY 
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MANUSCRIPT REQUIREMENTS 

The following guide is published by the Editors of ANALYTICAL CHEMISTRY to aid authors 
in writing, and editors and reviewers in expediting revIew and publication of manuscripts. 

SCOPE. The journal is devoted to the dissemination of 
knowledge concerning all branches of analytical chemistry. 
Articles either are entirely theoretical with regard to analysis 
or are reports of laboratory experiments that support, argue, 
refute, or extend established theory. Articles may contribute 
to any of the phases of analytical operations, such as sampling, 
chemical reactions, separations, instrumentation, measure~ 
ments, and data processing. They need not refer to existing 
or even potential analytical methods in themselves, but may 
be confmed to the principles and methodology underlying such 
methods. Articles dealing with minor modifications of known 
analytical methods should offer either a unique application 
of or a significant improvement over existing analytical 
methods. 

In addition to regular research papers, Correspondence and 
Technical Notes are published. Correspondence may be brief 
disclosures of new analytical concepts of unusual significance. 
They may also represent important comments on the work 
of others, in which case the authors of the work being discussed 
will, ordinarily, be allowed to reply. Technical Notes should 
be brief descriptions of novel apparatus or techniques, re­
quiring real ingenuity on the author's part, which offer defmite 
advantages over similar ones already available. 

Papers involving extensive use of computers will be judged 
by the usual criteria of originality, technical content, and value 
to the field. They should include a statement of the objectives 
and the procedural steps to the objective, and the results. 
However, details of procedural steps, including programs, 
should be omitted. Availability of the latter through com­
mercial collections or by writing to tbe author sbould be clearly 
indicated in the text. Computational techniques for calcu­
lations of well-known analytical methods cannot be considered. 
SUBMISSION OF MANUSCRIPTS. Papers submitted 
to ANALYTICAL CHEMISTRY are considered with the under­
standing that they have not been published and are not under 
consideration elsewhere. 

Four complete copies of the manuscript are required. All 
copy must be typed double- or triple-spaced on 22 X 28 cm 
(81 / 2 X 11 in.) or A4 paper on one side only (if a printer is 
used, it must be high quality), with text, tables, and illus­
trations of a size that can be mailed to reviewers under one 
cover. 

In addition, include with your manuscript: (i) any paper 
of yours that is in press or under consideration elsewhere and 
includes information that would be helpful in evaluating the 
work submitted to Analytical Chemistry; (ii) written per­
mission from any author whose work is cited as a personal 
communication, unpublished work, or work in press but who 
is not an author of your manuscript. 

Reviewers suggested by authors may be used at the dis­
cretion of the editors. 

Send all copies of the manuscript with cover letter to 
ANALYTICAL CHEMISTRY, 1155 Sixteenth St., N.W., Wash­
ington, DC 20036. 
TITLE. Use specific and informative titles with a high 
keyword content. Avoid trade names. Indicate, where ap­
plicable, compound or element determined, method, and 
special reagents (e.g., "Spectrophotometric Determination of 
Thallium in Zinc and Cadmium with Rhodamine B"). Do not 
use symbols, abbreviations, or series designations. Use one 

complete title rather than a title and subtitle. Careful at­
tention should be paid to the choice of words (e.g., deter­
mination or analysis, etc.) to reflect correct usage. 
AUTHORSHIP. Give authors' names in as complete a form 
as possible. First names, initials, and surnames should be 
included. Omit professional and official titles. Give the 
complete mailing address of the place where the work was 
done and include the telephone number of the corresponding 
author. Add the current address of each author, if different, 
on the title page of the manuscript using a numerical su­
perscript and footnote to indicate the difference. The cor­
responding author is indicated by an asterisk. 
ABSTRACT. Abstracts are required for all manuscripts, but 
will not be published with Correspondence and Technical 
Notes. The abstract (80-200 words) should describe briefly 
and clearly the purpose of the research, the principal results, 
and the major conclusions. State the objectives of the study, 
the limits of detection, the degree of accuracy and precision, 
and the major unique reagents, times, and temperatures, but 
avoid the lengthy stepwise recipe. The abstract should be 
essentially independent of the main text. Remember that the 
abstract will be the most widely read portion of the paper and 
will be used by the various abstracting services. 
TEXT. Consult the publication for general style. Write for 
the specialist. Do not include information and details or 
techniques that should be common knowledge to the specialist. 

General Organization. Indicate the breakdown among 
and within sections with center heads and side heads. Results 
and Discussion follow Experimental Section. Keep all in­
formation pertinent to a particular section within that section 
(e.g., do not present results in the Experimental Section). 
Avoid repetition. Do not use footnotes for descriptive or 
explanatory information; include the information at an ap­
propriate place in the text. 

INTRODUCTION 
The introduction should state the purpose of the investi­

gation and its relation to other work in the same field, but 
should not include an extensive review of the literature. If 
the manuscript describes a new method, reasons should be 
given why it is preferable to older methods. 

EXPERIMENTAL SECTION 
Use complete sentences (i.e., do not use outline form). Be 

consistent in voice and tense. 
APPARATUS. List only devices of specialized nature. Do not 

include equipment that is standard in an analytical laboratory 
and used in the normal way. 

REAGENTS. List and describe preparation of special reagents 
only. Do not list reagents normally found in the laboratory 
and preparations described in standard handbooks and texts. 

PROCEDURE. Since all procedures are intended as in­
structions for other workers, give adequate details of critical 
steps to permit the work to be repeated by a qualified analyst. 
Published procedures should be cited but not described, except 
where the presentation involves substantially new modifica­
tions. Omit details of procedures that are common knowledge 
to those working in the field. 

Safety Considerations: Describe all safety consider­
ations, including any procedures that are hazardous, any 
reagents that are toxic, and any procedures requiring 
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special precautions, in enough detail so that workers 
repeating the experiments can take appropriate safety 
measures. 

RESULTS AND DISCUSSION 
The results may be presented in tables or figures; however, 

many simple findings can be presented directly in the text 
with no need for tables or figures. The discussion should be 
concise and deal with the interpretation of the results. In most 
cases combining results and discussion in a single section will 
give a clearer, more compact presentation. 

CONCLUSIONS 
Use conclusions only when necessary for interpretation and 

not to summarize information already given in the text or 
abstract. 

ACKNOWLEDGMENTS 
Authors may acknowledge technical assistance, gifts, and 

the source of special materials. 
LITERATURE CITED. References that are considered part 
of the permanent literature should be numbered in one con­
secutive series by order of mention in the text. However, the 
complete list of literature citations should be placed on a 
separate page, double-spaced, at the end of the manuscript. 
Reference numbers in the text should be placed in parentheses 
and on line. Repetition should be avoided by using the 
number corresponding to the original reference. Descriptive 
or explanatory (footnote) material should not routinely be 
given a reference number or included in the literature cited. 
This material should be included in the body of the text. 

Use Chemical Abstracts Service Source Index abbrevistions 
for journal names and include publication year, volume, and 
page number (inclusive pagination is recommended). Include 
Chemical Abstracts reference for foreign publications that 
are not readily available. List submitted articles as "in press" 
only if formally accepted for publication, and give the volume 
number and year if known. Otherwise use "submitted to" or 
"unpublished work" with place where work was done and date. 
Include name, affiliation, and date for "personal 
communications". 

Please use the format given in the following examples. 
(1) Koile, Ross C.; Johnson, Dennis C. Anal. Chem. 1979,51, 

741-744. 
(2) Willard, Hobart H.; Merritt, Lynne L., Jr.; Dean, John A.; 

Settle, Frank A., Jr. Instrumental Methods of Analysis, 
6th ed.; Van Nostrand: New York, 1981; Chapter 2. 

CREDIT. On a separate page, give credit for financial sup­
port, meeting presentation information, and auspices under 
which work was done, including permission to publish. In the 
JOURNAL this information will immediately follow the received 
and accepted dates, and is not a part of the Acknowledgments. 
FIGURES AND TABLES. Do not use figures or tables that 
duplicate each other or material already in the text. Straight 
line graphs will not normally be published; give the infor­
mation in a table, or in a sentence or two in the text. Do not 
include tables or figures that have already been published. 

Tables. Prepare tables in a consistent form, furnish each 
with an appropriate title, and number consecutively with 
Roman numerals in the order of reference in the text. Type 
each table on a separate page, and collate at the end of the 
manuscript. 

Figures. Submit original drawings (or sharp glossy prints) 
of graphs and diagrams prepared on tracing cloth or plain 
white paper. If structures are given in the text, original 
drawings are to be provided. All lines, lettering, and num­
bering should be sharp and unbroken. If coordinate paper 

is used, use nonphotographic blue cross-hatch lines. Use black 
India ink and a lettering set for all letters, numbers, and 
symbols. Do not use a typewriter to letter illustrations. 

Design illustrations to fit the width of one journal column 
(8.3 cm). The width of original drawings should be twice the 
publication size. Letters and symbols should be about 4 mm 
high on the original (2 mm in reduced journal version). Lines 
should be drawn with a light (#1 Leroy for graph grids), 
medium (#2 Leroy for graph borders or reference lines), or 
heavy (#5 Leroy for graph curves or emphasis) thickness on 
the original. Lettering on copy should be in proportion. Label 
ordinates and abscissas of graphs along the axes and outside 
the graph proper. 

Supply good prints of photographs. Sharp contrasts are 
essential. Label each figure on the back with the name of the 
corresponding author and the figure number. 

Number all figures consecutively with Arabic numerals in 
the order of reference in the text. 

If drawings are mailed under separate cover, identify by 
name of author and title of manuscript. 

Color reproduction is possible provided the author bears 
all incremental charges. An estimate of these charges will be 
given upon request. A letter acknowledging the author's 
willingness to defray the cost of color reproduction should 
accompany the revised manuscript. 

Figure Captions. Include, on one page, a list of all captions 
and legends for illustrations. Make the legend a part of the 
caption rather than inserting it within the figure. Keep 
captions as brief as possible and include detailed information 
in the text. 
BRIEF. On a separate page, state in 30 words or less tbe 
significant results obtained, emphasizing precision and ac­
curacy data when possible. Do not repeat the title. No Briefs 
are necessary for Correspondence or Technical Notes. 
NOMENCLATURE. Nomenclature should conform with 
current American usage. Insofar as possible, authors should 
use systematic names similar to those used by the Interna­
tional Union of Pure and Applied Chemistry and the Chemical 
Abstracts Service. For CA nomenclature advice consult the 
Manager of Nomenclature Services, P.O. Box 3012, Chemical 
Abstracts Service, Columbus, OH 43210. A name generation 
service is available through the Registry Services Department, 
Chemical Abstracts Service, P.O. Box 3343, Columbus, OH 
43210. 

Avoid trivial names. Well-known symbols and formulas 
may be used (write out in title and abstract) if no ambiguity 
is likely. Define trade names and abbreviations at point of 
first use. First letter of trade names is capitalized. 

Use SI units of measurement (with acceptable exceptions) 
and give dimensions for all terms. If nomenclature is spe­
cialized, as in mathematical and engineering reports, include 
a Nomenclature section at end of paper, giving defmitions and 
dimensions for all terms. Type all equations and formulas 
clearly and number all equations in consecutive order. 

For specialized nomenclature used by this JOURNAL, see 
"Guide for Use of Terms in Reporting Data in ANALYTICAL 
CHEMISTRY", "Spectroscopy Nomenclature", and "SI Units", 
which appear annually, with the "Manuscript Requirements", 
at the end of the technical section in the first issue of the year. 
From time to time, ANALYTICAL CHEMISTRY publishes special 
nomenclature guides promulgated by various organizations. 

General information about American Chemical Society 
publications, including preparation of manuscripts, is given 
in The ACS Style Guide (1986), available from Distribution 
Office, American Chemical Society, 1155 16th St., N.W., 
Washington, DC 20036. 
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EO/TORS' COLUMN 

Ethical Guidelines to Publication 
of Chemical Research 

The guidelines embodied In this document were adopted by 
the edHors 01 the Books and Journals Division 01 the American 
Chemical Society In January 1985 and endorsed by the So­
ciety CommlHee on Publications. 

PREFACE 

The American Chemical Society serves the chemistry 
profession and society at large in many ways, among them by 
publishing journals which present the results of scientific and 
engineering research. Every editor of a Society journal has 
the responsibility to establish and maintain guidelines for 
selecting and accepting papers submitted to that journal. In 
the main, these guidelines derive from the Society's definition 
of the scope of the journal and from the editor's perception 
of standards of quality for scientific work and its presentation. 

An essential feature of a profession is the acceptance by 
its members of a code that outlines desirable behavior and 
specifies obligations of members to each other and to the 
public. Such a code derives from a desire to maximize per­
ceived benefits to society and to the profession as a whole and 
to limit actions that might serve the narrow self-interests of 
individuals. The advancement of science requires the sharing 
of knowledge between individuals, even though doing so may 
sometimes entail foregoing some immediate personal advan­
tage. 

With these thoughts in mind, the editors of journals pub­
lished by the American Chemical Society now present a set 
of ethical guidelines for persons engaged in the publication 
of chemical research, specifically, for editors, authors, and 
manuscript reviewers. These guidelines are offered not in the 
sense that there is any immediate crisis in ethical behavior, 
but rather from a conviction that the observance of high 
ethical standards is so vital to the whole scientific enterprise 
that a definition of those standards should be brought to the 
attention of all concerned. 

We believe that most of the guidelines now offered are 
already understood and subscribed to by the majority of ex­
perienced research chemists. They may, however, be of 
substantial help to those who are relatively new to research. 
Even well-established scientists may appreciate an opportunity 
to review matters so significant to the practice of science. 

Formulation of these guidelines has made us think deeply 
about these matters. We intend to abide by these guidelines, 
strictly, in our own work as editors, authors, and manuscript 
reviewers. 

GUIDELINES 

A. ETHICAL OBLIGATIONS OF EDITORS OF 
SCIENTIFIC JOURNALS 

1. An editor should give unbiased consideration to all manu­
scripts offered for publication, judging each on its merits without 
regard to race, religion, nationality, sex, seniority, or institutional 
affiliation of the author(s). An editor may, however, take into 
account relationships of a manuscript immediately under con­
sideration to others previously or concurrently offered by the same 
author(s). 

2. An editor should consider manuscripts submitted for 
publication with all reasonable speed. 

3. The sole responsibility for acceptance or rejection of a 
manuscript rests with the editor. Responsible and prudent ex­
ercise of this duty normally requires that the editor seek advice 
from reviewers, chosen for their expertise and good judgment, 
as to the quality and reliability of manuscripts submitted for 
publication. In reaching a final decision, the editor should also 
consider additional factors of editorial policy. 

4. The editor and members of the editor's staff should not 
disclose any information about a manuscript under consideration 
to anyone other than those from whom professional advice is 
sought. (However, an editor who solicits, or otherwise arranges 
beforehand, the submission of manuscripts may need to disclose 
to a prospective author the fact that a relel1ant manuscript by 
another author has been received or is in preparation.) After 
manuscripts have been accepted for publication, the editor and 
members of the editor's staff may disclose or publish manuscript 
titles and authors' names, but no more than that unless the 
author's permission has been obtained. 

5. An editor should respect the intellectual independence of 
authors. 

6. Editorial responsibility and authority for any manuscript 
authored by an editor and submitted to the editor's journal should 
be delegated to some other qualified person, such as another editor 
of that journal or a member of its Editorial Advisory Board. 
Editorial consideration of the manuscript in any way or form by 
the author-editor would constitute a conflict of interest, and is 
therefore improper. 

7. Unpublished information, arguments, or interpretations 
disclosed in a submitted manuscript should not be used in an 
editor's own research except with the consent of the author. 
However, if such information indicates that some of the editor's 
own researcb is unlikely to be profitable, the editor could ethically 
discontinue the work. When a manuscript is so closely related 
to the current or past research of an editor as to create a conflict 
of interest, the editor should arrange for some other qualified 
person to take editorial responsibility for that manuscript. In 
some cases, it may be appropriate to tell an author about the 
editor's research and plans in that area. 

8. If an editor is presented with convincing evidence that the 
main substance or conclusions of a report published in an editor's 
journal are erroneous, the editor should facilitate publication of 
an appropriate report pointing out the error and, if possible, 
correcting it. The report may be written by the person who 
discovered the error or by an original author. 

B. ETHICAL OBLIGATIONS OF AUTHORS 

1. An author's central obligation is to present an accurate 
account of the research performed as well as an objective dis­
cussion of its significance. 

2. An author should recognize that journal space is a precious 
resource created at considerable cost. An author therefore has 
an obligation to use it wisely and economically. 

3. A primary research report should contain sufficient detail 
and reference to public sources of information to permit the 
author's peers to repeat the work. 

4. An author should cite those publications that have been 
influential in determining the nature of the reported work and 
that will guide the reader quickly to the earlier work that is 
essential for understanding the present investigation. Except in 
a review, citation of work that will not be referred to in the 
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reported research should be minimized. 
5. Any unusual hazards inherent in the chemicals, equipment, 

or procedures used in an investigation should be clearly identified 
in a manuscript reporting the work. 

6. Fragmentation of research reports should be avoided. A 
scientist who has done extensive work on a system or group of 
related systems should organize publication so that each report 
gives a well-rounded account of a particular aspect of the general 
study. Fragmentation consumes journal space excessively and 
unduly complicates literature searches. The convenience of 
readers is served if reports on related studies are published in 
the same journal, or in a small number of journals. 

7. In submitting a manuscript for publicstion, an author should 
inform the editor of related manuscripts that the author has under 
editorial consideration or in press. The relationships of such 
manuscripts to the one submitted should be indicated. 

8. It is in general inappropriate for an author to submit 
manuscripts describing essentially the same research to more than 
one journal of primary publicstion. However, there are exceptions 
as follows: (a) resubmission of a manuscript rejected by or 
withdrawn from publication in one journal; (b) submission of 
overlapping work to a second journal in another field, if workers 
in the other field are unlikely to see the article published in the 
first journal, providing that both editors are informed; and (c) 
submission of a manuscript for a full paper expanding on a 
previously published brief preliminary account (a 
"communication" or "letter") of the same work. 

9. An author should identify the source of all information 
quoted or offered, except that which is common knowledge. 
Information obtained privately, as in conversation, correspond­
ence, or discussion with third parties, should not be used or 
reported in the author's work without explicit permission from 
the investigator with whom the information originated. Infor­
mation obtained in the course of confidential services, such as 
refereeing manuscripts or grant applications, should be treated 
similarly. 

10. An experimental or theoretical study may sometimes justify 
criticism, even severe criticism, of the work of another scientist. 
When appropriate, such criticism may be offered in published 
papers. However, in no case is personal criticism considered to 
be appropriate. 

11. The co-authors of a paper should be all those persons who 
have made significant scientific contributions to the work reported 
and who share responsibility and accountability for the results. 
Other contributions should be indicated in a footnote or an 
"Acknowledgments" section. An administrative relationship to 
the investigation does not of itself qualify a person for co-au­
thorship (but occasionally it may be appropriate to acknowledge 
major administrative assistance). Deceased persons who meet 
the criterion for inclusion as co-authors should be so included, 
with a footnote reporting date of death. No fictitious name should 
be listed as an author or co-author. The author who submits a 
manuscript for publication accepts the responsibility of having 
included as co-authors all persons appropriate and none inap­
propriate. The submitting author should have sent each living 
co-author a draft copy of the manuscript and have obtained the 
co-author's assent to co-authorship of it. 

C. ETHICAL OBLIGATIONS OF REVIEWERS OF 
MANUSCRIPTS 

1. Inasmuch as the reviewing of manuscripts is an essential 
step in the publication process, and therefore in the operation 
of the scientific method, every scientist has an obligation to do 
a fair share of reviewing. 

2. A chosen reviewer who feels inadequately qualified to judge 
the research reported in a manuscript should return it promptly 
to the editor. 

3. A reviewer (or referee) of a manuscript should judge ob­
jectively the quality of the manuscript, of its experimental and 
theoretical work, of its interpretations and its exposition, with 
due regard to the maintenance of high scientific and literary 

standards. A reviewer should respect the intellectual inde­
pendence of the authors. 

4. A reviewer should be sensitive to the appearance of a conflict 
of interest when the manuscript under review is closely related 
to the reviewer's work in progress or published. If in doubt, the 
reviewer should return the manuscript promptly without review, 
advising the editor of the conflict of interest or bias. Alternatively, 
the reviewer may wish to furnish a signed review stating the 
reviewer's interest in the work, with the understanding that it 
may, at the editor's discretion, be transmitted to the author. 

5. A reviewer should not evaluate a manuscript authored or 
co-authored by a person with whom the reviewer has a personal 
or professional connection if the relationship would bias judgment 
of the manuscript. 

6. A reviewer should treat a manuscript sent for review as a 
confidential document. It should neither be shown to nor dis­
cussed with others except, in special cases, to persons from whom 
specific advice may be sought; in that event, the identities of those 
consulted should be disclosed to the editor. 

7. Reviewers should explain and support their judgments 
adequately so that editors and authors may understand the basis 
of their comments. Any statement that an observation, derivation, 
or argument had been previously reported should be accompanied 
by the relevant citation. Unsupported assertions by reviewers 
(or by authors in rebuttal) are of little value and should be avoided. 

8. A reviewer should be alert to failure of authors to cite 
relevant work by other scientists, bearing in mind that complaints 
that the reviewer's own research was insufficiently cited may seem 
self-serving. A reviewer should call to the editor's attention any 
substantial similarity between the manuscript under consideration 
and any published paper or any manuscript submitted concur­
rently to another journal. 

9. A reviewer should act promptly, submitting a report in a 
timely manner. Should a reviewer receive a manuscript at a time 
when circumstances preclude prompt attention to it, the unre­
viewed manuscript should be returned immediately to the editor. 
Alternatively, the reviewer might notify the editor of probable 
delays and propose a revised review date. 

10. Reviewers should not use or disclose unpublished infor­
mation, arguments, or interpretations contained in a manuscript 
under consideration, except with the consent of the author. If 
this information indicates that some of the reviewer's work is 
unlikely to be profitable, the reviewer, however, could ethically 
discontinue the work. In some cases, it may be appropriate for 
the reviewer to write the author, with copy to the editor, about 
the reviewer's research and plans in that area. 

D. ETHICAL OBLIGATIONS OF SCIENTISTS 
PUBLISHING OUTSIDE THE SCIENTIFIC 

LITERATURE 

1. A scientist publishing in the popular literature has the same 
basic obligation to be accurate in reporting observations and 
unbiased in interpreting them as when publishing in a scientific 
journal. 

2. Inasmuch as laymen may not understand scientific ter­
minology, the scientist may fmd it necessary to use common words 
of lesser precision to increase public comprehension. In view of 
the importance of scientists' communicating with the general 
public, some loss of accuracy in that sense can be condoned. The 
scientist should, however, strive to keep public writing, remarks, 
and interviews as accurate as possible consistent with effective 
communication. 

3. A scientist should not proclaim a discovery to the public 
unless the experimental, statistical, or theoretical support for it 
is of strength sufficient to warrant publication in the scientific 
literature. An account of the experimental work and results that 
support a public pronouncement should be submitted as quickly 
as possible for publicstion in a scientific journal. Scientists should, 
however, be aware that extensive disclosure of research in the 
public press might be considered by a journal editor as equivalent 
to a preliminary communication in the scientific literature. 
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1990 Summer Internship Program 
The ACS Division of Analytical Chemistry is seeking appli­
cants for the 1990 summer internship program. The pro­
gram is aimed at introducing talented undergraduates to 
modern analytical chemistry. Chosen students will partici­
pate in fundamental and applied research in industrial, 
government, or academic laboratories. 

Applications are screened and evaluated by the Divi­
sion's Professional Status Committee, which acts as a bro­
ker in soliciting applications from students and positions 
from laboratories. Applications and reference letters for 
qualified students are then sent to participating laborato­
ries, and these organizations select the individuals most 
suited to their needs. Salary and details of employment are 
negotiated by the organization and the student. Participat­
ing laboratories agree to employ one or more students for 
the summer. 

To qualify for the program, students must have complet­
ed a minimum of two years of college, preferably including 
an instrumental analysis course or its equivalent, and dis­
play an interest in analytical chemistry. Ideally, students 
should be attending a four-year college and be between 
their junior and senior years at the start of the 1990 sum­
mer. The Division also welcomes applications from current 
graduate students in analytical chemistry and from college 
seniors graduating in 1990 who have applied to graduate 
school and intend to major in analytical chemistry. 

The Division is also actively seeking participation from 
industrial, government, and academic laboratories. Infor­
mation about the program and application forms for inter­
ested students are available from D. J. Curran, Chairman, 
Professional Status Committee, ACS Division of Analytical 
Chemistry, c/o Department of Chemistry, University of 
Massachusetts, Amherst, MA 01003. The deadline for re­
ceipt of student applications is Feb. 9. 

For the 1989 program, 61 student applications were re­
ceived; 14 students were placed with the 12 organizations 
listed below. 
American Cyanamid Co., Stamford Research Labs, 
Stamford, CT 

Valerie K. Miller, Moorhead State University, 
Moorhead, MN 

Baxter Healthcare Corp., Parenterals Division, Round 
Lake, IL 

Lena S. Issa, Saint Xavier College, Chicago, IL 
Chemical Industry Institute of Toxicology, Research 
Triangle Park, NC 

Toni M. Phillips, Erskine College, Due West, SC 
E.I. du Pont de Nemours & Co., Central Research and 
Development, Wilmington, DE 

Cheryl L. Davis, Mary Washington College, Fredericks­
burg, VA 

Hewlett Packard Co., Corvallis, OR 
Denise E. Riley, Macalester College, Saint Paul, MN 

Lovelace Inhalation Toxicology Research Institute, 
Albuquerque, NM 

Breton Freitag, Willamette University, Salem, OR 
Karen D. Muscato, Mary Washington College 

Merck Sharp & Dohme Research Labs, West Point, PA 
ChristopherJ. Warren, King's College, Wilkes-Barre, PA 

Miami University, Oxford, OH 
Jarrod A. Marto, Centre College, Danville, KY 

Pf"lzer Inc., Pf"lzer Central Research, Groton, CT 
Margaret L. Crews, Mary Washington College 

Phillips Petroleum Company, Bartlesville, OK 
Paul T. Buckley, Northern Arizona University, Flagstaff 

University of Minnesota, Minneapolis 
Daniel W. Grossmann, Luther College, Decorah, IA 
Robin N. Lubinski, Moorhead State University 

University of Wisconsin, Madison 
Andrew J. Thiel, Marquette University, Milwaukee, WI 

Small Launch for Tiny Satellite 
Reflecting the post-Challenger commitment to simpler and 
cheaper means of space research, Los Alamos National 
Laboratory researchers are designing a minisatellite that 
will be launched from a high-flying B-52 aircraft. The 
$1.5 million project is scheduled for an April 1991 launch, 
only four years after such a mission was proposed. 

The satellite, titled ALEXIS (Array of Low-Energy 
X-ray Imaging Sensors), will survey "ultrasoft" cosmic 
X-rays. Three pairs of telescopes on board the satellite will 
take measurements in the range of 70-110 eV, correspond­
ing to X-rays from regions of hot, interstellar gas. "ALEXIS 
will allow us to map this background in our neighborhood 
of the galaxy," explains Bill Priedhorsky, mission project 
manager. 

ALEXIS and its supporting spacecraft weigh about 
240 lbs. and are approximately the size and shape of an of­
fice wastebasket. The satellite will be launched by the Air 
Force from a B-52 at about 40,000 ft. A three-stage booster 
will then power the satellite into a polar orbit 425 nautical 
miles above the Earth. Adds Priedhorsky, "You can put 
about twice the payload into orbit from a launch at altitude 
than you can with a launch from sea level." 

In addition to scientists at Los Alamos, researchers from 
Sandia National Laboratory, the University of California­
Berkeley, and the Astronautics company of Virginia are in­
volved in the project. 

For Your Information 
Cray Research, Inc., will donate 2800 h of supercomputer 
time, worth ~$4 million, to researchers working in all 11 
National Science Foundation Science and Technology Cen­
ters. Computer time has been reserved on a Cray-2 super­
computer with up to 4.3 billion bytes of memory. 

Concentrations of certain trace elements in blood can sig­
nal the onset of disease. A standard reference material 
containing certif"led concentrations of 13 trace ele­
ments in frozen bovine serum is available from NIST, Of­
fice of Standard Reference Materials, B311, Chemistry 
Bldg., Gaithersburg, MD 20899 (301-975-6776). 
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Electrochemical 
Applications 
of 
the 
Quartz 
Crystal 
Microbalance 
Mark R. Deakin 
Department of Chemistry 
Florida State University 
Tallahassee. FL 32306 

Daniel A. Buttry 
Department of Chemistry 
University of Wyoming 
Laramie, WY 82071 

Charge-transfer reactions occurring at 
an electrode in solution often are af­
fected dramatically by the character of 
the electrode-solution interface. Al­
though these surface effects can be 
used to advantage in many areas, in­
cluding analytical chemistry, we often 
lack a fundamental understanding of 
how interfacial chemistry affects elec­
tron transfer. To advance our knowl­
edge of heterogeneous electron trans­
fer, electrochemists attempt to couple 
surface-sensitive probes to convention­
al electrochemical experiments. Probes 
that can be used in solution, as charge 
transfer proceeds, are especially useful. 

Recently the quartz crystal micro­
balance (QCM), a mass-sensitive de­
tector based on an oscillating quartz 
wafer, was adapted for use in solution. 
QCMs have been used for many years 
as mass sensors in vacuum and gas­
phase experiments. However, until 
about 10 years ago, it was believed that 
excessive viscous loading would pro-

hibit use of the QCM in liquids. In fact, 
operation in liquids is possible, and the 
response ofthe QCM is extremely sen­
sitive to mass changes at the solid-so­
lution interface. The QCM is not a very 
selective detector; it responds to any 
interfacial mass change. Still, it pro­
vides information that would be diffi­
cult to obtain with other methods. 

A key attribute of the QCM is the 
quantitative nature of its response. 
When a monolayer or thin film on the 
QCM exhibits rigid-layer behavior, the 
QCM provides absolute information on 
the mass changes that occur at the sol­
id-solution interface. Unlike surface 
acoustic wave (SAW) devices (1), the 
QCM requires no calibration when 
used for mass measurement under rig-

REPORT 
id-Iayer conditions. However, the pos­
sibility of nonrigid behavior necessi­
tates a careful evaluation of each sys­
tem (2). As described below, 
quantitative frequency-mass correla­
tions are difficult for thin, viscoelastic 
films, and only qualitative information 
is often obtained. 

Recent advances in QCM instrumen­
tation make it easy to apply this detec­
tor to liquid systems. This, coupled 
with the relatively low cost of the de-

vice (a complete, computerized system 
can be assembled for under $10,000) 
and its submonolayer sensitivity, has 
increased interest in use of the QCM. 
As a sensitive detector useful in solu­
tion, the QCM may be applied to many 
analytical problems (3). In this RE­
PORT we will concentrate on the use of 
the QCM in electrochemical research. 
Much of the following discussion, how­
ever, is appropriate for the general 
case: the detection of small mass 
changes in the region near the QCM­
solution interface. 

Theory 

The microbalance is designed around a 
piezoelectric wafer sliced from a single 
crystal of quartz. As a piezoelectric ma­
terial, the quartz wafer deforms slight­
ly in the presence of an electric field. 
Quartz is not unique in this respect; a 
majority of the 32 crystal classes exhib­
it the piezoelectric effect. However, the 
electrical, mechanical, and chemical 
properties of quartz make it the most 
useful of the many possible piezoelec­
tric materials. An extensive discussion 
of the use of quartz crystals in oscilla­
tor circuits is available (4). 

When used in the QCM, the quartz 
wafer is sandwiched between two elec­
trodes bonded to the wafer surface. 
These electrodes are used to induce an 
oscillating electric field perpendicular 
to the surface of the wafer. This os<oil­
lating electric field produces a mechan-
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ical oscillation, a standing wave, in the 
bulk of the quartz wafer (Figure 1). The 
direction of crystal oscillation depends 
on the orientation of the crystal lattice 
in the electric field. In the QCM, the 
mechanical shear oscillation is pre­
dominant, and the displacements are 
parallel to the wafer surface. This shear 
wave oscillation is induced efficiently 
in AT -cut quartz wafers. 

For a quartz wafer of a given thick­
ness, the ease of inducing mechanical 
oscillation varies with the frequency of 
the oscillation. A resonant oscillation is 
usually achieved by including the wafer 
in an appropriately designed oscillator 
circuit. In such a circuit, the frequency 
of the electrical and mechanical oscilla­
tions centers at a characteristic funda­
mental frequency. Depending on the 
thickness of the wafer, this fundamen­
tal frequency is usually between 2 and 
20 MHz. If the associated circuitry is 
designed to prevent oscillation at the 
fundamental frequency, oscillation 
may occur at an overtone frequency, an 
odd-integral multiple of the funda­
mental frequency. At these higher fre­
quencies the mass sensitivity of the 
QCM increases. However, the bulk os­
cillations in the QCM cannot achieve 
the high frequencies found in some 
SAW devices. Thus the ultimate sensi­
tivity of the QCM will be lower than 
that obtained from SAW devices oper-

Metatelectrpde pads 
(tofl and bottom) 

:".". 

..........• 
f 

• 

Figure 1. A typical OeM. 

ating in the GHz range (1). 
The frequency of this coupled me­

chanical and electrical oscillation in 
the QCM depends on several factors. 
Factors that are normally constant in­
clude the physical properties of the 
quartz wafer (thickness, density, and 
shear modulus). Factors that some­
times are held constant include the 
density and viscosity of the phases ad­
jacent to either side of the QCM wafer 
(gas or liquid), pressure differences 
across the wafer, and the temperature. 
Factors that often change are the mass 
of the attached electrode or the mass of 
an adsorbate or thin film attached to 
that electrode. These variations in 
mass are usually probed with the QCM. 

For many cases, interfacial mass 
changes are related in a simple manner 
to changes in the QCM oscillation fre­
quency, through the Sauerbrey equa­
tion (5). 

N = -2/lmnf6/(Aw;.) (1) 

In this formula, the change in the oscil­
lation frequency (/lfJ is equal to minus 
the change in interfacial mass (/lm) per 
unit area (A) times a constant. Thus 
the frequency decreases as the mass in­
creases. The constant is evaluated with 
knowledge of the oscillation frequency 
of the fundamental mode of the QCM 
(fo), the overtone number (n), the den-

(a) Orientation of electrodes and (b) shear deformation during oscillation at the fundamental frequency 
{not to scale}. 
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sity of quartz (Pq = 2.648 g cm-3), and 
the shear modulus of quartz (I'q = 2.947 
X 1011 g cm-1 S-2). One important ram­
ification of this expression is that the 
QCM is sensitive to mass changes per 
unit area of oscillation. Mechanical os­
cillation of the crystal is at a maximum 
where the electrode pads overlap and 
diminishes rapidly in areas where the 
oscillator electrodes do not overlap, 
which leads to inaccuracies when mea­
suring the oscillation area. Thus the 
QCM is most useful when probing pro­
cesses that occur uniformly across the 
QCM surface-processes that can be 
represented as a change in mass per 
unit area. 

The Sauerbrey equation is appropri­
ate for many situations; however, there 
are limitations on its use. One assump­
tion implicit in this expression is that 
the mass added or lost at the oscillator 
surface does not experience any shear 
deformation during oscillation. This is 
a good approximation for thin, rigid 
layers. For thicker, less rigid solids, 
however, a more complex theory is re­
quired. Use of the Z-match theory, 
which considers the acoustic imped­
ance of a layer attached to the oscilla­
tor (6), makes the QCM more useful, 
but the density and shear modulus of 
the attached layer must be known. 

The frequency of the QCM is also 
affected by contact with solution. Ka­
nazawa and co-workers have shown 
that an exponentially damped shear 
wave is developed in solution at the 
surface of a submerged QCM (7), lead­
ing to an expression for the frequency 
change during submersion of the QCM, 

where ~, is the solution viscosity and p, 
is the solution density. The penetration 
depth of this shear wave depends on 
(.". fo p, /~,)-1/2. For example, the char­
acteristic decay length is approximate­
ly 250 nm in water at 25°C when fo 
equals 5 MHz (7). Experiments by 
these authors and others (8) have relat­
ed variations in the QCM frequency to 
changes in solution density or viscosity. 

Use of the QCM in electrochemical 
experiments 
The QCM has been coupled with both 
controlled-potential and controlled­
current experiments by several re­
search groups. In most electrochemical 
experiments, the quartz wafer with its 
attached electrodes is clamped be­
tween two O-rings. Only one side of the 
wafer and one electrode, which serves 
both as a part of the QCM oscillator 
circuit and as the working electrode in 
the electrochemical cell, are in contact 
with solution. This combined device of-



blends 
mance, 
able system. 

PERFORMANCl''\In:~I'ST 
Only the Lambda 6 System 

delivers proven performance at such 
an attractive price. Double-beam 
design, low stray light, and low noise 
guarantee accurate spectroscopic 
results for multiwave-
length, analyses. 

~QU\\i\RE_'\I1TS BESI 
Our new UV Data Manager so[t­

ware is graphically oriented with 
pull-down menus, windows, an 
extensh'e HELP feature, and a mouse 
pointi'"g device. you in com-
plete command instrument, 
accessories, and data processing rou­
tines without being a PC expert. 

\lEE';;~\TlI,JTY ATIT';; BESI 
Wl:h the PC-controlled Lambda 6 

System, data handling capabilities are 
never limited. Data can be quickly 

to third-party software. And 
our powerful OBEY macrolan­

guage, you can write custom pro~ 
grams tailored to your lab needs. 

FREE VIDEO OFFER 
Send now for your free Lambda 6 

System video - UVIVIS at its best. 
For more information and a free 
video, caUI-800-762-4000 or write 
Perkin-Elmer Corp., 761 Main Ave., 
Norwalk, CT 06859-0012 USA. 

?ErlKIN ELME~ 
CIRCLE 129 ON READER SERVICE CARD 



E!EF'ORT 

ten is referred to as the electrochemical 
QCM(EQCM). 

As mentioned above, AT ·cut quartz 
wafers are used to construct the QCM 
for solution work. The fundamental 
frequency of the QCM depends on the 
thickness of the wafer. A wafer with a 
thickness of 320 I'm oscillates near 
5 MHz and has sufficient mechanical 
strength for routine handling. Elec­
trodes commonly are attached to the 
wafer by thermal evaporation of metals 
onto the quartz surface. For some met­
als a thin adhesion layer of Cr or Si is 
necessary. 

The frequency of the QCM may be 
measured using either commercial or 
custom-designed frequency-counting 
equipment. With high-resolution 
counters such as the Philips PM6654 
series, at 5 MHz, the frequency can be 
measured to within 0.1 Hz in 0.06 s. For 
a QCM oscillating at a fundamental 
frequency of 5 MHz, the sensitivity is 
about 18 ng cm-2 Hz-'. With careful 
circuit design or signal averaging, noise 
levels for the EQCM are typically well 
below 1 Hz. It is possible, therefore, to 
measure very small mass changes. For 
example, a monolayer of Pb deposited 
on an Au surface has a mass of approxi­
mately 320 ng cm-2, which corresponds 
to a frequency change of about 18 Hz. 
During a single scan the coverage can 
be measured to within 2% of a monolay­
er at a sampling rate oflO Hz. Thus it is 
possible to measure submonolayer 
changes in the coverage of this species 
and many others on a time scale appro­
priate for electrochemical experiments. 

Measuring monolayers on elec­
trode surfaces. One of the first appli­
cations of the QCM to an electrochemi­
cal system was the measurement of the 
deposition of metal monolayers onto 
electrode surfaces (9). When a metal is 
reduced onto a foreign metal surface, 
the first monolayer often is deposited 
at potentials positive of the Nernstian 
potential for hulk deposition. This pro­
cess is referred to as underpotential de­
position (UP D) and is a convenient 
method for creating a single atomic lay­
er of a metal. Early UPD experiments 
with the EQCM were performed ex 
situ. The metal monolayer was deposit­
ed in solution, washed, and dried, and 
the mass of the film was calculated 
from the EQCM response in air (9). 
More recently the EQCM has been 
used to monitor the UPD process in 
situ while the metal deposition is tak­
ing place (10). 

Figure 2a shows the voltammetric re­
sponse for the UPD of Pb on a poly­
crystalline film of Au (11). The peaks in 
the forward (negative going) scan cor­
respond to the deposition of submono­
layer amounts of Pb. The different 

peaks are attributable to either varying 
crystal structure on the Au surface or 
to changes in the packing of Pb atoms 
on the surface. At approximately -0.5 
volts versus SSCE (sodium-saturated 
calomel electrode) bulk deposition of 
Pb begins. On the return scan, bulk Pb 
is oxidized off of the surface followed 
by oxidation of the UPD layer. The si­
multaneous response of the EQCM at­
tached to the Au film is shown in Fig­
ure 2b. The mass of the electrode in­
creases as Pb is deposited on the 
electrode surface, and the frequency of 
the EQCM decreases. Each current 
peak in the forward voltammetric scan 
corresponds to a sudden decrease in 
the EQCM frequency. On the return 
scan, the mass of the electrode and the 
frequency of the EQCM return to their 
initial values. 

The coverage (n of Pb on the Au 
surface at any potential is calculated 
from the change in mass of the oscillat-
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ing electrode. The frequency change 
during UPD is 18.0 Hz and corresponds 
to amass increase ofO.32I'gcm-2 or 1.5 
nmol cm-2 for Pb (/0 = 5.03 MHz). This 
is the coverage expected for a hexago­
nal close-packed layer ofPb on Au. The 
resulting coverage data can be plotted 
against the integrated current to find 
the number of electrons transferred to 
each Pb atom on the electrode surface, 
the electrosorption valency ('Y) for Pb. 
In 0.1 M HCI04, 'Y for the UPD ofPb on 
Au is found to be 2.0 and is approxi­
mately independent of potential. 
These data provide a convincing dem­
onstration that the EQCM responds to 
changes in interfacial mass as predict­
ed by the Sauerbrey equation. 

The EQCM also has been used to 
measure the electrosorption of a mono­
layer of anions on an electrode surface. 
For example, both the voltammetric 
and EQCM response of a polycrystal­
line Au electrode to the electrosorption 

-0.2 -0.4 -0.6 

E (volts vs. SCCE) 

Figure 2. Cyclic voltammetry of the underpotential deposition of Pb (1.0 mM in 
0.1 M HCID,) on polycrystalline Au. 
(a) Simultaneous current response and (b) frequency response of the EQCM. (Adapted with permission 
from Reference 11.) 
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of Br- and 1- have been reported (12). 
The coverage of the ions can be deter­
mined directly from the EQCM re­
sponse. Plots of charge versus coverage 
(Figure 3) indicate that the electro­
sorption valencies for Br and I on Au in 
50 mM NaCI04 are -0.4 and -1.0, re­
spectively. Thus Br retains a partial 
negative charge on the electrode sur­
face and I is totally discharged. These 
data are interesting in their own right, 
and they also demonstrate that electro­
lyte adsorption can influence the re­
sponse of the EQCM. This should be 
considered when investigating adsorbed 
monolayers on electrode surfaces. 

Measurement of mass changes in 
thin films on electrodes. Several au­
thors have shown that the EQCM can 
be used to study the growth or dissolu­
tion of thin films on electrode surfaces. 
A few studies of thin metal films (13-
16) have been reported, suggesting the 
utility of the EQCM as a monitor in 
plating or stripping baths. Although 
organic polymer growth suggests the 
possibility of nonrigid film behavior, 
Baker and Reynolds showed that for 
the growth of polypyrrole films the rig-
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Figure 3. Electrosorption of 1- and Br- on polycrystalline Au. 
Integrated current versus coverage as measured with the QeM is plotted, with the slope proportional to ,. 
(Adapted with permission from Reference 12.) 
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id-layer approximation holds (17). 
They were able to measure the mass of 
an electrodeposited film accurately 
over a relatively large thickness range, 
from 0 to 5 I'm. As shown in Figure 4, 
these data were used to calculate the 
number of electrons transferred to 
each pyrrole molecule during film 
growth. Additionally, from measure­
ments of the rate of film growth, they 
concluded that the polymerization pro­
cess was second-order with respect to 
pyrrole concentration. Thus the 
EQCM was able to differentiate be­
tween the various possible mechanisms 
of film growth. 

The EQCM is also well suited to the 
measurement of mass transport that 
can accompany redox processes occur­
ring in thin films on electrodes (18, 19). 
Mass changes in the film associated 
with the gain or loss of any species are 
detected with the EQCM. Both ion and 
solvent transport have been measured 
directly in several systems, including 
thin inorganic polymers (20,21), con­
ducting polymers (22), and organic re­
dox polymers (23, 24). The excellent 
sensitivity and large dynamic range of 
this device permit characterization of 
mass transport in films with thick-
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nesses ranging from a few nanometers 
to many micrometers. The unraveling 
of the transport phenomena that occur 
during redox switching of such thin 
films has relevance to the ultimate 
rates at which charge may be injected 
or removed from these films. This ulti­
mate rate of charge transport is an im­
portant factor in determining the utili­
ty of polymer-based devices in elec­
tronic, electrocatalytic. and sensor 
applications. 

An example of the application of the 
EQCM to transport phenomena is its 
use to determine the extent of solvent 
transport during a redox event in a thin 
electroactive film. The EQCM provides 
unambiguous information about this 
process. Figure 5a shows the cyclic vol­
tammogram for a thin film of nickel 
ferrocyanide (the nickel analogue of 
Prussian blue). The current peaks cen­
tered near 0.60 volts are attributable to 
the oxidation and reduction of the ion 
sites in the inorganic lattice. The 
changes in the EQCM frequency that 
occur during the redox switching of 
these ion sites in both H20 and D20 
solutions are shown in Figure 5b. For 
this case, Cs+ cations are the ionic spe­
cies that are transported in and out of 

1.5~----~------~------~----~------~----~ 
o 20 40 60 80 100 120 

Pyrrole concentration (M) 

Figure 4. Electrons per pyrrole molecule as a function of pyrrole concentration with 
50 (OJ, 65 (L).), and 135 (0) 1'9 of poly(pyrrole tosylate) as deposited films. 
(Adapted with permission from Reference 17.) 
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Figure 5. Cyclic voltammetry of a nickel ferrocyanide film in 0.1 M CsCI in H20 
and 0 20. 
(a) Current response and (b) frequency response of the OCM. (Adapted from Reference 21.) 
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Figure 6. Schematic of the OCM frequency changes shown in Figure 5. 
(Adapted from Reference 21.) 
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the film during electron injection and 
removal, respectively. Part of the mass 
loss during oxidation is attributable to 
Cs+ expulsion; reduction of the film 
leads to reincorporation of Cs+ into the 
film. Note, however, that the frequency 
changes observed for the H20 and D20 
solutions are not the same, which sug­
gests that solvent transport occurs dur­
ing the oxidation and reduction of this 
film . 

Because both the electrochemical 
charge and the mass changes are mea­
sured, independent calculation of the 
ion and solvent fluxes is possible, re­
vealing that solvent transport occurs in 
the direction opposite to that for ion 
transport (Figure 6). The calculated 
frequency change for D20 insertion is 
10% larger than that for H20 insertion, 
as expected based on the 10% differ­
ence in the molar masses of these spe­
cies, and serves as a check on the as­
sumptions inherent in the calculations 
(rigid-layer behavior and uniformity of 
the deposit). The important aspect of 
this study was the quantitative deter­
mination of the extent of solvent trans­
port during a redox process for a thin 
film. It is especially significant that the 
measurement was made in the pres­
ence of simultaneous ion transport. 

The analytical use of film-based 
EQCM devices is suggested by their ex­
treme mass sensitivity and the ability 
to measure more than one property of 
the analyte. For example, it is possible 
to meaSure both the charge and mass of 
an electroinactive cation when it mi­
grates into an electroactive polymer 
(18). A cation detector based on this 
principle has been demonstrated in a 
flow-injection system (19). This com­
bined measurement scheme provided 
greater selectivity during ion detection. 
In addition to the electroanalytical use 
of the QCM, a number of research 
groups are investigating the nonelec­
trochemical use of the QCM in the liq­
uid phase. For example, a recent report 
describes a glucose sensor using immo­
bilized hexokinase (25). Most of the 
same considerations that pertain to use 
of the EQCM also apply to this type of 
thin-film sensor. 

Both the elasticity (shear modulus) 
and the viscosity of the medium adja­
cent to the QCM electrodes can influ­
ence the nature of the QCM frequency 
response. In particular, the measure­
ment of mass transport in thin films on 
the surface of the QCM can be affected 
by the viscoelasticity of the film. This 
effect is more important for thick poly­
mer films than for thin, highly cross­
linked films. A quantitative treatment 
ofthe influence of viscoelasticity is not 
yet available, but some strategies that 
allow for an evaluation of its impor-
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tance in a given system have been dis­
cussed (22). 

Future directions 

At the present time, the challenges in 
the EQCM and QCM sensor fields are 
more chemical than instrumental. As 
discussed above, the response of these 
devices is nonspecific. Therefore the 
interfacial chemistry must be adjusted 
to give specific and reproducible mea­
surements. In the sensor area the re­
producible immobilizations of the de­
sired chemical agents into thin films on 
the surface must be further developed. 
The vast amount of literature that has 
evolved in the modified electrode area 
(26) provides a wealth of information 
on the immobilization and stability of 
submonolayer to multilayer films on 
surfaces. 

The EQCM has demonstrated its 
value as a tool for the elucidation of the 
mass transport processes that accom­
pany redox processes in both monolay­
er and multilayer films on electrodes. It 
has also been demonstrated as a viable 
sensor technology. Applications that 
have yet to be investigated fully in-
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elude its use in conjunction with spec­
troscopic and other probes of surface 
populations. Techniques for which 
such studies would be useful include 
surface-enhanced Raman spectrosco­
py, ellipsometry, and surface FT -IR. In 
such cases, the EQCM provides addi­
tional information to which any model 
of the interface must answer. As i.s the 
case with all such "hyphenated" tech­
niques, this approach has advantages 
over single-method investigations. 
Such studies should be easily accessi­
ble with the EQCM; it offers relatively 
low cost and experimental simplicity. 

The work by Dan Buttry described herein was 
supported in part by the Office of Naval Research. 
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Plenum Books 

CHEMISTRY RESEARCH 
& APPLICATIONS 

MOSSBAUER SPECTROSCOPY 
APPLIED TO INORGANIC 
CHEMISTRY 
Volume 3 
edited by Gary J. Long and 
Fernanda Grandjean 

A review from a previous volume: 
"The book is well written, has been ex­
tremely well presented and should 
soon become a standard text adopted by 
al! Mossbauer laboratories." 

-John Brooks, Ana/yUca Chimica Acta 

Applications on tOPICS ranging from per­
manent magnets to biological mineraliza­
tion. A volume in the Modern Inorganic 
Chemistry series. 

0-306-43073-8/660 pp/ill.l1 989 
$1 ;5.00 

PRINCIPLES OF 
CHEMICAL SENSORS 
by Jiri Janata 

Dr. Janata covers the principles of opera­
tion of chemical sensors in the four basic 
modes of transduction: thermal, mass, 
electrochemical, and optical. 

0-306-43183-1/332 pp.!i!1.I1989 
$39.50 

SPECTROELECTROCHEMISTRY 
Theory and Practice 
edited by Robert J. Gale 

Provides detailed descriptions of the key 
practical and theoretical aspects of the 
modern spectroelectrochemical tecrnl­
ques that are likely to become routine 
aids in research and development. 

0-306'42855-5/466 pp.lil1.l1988/S85.00 
text adoption price on orders of six or 
more copies: $49.50 

RECENT ADVANCES IN THIN· 
LAYER CHROMATOGRAPHY 
edited by FAA. Dallas, H. Read. 
R. J. Ruane, and I. D. Wilson 

Discussions center around new develop­
ments in instrumentation, stationary 
phases, sorbents and modifiers, rad o· 
thin-layer chromatography, and practical 
applications of TLC. 

0-305-42934·9/proceedings/262 pp iill 
1988/$59.50 

Bcak prices are 20% higher outSide the US & Canada 

PLENUM PUBLISHING CORPORAT10N 
233 Spring Street. New York. NY 10013·1571; 
Teiechone orders 212-620-800011-800-221-3369 
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with ... new ideas ... new 
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innovative research that could 
prove crucial to you and your work. 

Don't miss a simIle lssue! 
Subscribe today! 
Call Toll free in the U.S. at 
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American Chemical Society 
Marketing Communications Dpt. 
1155 Sixteenth Street, NW 
Washington, DC 20036 
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Multiphase 
Polymers: Blends 
and Ionomers 
MUltiPhase polymers encompass many 

types of polymer systems, each 
senting a distinct way of joining 

or more polymers. This new~ published vol­
ume focuses on two specific topics-polymer 
blends (including Interpenetrating polymer 
networks) and ionomers. Similarly. both 
tems exhibit more than one phase. but 
sizes of the dispersed phases are very 
different. 

Key subject areas throughout the 21 chap· 
ters include: 
• thermodynamics 
e rheology 
• interpenetrating networks 
• new materials 
• morphology 
• solutions and plasticized systems 

Both fundamental and applied aspects are 
considered. The chemistry. physics. processing. 
and final properties are treated. 

Other subjects discussed include synthetic 
chemistry. theory. solution behavior. and mor· 
phological characterization. Current trends in 
the field are covered as are similarities and 
differences in problems associated with these 
materials and the approaches used to study 
them. 
L.A. Utracki, Editor. National Research Council 
of Canada 
R.A. Weiss, Editor. University of Connecticut 
Developed from 
sian of Polymenc 
of the American 

Chemical 
ACS Symposium Series No. 395 
512 pages (1989) Clothbound 
ISBN 0-8412-1629-0 LC 89-6987 
US & Canada $99.95 Export $119.95 

American Chemical Society 
Distribution Office. Dept 30 
: 155 Sixteenth St.. NW 
Washington. DC 20036 

or CALL TOLL FREE 

800-227-5558 
(in Washington, D.C. 872·4363) and use your credit card! 



Conferences 
• Meeting on Modern Methods in 
the Analysis and Purification of 
Biopolymers: HPLC and Electro­
phoresis. Dec. 4-5. Iselin, NJ. Contact: 
Janet Cunningham, Barr Enterprises, 
P.O. Box 279, Walkersville, MD 21793 
(301-898-3772) 
• Symposium on Electrochemical 
Techniques for Corrosion Measure­
ment. Dec. 4-6. Baltimore, MD. Con­
tact: Ruth Rearick, EG&G Princeton 
Applied Research, CN 5206, Prince­
ton, NJ 08543 (J-800-274-PARC) 
• 1st Pacific Polymer Conference. 
Dec. 12-15. Maui, HI. Contact: J.C. 
Vogl, Polytechnic University, 333 Jay 
St., Brooklyn, NY 11201 (718-260-
3069) 

1990 

• Meeting on Laser Applications to 
Chemical Analysis. Feb. 5-8. Incline 
Village, NV. Contact: Optical Society 
of America, 1816 Jefferson Pl., N. W., 
Washington, DC 20036 (202-223-0920) 
• Symposium on Hyphenated 
Techniques in Chromatography. 
Feb. 22-23. Antwerp, Belgium. Con­
tact: VCV, Section Analytical Chemis­
try, c/o R. Smits, BASF Antwerpen 
N. V., Scheldelaan, B-2040 Antwerp, 
Belgium 
• International Conference on 
Tropospheric Ozone and the Envi­
ronment. March 19-22. Los Angeles, 
CA. Contact: Air and Waste Manage­
ment Association, P.O. Box 2861, 
Pittsburgh, PA 15230 (412-232-3444) 
• CHROMEXPO '90. March 26. 
Washington, DC. Contact: Janet Cun­
ningham, Barr Enterprises, P.O. Box 
279, Walkersville, MD 21793 (301-898-
3772) 
• 43rd Annual Conference of the 
Society for Imaging Science and 
Technology. May 20-25. Rochester, 
NY. Contact: SPSE, 7003 Kilworth 
Lane, Springfield, VA 22151 
• 7th Symposium on Radiation 
Measurements and Applications. 
May 21-24. Ann Arbor, MI. Contact: 
Helen Lum, 3034 Phoenix Memorial 
Laboratory, University of Michigan, 
Ann Arbor, MI 48109 (313-764-6214). 
• 38th ASMS Conference on Mass 
Spectrometry and Allied Topics. 

June 3-8. Tucson, AZ. Contact: Judith 
Watson, ASMS, P.O. Box 1508, East 
Lansing, MI48826 (517-337-2548) 
• Symposium on Optical Spectro­
scopic Instrumentation and Tech­
niques for the 1990s: Applications in 
Astronomy, Chemistry, and Physics. 
June 4-6. Las Cruces, NM. Contact: 
SPIE, P.O. Box 10, Bellingham, W A 
98227 (206-676-3290) 
• 4th Annual Seminar on Analyti­
cal Biotechnology. June 11-14. Ar­
lington, VA. Contact: Janet Cunning­
ham, Barr Enterprises, P.O. Box 279, 
Walkersville, MD 21793 (301-898-
3772) 
• 14th Annual Conference of the 
International Precious Metals In­
stitute. June 17-21. San Diego, CA. 
Contact: Precious Metals Institute, 
Government Building, ABE Airport, 
Allentown, PA 18103 (215-226-1570) 
• 3rd International Symposium on 
Polymer Analysis and Character­
ization. July 23-25. Brno, Czechoslo­
vakia. Contact: Howard Barth, Du 
Pont Co., Experimental Station, 
E228/238, P.O. Box 80228, Wilming­
ton, DE 19880 (302-695-4354) 

Short Courses 
and Workshops 
• Analytical Laboratory Services: 
Solving the Mysteries. Nov. 1-2. 
Houston, TX; Nov. 15-16. Orlando, 
FL. Contact: Rose Ann Cochran, NUS, 
Analytical Updating Services, Park 
West Two, Pittsburgh, PA 15275 (412-
788-1080) 
• Workshop on Optical Emission 
Spectrochemical Analysis. Nov. 14-
16. Tewksbury, MA. Contact: Kathy 
Dickinson, ASTM, 1916 Race St., Phil­
adelphia, PA 19103 (215-299-5480) 
• Course on Fundamentals of 
Chromatographic Analysis. Dec. 4-
8. Kent, OR Contact: Carl Knauss, 
Chemistry Dept., Kent State Univer­
sity, Kent, OH 44242 (216-672-2327) 

These events are newly listed in the 
JOURNAL. See back issues for other 
events of interest. 

Isotec Inc. offers the 
scientific community 
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stable isotopes and 
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Request Your Copy Today! 
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plotters, and cameras. And that's 
just for starters. It's no wonder 
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Spectroscopy, Chromatography, 
Electrophoresis, and Materials 
Characterization Techniques 
High Performance Liquid Chromatogra­
phy. Phyllis R. Brown and Richard A. 
Hartwick. xii + 688 pp. John Wiley & 
Sons, 605 Third Ave., New York, NY 
10158. 1989. $75 

Reviewed by David A. Hahn, The Up­
john Company, Kalamazoo, MI49001 

The editors of this book state in the 
preface that they hope to define the 
current state of the art in HPLC, ex­
plore the prospects and possible direc­
tions for future advances, consider oth· 
er separation methods that might com­
plement or supplant HPLC in the 
future, and provide a review of the ba· 
sic theoretical concepts in HPLC-all 
in a single volume. Although these am­
bitious goals are not fully realized, this 
eclectic collection of topical overviews 
will be of interest to many chromato­
graphers. 

The book consists of 16 chapters, 
each a brief general review written by a 
well-known worker in the field. Topics 
include chromatographic theory (dy­
namics, solute retention, QSRRs); sta­
tionary phases (oxide, carbon, organic 
polymeric); separation approaches 
(size exclusion, affinity, chiral, field 
flow fractionation); and technique 
(high-speed LC, theory of derivatiza­
tion, preparative LC, process LC, pre· 
cision, multidimensional techniques). 
A brief assessment of future prospects 
is usually included. Overall, the quality 
of the individual contributions is good, 
although most tend to broad coverage 
at the expense of depth. Most chapters 
are well·referenced, with literature 
coverage through about 1986. The sub­
ject index is adequate. 

As a whole, the book provides a par­
tial picture of the state of the art in 
HPLC and some feel for possible direc­
tions for further research. However, 
the coverage is limited in some areas 
that are central to the current practice 
of HPLC, such as reversed-phase sta­
tionary phases and gradient elution. 

Perhaps more importantly, there is no 
systematic coverage of research in mo­
lecular-level mechanisms of separation 
or chromatographic stationary-phase 
characterization, although these areas 
are briefly discussed in several chap­
ters. In my view, an improved under­
standing of both processes and materi­
als is critical to future developments in 
separations, potentially enabling a 
greater symbiosis with molecular rec­
ognition research. Molecular recogni­
tion concepts are mentioned in both 
the affinity chromatography and chiral 
separation chapters, but a more com­
plete review of research in this area 
would have strengthened the volume. 

The editors state that they hope that 
their book will be a "classic," in the 
sense that it will be valuable to users of 
chromatography and those who teach 

The volume will 
be of most value to 
chromatographers 

seeking a basic 
overview of an 

unfamiliar area." 

separation science 10 years from now as 
well as at present. Considering the in­
tensity of research in separation sci­
ence, it seems likely that both the selec­
tion of topics and most of the individ­
ual chapters will require updating long 
before 1999. Also, the accuracy of the 
contributors' views of the future re­
mains to be determined. The volume 
will be of most value to chromato­
graphers seeking a basic overview of an 
unfamiliar area. It might be useful as 
an ancillary text in a separations course 
but is limited by the lack of coverage in 
some areas. 

Preparative-Scale Chromatography. 
Eli Grushka, Ed. 344 pp. Marcel Dek­
ker, Inc., 270 Madison Ave., New York, 
NY 10016. 1989. $100 

Reviewed by R. M. Cassidy, Chemistry 
Department, University of Saskatche­
wan, Saskatoon, SK, Canada S7N 
OWO 

This book contains 15 contributions 
from 28 authors who are well known in 
the field of preparative chromatogra­
phy. All of these contributions deal 
with very specific points and are pre­
sented in the format of a standard sci­
entific manuscript prepared for publi­
cation in a scientific journal. In general, 
the manuscripts are well written and 
presented in a style that is clear and 
easy to read. 

The introduction to the book does 
not make it entirely clear what the pur­
pose of the publication is. The publica­
tion style and the wide range of sub­
jects covered by the papers suggest that 
the contents may be the published pro­
ceedings from a conference. Each pa­
per deals with one selected topic with 
no general overview other than that ex­
pected for a standard scientific publi­
cation. New data are presented and 
discussed in each contribution, but it is 
not clear if the papers have gone 
through a peer review process. Most of 
the contributions deal with packed-col­
umn technology, but the papers on in­
strumentation deal only with counter­
current chromatography and continu­
ous chromatography. This book claims 
"[it] closely examines different ways in 
which preparative-scale chromatogra­
phy can be pursued-eValuating the 
advantages and disadvantages of each 
method," but falls somewhat short of 
this goal, partly because of its format. 
Consequently, this book cannot be rec­
ommended for the uninitiated. 

For chemists with some background 
in preparative chromatography, how­
ever, this book does contain useful and 
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new information. Two papers discuss 
mathematical models for the predic­
tion of peak shape for gas chromatogra­
phy; one compares numerical simula­
tions with experimental results, and 
the other simulates the effects of sol­
ute-solute interactions on peak shape. 
Another paper presents an experimen­
tal study of peak shapes obtained with 
ion exchange, reversed-phase, and ad­
sorption packings. Experimental as­
pects of particle size, column width and 
length, sample size, sample injection, 
and flow velocity are covered by five of 
the papers; two detailed papers discuss 
various approaches for the isolation of 
albumin and oligonucleotides. Other 
subjects covered include the construc­
tion and evaluation of countercurrent 
chromatography (with two axes of rota­
tion), continuous chromatography sys­
tems (with a brief review of options and 
the application of a column-array sys­
tem to the kg!h production of sugars), 
and a short comparison of sample load­
ings in TLC for isocratic and step-gra­
dient separations. 

Nuclear Magnetic Resonance Spec­
troscopy. Frank A. Bovey. xiv + 653 pp. 
Academic Press, Inc., 1250 6th Ave., 
San Diego, CA 92101. 1988. $50 

Reviewed by Jim Haw, Department of 
Chemistry, Texas A&M University, 
College Station, TX 77843 

Books on NMR spectroscopy are like 
California wines-there are quite a few 
of them these days, and each is best 
with certain foods or on certain palates. 
If you were laying down a collection of a 
dozen or so NMR books, the second 
edition of Bovey's Nuclear Magnetic 
Resonance Spectroscopy would be a 
good selection. 

An updated version of a book origi­
nally published in 1969, the second edi­
tion also includes material by Lynn Je­
linski and Peter Mirau. This book is 
best suited for the organic chemist or 
polymer scientist who already has some 
background in NMR spectroscopy; a 
beginning student, however, would 
find the organization and level of pre­
sentation to be daunting. The best 
parts of the book are the chapters on 
relaxation and NMR of macromole­
cules as well as lucid sections by Je­
linski on experimental methods and 
NMR imaging. 

With the continuing expansive 
growth of NMR spectroscopy and im­
aging, it seems that every scientific 
publisher wants several titles, and Bo­
vey's second edition is one of a number 
of refurbished classics brought out to 
join new texts in meeting the need. 

Many of these second editions are 
patchwork affairs, with new chapters 
on "new methods" sewn onto old fab­
ric. Bovey's book occasionally suffers 
from this problem, although there is a 
partially successful effort to reference 
the relevant parts of new chapters 
within the old. In spite of this effort, 
there are some awkward sections that 
will certainly confuse the novice. One 
case in point is the discussion of the 
obsolescent technique of assigning l3C 
solution-state spectra by off-resonance 
decoupling-which winds down by re­
ferring the reader to sections on 2D 
methods and spectral editing experi­
ments. It would have been better to 
have either left out off-resonance de­
coupling entirely or to have used it as a 
historical perspective for motivating 
spectral editing. Some readers might 
be put off by the fact that many of the 
spectra reproduced in the figures were 
obtained at low fields or with CW exci­
tation. The extensive references to 
original literature, however, are a plus. 

The book's biggest weakness is its 
lack of cohesiveness-it is better read 
as a set of chapters on different aspects 
of NMR. It also suffers from an exclu­
sively organic orientation. The contri­
butions of NMR to the development of 
modern inorganic and organometallic 
chemistry cannot be understated, but 
there is little evidence of these contri­
butions here. Chapters at the end of the 
book seek to introduce 2D NMR and 
NMR of solids; the success here is 
mixed, perhaps because they are con­
sidered "special" topics. Basic 2D 
methods and simple solid-state experi­
ments like magic-angle spinning were 

. . . best suited for 
the ... scientist who 

already has some 
background in 
NMR .. 

coming into routine use 10 years ago, 
and we must dispel the illusion that one 
is doing something "different" by tak­
ing a set of data as a function of an 
evolution period or rotating the sample 
about an axis other than the vertical. 

One reason to include Bovey'S book 
in a collection of NMR tomes is the 
large amount of information in its ta­
bles and appendices. Representative of 
the level of detail in this book are the 
several hundred simulated spectra il­
lustrating second -order effects for vari­
ous spin systems. Synthetic chemists 
should benefit by ready access to these 
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simulations, although a good PC-based 
spin simulation program might be even 
mOre useful. Synthetic organic chem­
ists should also benefit from the discus­
sions of scalar coupling and molecular 
shielding. 

In conclusion, the 1988 vintage of 
Bovey is a respectable update of a clas­
sic. It has good complexity but perhaps 
a bit too much tannin for the novice 
palate. It goes well with polymers and 
organic spectral problems. With proper 
cellaring, it should retain its quality for 
another eight years or so. 

A Guide to Materials Characterization 
and Chemical Analysis. John P. Sibilia, 
Ed. x + 318 pp. VCH Publishers, Suite 
909, 220 East 23rd St., New York, NY 
10010-4606. 1988. $35 

Reviewed by G. J. Scilla, IBM Watson 
Research Labs, Yorktown Heights, NY 
10598 

This book has evolved from an analyti­
cal facilities/capabilities guide pub­
lished for internal use by the Corporate 
Analytical Sciences Laboratory of Al­
lied Signal Incorporated, located in 
Morristown, NJ. The book covers a 
broad range of materials characteriza­
tion techniques and is divided into the 
following topical chapters: molecular 
spectroscopy, mass spectroscopy, chro­
matography, electrochemistry, atomic 
spectroscopy, X-ray analysis, micros­
copy, surface analysis, thermal analy­
sis, viscosity and molecular weights of 
polymers, physical properties of parti­
cles and polymers, physical testing, 
and scientific computation. The chap­
ters are authored by current or recent 
members of the above-mentioned lab­
oratory. Approximately 75 analytical 
techniques are covered. 

The book is true to its title and is 
basically a guide to each of the tech­
niques covered. As might be expected 
from any book that discusses such a 
broad range of material, no topic is 
treated in detail. Instead, the reader 
will find a brief summary of each of the 
techniques. Each summary includes a 
general statement of the technique's 
use, sample requirements, physical/ 
chemical principles, applications (of­
ten with specific examples), limita­
tions, and useful general references for 
further information. In some cases, the 
descriptions may be too general and 
may lack enough detail to be useful to 
someone with a strong background in 
materials characterization. In addition, 
there tends to be an emphasis on poly­
mer-related topics. Despite these 
points, this book could be extremely 
useful as a starting point for those sci-



entists and engineers who do not have 
an analytical background but need 
some guidance on which materials 
characterization techniques may be ap­
plicable to their projects and problems. 
The book may also be useful for the 
analytical professional as a quick refer­
ence for unfamiliar techniques. 

Quadrupole Storage Mass Spectrome­
try. Raymond E. March and Richard J. 
Hughes. xx + 471 pp. John Wiley & 
Sons, 605 Third Ave., New York, NY 
10158. 1989. $70 

Reviewed by R. C. Cooks, Department 
of Chemistry, Purdue University, 
West Lafayette, IN 47907 

Throughout the 1970s, a small commu­
nity of scientists worked diligently and 
with evident enjoyment on an exotic 
arrangement of electrodes known as 
the Paul ion trap. (Wolfgang Paul, its 
inventor, is the German scientist who 
was also responsible for the widely used 
quadrupole mass filter.) The efforts of 
the group included simulations of ion 
motion within these devices, studies on 
kinetics of ion-molecule reactions, and 
maSs spectrometric studies using an 
external quadrupole mass filter at­
tached to the Quistor. Among these 
workers were Ray March, who has 
teamed up with Richard Hughes to 
write this book, and John Todd, who 
has contributed a valuable opening 
summary chapter to it. In 1983, when 
George Stafford and his colleagues at 
Finnigan invented a new method of 
scanning the ion trap to produce mass 
spectra, the groundwork had already 
been laid for the rapid exploitation of 
the commercial quadrupole ion trap. 
The instrument has since been devel­
oped from a highly sensitive GC detec­
tor to a general-purpose mass spec­
trometer capable of chemical ioniza­
tion, desorption ionization, and MS/ 
MS experiments. 

Analytical chemists in general, and 
not just mass spectroscopists, will need 
to become acquainted with this cousin 
of the quadrupole. Its rapid growth in 
popularity should be one motivation. 
The richness of the device for studies of 
thermochemistry and kinetics and for 
quantitative analysis also recommends 
such an effort. This book is an excellent 
place to start. It is also a valuable refer­
ence for those whose interests lie in 
other forms of MS. The first half of the 
book, and especially the chapters on 
the theory of quadrupole MS and the 
physics of the ion trap, are the princi­
pal strengths of the text. This relative­
ly difficult material is presented with 
great clarity. Not only is the logic virtu-

ally facrltless, but the insistence on 
good English, unambiguous symbols, 
and consistent units, together with 
well-chosen and well-reproduced dia­
grams, makes the book highly success­
fuL The simulations ofion behavior are 
also exceptionally valuable. 

The later chapters covering the com­
mercial instruments are written from 
the difficult vantage point of being 
concurrent with a story that is chang­
ing rapidly. Within months of publica­
tion, a new version of the commercial 
trap was introduced; more recently 
still, the mass range has been extended 
by more than an order of magnitude 
beyond its original commercial limit of 
650 daltons, while use of SIMS and 
other external ionization sources has 
been shown to allow biomolecule char­
acterization. The extremely high sensi­
tivity of the instrument is evident in 
these applications. Another conse­
quence of writing a book on a rapidly 
developing subject is that citations to 
formal publications tend to be neglect­
ed in favor of conference proceedings. 
A heavy emphasis on such sources 
characterizes the last two chapters of 
this book. 

However, this is such a fine effort 

that one can be grateful to the 
authors. Their is likely to serve as 
a basis for all future treatments of the 
subject, and it will surely facilitate the 
further development and utilization of 
ion traps. The present rapid growth in 
use of ion traps suggests that such grat­
itude will be felt by a growing number 
of scientists. 

New Direcllons in Electrophoretic 
Methods. James W. Jorgenson and 
Marshall Phillips, Eds. xi + 275 pp. 
American Chemical Society, 1155 16th 
St. NW., Washington,DC 20036.1987. 
$65 

Reviewed by John C. Ford, Depart­
ment of Chemistry, Indiana Universi­
ty of Pennsyivania,Indiana,PA 15705 

This book was developed from a 1985 
symposium sponsored by the ACS Di­
visions of Agricultural and Food Chem­
istry and of Analytical Chemistry. The 
editors' stated intention" .. ' was to 
acquaint chemists with state-of-the­
art electrophoretic technology and its 
applications," and the topics were ap­
parently chosen to provide the reader 

___ GC·MS·FTIR 
Sample inletting systems for 
solids, liquids & gases •• ;;.1 
Purge and trap concentrators 1M _ • 
for GC and GCIMS - - -

Models for R&D and environmental uses 
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Eliminate cold spots, contamination 

Pyroprobes 
for GC, MS and FTIR 

Simplify solid analysis 
Improve quantitation 

CDS 
Model 330 

R&D Sample 
Concentrator 

Fast, accurate, repeatable 
Replaceable filaments 

Pyrolysis, Purge & Trap' Oxidative 
Studies' Dynamic Headspace' 
Thermal Processing' Air Sampling 

No matter what your sample 
problem. we've probably 
already solved It 

800-541-6593 
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7000 Limestone Road, Oxford, PA 19363 
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SOOKS 

with a survey of the major issues of 
interest in the application of electro­
phoretic techniques. Overall, the edi­
tors have achieved their goal. 

After an overview of electrophoretic 
technique, thorough discussions are 
presented on immobilized pH gradi­
ents in isoelectric focusing (IEF), rehy­
dratable gels, and silver staining. These 
chapters provide a novice with an un­
derstanding of the constraints on the 
techniques of gel electrophoresis and 
IEF. This is important if one is trying 
to select a procedure to solve a specific 
analytical problem. 

Similarly, standardization of a tech­
nique is particularly important to 
chemists concerned with QA/QC appli­
cations. A chapter dealing specifically 
with the choice of electrophoresis and 
electrofocusing standards thoroughly 
describes the situation and also details 
possible directions for intralaboratory 
standardization. Likewise, a chapter on 
the standardization of IEF procedures 
describes one laboratory's solution to 
this problem. This latter discussion is 
less satisfying than the former, as it 
does not address the problem from a 
global viewpoint but rather focuses on 
the standardization of the techniques 
and procedures employed by the au­
thors' group: nonetheless, much valu­
able information is presented. 

After a presentation of selected ap­
plications, the remainder of the book 
describes specific techniques such as 
capillary electrophoresis, isotacho­
phoresis, and pulsed-field techniques. 
These point out the direction of cur­
rent research on electrophoretic meth-
0dology and are of equal interest to 
novices and to those already applying 
electrophoresis. However, a caveat is 
appropriate here: These fields-and in 
particular, capillary electrophoresis­
have progressed beyond the discus­
sions presented in this volume. As is 
the case with most such symposium 
proceedings, the then-current papers 
are now somewhat dated. 

As its origins would suggest, this is 
not a laboratory manual, and it is im­
probable that one could successfully 
apply a procedure based solely on the 
information here. Indeed, the amount 
of experimental detail presented varies 
from chapter to chapter. However, all 
of the chapters have ample references 
to the then-current literature, and nu­
merous detailed manuals are available 
to describe electrophoretic techniques. 

Two complaints might be made re­
garding the content of the book. First, 
although electrophoresis is closely as­
sociated with the separation of poly­
peptides and proteins and of nucleic 
acids, it is also applicable to a number 
of other problems. Unfortunately, this 

text does little to indicate the full scope 
of the technique, because all but two of 
the 16 chapters deal directly or indi­
rectly with the two classes of biopoly­
mers mentioned above. Second, little 
or no discussion of the theoretical basis 
of electrophoresis is presented. This is 
particularly surprising in light of cur­
rent developments concerning the rep­
tation of large DNA fragments. These 
omissions are relatively minor, given 
the overall intent of the editors. 

This book not only provides a survey 
of relatively recent developments for 
workers already using electrophoresis 
but also serves as an introduction to the 
technique (and its associated litera­
ture) for the chemist seeking to use 
electrophoresis to solve a specific prob­
lem. However, because of the short­
comings mentioned here, acquiring the 
book oneself is perhaps less satisfac­
tory than reading the library's copy. 

Auger Electron Spectroscopy. C. L. 
Briant and R P. Messmer. 259 pp. Aca­
demic Press, 465 South Lincoln Dr., 
Troy, MO 63379. 1988. $70 

Reviewed by Robert Shaw, Division of 
Chemistry and Biological Science, 
Army Research Office, Research Tri­
angle Park, NC 27709 

This is volume 30 of the Treatise on 
Materials Science and Technology. 
Now, according to my dictionary, a 
treatise is a methodical discussion of 
the facts and principles of a field of 
study. The matchless volumes on 
atomic and molecular spectroscopy by 
Herzberg comprise a treatise. A com­
plete and methodical discussion re­
quires a single master (like Herzberg) 
whose vision encompasses an entire 
field, or a carefully orchestrated effort 
by several authors, each providing a 
separate, complementary piece of the 
complete picture. 

The cover of this book carries the 
names of two editors: there is no single 
master. Inside we find the names of 
more editors-the "Treatise Editor" 
and his five-person editorial board. All 
of these, we must presume, have taken 
an active role in producing this volume. 
All of this editing should have pro­
duced a successful orchestration. It did 
not. 

There is one outstanding chapter in 
this uneven book: the last and longest 
one, on Auger photoelectron coinci­
dence spectroscopy, by G. A. Sawatzky. 
Its treatment is methodical and com­
plete. The introduction is excellent, 
theory and experimental practice are 
described and explained, and several 
research examples are given. The writ-
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ing style is engaging, and the material 
is presented so that it is accessible to 
those who are not experts in the field. 
This chapter deserves better company. 

The surface segregation kinetics 
chapter seems incomplete to me. The 
introduction does not clearly define 
surface segregation. Does it include the 
formation of islands? What about de­
fects? Surface steps? The section on 
sample preparation is too brief to be 
useful to someone who does not already 
know the subject, and there is no men­
tion of damage to the surface caused by 
various cleaning techniques. This diffi­
culty can be addressed by the use of a 
diffraction measurement in tandem 
with the Auger electron analysis, but I 
can find no discussion of this by the 
authors. 

The chapter on local electronic 
structure information starts with a 
treatment neglecting electronic relax­
ation. In my opinion, this is misleading. 
The long section on fingerprint analy­
sis is not convincing-one cannot pre­
dict when such analysis will fail. I dis­
agree with the conclusion that Auger 
electron spectroscopy will be generally 
useful for the elucidation of adsorbate 
bonding: the extreme perturbation of 
the Auger transition is not conducive to 
measurements of bonding. 

The metallurgical application chap­
ter consists of a series of examples with 
no general development of the subject 
and is probably of no interest to those 
outside of a small circle of aficionados. 

Finally, in a chapter on the historical 
development of Auger electron spec­
troscopy, there is a very narrowly fo­
cused description of the activities of a 
few people. In particular, this descrip­
tion ignores the development of beta­
ray spectrometers for high-resolution 
measurements of photoelectron and 
Auger electron energies by Siegbahn 
and his colleagues in the 1950s. At 
times the article becomes merely an en­
comium for one particular instrument 
company and the people who work 
there-material in no way suitable for 
a scientific text. The authors of this 
chapter, and of the other chapters criti­
cized here, are not to blame: they were 
simply responding to an invitation. 
The editors had the responsibility of 
putting this book together and ensur­
ing its quality. 

We are left with several questions. 
Some of the questions are merely inter­
esting: What function, if any, did the 
editors play in the production of this 
book? Why do they call it a treatise? 
Some questions are much more impor­
tant: Who should buy this book? My 
review copy arrived with a slip of paper 
listing a price of $69.50 for about 250 
pages. 



Books Received 
Lasers, Molecules, and Methods. J 0-

seph O. Hirschfelder, Robert E. Wyatt, 
and Rob D. Coalson, Eds. xvii + 1022 
pp. John Wiley & Sons, 605 Third Ave., 
New York, NY 10158. 1989. $125 

This is volume 73 in the series Ad­
vances in Chemical Physics. The top­
ics covered in this 23-chapter book in­
clude multiple scales, linear and non­
linear systems, Monte Carlo methods, 
laser-driven atomic excitations, line­
shapes and semiclassical dynamics, 
and classical chaos. Most of the refer­
ences span the 1960s through the 
1980s. 

X-Ray Spectroscopy In Atomic and 
Solid State Physics. J. Gomes Ferreira 
and M. Teresa Ramos, Eds. viii + 423 
pp. Plenum Press, 233 Spring St., New 
York, NY 10013. 1988. $85 

This volume is the proceedings of the 
NATO Advanced Study Institute on 
X-Ray Spectroscopy in Atomic and 
Solid-State Physics held in September 
of 1987 in Vimeiro, Portugal. The sec­
tions of the book include Auger Elec­
tron Spectroscopy, X-Ray Fluores-

cence, Electron Energy Loss, and In­
strumentation. Most of the references 
are from the 1980s. Abstracts, a list of 
the participants, and an index are in­
cluded. 

The Nuclear Overhauser Effect In 
Structural and Conformational Analy­
sis. David Neuhaus and Michael Wil­
liamson. xxii + 522 pp. VCH Publish­
ers, 220 East 23rd St., New York, NY 
10010-4606. 1989. $95 

The topics covered in this 12-chapter 
book include steady-state NOE, kinet­
ics, 1D and NOESY experiments, 
structure elucidation, and biopoly­
mers. The references are from the 
1970s and 1980s. Appendices, an index, 
and a list of symbols are included. 

Gas Phase Inorganic Chemistry. David 
H. Russell, Ed. xv + 412 pp. Plenum 
Press, 233 Spring St., New York, NY 
10013. 1989 $80 

Topics include reactions of atomic 
metal ions, nucleophilic addition reac­
tions, structure-reactivity relation­
ships, atomic clusters, photoelectron 
spectroscopy, and tandem MS. The 
references are from the 1970s and 
1980s. An index is included. 

Modern Aspects of Electrochemistry, 
No. 19. B. E. Conway, J. O'M. Bockris, 
and Ralph E. White, Eds. xi + 403 pp. 
Plenum Press, 233 Spring St., New 
York, NY 10013. 1989 $65 

The chapters are titled Transport 
Models for Ion-Exchange Membranes, 
Iron and Its Electrochemistry in an Ac­
tive State, Theory of the Effect of Elec­
trodeposition at a Periodically Chang­
ing Rate on the Morphology of Metal 
Deposits, Theory and Applications of 
Periodic Electrolysis, Electrocatalytic 
Properties of Carbon Materials, and 
Spin-Dependent Kinetics in Dye-Sen­
sitized Charge-Carrier Injection into 
Organic Crystal Electrodes. Most of 
the references are from the 1970s and 
1980s. An index is included. 

Analysis of Polymers: An Introduction. 
T. R. Crompton. viii + 362 pp. Perga­
mon Press, Maxwell House, Fairview 
Park, Elmsford, NY 10523. 1989. $41 

This book covers the determination 
of elements and functional groups, fin­
gerprinting, microstructure, thermal 
methods, fractionation, additives, vol­
atiles, and general properties of poly­
mers. The 1100 references are from the 
1960s and 1970s. An index is included. 

NO ONE UNDERSTANDS PARTICLE 
SIZING BETTER THAN MALVERN 
Nearly 20 years of designing and making laser­
based particle sizers have given Malvern an 
unrivalled understanding of the technology and 
of the needs of those concerned with charac­
terizing small particles. The Malvern range is 
designed to meet those needs. 

MasterSizer - the high resolution 0.1 - 60 
micron particle sizer with automatic sample hand­
ling; the SERIES 2600e range 
of modular particle sizers for 
dry powders, emulsions and 
sprays up to 1880 microns; the 
revised 3600Ee compact and cost 
effective sizer for emulsions or 

powders in suspension up to 564 microns. 
For submicron particles, the SYSTEM 4700e 

laser light scattering system and AutoSizer lIe 
offer particle sizing down to a few nanometres 
and molecular weight measurements for research 
or quality control applications; the new Zeta­
Sizer 3 is the very latest in microelectrophoresis 
for zeta potential measurements and in muIti­

angle pes particle sizing. We 
would like to tell you more about 
the system that's right for you. 
Please contact us now with details 
of your current or proposed 
application. 

Malvern Instruments, Inc., 
10 Southville Road, Southborough, MA 0 I 772. 

Telephone: (508) 480 0200 Telex: 311397 Fax: (508) 460 9692 
U.K. Malvern Instruments Ltd.} Spring Lane South, Malvern, Worcestershire WR14 lAQ. W. Gennany Miirek GmbH, Arzbergerstrasse 10, D-8036 Herrsching. 
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Environmental Scientists 
Lawrence Live~more National Laboratory, located in the San Francisco Bay area, is one of the Nation's premier research 
and development organizations. OUf Nuclear Chemistry Division current!y has chal\e~ging opp.ortunities available 
for creative, dynamic scientists who have achieved national recognition for thelf scientific CI:lntribu~ions to 
multidisciplinary environmental research. 

The successful applicants will support a major new environmental initiative at the Department of Energy's Ne'/ada 
Test Site that will be coordinated with a general expansion of research in environmental, waste, and geoscience 
areas. Theyw;11 also provide complementary scientific skills and technical coordination for a multidisciplinary team 
assembled to address a broad range of environmental questions. Major responsibilities include: the design, con~ 
duct and pllbllshing of field oriented research, identification of basic and applied research needs, short and long 
range technica~ planning, and communication/coordination with managers and scientists. 

Requirements include a minimum of 5 years of professional experience, a demonstrated ability to design/direct 
rrultidisciplinary erlVironmentai research projects with both basic and applied objectives, excellent management 
abilities. "l:1d good communication/interpersonal skills. Research experience in regions of interior drainage typical 
of the South'ht!stern United States desirable, but not necessary. Some field work and travel required. 

We offer a competitive salary and excellent benefits. For consideration, please forward your resume to: Art Wong, 
Professional Staffing, Lawrence livermore National Laboratory, P.O. Box 551 0, L~725, Oept. KANAF904B, Liver~ 
more, CA 94550. U.S. citizenship required. An equal opportunity employer. 

University of California 

~L Lawrence Livermore 
National Laboratory 

LC~'pumps with the best 
warranty in the industry: 

LC Pump SP8800 

5-Year Warranty 
Ternary Gradienl Version 
Isocr2.lic Version 
Conforms to GLP 
BioCompatible Option 

For good reason. 
Spectra-Physics quality. 

For morc information. call (800) 424-7666 

@ $pectra-Physics 
Dis C over the Qu a II ty 
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Circle 152 for sales rep. Circle 153 for literature. 

Zeolite Synthesis __ 

Here in one volume is a complete 
progress report on the various 
aspects of zeolite synthesis on a 

molecular level. No other source covers 
this subject so completely! 

This new btle provides many exam­
ples that illustrate how zeolites can be 
crystallized and what the important 
parameters are that control crystalli­
zation. A variety oftopics covered in 
this important book include: 0 crystal­
lization techniques 0 gel chemistry 

Zeolite. 
SyntheSiS 

Over 600 P!!Ies 
o crystal signs and morphology 0 the 
role of organic compounds 0 novel synthesis procedures. With fOrty-two 
chapters, this valuable title offers a complete review of zeolite syntheSiS 
as well as the latest findings in this important field. Valuable new meth­
ods are highlighted such as VPI-S-the first l8-membered ring molecular 
sieve. In addition, examples of modern spectroscopic characterization of 
reactants and reaction intermediates are provided. Also covered is the 
chemistry of silicate solutions and reactant effects on crystallization 
products. 

This essential volume contains benchmark contributions from many 
notable pioneers in the field including R.M. Barrer, H. Robson, and Robert 
Milton. 
Mario L. Occelll, Editor, Unocal Corporation 
Harry E. Robson, Editor, Louisiana State University 
Developed 'rom a symposium sponsor.,; by the Division of Colioid and Surface Chem­
istry of the American Chemical Society 
ACS Series No. 398 
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PHILIPS 

Speed, accuracy, economy 
Phi I i ti c a I 

New UVNIS with 
Falcon PC software 

PU8l! 0 scanning spectrophotometer 
with Falcon software. 
Available with or without PC and colour 
plotter as required. 

Phirlps has introduced a new development in UVNIS. 
PU8710 - a scanning spectrophotometer at a really low price. 

And it's so easy to use thanks to the specially designed 
Falcon PC software. Now you can perform both simple and 
complex data handling and method storage with total 
confidence. 

Falcon-Scan, Falcon-Quant and Falcon-Rate provide you 

with an effortless step to sophistication in UVNIS. The 
colour plotter ensures accurate records, too. 

PU8710 is the latest addition to the very successful PU8700 
range which offers the best in easy-to-use scanning UV NIS 
instrumentation plus total customer support. 

Swoop down on the best in UVNIS. Contact us today and 
we'll wing you full details. 

PHILIPS ANAL YTiCAL - BIGGER IDEAS FOR BETTER ANAL YSIS 
for more information about the Philips Analytical UVIV/S spectrophotometry range, contact: 
Philips SCIentific Analytical DiVISion York Srreer, :;amtndge Grear Bmam CBI 2PXTei 0223358866 Telex. 817331 Fax 0223312764 
or Austria. 10222! 60101-1792 Belgium !O2! 52: 62 75 Denmark Ion 57 22 22 Finland 19015026356 france 0149428162 
Germany. (0561) 501 384 Italy (02) 64 4912 Netherlands.' (040) 783 901 Norway (O2) 68 02 00 Spain' (1) 404 22 00 Sweden (08) 782 7597 
Switzerland. (01) 488 22 IJ UV26 
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_e'n put all the 1atest advances in the 
chemical scien~ right in your hands ... 
And you won't need to Hft aJinger! 
AMERICAN CHEMICAL 

SOCIETY STANDING 
ORDER PLANS 

AS EASY AS 1-2-3 

1. 

2. 

3. 

The ACS has a simple way cO ensure that your lihrary always has the 
chemistry titles your patrons require It's called the ACS Standing Order 
Plans. 

With ACS Standing Order Pla,1s, you can save the time youd otherwise 
spend on literature searches and purchase order details. and make 
certain that your library has the titles your patrons want-when tloev 
need them. 

You can select from three Standing Order Plans-choose one or all or a 
combination, . whatever 'x,st suits your patrons' needs! 

By Series: 
Advances in Chemistly Seri~s 
ACS Symposium Series 
ACS Monographs 
Professional Reference Boob 
All ACS Series 

By Single Title: 
ACS Abstract Books 
ACS Directory of Graduate Research 
College Chemistry Faculties 

By Subject: 
Analytical' Agricultural/ Agrocltemical o Biological- Biotechnology. Carbo­
hydrate· CelluloseiPa per /Texlilc· Colloid/Surface· Computers in 
Chemistry· Electronic Materials· Environmental/Chemical Health and 
Safety· Food/Flavor- Energy /Fucl/Petroleum/Geochemistry· Industrial/ 
Chemical Engineering' Inorganic. Materials Science· Medicinal/Pharm­
aceutical- Nuclear-Organic. Polymer/Applied Polymer Scimcc· Physical 
Chemistly 

PU:S FIVE NEW SUBJECT AREAS .. , Chemical Information· Directories 
• History· 'ion-Technical· Toxicology! 

You tell us which Standing Order Plan (or Plans) you'd like-l, 2, ). or a 
combination, Your one-time order assures prompt, automatic delivery of 
each new title in the plan or plans you've chosen as soon as it's 
puhlished. We'll send yOJ an invoice with your shipment. You';l ha\'e 
thirty days to examine each new book and (if you decide for any reason) 
to return it for full credit. Acd you may modifv or cancel your Standing 
Order Plan at any time. It's that easy! 

Make sure your resources are always complete-don't 
overlook a single book the world's most respected publisher in the 
chemistry field. Enroll in ACS Standing Order Plans today. 

Write to American Chemical Society, 1155 Sixteenth Street, N.W., 
Washington, DC, 20036. Or call us TOLL FREE (800) 227-5558. 



A
fter 25 years of monitoring the 
ozone layer, the British Antarctic 
Survey in 1982 measured an un­

usual springtime decline in the levels of 
ozone. Variations in ozone levels had 
been observed before, and they decided 
against sounding an alarm. Further­
more, the researchers were in the midst 
of upgrading their instrumentation. 
However, by October 1984 the Survey 
scientists were convinced they were ob­
serving a new, dramatic trend. Soon af­
ter they announced their observations 
(1), a flurry of research activity estab­
lished the fact that chlorofluorocar­
bons were responsible for de-

Antarctica's protective layer 
of ozone (2, 3). 

ozone in Antarctica's upper 
d""U"J,H't't during the springtime is at 

FOCUS 
levels approximately one-half of the 
values observed in the mid-1970s. Ear­
ly research suggests that a similar loss 
of ozone is occurring over the Arctic, 
although at a much slower rate (4). 

Central to the discovery of the 
"ozone hole" and the mechanism of its 
formation has been data retrieved from 
scores of analytical instruments. Re­
searchers collecting these data face a 
series of daunting problems. Not only 
must they collect measurements in dis­
tant polar regions, but their quarry, the 
ozone layer, lies in the stratosphere ap­
proximately 15-50 km above the 
Earth's surface. Furthermore, the at­
mospheric chemistry depends on light­
initiated reactions and thus requires 
measurements covering day and night. 

The analytical armada attacking this 
problem has engaged instrumentation 
situated on the ground, in space, and 
carried balloon or airplane to alti-
tudes km and higher. Backing 
them up are laboratory kinetics experi­
ments and complex computer models 

This Southern Hemisphere plot of total ozone distribution for October 
shows a region bounded in purple where the total ozone is less than 200 
Units (DC). Within the purple area is a black where the ozone is less than 
125 DU. The lowest ozone value ever observed, located in this black area 
near the South Pole. This plot also shows that the ozone hole area is than 
the Antarctic continent, a land area covering approximately 14 million 

of the atmosphere that generate mech­
anistic pictures of the effects of CFCs 
on the planet's ozone layer. 

It all began nearly a decade before 
the British discovery of the Antarctic 
ozone hole. F. Sherwood Roland and 
Mario Molina from the University of 
California at Irvine along with Richard 
Stolarski and Ralph Cicerone of the 
Universi"y of Michigan predicted that 
CFCs released into the atmosphere 
could reduce the ozone layer. "I always 

cut as the ozone hole." 
Stolarski and the others feared that 
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ducing chlorine free radicals. The chlo­
rine radicals, in turn, initiate reactions 
that catalytically remove 0 3, 

The discovery of an ozone hole fol· 
lowed extensive ground-based UV 
measurements by the British scien­
tists. That data came from Dobson 
spectrophotometers, which have been 
the standard instruments for deter­
mining total stratospheric 0 3 since the 
1950s. (The late Gordon M. B. Dobson 
of Oxford University pioneered work in 
this field, and his colleagues have hon­
ored his name with the unit of ozone 
concentration: 1 Dobson Unit (DU) = 
10-3 atm-cm = 2.7 X 10'6 molecules/ 
cm'.) 

The instrument consists of a double 
or tandem monochromator with an op­
tical wedge to balance light from two 
different wavelengths. To eliminate in­
terference from atmospheric Rayleigh 
scattering, the spectrophotometer de­
termines ozone from a ratio of wave­
lengths taken from the 300-350-nm 
range. Ratios have been selected that 
compare two close wavelengths that 
have very different absorptivities for 
0 3 absorption. For instance, the "A" 
wavelengths, one of the ratios selected, 
compares 305.5 with 325.4 nm (5). 

Accurate data rely on careful calibra­
tion of the instrument. The total ozone 
value then depends solely on the opti­
cal wedge setting and the sun's height 
in the sky. 

One reason the British researchers 
initially doubted their findings was 
that American scientists failed to spot 
the developing hole in the large data­
base collected with the Nimbus 7 satel­
lite. Subsequently that satellite has 
provided some of the best images of the 
hole. 

Two instruments aboard Nimbus 7 
have kept daily track of ozone levels 
(6). The Solar Backscatter Ultraviolet 
(SBUV) instrument is also a double 
monochromator that has been de­
signed to operate over five decades of 
light levels. The instrument, explains 
Goddard's Arlin Krueger, measures the 
Earth's albedo-the fraction of solar 
light reflected back to space-by oper­
ating in two modes. Either it measures 
direct sunlight reflected from a diffuser 
of known reflectivity or it measures 
sunlight reflected from the Earth. 

Measurements in the range of 310-
340 nm are used to calculate column 
integral or total ozone amounts. Light 
in this range scatters from the tropo­
sphere and cloud tops, which are below 
the ozone layer, as well as from the 
Earth's surface. Like the Dobson spec­
trophotometer, the SBUV experiment 
eliminates errors from scatterers above 
the ozone layer and from other absorb­
ing species by calculating total 0 3 from 

a ratio of wavelengths (7). The direct 
sun measurement furnishes the refer­
ence values. 

The SBUV measurements in the 
250-305-nm range are used to infer the 
03 concentration profile with altitude. 
These photons are strongly absorbed 
by 0 3 and barely penetrate the Earth's 
atmosphere. Depending on the wave­
length, what scatters back to space cor­
responds to different slices of the at­
mosphere, ranging from altitudes of 
25-50km. 

Because the SBUV measurements 
include these strongly absorbed, very 
low albedo wavelengths, the instru­
ment only views the nadir as the satel­
lite follows a sun-synchronous orbit 
that passes near the Earth's poles (6). 
With the exception of the poles, the 
SBUV instrument only collects data at 
local noon. In addition, by using the 
precession of the satellite orbit tracks, 
a full global 0 3 map can be produced in 
13 days. However, significant total 0 3 
changes take place in a single day. 

"The geographic patterns [of upper 
stratospheric ozone concentrations] 
are coherent from orbit to orbit," says 
Krueger. "However, the total ozone 
column amounts for the planet have 
much more horizontal structure." To 
keep track of these important changes, 
Nimbus 7 also carries the Total Ozone 
Mapping Spectrometer (TOMS). This 
single monochromator instrument 
measures a swath of the Earth's atmo­
sphere on each orbit approximately 
2700 km across, generating a daily 
global ozone map from the 14 orbits 
each day. Once again, a ratio of wave­
lengths from the 310-340-nm range is 
used to calculate the total 0 3 integrals. 

Currently only the TOMS is still 
working on Nimbus 7, although a new 
SBUV instrument onboard a National 
Oceanic and Atmospheric Administra­
tion (NOAA) satellite collects data. 
Krueger says that American-built 
TOMSs are scheduled to be launched 
onboard Soviet (1991), American 
(1993), and Japanese (1995) satellites. 

Stratospheric 03 has also been mea­
sured in situ. Balloon-borne detectors 
have profiled ozone partial pressures to 
altitudes of 30-32 km. These measure­
ments have relied on a variety of ana­
lytical techniques including UV ab­
sorption, chemiluminescence, and elec­
trochemistry. 

The research chemiluminescent de­
tector, developed by the Service d'Aer­
onomie du Centre National de la Re­
cherche Scientifique in France, is 
based on the reaction of ethylene and 
0 3, which produces light with a 450-nm 
maximum (8). The electrochemical de­
tector, which measures 0 3 amperome­
trically (9), is quite inexpensive and is 
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flown routinely at many locations, in­
cluding the South Pole. Ozone oxidizes 
iodide to triiodide, which is then re­
duced back to iodide (10). 

Additional in situ measurements 
have been collected during NASA­
sponsored airplane flights over the 
North and South polar regions. Two 
planes, a DC-8 and an ER-2 (a modi­
fied U-2 spy plane) jam-packed with 
instrumentation, have measured a host 
of chemical species (11). The DC-8 
reaches altitudes of about 10 km, 
whereas the ER-2 soars to about 19 km. 

Once again, UV and chemilumines­
cent techniques are used to determine 
0 3• These detectors directly measure 
03 levels in outside air pumped 
through the instruments. 

On the other hand, a sophisticated 
differential absorption light detection 
and ranging (lidar) system from 
NASA-Langley, onboard the DC-8, si­
multaneously determines 0 3 and aero­
sol distributions from 2 to 20 km above 
the aircraft. Laser light of four wave­
lengths-300, 314, 600, and 1064 nm­
is beamed out a zenith-facing quartz 
window. Backscattering of the laser 
light provides the data. Accuracy for 
these long-range ozone measurements 
runs around 10%, compared with 5% for 
NASA-Langley's chemiluminescent 
detector and 3% for NOAA's dual­
beam UV photometer that is flown on 
theER-2. 

Finally, two FT near-IR (2-15 I'm) 
interferometers, from the Jet Propul­
sion Laboratory (JPL) and the Nation­
al Center for Atmospheric Research, 
can detect a variety of chemical con­
stituents' including 0 3, The accuracies 
on these values range from 3 to 25%. 

Although ozone measurements illus­
trate the effect, they do not identify the 
means. Evidence of CFC involvement 
came with the detection of CIO, a key 
intermediate in the catalytic loss of 0 3 
(Equations 1-3). 

CFC + hv ~ Cl' + R' (1) 

Cl' + 0 3 ~ CIO' + 0, (2) 

CIO' + 0 ~ Cl' + 0, (3) 

Equation 3 applies in the normal 
stratosphere. In the perturbed Antarc­
tica stratosphere, other reactions occur 
(Equations 4-8): 

or 

CIO' + CIO' ~ Cl20 2 (4) 

Cl,O, + hv - Cl' + CIOO' (5) 

CIOO'+M-Cl'+ O2 + M (6) 

CIO' + BrO' - Br' + Cl' + O2 (7) 

Br' + 0 3 ~ BrO' + 0, (8) 



The ER-2 flights carried a sophisticat­
ed resonance fluorescence detection 
system to measure CIO and BrO. The 
bromine species, also a product of in­
dustrial chemicals, are now known 
from this experiment and laboratory 
kinetic studies to playa significant role 
in the ozone hole formation by reacting 
with CIO and other chlorine oxides to 
regenerate ozone-destroying Cl. 

In the CIO/BrO experiment, led by 
Harvard atmospheric chemist James 
Anderson, 200 mls air flowed into an 
open duct on the plane's port wing and 
was slowed to 20 m!s as it was fed into 
the flow-through detection system. 
Added NO rapidly converts CIO and 
BrO to atomic halogen. Vacuum-UV 
light from a .low-pressure plasma dis­
charge lamp induces resonance scatter­
ing in the atoms. 

Early experiments relied on three re­
dundant detection systems, situated 
along the flow system, to follow the 
conversion of CIO to Cl. "Because the 
in-flight flow conditions were unchar­
acterized, a redundant system was de­
veloped to monitor the kinetics of the 
CIO and NO reaction to verify proper 
flow and proper reaction kinetics," ex­
plains Darin Toohey, a member of An­
derson's group. Nowadays the third de­
tector is dedicated to Br. 

This system takes about 10 ms to 
convert CIO to CI, which is then easily 
detected at 119 nm. Bromine, on the 
other hand, is determined from an en­
semble of lines ranging from 118 to 130 
nm. It is difficult to make these mea­
surements because bromine concentra­
tions present in the atmosphere are 
small. Thus, resonant scattering from 
bromine is much smaller than nonreso­
nant scattering off air molecules. Halo­
gen concentrations are measured to 
pptv levels with an accuracy of 25% and 
a precision of 5%. Additional evidence 
of halogen species, including CFCs, 
comes from the near-IR detectors on­
board the DC-8. 

Data on halogen oxides have also 
been collected by ground-based detec­
tors. Researchers from the State Uni­
versity of New York at Stony Brook 
have measured CIO by observing the 
molecule's rotational emission line at 
278.63 GHz (corresponding to the tran­
sition J = 15!2 - 13!2). To determine 
this very weak signal, the spectrometer 
collects data in successive 20-min ob­
servations, then bins and averages the 
information over several days. Back­
ground interference from an 0 3 peak 
just 4 MHz from the CIO signal must 
also be mathematically removed. De­
spite these difficulties the instrument 
has detected CIO at ppbv levels to alti­
tudes of 20 km and higher (12). 

Another halogen oxide, OCIO, is a 

byproduct of one important catalytic 
cycle (Equation 9). Since it photolyzes 
nearly as quickly as it forms (Equation 
10), OCIO is best detected at night. 

CIO' + BrO' - OCIO' + Br' (9) 

OCIO' + hv - CIO' + O· (10) 

Using light from a full moon, a ground­
based spectrometer has indeed mea­
sured OCIO from absorptions in the 
403-428-nm range. Furthermore, be­
cause a moon low on the horizon only 
illuminates a limited volume of the up­
per atmosphere, readings at these 
times determine OCIO in selected re­
gions (13). Other species, including 0 3, 
have also been measured by moonlight. 

Indicting CFCs as the ozone-de­
stroying molecule, however, requires 
that atmospheric NOx concentrations 
remain low. Otherwise, CIO reacts with 
N02 to form CION02, which is inert 
toward 03' Ozone mechanisms must 
also account for HCI, which also ties up 
chlorine in an ozone-inert molecule. 

Measurements reveal that NOx lev­
els inside the ozone hole are 2-10 times 
lower than outside the region. HCllev­
els are also quite low inside the hole. 
The lost nitrogen and HCI have been 
traced to heterogeneous reactions on 
the polar stratospheric clouds (Equa­
tions 11-14). These clouds form in the 
dry Antarctic air only during the cold 
winter months. To a lesser extent, 
these clouds also form over the Arctic. 

H20 + CION02 - HN03 + HOCI 
(11) 

HCI + CION02 - HN03 + CI2 (12) 

H20 + N20 5 - 2HN03 (13) 

HCI + N20 5 - CIONO + HN03 
(14) 

The nitric acid generated in these re­
actions sticks to ice crystals while the 
gaseous chlorine products escape. Both 
Clz and HOCI can then easily photolyze 
in the spring to regenerate Cl. Ground 
instruments can determine N02 by ob­
serving several absorption lines in the 
span of 403-453 nm (14). Multiple 
wavelengths aid in eliminating errors 
from other absorbing species. Red 
light, 605-685 nm, identifies another 
nitrogen species, N03 (Equation 15) 
(15). 

Measurements of NO and N02 as 
NOx have also been collected from de­
tectors onboard balloons and planes. 
All the N02 is initially photolyzed to 
NO, then ozone is added to produce a 
chemiluminescent reaction that deter­
mines NOx to pptv concentrations. A 

slight variation of this approach uses 
an Au catalyst heated to 300°C to re­
duce nitrogen species prior to the 
chemiluminescent detection. The cata­
lyst converts N02, N03, N20 5, HN03, 
and ClON02 to NO. 

Water, which plays a role in a num­
ber of key reaction steps, was measured 
on both the DC-8 and ER-2 planes with 
NOAA's Lyman alpha hygrometer. A 
121.6-nm source converts some of the 
water vapor into excited hydroxyl radi­
cals that fluoresce at 309 nm. This hy­
grometer measures less than 1 ppmv 
water vapor with an accuracy of 6%. 

In analyzing each of these pieces of 
the puzzle, researchers have clearly es­
tablished the role of CFCs in the ozone 
hole. Although all the mechanistic de­
tails are not known, enough has been 
learned to prompt world leaders to call 
for a ban on CFCs. Even if that ban 
goes into effect now, the ozone hole will 
be around for some time. Several of the 
CFCs being released today will not be 
scrubbed from the Earth's atmosphere 
until well into the twenty-first century. 
"The real issue, H says Stolarski, "is 
that we have to be careful not to use the 
atmosphere as a dumping ground." 

Alan R. Newman 
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NEW PRODUCTS 

Cobas Mira S automated chemistry an­
alyzer features robotic sample, reagent, 
and cuvette handling; reagent cooling; 
and bar-code scanning. Roche Diagnos­
tic Systems 401 

IR. Model 711 nondispersive IR ana­
lyzer monitors chemical components in 
process applications, including gas­
phase analysis of CO, CO2, or NH3• 

Features include a vibration-insensi­
tive, solid-state detector and sample 
compartment temperature control. Te­
ledyne Analytical Instruments 404 

Surface analysis. CSIRO UMIS-2000 
characterizes surface materials includ­
ing coatings and surface-modified lay­
ers. A diamond indenter is forced into 
the surface under controlled load, and 
penetration displacement is recorded 
during the loading and unloading seg­
ments. Microscience 405 

LC. Capillary detector 433 features a 
wavelength range of 190-800 nm and 
dual-wavelength recording. The detec­
tor increases the sensitivity of capillary 
LC, capillary zone electrophoresis, or 
SFC systems by a factor of 100-500 
compared with on-column detection. 
Kontron Instruments 406 

Raman. RDS200 Raman multichannel 
detection system consists of a cooled 
CCD detector coupled with a custom­
ized version of Spectra Calc software. 
Exposures from 30 ms to 9 h are possi­
b�e, enabling detection of extremely 
weak spectra. Photometrics 407 

Water analysis. VOC water analyzer 
is designed for continuous, unattended 
determination of low concentrations of 
volatile organic compounds in surface 

7' 

and drinking water. All functions of the 
capillary GC-based system are per­
formed automatically. Chrompack 

408 

XRF. Model 8600+ XRF spectrometer 
features an improved monochromator 
design, external collimation, and self­
aligned mechanics. The system in­
cludes encoded cassettes for unattend­
ed operation. Applied Research Lab­
oratorieslFisons Instruments 409 

Autosampler. Model 728B auto­
sampler is composed of biocompatible 
materials in key sample transfer areas. 
The unit, which can inject up to 192 
times from 64 different samples, can be 
controlled by an integrator, data sys­
tem, or computer. Alcott/Micromeri­
tics 410 

Oxygen. Model 840 dissolved oxygen 
meter, designed for laboratory or field 
applications, features automatic pres­
sure/altitude correction and adjustable 
salinity correction. The instrument 
locks in readings when stable values are 
achieved. Orion 411 

Detector. Model 200 variable-wave­
length LC detector features a wave­
length range of 190-800 nm, digital ab­
sorbance readout, automatic zero oper­
ation, and sensitivity to 0.0005 AUFS. 
Flow cells for capillary, microbore, ana­
lytical, and preparative applications 
are available. Linear Instruments 412 

Generator. OEM-6A power generator, 
designed for plasma etching and sput­
tering applications, produces more 
than 650 W of power at 13.56 MHz. The 
25-pin interface bus uses optoisolated 
digital and ground-isolated analog in­
puts and outputs. ENI 413 

Software 
Data acquisition. MBC-MI Macln­
struments data acquisition and control 
software is designed for Macintosh 
Plus, SE, and II computers. Features 
include automatic statistical calcula­
tions and the ability to view and ac­
quire up to four channels of data auto­
matically. MetraByte 415 

Waveforms. Snap-Generator is a 
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menu-driven software package that 
generates analog waveforms using a 
D/A converter. Waveform types in­
clude standard functions (sine, cosine, 
square, triangular, and ramp) or those 
defined by the user. HEM Data Corp. 

416 

Manufacturers' literature 
Vacuum pumps. Brochure describes 
direct-drive vacuum pumps designed 
for filtering, drying, cryogenics, refrig­
eration, and degassing. Construction 
features, specifications, and accesso­
ries are discussed. 4 pp. Precision Sci­
entific 418 

Polymers. Polymer Profiles, Vol. 8, 
No.1, includes information on viscosi­
ty measurement of thermoplastics and 
application software. 6 pp. Haake/ 
Fisons Instruments 419 

LC. Bulletin describes Aminex col­
umns for carbohydrate, alcohol, organ­
ic acid, and organic base separations. 
Optimization of chromatographic con­
ditions is discussed. 8 pp. Bio-Rad Lab­
oratories 420 

Langmuir-Blodgett. Brochure high­
lights the KSV 5000 Langmuir-Blod­
gett monolayer system. Practical appli­
cations, software capabilities, and 
specifications are discussed. Oriel 424 

UV -vis. Data sheet discusses the 
Lambda 4B UV-vis spectrophotome­
ter, which features application-specific 
software packages for kinetics, spectral 
processing, and quantitation of protein 
and nucleic acid samples. Perkin­
Elmer 421 

Carbon. Brochure describes the Model 
555 total organic carbon analyzer, de­
signed for laboratory measurement of 
organic carbon in natural and waste 
water. Features, applications, and 
principles of operation are discussed. 
Ionics 423 

For more information on listed items, 
circle the appropriate numbers on one 
of our Readers' Service Cards 



Liquid handling. Catalog features dis­
laboratory products for pipet­

U"'l-'0uo,,,;;, measuring, and stor­
pipet tips, test 

transfer pipets, cuvettes, and 
microtitration plates. 28 pp. Bio-Rad 
Laboratories 425 

n'''C'luell products. Catalog features 
ImmtmO,aso;ay kits and magnetic sepa­

Chemical and physical 
Dr,oD,ortiec and technical information 

Advanced Magnetics 428 

1989 catalog lists bioactive 
small pep tides and sub­

poJ.yaJmirlO acids, and books. 
technical references, 
are included, Sigma 

426 

,-,~."c'n.M'rv Products. Catalog in­
cludes dispensers, desiccators, glass­

elE,WJOOLeS, and products for sam­
COJlle(;Wlll, processing, and 

Markson Science 422 

trosCopj aool1"",'OI'''. 

Laboratory equipment. Catalog in­
cludes autoclaves, balances, centri­
fuges, chromatography supplies, mem­
brane filters, diluters, pH meters, ti­
trators, cryoware, baths, and biotech­
nology instrumentation. 192 pp. Ace 
Scientific Supply Co. 427 

!~i.--. -ITI .' •. 
..::.. oc_ 

IR. Catalog includes IR cells for 
sampling; beam condensers for 
IR analysis; preparation and 
desiccant kits; accessories for solid 
sampling, sampling, and 
internal 60 pp. 
Elmer 

Model 366 bl-polenlloslal, designed for studies of kinetics and reaction mechanisms, 
can control two working electrodes operating at different and can monitor 
the currents generated at the electrodes. EG&G Princeton Research 402 

will speed sample identification while pro~ ever got 2.long without liS. (<I. 
viding accurate and precise analysis. GALILEO 

Galileo Electro·Optics CO"p. 
CIRCLE 60 ON READER SERVICE CARD 
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Search spectra online 

C13-NMR/IR 
Now available on STN® 

Now there's a new way to 
identify chemical substances 
online through their CNMR 
or IR spectra. Discover the 
Carbon 13 Nuclear Magnetic 
Resonance/Infrared file and 
see how invaluable it can be 
in your research! 

The file and its sources 
In C13-NMR/IR you'll find 
almost 120,000 spectra for 
90,000 compounds. Data are 
drawn from significant jour­
nals, spectral catalogs, and 
unpublished spectra from 
BASF and other industrial 
labs. 

The workshop Not familiar 
with searching spectra 
online? Our workshop shows 

you how to 

• find spectra by searching 
a substance name or 
molecular formula 

• predict a C13 spectrum or 
shift 

• find exact or similar 
structures 

• find substances using CAS 
Registry Numbers 

How to get started The 
C13-NMR/IR file is available 
only through the STN Interna­
tional network. If you're 
already an STN user, arrange 
access to C13-NMR/IR 
by calling Customer Service 
at 800-848-6538 ar 
614-447-3600. If you aren't 
yet using STN, return the 
enclosed coupon. 

1""------------------------------------------------------------.." 
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i 0 Yes! I'd like more information about C13-NMR/IR on STN : 
I International. Please rush me my FREE information package. : 
I I 

I I I ~~ I 
I I I Organization I 
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I M_ I 
I I 
I I 
I I 
I I 
I I 
I Phone 1 

I Mail to: STN International, cia Chemical Abstracts Service, I 
I Dept. 38389, P.O. Box 3012, Columbus, OH 43210 U.S.A. I 
I I 

I In Europe, contact STN International cia FIZ Karlsruhe, P.O. Box 2465, I 
I 0-7500 Karlsruhe 1, Federal Republic of Germany. Telephone: (+ 49) I 
I 7247/808-555. : 
L ____________________________________________________________ -1 
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ANALYTICAL 
APPROACH 

The Odyssey of Angiogenin: 
A Protein That Induces Blood Vessel Growth 
Daniel J. Strydom, James W. Fett, 

and James F. Riordan 
Center for Biochemical and Biophysical 

Sciences and Medicine and 
Department of Pathology 

Harvard Medical School 
Boston, MA 02115 

Proteins are a marvelously diverse 
group of molecules that have fascinat­
ed biochemists for decades, They come 
in all sizes, shapes, and colors, and their 
functions span virtually the entire 
spectrum of life processes. It is difficult 
to imagine a biological reaction that is 
not somehow connected with one or 
more proteins. Their functional diver­
sity is reflected in their structures: 
They can be incredibly complicated or 
simple polypeptides. By definition, 
proteins are polymers of up to 20 dif­
ferent amino acids that can be com­
bined in an infinite number of ways, 
but nature often requires the addition 
of non-amino-acid components that 
extend the complexity even more. Re­
searchers estimate that 1% of the hu­
man genome is actively transcribed 
into ~ 100,000 different proteins. 

The history of protein chemistry, 
which spans 150 years, is a testament to 
advances in analytical chemistry. Early 
on it became clear that proteins were 
not typical organic compounds that 
could be purified by crystallization and 
characterized by melting point and 
C,H,N analysis. Until the early 1950s 
proteins were not considered to be dis­
crete molecular entities and there was 
considerable controversy regarding 
their polypeptide nature. Sanger's se­
quencing of insulin was therefore much 
more than elegant deductive puzzle 
solving based on paper chromatogra­
phy (1). It established the fundamental 
principles of protein structure. 

Since then, achievements have 
mounted steadily as new analytical de­
velopments have been made, particu­
larly in the area of chromatography 

0003-2700/ A361-1173/$01.S0/0 
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(adsorption, ion-exchange, size exclu­
sion, bioaffinity, and reversed-phase), 
polyacrylamide gel electrophoresis, 
and capillary electrophoresis. Proteins 
that previously were inaccessible be­
cause oftheir extremely low abundance 
(a reflection of their highly specialized, 
highly localized, or highly potent ac­
tion) are now being described almost 
routinely. Thus an entire generation of 
new proteins has emerged, bringing 
with it an exciting new era in develop­
mental biology. 

Organogenesis 
Some 15 years ago our laboratory be­
came interested in the biochemical 
problem of organogenesis-the process 
by which cells aggregate, differentiate, 
and form discrete tissues and organs 
(2). As a specific example of this pro­
cess, we investigated the molecular 
mechanisms involved in angiogenesis 
-the development of a hemovascular 
network. Blood vessel proliferation 
takes place during embryonic growth; 
wound repair; in the development of 

/ 

the lining of the uterus, ovarian folli­
cles, and the placenta; and in a number 
of pathological states, particularly tbe 
growth of tumors (3). The proliferation 
of blood vessels in the vicinity of tu­
mors was described more than a centu­
ry ago and since then has generated 
much speculation and experimental ef­
fort. However, when our work was initi­
ated little was known about the nature 
of molecular messengers involved in 
this process. In fact, the existence of 
such "factors" was not yet fully estah­
lished. If, however, these molecules 
could be identified and characterized, 
their modes of action with target cells, 
mechanisms of action, and the process­
es that regulate their function could be 
investigated. 

Early work on tumor blood vessel 
growth suggested that angiogenesis 
was mediated by a diffusible sub­
stance(s) (4, 5). It was also found that 
experimental tumors cannot grow be­
yond a certain small size and may not 
be able to spread (i.e., metastasize) 
when deprived of a blood supply (3). 
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Inverse Gas 
Chromatography 
Characterization of Polymers and 
Other Materials 

No other single reference covers this rela· 
tively new subject area so completely! 
As an extension of conventional gas 

chromatography. inverse gas chromatography 
(IGC) has many advantages-simplicity. speed 
of data collection. accuracy, and low operating 
costs, 

This one volume offers an 
the most recent advances in and 
practical aspects of this approach, Twenty·two 
chapters provide information on: 
• instrumentation and methodology 
.. characterization of vapor-polymer systems 
G polymer-polymer systems 
II surfaces and interfaces 
.. analytical applications 
• application of lac in coal characterization and 

food science 

This valuable title discusses the application of 
IGC to the thermodynamic and acid·base in· 
teraction of components in polymer systems, 
and the technological advances in the field. 
Douglas R. Lloyd, Editor, University of Texas 
Thomas Carl Ward, Editor, Virginia Polytechnic 
Institute and State University 
Henry P. Schreiber, Editor, Ecole 
Polytechnique 
Clara C. Pizana, Assistant Editor 
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Therefore containment of neoplastic 
growth through control of tumor-in­
duced angiogenesis has been suggested 
as a therapeutic approach for cancer 
contro!' We reasoned that the growth 
medium in which tumor cells are culti­
vated should be a source of the secreted 
tumor-derived angiogenic sub­
stance(s). We realized, however, that 
biological messenger molecules could 
be extremely potent and hence might 
only exist in minuscule quantities. The 
progress of our studies depended on 
and closely paralleled the introduction 
of new techniques in the field of bio­
chemical research. 

Isolation of angiogenin 

In our initial attempts to isolate angio­
genic molecules, we used rat Walker 
carcinoma cells propagated in Petri 
dishes. This cell line was chosen be­
cause previously it had been studied 
extensively for this purpose and be­
cause it was available and easy to grow. 
The medium used to culture such cells 
contained the customary fetal calf se­
rum (FCS) as a source of growth fac­
tors, which greatly complicated our pu­
rification efforts because the FCS con­
tributed about a millionfold excess of 
contaminating proteins. To avoid this 
problem, we periodically replaced the 
growth medium with phosphate buff­
ered saline (PBS) into which the cells 
were allowed to secrete proteins for 
several hours. We obtained a few liters 
of "conditioned" PBS per month 
which, after dialysis and lyophilization, 
yielded a few milligrams of crude but 
active material. Purification to homo­
geneity required a sensitive, selective 
assay. 

, 

The angiogenesis assay that we 
adopted is a modification ofthat devel­
oped by Knighton et al. (6). Samples to 
be tested are applied to the fertilized 
chicken egg chorioallantoic membrane. 
After three days, the membrane is ex­
amined microscopically for evidence of 
blood vessel growth. Figure 1 shows a 
control and a positive sample eliciting a 
typical "spoke wheel" pattern of vessel 
growth. We have refined the assay to 
allow statistical analysis of the data by 
using a simple positive or negative re­
sponse as our measure of attribution in 
a Bernoulli trial (7). This allows the 
results to be analyzed as binomial dis­
tributions. 

Although we were able to demon­
strate angiogenic activity in the condi­
tioned PBS, we soon realized that this 
approach would never provide suffi­
cient material for characterization be­
cause virtually all that was produced 
was used for the assay. The only solu­
tion was large-scale cell culturing, and 
for this purpose we entered into a long­
term collaboration with the Monsanto 
Co. (This arrangement was the first 
major academic-industrial relation­
ship of its kind; its inception and devel­
opment are a separate saga.) 

Monsanto developed facilities for 
growing rat cells (in suspension cul­
tures containing FCS) in reactors with 
capacities varying from 12 to 40 L (8) . 
Working with such large volumes re­
quired extraordinarily stringent steril­
ity precautions and, despite these pre­
cautions, created seemingly endless 
difficulties. Nevertheless, eventually 
we had enough material to corroborate 
the existence of proteins with angio­
genic properties (2), and megascale cell 

Figure 1. Induction of blood vessels on the chick chorioallantoic membrane by 
angiogenin. 
The right pane! shows a positive and the left panel a negative angiogenic response (control). The positive 
response was induced by 25 ng of angiogenin; the control was a 5-.uL sample of water applied near the 
black spot. 
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Figure 2. Purification scheme for tumor-derived angiogenin_ 
(For details, see Reference 7.) 

culturing emerged as a viable commer­
cial venture. 

As we began making progress in the 
study, we reassessed the appropriate­
ness of studying rat tumor cells. Sever­
al human cancer cell lines had become 
available, so we turned our attention to 
the colon carcinoma cell line HT-29, 
These cells require relatively large 
amounts of "contaminating)) FCS, and 
we wondered whether it would be pos­
sible to cultivate them with little or no 
added serum. This turned out to be one 
of the most critical factors on the road 
to angiogenin, We discovered that HT-
29 cells could be maintained in a viable 
state in the absence of added serum or 
other proteins (9), Under specifically 
defined, serum-free conditions, the 
cells do not proliferate but continue to 
secrete proteins into the medium for 
weeks. Scaling up this method by using 
cell factories gave us multiliter quanti­
ties of medium on a weekly basis and 
made our attempt to isolate an angio­
genic molecule much more feasible. 

Chromatography 

Conventional chromatography was ad­
equate for the first steps of fraction­
ation, but each liter of the conditioned 
medium yielded only ~200 j.Lg of crude 
active material, Therefore, the last step 
in the isolation of angiogenin required 
the use of high-performance liquid 
chromatography (HPLC), which fortu­
nately was emerging as a new, powerful 
means of separating proteins in the 

early 1980s. Fractionation occurred on 
an octadecylsilane Synchropak RP-P 
column (lO-j.Lm particle size, 250 X 4,1 
mm at a flow rate of 1 mL/min with 
either acetonitrile/trifluoroacetic acid/ 
water or propanol/acetonitrile/trifluo­
roacetic acid/water gradients), Even 
after optimal conditions were estab­
lished, it was several years before a sin­
gle milligram of pure angiogenin was 
collected, The final scheme for purifi­
cation (Figure 2) is deceptively simple 
and today is considered routine, 

is difficult to overemphasize the 
significance of technical and operation­
al difficulties and the importance of 
their resolution to ensure success, The 
choice of the source for angiogenic ma­
terial; the identification of a suitable 
human cell line with acceptable angio­
genic activity; the mode of large-scale 
cell production; and the techniques for 
isolation, assay, and functional and 
chemical characterization of angio­
genin were all problems that had to be 
surmounted and converted into oppor­
tunities_ 

Sequencing 

A subtle example may convey some of 
the issues, Once cell culture methods 
had been established and were man­
ageable on a laboratory scale, several 
months offull-time effort by three peo­
ple were required to obtain 30 j.Lg of 
angiogenin-just enough for one se­
quencing experiment. 

In a classical sequence study, the 
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ANALYTICAL 
APPROACH 

protein is broken down by a series of 
chemical and enzymatic steps into sets 
of relatively short peptides whose indi· 
vidual sequences are determined and 
used to deduce the complete protein 
sequence. For angiogenin, however, 
this approach was precluded by a lack 
of material. Instead, we isolated an 18-
amino acid peptide from an enzymatic 
digest of angiogenin, determined its se­
quence, and used that information to 
synthesize a 26·residue oligodeoxyri· 
bonucleotide whose sequence was com­
plementary to the sequence of nucleo­
tides in DNA that genetically code for 
part of that peptide. The 26-mer was 
labeled with 32p so that it could be used 
as a probe. 

Next, the messenger RNA molecules 
from human liver cells were isolated 
and used as the template for enzymatic 
synthesis of the corresponding DNA 
molecules, which then constitute a 
complementary DNA (cDNA) library. 
Using recombinant DNA methodology, 
we inserted cDNAs into a plasmid (cir· 
cular extrachromosomal DNA mole­
cules that can replicate in microorgan. 
isms) that was used to infect E. coli 
cells. The cells infected with the plas­
mid (carrying the eDNA that codes for 
angiogenin) were detected by hybrid­
ization with the 26-mer probe. Plas· 
mids that bound the probe strongly 
were isolated and purified by cesium 
chloride gradient centrifugation. The 
eDNA inserts were removed with spe­
cific enzymes (restriction endonucle­
ases) and sequenced by using the meth­
od of Maxam and Gilbert (10). 

In the meantime, additional angio­
genin was accumulated and we pro· 
ceeded with classical protein sequenc­
ing. We determined the amino acid 
composition of the protein by using the 
newly developed PicoTag procedure 
(11), in which the protein is acid hydro· 
lyzed to its constituent amino acids, 
which are converted into phenyl­
thiohydantoin derivatives with 
CsH5NCS and quantitated by HPLC. 
Of the 123 constituent amino acids, one 
methionine and one tryptophan were 
sites for specific chemical cleavage of 
the intact protein. We intended to se· 
quence the amino tsrminal of the pro­
tein by the Edman degradation meth­
od, cleave the remaining protein at the 
methionine and tryptophan residues, 
respectively, and sequence the result­
ing fragments. We were dismayed to 
discover that the a-amino group of the 
N·terminal residue was blocked and, 
hence, direct sequencing was impossi· 
ble; the subsequent chemical cleavage 
reactions were equally uninformative. 

Enzymatic hydrolysis of the native 
soluble protein with trypsin (which 
catalyzes the cleavage of peptide bonds 
following lysine and arginine residues) 
ultimately was chosen to avoid further 
problems, and this put us on the path­
way to success. We were aided by the 
concomitant development of HPLC 
methods for protein and peptide puri· 
fication, especially by reversed-phase 
LC. The scarcity of material made 
every analytical experiment a prepara· 
tive one as well. Our strategy for tryptic 
peptide separation assumed a mixture 

of both large and small peptides. Be· 
cause large·pore·size reversed·phase 
supports should give better yields of 
large peptides (12-15), we chose a C3 
column to enhance this probability 
(16). Small peptides, as expected, were 
not retained and the breakthrough was 
rerun on a C's column. Pure peptides 
were obtained at the nanomole level 
without excessive background con· 
tamination from buffer, column mate­
rials, or handling. 

We needed to determine amino acid 
composition at or below the lOO·pmol 
level and simultaneously measure 
amino acid sequence at or below the 
l-nmollevel. (Today a O.l·nmollevel is 
routinely achieved.) Amino acid analy­
sis on ion-exchange resins, using ninhy­
drin for detection, could be used at 
50-pmol sensitivity. In fact, most of the 
amino acids could be determined semi­
quantitatively at the lO·pmol level. 
However, the PicoTag method allows 
analyses to be performed by reversed· 
phase HPLC (at 254 nm) and inter· 
preted at levels as low as 1-5 pmol. 

Sequencing extremely low levels of 
protein required changes in the per­
formance of the Beckman 890C se· 
q uencer, largely by the use of aldehyde· 
free reagents and implementation of 
the solvent purification/filtration sys· 
tems of Frank (17). As material became 
available, the protein·sequencing stud­
ies assumed multiple objectives. Was 
angiogenin a known protein or closely 
similar in sequence to a known protein 
(i.e., was it an oncogene product [18])? 
Did it contain disulfide bonds? How 
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Figure 3. Alignment of the amino acid sequences of human pancreatic ribonuclease (35) and angiogenin. 
A. alanine; C, cysteine; D, aspartic acid; E, glutamic acid; F, phenylalanine; G, glycine; H. histidine; I, isoleucine; K. lysine; L. leucine; M. methionine; N, aspara­
gine; p, proline; Q. glutamine; R. arginine; S. serine; T, threonine; V, valine; W, tryptophan; Y. tyrosine. Identities between the two sequences are boxed. The ac­
tive site histidine and lysine residues are emphasized and the disulfide bridges between cysteine residues (shaded) are indicated by dotted lines. 
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figure 4. The odyssey of angiogenin. 

were they paired? Did it undergo post­
translational modifications? The an­
swers to these questions could provide 
insight into its mode of action. 

Despite the challenges and frustra­
tions of sequencing, the effort was 
worthwhile. As we soon discovered, the 
primary structure of angiogenin is ho­
mologous to that of ribonuclease A (19, 
20). This was unexpected yet signifi­
cant because RNase A is one of the 
most extensively studied of all proteins 
(21, 22). The sequences of these two 
proteins are 35% identical with only 
four gaps needed to optimize their 
alignment (Figure 3). The active site 
residues His-12, Lys-40, and His-1l9 of 
RNase are all preserved in angiogenin, 
as are three of its four disulfide bonds. 

The RNase A homology emerged 
from a process of successive develop­
ments in biological assays, cell cultur­
ing, HPLC, amino acid analysis, se­
quencing, a.'1d, in the end, recombinant 

Therapeutics 

DNA technology (Figure 4). It has 
proved to be pivotal to all of the de­
tailed investigations of angiogenin that 
have been carried out in the past four 
years. It provided the incentive to de­
termine whether angiogenin could also 
hydrolyze RNA (23-25), to identify a 
potent inhibitor (26-28), and to ex­
plore the relationship between the an­
giogenic and enzymatic activities of an­
giogenin by site-directed mutagenesis 
(29-31). It now appears that for angio­
genin to induce neovascularization, it 
must be catalytically active as a ribo­
nuclease and must be able to bind spe­
cifically to a cell membrane receptor. 
Details of the mechanism of blood ves­
sel formation are still under investiga­
tion. 

An analogous relationship was recog­
nized some years ago between angio­
tensin-converting enzyme (ACE) and 
another pancreatic hydrolase, carboxy­
peptidase A, which ultimately led to 
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the development of the extremely ef­
fective antihypertensive ACE inhibi­
tors that are in widespread therapeutic 
use today (32). More recently, insights 
derived from studying pepsin and re­
lated aspartyl proteases are expected 
to be carried over to the design of spe­
cific HIV-1 protease inhibitors (33). 
Similarly, many therapeutic potentials 
have been postulated for both angio­
genin and its inhibitors (31). These in­
clude wound healing, bone and tissue 
repair, and organ transplantation, on 
the one hand; and cancer, arthritis, and 
diabetic eye-damage therapy on the 
other. 

If any of these reach fruition it will 
be partly because of the many years of 
effort that were devoted to the study of 
the structure and function of pancreat­
ic ribonuclease largely during the 1950s 
and 1960s. In addition, we might still 
be waiting for the first clue to the an­
giogenin/ribonuclease homology were 
it not for the tremendous advances in 
protein purification and sequence 
technology that occurred during the 
late 1970s and early 1980s. We would 
not have embarked on this odyssey at 
all were it not for the early observations 
of a relationship between tumor growth 
and blood vessel proliferation (34); the 
suggestions by Baltzer, Needham, Spe­
mann et al. that chemically discrete 
molecules induce organ formation (2); 
the experimental evidence of Folkman, 
Cotran, and others (3) that diffusible 
factors stimulate angiogenesis; and, 
last but not least, the generous support 
of our industrial colleagues. 

The work described here was supported in part by 
funds from the Monsanto Co. and Hoechst, AG. 
under agreements with Harvard University. We 
thank B. L. Vallee for advice and support and the 
staff of the Center for Biochemical and Biophysi­
cal Sciences and Medicine for many helpful dis­
cussions. 
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High-Sensitivity Peptide Mapping by Capillary Zone 
Electrophoresis and Microcolumn Liquid Chromatography, Using 
Immobilized Trypsin for Protein Digestion 

Kelly A. Cobb and Milos Novotny' 

Department of Chemistry, Indiana University, Bloomington, Indiana 47405 

Procedures for the reduced-scale analysis of proteins by 
peptide mapping have been developed, allowing peptide maps 
to be obtained from plcomole to femtomole quantities of 
protein. The use of trypsin Immobilized on agarose gel and 
placed In a small reactor column has made it possible to 
reproducibly digest as little as 50 ng of protein. This repre­
sents a decrease In sample size of approximately 3 orders of 
magnitude from conventional tryptic digestion schemes. 
Separations of tryptic digests were accomplished by using 
either mlcrocolumn high-performance liquid chromatography 
(HPLC) or capillary zone electrophoresis (CZE). Separations 
of 100 ng (4 pmol) of tryptic digest samples of ,B-casein were 
achieved with mlcrocolumn HPLC, while separations of ap­
prOXimately 2 ng (80 fmol) of ,B-caseln tryptic digest (from a 
total sample size of 50 ng) were possible wHh CZE. Peptide 
maps from phosphorylated and dephosphorylated forms of 
,B-caseln were readily distinguishable using both separation 
methods, demonstrating an ability to detect a single amino 
acid modification in a protein. Relative standard deviations 
of peak retention or migration times were less than 3 % for 
mlcrocolumn HPLC and less than 1 % for CZE. 

INTRODUCTION 
Analytical methods used for protein identification and 

characterization have occupied longstanding roles of impor­
tance in biochemical and physiological investigations. Peptide 
mapping represents one of the most powerful and successful 
tools available for the study of proteins. The technique of 
peptide mapping involves the enzymatic or chemical cleavage 
of a protein into a number of smaller peptide fragments, 
followed by separation and detection of the peptides to yield 
a so-called peptide map. This peptide map then serves as a 
unique fingerprint of the protein and can accurately reveal 
very subtle differences between individual proteins. Appli­
cations for which peptide mapping has proven to be partic­
ularly valuable include the detection of posttranslational 
amino acid modifications (1, 2), the identification and 
localization of genetic variants (3, 4), and the quality control 
and monitoring of genetically engineered protein products (5, 
6). Since the introduction of peptide mapping (7), the mode 
of peptide separation has developed from slab gel electro­
phoresis and thin-layer chromatography (8, 9) to high-per­
formance liquid chromatography (HPLC) (10-14) and, most 
recently, to capillary zone electrophoresis (CZE) (15). 

An important aspect of all methods used for the analysis 
of proteins is the ability to obtain reliable results from ex­
tremely small quantities of sample. Very often, proteins of 
interest, such as those occurring in physiological fluids, are 
only available in submicrogram quantities. To fully charac­
terize a protein, a combination of techniques may need to be 
utilized, including protein separation and isolation, peptide 
mapping, and amino acid analysis and! or sequencing. The 
separation and isolation of picomole to femtomole quantities 

0003-2700/89/0361-2226$01.50/0 

of protein, using reduced-diameter chromatographic columns, 
have been demonstrated (16, 17). Analysis of amino acids 
resulting from the total hydrolysis of femtomole amounts of 
protein has been reported (18). Edman degradation-type 
sequencing procedures can routinely be performed on picomole 
quantities of protein (19), and sensitivity improvements in 
this area are anticipated. In comparison to the aforementioned 
techniques, conventional peptide mapping routines have been 
somewhat lacking in terms of compatibility with extremely 
small sample sizes. Although impressive HPLC separations 
of picomole quantities of tryptic digests have been reported 
(16, 20), the initial enzymatic hydrolysis procedures have 
required nanomole to micromole quantities of protein. The 
goal of the work reported here has been to develop an overall 
approach for the peptide mapping of picomole or smaller 
quantities of protein. To accomplish this, we have addressed 
both the sample preparation requirements as well as the 
peptide separation methods. A novel means of obtaining 
tryptic digests from low-nanogram quantities of protein is 
described, which utilizes trypsin immobilized on a solid sub­
strate and placed in a small reactor column. Separations of 
the resultant protein digests are accomplished with either 
microcolumn HPLC or capillary electrophoresis, both of which 
exhibit high separation efficiencies, improved mass sensitivity 
in conjuction with concentration-sensitive UV absorbance 
detectors, and compatibility with very small sample sizes (21, 
22). The advantages and drawbacks of both separation 
methods for high-sensitivity peptide mapping are presented, 
and the reproducibilities of the procedures are assessed. 

EXPERIMENTAL SECTION 
Reagents. ,,-Casein, dephosphorylated ,,-casein, N-[tris(hy­

droxymethyl)methylJglycine (Tricine), and tris(hydroxy­
methyl)aminomethane (Tris) were purchased from Sigma 
Chemical Co. (St. Louis, MO). HPLC-grade acetonitrile and 
trifluoroacetic acid were obtained from Fisher Scientific (Fair 
Lawn, NJ). Immobilized TPCK-trypsin on an agarose gel sub­
strate was obtained from Pierce (Rockford, IL). Ammonium 
bicarbonate was reagent grade (Mallinckrodt, Inc., Paris, KY). 
Distilled water was used for the preparation of buffers and mobile 
phases. All buffers and mobile phases were fIltered through 0.2-/illl 
Nylon-66 membrane fIlters (Alltech Associates, Deerfield, IL) and 
degassed prior to use. 

Preparation of Tryptic Digests. Reactor columns were 
prepared from thick-walled Pyrex tubing, 30 cm X 1 mm Ld. One 
end of the column was tapered to an inside diameter of 0.5 mm, 
and a small piece of silanized glass wool was placed in the tapered 
end. TPCK-trypsin inunobilized on agarose gel was rinsed several 
times with 0.05 M ammonium bicarbonate buffer (pH 8.2). A 
slurry of the gel in ammonium bicarbonate buffer was added to 
a small reservoir attached to the top of the reactor column and 
allowed to flow into the column. After the column was filled with 
gel, it was rinsed with several column volumes of buffer prior to 
use. Solutions of protein were prepared in 0.05 M ammonium 
bicarbonate buffer at concentrations ranging from 0.1 to 0.3 
mg!mL. An aliquot of the protein solution (0.2-1.0 I'L) was added 
to the top of the reactor column and eluted through with am­
monium bicarbonate buffer at atmospheric pressure. Effluent 
from the reactor column was collected in a 500-I'L vial and lyo-
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philized. Dried samples were stored at -20°C until use. Samples 
were dissolved in 0.5-2.0 ilL of distilled water immediately prior 
to separation by either microcolumn HPLC or CZE. 

Microcolumn HPLC Separations. Fused silica capillary 
columns (Polymicro Technologies, Phoenix, AZ) were slurry­
packed with a C18 stationary phase (5-1'ffi Capcell Pak, Shiseido, 
Tokyo, Japan), using a previously described procedure (23). 
Column dimensions were 100 cm X 250 iLm i.d. A Varian Model 
8500 syringe pump (Varian Instrument Division, Palo Alto, CAl 
was used to provide pulseless flow at constant pressure. A iLLC-I0 
UV-absorbance detector (ISCO, Lincoln, NE) with a 1 mm path 
length flow cell was operated at 215 nm. A stop-flow injection 
technique (24) was employed to allow full utilization of very small 
sample volumes with minimal sample loss. A step gradient elution 
method (24) was used. The mobile phase consisted of aqueous 
acetonitrile containing 0.1 % trifluoroacetic acid. The gradient 
of increasing acetonitrile was comprised of the following steps, 
given in percent acetonitrile and volume of the step, respectively: 
15%,18 ilL; 18%, 19 ilL; 21 %,20 ilL; 24%, 23 ilL; 28%, 25 ilL; 
32%,25 iLL; 37%,25 iLL; 42%, 39 iLL; 47%, 68 iLL; 52%, 48 iLL. 
The flow rate employed for all chromatographic separations was 
3.0 ilL/min. 

Capillary Electrophoresis Separations. The capillary 
electrophoresis system was constructed in-house, following the 
basic format described by Jorgenson and Lukacs (25). A dc power 
supply capable of delivering up to 30 kV (Spellman High Voltage 
Electronics Corp., Plainview, NY) was used to provide the high 
voltage. Applied voltage for all separations shown was 22 kV. 
Fused silica capillaries (Polymicro Technologies, Phoenix, AZ) 
had inner diameters of 50 iLm and outer diameters of 190 iLm and 
were 100 cm in length (85 cm separation length). On-column 
detection was performed by use of a variable wavelength UV­
absorbance detector (UVIDEC-100-V, Jasco, Tokyo, Japan) with 
an in-house modified flow cell, operated at 215 nm. A short section 
of polyimide cladding on the fused silica capillary was removed 
to produce the optical window. The buffer system used for all 
CZE separations was composed of 0.04 M Tris/0.04 M Tricine 
(pH 8.1). Sample introduction was accomplished by hydrody­
namic flow (26) with a height differential of 22 cm for the ends 
of the capillary. The capillary was rinsed sequentially with 0.1 
M NaOH, distilled water, and buffer, for approximately 1 min 
each, between the individual electrophoretic runs. 

RESULTS AND DISCUSSION 

A model protein was used in the development of the tryptic 
digest preparation scheme and the peptide mapping separa­
tions described here. The protein used was /3-casein, whose 
primary structure is shown in Figure 1 (27). /3-Casein is a 
well-characterized phosphoprotein and was chosen as a model 
for our microscale peptide mapping work because of its in­
termediate size (23982 daltons) and availability in both 
phosphorylated and dephosphorylated forms, which were used 
for comparative studies. 

Protein Hydrolysis with Immobilized Trypsin. The 
most common means of cleaving a protein into smaller frag­
ments for peptide mapping purposes has been the use of the 
proteolytic enzyme trypsin (28). Tryptic digestion is desirable 
due to the quantitative and very specific nature of the hy­
drolysis process (trypsin cleaves only at the C-terminal side 
of lysine and arginine residues). Reactions for the tryptic 
hydrolysis of proteins have traditionally been performed in 
solution, involving a homogeneous mixture of the protein and 
trypsin (29, 30). The protein and trypsin concentrations, 
protein-to-trypsin ratio, pH, temperature, and time of incu­
bation are maintained at optimum levels for enzyme activity. 
Our initial attempts to develop a procedure for the tryptic 
digestion of very small amounts of protein were based on 
simple modifications of this conventional procedure. Suc­
cessive dilutions of individual solutions of protein and trypsin 
were made, thereby allowing smaller amounts of both protein 
and trypsin to be obtained in the aliquots which were mixed. 
The ratio of protein to trypsin was maintained near the op­
timum level (approximately 50:1 (w/w». This approach was 

H2N-Arg.,Glu-Leu-Glu-Glu-Leu-Asn-Val-Pro-GIY-Glu-lIe-val-Glu-Pse­

leu-Pse-Pse-Pse-Glu-Glu-Ser-lIe-Thr-Arg"le-Asn-Lys.Lys"le-Glu­

LYS{he-Gln-Pse-Glu-Glu-Gln-Gln-Gln-Thr-Glu-Asp-Glu-Leu-Gln-Asp­

Lys"le-His-Pro-Phe-Ala-Gln-Thr-Gln-Ser-Leu- Val-Tyr- Pro-Phe-Pro­

Gly-Pro-lie-Pro-Asn-Ser-Leu-Pro-Gln-Asn-lIe-Pro-Pro-Leu-Thr-Gln-

Thr-Pro-Val- Val- Val-Pro-Pro-Phe-Leu-Gln-Pro-Glu- Val-Met-Gly-Val-

Ser-Lys.Val-Lys.Glu-Ala-Met-Ala-Pro-Lys.HiS-Lys.Glu-Met-Pro-Phe­

Pro- Lys.T yr-Pro-Val-Gln-Pro-Phe-Thr-Glu-Ser-Gln-Ser- Leu-Thr-Leu­

Thr-Asp-Val-Glu-Asn-Leu-His-leu-Pro-Pro-Leu-leu-leu-GIn-Ser-Trp-

Met-His-Gln-Pro-His-Gln-Pro-Leu-Pro-Pro-Thr-Val-Met-Phe-Pro-Pro-

Gln-Ser-Val-Leu-Ser-Leu-Ser-Gln-Ser-Lys ... val-Leu-Pro-VaI-Pro-Glu­

Lys ... Ala-val-Pro-Tyr-pro-Gln-Arg.AsP-Met-Pro-lie-Gln-AJa-Phe-Leu­

Leu-Tyr-Gln-Gln-Pro-Val-Leu-Gly-Pro-Val-Arg ... Gly-PrO-Phe-Pro-lIe­

lIe-Val-eaaH 

Figure 1. Primary structure of ,a-casein (A 2 variant). Arrows show 
theoretical cleavage sites when digested with trypsin. Pse indicates 
phosphoserine. 

viable down to a level of a few micrograms of protein but 
eventually reached a point where the protein/trypsin mixture 
was so dilute that cleavage of the protein was frequently 
incomplete and reproducibility was poor. This was attributed 
to the fact that the trypsin concentration was far below its 
optimum, which significantly slowed the enzyme kinetics. A 
variation of this procedure involved the use of dilute protein 
solutions and more concentrated trypsin solutions, to allow 
the fInal concentration of trypsin to be near the optimum level. 
In this situation, however, it was impossible to maintain the 
proper ratio of protein to trypsin, and in fact, the amount of 
trypsin in the digest mixture approached or exceeded the 
amount of protein. This is an undesirable situation because 
trypsin will readily undergo autolysis, resulting in a final 
digestion mixture consisting primarily of peptide fragments 
from the trypsin. 

Our fInal solution to the tryptic digestion of extremely small 
amounts of protein necessitated a complete departure from 
the conventional procedure. Rather than using trypsin in 
solution, we utilized trypsin immobilized on a solid substrate 
and loaded into a small column to form a fixed-bed reactor. 
An aliquot of a protein solution can then be applied to the 
top of the reactor column and eluted through with a buffer 
solution. As the protein comes into contact with the trypsin, 
it is cleaved at the lysine and arginine residues. The buffer 
used for elution must be volatile, to avoid the presence of a 
large amount of salt from the buffer following lyophilization 
of the samples. Additionally, a buffer pH near 8 is needed 
for optimal trypsin activity. An ammonium bicarbonate buffer 
was found to be well suited for this purpose. 

Immobilized trypsin offers several advantages in comparison 
to trypsin in solution (31, 32). Immobilized trypsin is con­
siderably more resistant to autolysis and therefore maintains 
its activity for prolonged periods of time. Individual reactor 
columns can be used for several weeks, provided a continual 
flow of buffer is maintained through the column. The re­
sistance to autolysis also minimizes the oCcurrence of extra­
neous trypsin fragments in the protein digest samples. Use 
of the immobilized trypsin/reactor column format allows for 
easy regulation of the cleavage process by varying the flow 
rate of the eluent through the column and by using columns 
of different dimensions. The immobilized trypsin is also 
effective when used with very small volumes of dilute protein 
solutions. We have obtained reproducible tryptic digests of 
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Figure 2. Tryptic digests of is-casein, separated by microcolumn HPLC. 
Chromatograms were obtained from three separate sample prepara­
tions of the following sizes: (A) 300 ng of protein digest; (B) 200 ng 
of protein digest; (C) 100 ng of protein digest. Numbered peaks in part 
A relate to Table I and bear no relationship to the numbers in Figure 
4A or Table II. 

is-casein from sample volumes as small as 0.2 I'L and from 
solutions as dilute as 4 X 10-8 M. Whereas the limit of tryptic 
digestion using the conventional procedure in solution was 
a few micrograms of protein, the immobilized trypsin scheme 
allows digestion of a few nanograms of protein (picomole to 
femtomole quantities). 

Microcolumn HPLC for Peptide Mapping. Reversed­
phase HPLC using conventional columns (4.6 mm i.d.) has 
become one of the most popular and successful methods for 
the separation of peptides in peptide mapping applications. 
A proven means of enhancing HPLC efficiency and sensitivity 
is miniaturization of the HPLC columns (21, 33). Reduced­
diameter HPLC columns are also well suited for use with 
extremely small sample sizes. Microcolumn HPLC (250 I'm 
i.d. columns) in the reversed-phase mode was thus investigated 
as a separation method for our reduced-scale peptide mapping 
studies. Figure 2 shows three peptide maps from the separate 
tryptic digests of is-casein, ranging in size from 300 ng (12 
pmol) to 100 ng (4 pmol) of total protein which was digested. 
For each of these separations, the lyophilized tryptic digest 
sample was dissolved in 2 I'L of water and the entire sample 
was used to obtain the chromatogram. Reproducibility of the 
tryptic digestion method is evidenced by the peak-to-peak 
comparison among the three sample sizes. The 100-ng sample 
is approaching the useful limit of detectability of Our UV 
detector, without suffering the loss of smaller peaks into the 
base-line noise. The upward drift of the base line which is 
evident in the chromatograms in Figure 2 is due to the ace­
tonitrile gradient used. The inherent absorbance of organic 
solvents at the low wavelengtbs needed for detection of peptide 
bonds, combined with slight changes in flow rate as the gra­
dient progresses, results in the base-line drift. It is, in fact, 
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Figure 3. Comparison of tryptic digests from (A) phosphorylated and 
(B) dephosphorylated forms of is-casein, separated by microcolumn 
HPLC. Arrows point to the two peaks which exhib~ different retention 
times between the two forms. Each chromatogram was obtained from 
a 300 ng protein digest sample. 

the gradient elution that limits the sensitivity of the micro­
column HPLC separations. To keep the base-line drift to an 
acceptable level, the detector cannot be utilized at its highest 
sensitivity setting. Techniques such as base-line subtraction, 
which are frequently employed in conventional HPLC, are 
difficult to use with microcolumn HPLC (in which step gra­
dients currently predominate) because of the irregularities in 
the step gradient profile. Anticipated improvements in the 
generation of mobile phase gradients for microcolumn HPLC 
may help to alleviate these problems and lead to improved 
sensitivity. 

As previously mentioned, is-casein is a phosphoprotein, 
containing five phosphoserine residues (Figure 1). Upon 
digestion with trypsin, these five phosphoserine amino acids 
will be distributed among two peptides, with four phospho­
serine residues in one peptide and one phosphoserine in an­
other. is-Casein can also be obtained in a dephosphorylated 
form, in which the phosphoserine residues are replaced by 
serine residues. The peptide maps of the two forms of is-casein 
should be distinguishable due to differences in retention be­
havior of the two peptides containing either phosphoserine 
or serine. Such a comparison is illustrated in Figure 3, which 
shows the microcolumn HPLC peptide maps of phosphory­
lated and dephosphorylated forms of is-casein. As expected, 
there are two peaks exhibiting different retention times be­
tween the two forms, while the remaining peaks show essen­
tially identical patterns. Reversed-phase HPLC separates 
components primarily on the basis of hydrophobicity, with 
the most hydrophobic components having the longest reten­
tion times. The removal of phosphate groups from a peptide 
should increase the hydrophobicity, and hence the retention 
time, of that peptide. Such behavior is noted in the chro­
matograms in Figure 3, in which two peaks are shifted to 
longer retention times in the dephosphorylated form of the 
protein. These separations demonstrate the ability of mi­
crocolumn HPLC peptide mapping to detect the phospho-
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Table I. Reproducibility of Retention Times for 
Microcolumn HPLC Peptide Mapping" 

peak no. 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 

retention time, min (n = 5) 

x RSD,% 

10.76 
16.36 
17.64 
20.88 
31.60 
40.52 
45.96 
47.24 
50.04 
56.00 
60.24 
61.48 
62.60 
65.08 

0.183 
0.139 
0.240 
0.317 
0.940 
0.661 
0.787 
0.682 
0.730 
0.817 
1.157 
1.089 
0.909 
1.272 

1.701 
0.849 
1.360 
1.518 
2.975 
1.631 
1.712 
1.444 
1.459 
1.459 
1.926 
1.773 
1.452 
1.951 

a X, mean; S, standard deviation; RSD, %, relative standard de­
viation. Peak numbers relate to Figure 2A. 

rylation of a single amino acid in a protein. Similar capabilities 
should exist for other types of amino acid modifications, such 
as glycosylation. 

Because peptide mapping is primarily a comparison-based 
technique, a high degree of reproducibility is required of the 
separation method employed. The deviations in retention 
times of 14 major peaks from i1-casein tryptic digests were 
calculated, using five different chromatograms obtained from 
varying sample sizes. The reproducibility data are summarized 
in Table I, and it can be seen that the relative standard de­
viation is less than 2 % for all peaks except one. The variations 
in retention times are attributed primarily to the step gradient 
elution technique and the inability to precisely reproduce the 
gradient from run to run. 

Capillary Zone Electrophoresis for Peptide Mapping. 
CZE is a relative newcomer to the field of separation science, 
but it has proven to be an extremely powerful technique, 
particularly for the separation of biomolecules. Highly effi­
cient and sensitive separations of proteins (34), nucleotides 
(35), peptides (36), and amino acids (37) have recently been 
achieved with CZE. In free-solution CZE (without the use 
of micellar modifiers or gels), separation is based on the 
difference in electrophoretic mobilities of the analytes in an 
applied electric field. Electrophoretic mobilities are directly 
related to the charge densities of the analytes (38). Substances 
with very subtle differences in charge densities can be resolved 
by CZE by manipulating such parameters as buffer compo­
sition and pH, applied voltage, and capillary dimensions. 

The inherently high separation efficiencies of CZE, coupled 
with its compatibility with small sample sizes, have made CZE 
a natural choice for separation of complex mixtures in our 
high-sensitivity peptide mapping work. Figure 4 shows three 
electropherograms obtained from separate tryptic digests of 
i1-casein. The tryptic digests range in size from 150 ng (6 pmol) 
to 50 ng (2 pmol) of starting protein. However, unlike the 
microcolumn HPLC separations which utilized the entire 
sample, the CZE separations shown in Figure 4 have been 
obtained from only a small fraction of the individual digests. 
Hydrodynamic injection volumes were calculated from the 
known injection times and the measured velocity of the hy­
drodynamic flow, as previously described by Rose and Jor­
genson (39). From a total sample volume of 500 nL, a max­
imum of 20 nL was used to obtain each of the CZE separations. 
This corresponds to 6 ng (250 fmol), 4 ng (166 fmol), and 2 
ng (83 fmol) of protein digest actually separated in Figure 4 
(A, B, and C, respectively). Thus, we see sensitivity im­
provements of nearly 2 orders of magnitude for CZE in com­
parison to microcolumn HPLC. This improved sensitivity is 
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Figure 4. Tryptic digests of i1-casein, separated by CZE. Elec­
tropherograms were obtained from three separate sample preparations 
of the following sizes: (A) 150 ng of protein digest (ca. 6 ng introduced 
into capillary); (B) 100 ng of protein digest (ca. 4 ng introduced into 
capillary); (C) 50 ng of protein digest (ca. 2 ng introduced into capillary). 
Numbered peaks in part A relate to Table II and bear no relationship 
to the numbers in Figure 2A or Table 1. 

attributed to several factors. First, the UV detector in the 
CZE separations can be utilized at its highest sensitivity 
setting without significant noise and base-line instability. The 
absence of gradient elution and organic solvents in the buffer 
system employed for CZE results in a much lower background 
absorbance, thereby overcoming the primary limitation of the 
microcolumn HPLC separations. Second, the higher effi­
ciencies of CZE separations result in sharper, taller peaks, 
which are, in turn, detectable at lower levels. Third, mass 
sensitivity of the 50 I'm i.d. capillaries used in our CZE sep­
arations is inherently greater than that of the 250 I'm i.d. 
columns used for microcolumn HPLC (in conjunction with 
concentration-sensitive detectors, such as UV absorbance). 

The sensitivity of CZE separations is limited primarily by 
the small sample volumes which can be utilized. This sample 
volume restriction necessitates the use of concentrated sam­
ples, from which only a few nanoliters will actually be used 
for the separation. Although we now have the capability to 
prepare tryptic digests from small volumes of dilute protein 
solutions, the resultant protein digest must be dissolved in 
a finite volume (typically 500 nL or greater) of liquid to allow 
reliable sample injections to be made. Therefore, it was im­
possible to utilize the entire tryptic digest sample in obtaining 
the peptide map, as was done with microcolumn HPLC. In­
jection volumes greater than about 20 nL were found to result 
;.n inferior electropherograms, apparently due to distortion 
of the electric field profile (40). 

A comparison of the peptide maps of phosphorylated and 
dephosphorylated forms of i1-casein was done with CZE (as 
previously described for microcolumn HPLC), and the re­
sulting electropherograms are shown in Figure 5. Again, two 
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Figure 5. Comparison of tryptic digests from (A) phosphorylated and 
(B) dephosphorylated forms of /3-casein, separated by CZE. Arrows 
point to the two peaks which exhibn different migration times between 
the two forms. Each electropherogram was obtained from a 100 ng 
protein digest sample, wnh ca. 4 ng introduced into the capillary in each 
case. 

peaks exhibit shifts in retention time between the two forms, 
consistent with the distribution of phosphoserine residues in 
the tryptic peptides. Because electrophoretic mobilities of 
the peptides are strongly dependent on charge density, any 
modification that changes the charge density of certain pep­
tides should be evident in the peak pattern of the peptide map. 
Dephosphorylation effectively reduces the net negative charge 
of the peptides containing phosphoserine residues, which is 
reflected in their increased mobility toward the cathodic 
electrode at the detector end of the capillary. Hence, reduced 
migration times of two peaks are observed in the dephos­
phorylated peptide map. 

Reproducibility of migration times for 14 major peaks from 
CZE peptide maps of /3-casein was evaluated, and results are 
given in Table II. Relative standard deviations are less than 
1 % for all peaks, indicating a slight improvement in com­
parison to the data for microcolumn HPLC in Table I. This 
improved reproducibility is attributed to the absence of 
gradient elution in CZE and the greater simplicity of the 
experimental procedure. The small deviations in migration 
times which are encountered in CZE separations are likely 
due to variations in the electroosmotic flow from run to run. 

It is important to emphasize the experimental conditions 
that were employed for all CZE separations in this study. We 
have purposely maintained the simplest conditions in terms 
of the buffer system and capillary treatment. The buffer 
consisted of a binary mixture of Tris and Tricine, at pH 8.1, 
with no added modifiers. At this pH, a complex mixture of 
peptides can be expected to contain both positively and 
negatively charged peptides, depending on the overall iso­
electric point of the peptide. The separation of both positively 
and negatively charged species in a single electrophoretic l"UP. 

is made possible due to the presence of a strong electroosmotic 
flow which exists within the capillary (41). This electroosmotic 
flow is a result of the negative zeta potential at the walls of 
the fused silica capillaries, thereby making the bulk osmotic 
flow toward the negative (or ground) electrode. It is possible 

Table II. Reproducibility of Migration Times for CZE 
Peptide Mapping" 

migration time, min (n = 5) 

peak no. RSD,% 

1 9.02 0.057 0.632 
2 9.14 0.049 0.536 
3 10.06 0.042 0.417 
4 10.30 0.054 0.524 
5 10.75 0.051 0.474 
6 12.75 0.051 0.400 
7 13.20 0.033 0.250 
8 13.28 0.029 0.218 
9 15.90 0.077 0.484 
10 16.10 0.068 0.422 
11 16.87 0.D78 0.462 
12 17.44 0.071 0.407 
13 18.13 0.087 0.480 
14 18.68 0.086 0.460 

a X, mean; $, standard deviation; RSD, %, relative standard de­
viation. Peak numbers relate to Figure 4A. 

to eliminate or substantially reduce the electroosmotic flow 
by coating the walls of the capillary with an uncharged ma­
terial, and several workers (36, 42) have found this to be 
effective in reducing the adsorption of positively charged 
analytes to the capillary walls. We have chosen to work with 
uncoated capillaries and have made no attempt to reduce or 
eliminate the electroosmotic flow. In spite of the negatively 
charged capillary walls, the peptides do not appear to be 
adsorbing to the capillary walls, as evidenced by the absence 
of any significant peak tailing or broadening. Thus, resolution 
of complex mixtures of peptides can be accomplished by CZE 
without the use of buffer additives or capillary coatings, 
maintaining the desirable simplicity ofthe separation method. 

CONCLUSIONS 
We have developed an overall procedure for high-sensitivity 

peptide mapping, allowing reproducible peptide maps to be 
obtained from low-nanogram quantities of protein. This work 
serves to bring the sample requirements for peptide mapping 
to a level comparable to that of microscale protein isolation 
and amino acid analysis. A critical component of successful 
peptide mapping is the initial sample preparation. The use 
of immobilized trypsin in a small-bore reactor column has 
allowed us to obtain complete and reproducible tryptic digests 
from as little as 50 ng (2 pmol) of protein. This represents 
a decrease of approximately 3 orders of magnitude from 
quantities digested by the conventional procedures in solution. 

Both microcolumn HPLC and CZE have been successful 
in the resolution of tryptic digests of picomole quantities of 
protein, with each method exhibiting unique advantages and 
disadvantages. Microcolumn HPLC is capable of excellent 
resolution of peptides through the use of gradient elution. 
Although time of analysis by microcolumn HPLC was sig­
nificantly longer than by CZE (70 min vs less than 20 min), 
improvements in separation time could likely be made by 
using micropellicular stationary phases, as recently demon­
strated by Horvath and co-workers for conventional HPLC 
(43). The sensitivity of CZE peptide mapping was found to 
be 1-2 orders of magnitude more sensitive than that of mi­
crocolumn HPLC, primarily due to the absence of gradient 
elution and organic modifiers, resulting in lower background 
absorbance. The overall procedure for CZE peptide mapping 
was found to be significantly less complex and time-consuming 
than the microcolumn HPLC procedure employed in this 
study, supporting the growing popularity of this separation 
method. Although we have employed /3-casein as a model 
protein in the present study, the general procedures described 
should be applicable to other proteins as well. However, some 
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experimental details may need to be reoptimized for different 
proteins. 
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Diffusion Coefficients of Gases in Liquids and Partition 
Coefficients in Gas-Liquid Interphases by Reversed-Flow Gas 
Chromatography 

N. A. Katsanos* and J. Kapolos 

Physical Chemistry Laboratory, University of Patras, 26110 Patras, Greece 

DHfuslon coefficients of two gases (propene and ethene) In 
three liquids (hexadecane, heptane, and water) have been 
determined In a very simple way by using the new technique 
of reversed-flow gas chromatography. In the same experi­
ment the partition coefficient of each gas between the liquid 
and the carrier gas (n"rogen) was measured simuHaneously, 
and from this the respective Henry's law constant was cal­
culated. The determination of both physicochemical quantHies 
above was based on the extension of a previous mathemat­
Ical model. The diffusion coefficients measured have the 
same order of magnitude as those calculated by using the 
Wilke-Chang formula. The Henry's law constants, however, 
are found much smaller than those calculated from a nomo­
gram. This Is attributed to the fact that the partition coeffi­
cients found pertain to the gas-liquid interphase layers rather 
than to the bulk phases. 

INTRODUCTION 
Gas chromatography has widely been accepted both as a 

separation method and as a method for physicochemical 

* To whom all correspondence should be addressed. 
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measurements, the latter being based on the distortion of the 
chromatographic elution bands caused by various physico­
chemical processes, like gas diffusion along the column. 
Recently, however, gas chromatography instrumentation has 
been used to sample the above processes as a function of time 
and then analyze the result of this sampling to calculate 
physicochemical quantities, like reaction rates. This is done 
by using the so-called reversed-flow gas chromatography 
(RF-GC) technique, a flow perturbation method developed 
in 1980 (1) and reviewed in 1984 (2) and also recently (3-5). 
It is based on narrow extra chromatographic sample peaks 
(cf. Figure 1) superimposed on the normal elution curves and 
created by reversing the direction of the carrier gas flow for 
short time intervals, at various times during the experiment. 
In its simplest form the method employs a chromatographic 
column filled with a catalyst (1, 6-11), or with a usual chro­
matographic material (12, 13), or both (14, 15). In all but one 
(13) of these cases the phenomena being studied were surface 
catalyzed reactions to determine fractional conversions of 
reactants to products, reaction orders, and reaction rate 
constants, from which Arrhenius activation parameters were 
calculated. The feeding of the catalytic bed with reactant(s) 
was done either by simple chromatographic injection at a 
middle point along the column (1, 6, 9, 10) or by gaseous 
diffusion along an empty column connected perpendicularly 

© 1989 American Chemical Society 
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to/min 

Figure 1. A reversed-flow chromatogram with two sample peaks 
obtained during the diffusion of propene into nitrogen (corrected volume 
flow rate Ii = 0.33 em' s-'), at 323.2 K and 1 atm. 

to the chromatographic column, usually at its middle point 
(9, 12, 14-16). 

In another group of applications of RF -GC, the role of the 
chromatographic column (empty or packed with conventional 
chromatographic material) was confined to the mere creation 
of sample peaks by reversals of the direction of the carrier 
gas flowing through it, and for this reason it was termed 
"sampling column". The physical or chemical phenomenon 
under study, being a slow rate process or an equilibrium state, 
was physically separated from the chromatographic movement 
by "placing" it in the "diffusion column" mentioned above (cf. 
Figure 2), which is connected perpendicularly to the sampling 
column. A gas diffusion current is created along the diffusion 
column, carrying a solute from the region where the rate 
process or the equilibrium state are taking place (region of 
the liquid in Figure 2) to the junction x = I' of the two columns. 
This gives rise to a so-called diffusion band comparable to 
the old chromatographic elution band. In the absence of other 
processes, the diffusion band can be used to measure accu­
rately the diffusion coefficient of the solute into the carrier 
gas (17-19), or other quantities pertaining to it (20,21). When 
a rate process or an equilibrium state involving one or more 
solutes is taking place inside the diffusion column, the dif­
fusion band is distorted by that process and this distortion, 
rather than the distortion of an elution band, is used to 
measure various physicochemical quantities, like adsorption 
equilibrium constants (22), rates of drying of catalysts (23), 
mass transfer and partition coefficients across phase bound­
aries (24-28), adsorption, desorption and reaction rate con­
stants (29, 30), activity coefficients in solutions (31-33), in­
teraction of the solid components in a solid adsorbent (34), 
thermodynamic functions of polymer-solvent systems (35), 
solubility and interaction parameters in liquid mixtures (36), 
and finally obstructive factors and porosity in solid beds (37). 

In the present work the distortion of a diffusion band, 
mentioned above and followed by the RF-GC sampling 
t""hnique, is used to measure the diffusion coefficient of a 
solute gas into a liquid, together with the relevant partition 
coefficient (or the Henry's law constant) of the solute gas 
between the carrier gas and the liquid. 

THEORY 

The general chromatographic equation describing the elu­
tion curve of the sample peaks, like those of Figure 1, has been 
published elsewhere (2, 12, 14, 16, 18, 19,24). The height h 

reference 
Injector--

Six-port valve 

restnctor or 
additIOnal separation 

/ column of porapak S 

FID detector 

X'::J' 
~ t' ---- -" ~~ -£-_. 

sampling column 

LD2----~'~=O~ [--~-~I-~-'~-n~ 

~~~1---_ _ - ~n~:ctor 

~~:~:.:: __ I iqu id 
y'';{2" . 

Figure 2. Schematic representation of the cell and the gas connec­
tions to measure diffusion and partition coefficients of gases in liquids 
by the reversed-flow technique. 

of each sample peak above the ending base line is proportional 
to the concentration c(l',to) of the solute in the sampling 
column at x = I' at time to (ef. Figure 2) 

h = 2e(I',to) (1) 

The above concentration depends on (a) the partition coef­
ficient K of the solute between the liquid and the carrier gas 
filling the diffusion column, (b) the diffusion coefficient DL 
of the solute inside the liquid phase, and (c) the diffusion 
coefficient DG of the solute into the carrier gas, since it is 
longitudinal diffusion along column L, which carries the solute 
from the surface of the liquid to the junction x = I'. 

The mathematical equation giving c(l',to) as an analytic 
function of the time to contains K, DL, and DG as parameters 
and thus permits the determination of K and DL from the 
variation of h with time. This equation can be derived with 
the help of the coordinates of Figure 2, by solving the diffusion 
equation (Fick's second law), first in the gaseous region z, then 
in the liquid region y, and finally linking the two solutions 
by using appropriate boundary conditions at z = L, and y = 
O. 

Gaseous Region z. In this region the diffusion equation 
is 

(2) 

where c, = c,(z,to)' This is solved under the initial condition 

e,(z,O) = ~ o(z - L,) 
aG 

(3) 

where m is the amount of solute injected at z = L" aG the cross 
sectional area in the columns L, and I' + I, and 0 the Dirac 
delta function, describing an instantaneous pulse injection. 
The boundary conditions at z = 0 are 

e,(O,to) = c(/"to) 

and (4) 

DG(iJe,/az),=o = vc(l',to) 
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where v is the linear velocity of the carrier gas in the sampling 
column. 

The details of the solution of eq 2, subject to the boundary 
conditions 4, have been given elsewhere (27). The result (eq 
13 of ref 27), in the form of Laplace transform with respect 
to time (parameter Po), is 

Cz = C(l',Po) cosh qlz + (v / DGql)C(!"po) sinh qlz -
(m/auDGq,) sinh ql(z - L1)u(z -LJ (5) 

where 

(6) 

and u(z - L,) the unit step function. The capital letters Cz 
and C denote the to Laplace transformed functions of Cz and 
c, respectively. 

Liquid Region y. The diffusion equation in this region 
reads 

(7) 

where cy = cy(y,to)' This partial differential equation is solved 
by applying first Laplace transformations with respect to to 
(parameter Po), under the initial condition cy(y,O) = ° 

d2Cy/dy2 - q22Cy = ° (8) 

where Cy is the transformed function of c y and ql is given by 
the relation 

(9) 

Then, y Laplace transformation (transform parameter 8) is 
applied to eq 8, giving, after rearrangement 

- 8 1 
Cy = Cy(0)--2 + Cy'(0)-2--2 (10) 

8 2 - q2 S - q2 

where Cy is the double Laplace transform of c y with respect 
to to and y, Cy(O) the value of Cy at y = 0, and C/(O) = 
(dCy/dy)y=o' The inverse transformation of eq 10 with respect 
to s leads to 

C/(O) 
Cy = Cy(O) cosh q2Y + q;- sinh q2Y (11) 

The boundary condition at y = L2 is (aCy/ay)y=L, = 0, 
because there is no flux across this boundary. Thus, differ­
entiating eq 11 with respect to y, suhstituting L, for y and 
setting the result equal to zero, one obtains 

C/(O) = -Cy(0)q2 tanh q2L2 (12) 

Equation 12 has been derived from eq 8 in the same way 
as eq 19 from eq 11 in ref 28, although there the meaning of 
q2 is quite different from here. 

Linking the Solutions in the Regions z and y. Now, 
eq 5, holding in region z is linked with eq 12, valid in region 
y, using the boundary conditions at z = LI and y = ° 

K = CylO)/Cz(L1) (13) 

auDG(acz/aZ)z=L, = aG'DdaCy/ay)y=o (14) 

where the equilibrium 13 is assumed rapidly established with 
a partition coefficient K, and aG' is the cross sectional area 
of region y. Calculation of Cz(L,) and (ac,/ aZ)z=L, from eq 
5 and substitution into eq 13 and 14, using also eq 12 gives 

C(l',po) = .;: [sinh qlLI + -D
v 

cosh qlLI + 
a(yJGql Gq, 

KaG'~Lq2 tanh q2L2(COSh q,L1 + -D
v 

sinh q,L1) ]-1 
a(yJG~ G~ 

(15) 

Approximations. Certain approximations are needed in 
eq 15 to effect its inverse Laplace transformation with respect 
to Po. The first is analogous to that adopted previously (28), 
viz., omission of sinh q,L, compared to (v / DGq,) cosh q,L" 
and also omission of cosh q,L, compared to (V/DGq1) sinh q,L,. 
Then, eq 15 becomes 

m[ (coth q1L, C(l',po) = V DGq, sinh q,L, ---v;q;- + 

aG' DL 2q22 tanh q2L2) ]-1 
K-·--·--- (16) 

aG DG2q,2 DLq2 

where iT = vaG is the volumetric flow rate of the carrier gas. 
Equation 16 applies when there is no gaseous volume above 

the liquid other than that (VG) of column L1 (cf. Figure 2). 
When such a volume V G' exists in vessel y above the liquid, 
another term must be added on the right-hand side of eq 16 

m[ (coth q,L, 
C(l',Po) = V DGql sinh q,L1 ---v;q;- + 

aG'. tanh qlL3 + KaG'. DL2q22. tanh q2L2) ]-1 (17) 

aG DGql aG DG2q,2 DLq2 

where L3 is the length of volume VG'. The above relation 
results from a combination of eq 16 with eq 4 of ref 30. 

Other approximations are 

(1) DGql sinh qlL, ~ DGql'q,L1 = LiPo (18) 

(2) coth qlLI = 1..(1.. + _2_ + __ 2_ + 
DGql LI Po Po + {J Po + 4{J 

po! 9{J + ... ) ~ t.(~ + ~ + ~ + ~ + ... ) = 

1..(1.. + ~ I: n-2 ) = 1..(1.. + .?C) (19) 
LI Po {J n=1 L1 Po 3{J 

where 

(20) 

Equation 19 is derived by taking the inverse Laplace transform 
of coth q,L,f DGq, in the form of an elliptic .J3 function (38), 
transforming back to obtain the first series of terms above, 
then omitting the time parameter Po compared with the 
gaseous diffusion parameter {J, and finally evaluating the sum 
L~=,n-2 as equal to ""/6, since it is the Riemann zeta function 
of argument 2, 1(2) 

(3) 
tanh q,L3 q,L3 L3 

~~DGq1 = DG 
(21) 

(4) tanh q~2 2 (1 1 1) 
v;;;;- ~ L; Po + a + Po + 9a + Po + 25a ~ 

~(.l + 1.. + __ 1_) (22) 
L2 Po Po Po + 25a 

where 

(23) 

Equation 22 is the result of taking the inverse transform of 
tanh q2L2/ DLq2 in the form of an elliptic .J, function (38), 
retaining only the first three terms in the series, transforming 
back to obtain the three terms in the first parentheses, and 
then omitting the diffusion parameter in the liquid", and 9", 
compared to Po in the first two terms. This approximation 
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is based on the very small value of "', since DL is usually 4 
orders of magnitude smaller than DG• 

Using the above approximations (1), (2), (3), and (4), and 
the definitions 6 and 9, eq 17 reduces to 

C(l',po) = 

N2(po + 25",)[ (PO + X; Y)(po + X; Y) r (24) 

where 

N = 3mDG 
2 11L,2(l + 3VG' /VG) 

(25) 

3(3 + 72K",VL/VG 
X= +25", 

".2(1 + 3VG' /VG) 
(26) 

X2 - Y2 75",«(3 + 16K",VL/VG) 

4 ".2(1 + 3VG' /VG) 
(27) 

V G' is the gaseous volume in vessel y above the liquid, V G = 
aaLI (gaseous volume in colume z), VL = aG'L2 (volume of the 
liquid in vessel y), K is the partition coefficient, defined by 
eq 13, and", and (3 are diffusion parameters given by eq 23 
and 20, respectively. 

When VG' = 0, the same eq 24 would be obtained from eq 
16, the only difference being that in eq 25-27 (1 + 3 V G' / V G) 
=l. 

Inverse Transformation of Equation 24. The concen­
tration c(I',to) as an analytic function of time is found by taking 
the inverse Laplace transform of eq 24 

cW,to) = ~2[ (1 + ~) exp ( _ X; Y to ) + 

(l-~)exp(-X;Yto)] (28) 

where 

Z=X-50", (29) 

This equation, combined with eq 1, describes the height h of 
the sample peaks as a function of time for a distorted diffusion 
band. It has the same form with eq 34 of ref 27 derived for 
a stirred liquid, and with eq 30 of ref 28 valid for a solid filling 
section y, although the physical meaning of the functions X, 
Y, and Z is different in those cases. It must be pointed out 
that eq 28 describes only the descending part of the diffusion 
band curve (after the maximum), because the approximation 
18 excludes the ascending branch. 

Calculation of DL and K from the Experimental Data. 
In the absence of liquid in section y of the diffusion column, 
the descending branch of the diffusion band is linear with a 
slope -3(3/".2(1 + 3VG'/VG), as can be seen from eq 17 by 
setting the height of the liquid L2 = 0 and taking the inverse 
transformation of the remaining terms, using the same ap­
proximations as before (eq 18, 19, and 21) 

cW,to) = N2 exp [ 3(3 to] (30) 
".2(1 + 3VG' /VG) 

From the value of (3 = ".2DG/ LI2 (eq 20), the diffusion coef­
ficient in the gas phase DG can be calculated. 

In the presence of liquid in vessel y the descending branch 
of the curve is described by the sum of two exponential 
functions, according to eq 28. The exponential coefficients 
(X + y)/2 and (X - y)/2 can be determined by means of a 
suitable computer program or, if these two coefficients are 
sufficiently different, by applying the method described 
elsewhere (27,28), viz., by finding first the slope -(X - y) /2 

0.5 1.0 1.5 2.0 r------, ----
11 

11 

10 

10 

10-2 to/min 

Figure 3. Diffusion bands obtained with 1 em' of propene injected into 
the cell at 323.2 K. Curve 1 was obtained with L, containing no liquid, 
and curve 2 with L, containing 32 em' hexadecane. line 3 (plotted 
as In h - 1) was obtained by subtraction of the extrapolated (dashed 
line) last linear part of curve 2 from the experimental points of the same 
curve after the maximum. 

and the intercept In ho of the last linear part of In h vs to plot 
(diffusion band), and then replotting the initial data of the 
nonlinear part after the maximum as In Ih - ho exp[- (X­
Y)to/211 vs to. An example of this kind is given in Figure 3. 
From the slope of the new straight line thus obtained, one 
finds -(X + y)/2. 

There are two ways to calculate DL and K from the diffusion 
band: either by using the two exponential coefficients (X + 
y) /2 and (X - y) /2, and the diffusion parameter (3, or by 
employing the above exponential coefficients and the re­
spective preexponential factors N 2(1 + Z / Y) and N 2(1 - Z / Y) 
of eq 28, found from the intercepts of the In h vs to plots, 
mentioned above. In both ways the gaseous volumes V G' and 
VG, the volume of the liquid VL , and the height of the liquid 
L2 are required. 

First Way. The sum of the two exponential coefficients 
(X + Y) /2 and (X - Y) /2 gives the value of X, i.e. the 
right-hand side of eq 26, while their product IT equals (X2 
- Y2)/4, i.e. the right-hand side of eq 27. If eq 26 is solved 
for Ka V L! V G and the result is substituted into eq 27, one 
obtains a quadratic equation in a 

1250",2 - 25[ 3(3 + 2X]", + 3IT = 0 (31) 
".2(1 + 3VG' /VG) 

This on solution gives the value of", = ".zDd4L2
2, from which 

DL is computed as L2 is a known length. The a value found 
is then substituted back in eq 26 or 27 to find K. 

Second Way. From the sum of the two exponential coef­
ficients (X + Y) /2 and (X - Y) /2 one finds the value of X, 
while their difference gives the value of Y. From the ratio 
p of the two preexponential factors of eq 28 

l-Z/Y 

p = 1 + Z/Y 

one calculates the value of Z 

Z= I-Py 
l+p 

(32) 

The fact that arbitrary units are used for the height h of the 
sample peaks, from which the diffusion band is constructed, 
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Table I. Lengths and Volumes in the Cen Used To Obtain the Diffusion Bands. Together with the Values of the Diffusion 
Parameter Il = ";'DGIL I' for Ethene at 295.2 K (Ill) or Propene at 323.9 (Il,) 

cell no. Ldcm L,/cm Ve/ cm' 

1 43.7 13.5 7.90 
2 94.2 13.5 17.26 
3 84.7 21.7 15.85 
4 54.7 13.5 9.95 
5 54.7 6.76 9.95 
6 43.7 4.18 7.91 
7 43.7 6.76 7.91 
8 43.7 3.83 7.91 

'At 298 K. 

Table II. Exponential Coefficients and Preexponential 
Factors of Equation 28. Calculated from the Diffusion 
Bands Obtained with Two Gases and Three Liquids, Using 
the Cells of Table I 

10'[(X-
expt cell y)/21/s-1 

1O'[(X + 
Y)/21/s-1 

In [N,(l 
- Z/Y)l 

In [N,(l 
+ Z(y)l 

Gas/Liquid System: Propene/Hexadecane at T = 323.9 K 
4 1 1.3829 

10 1 1.2371 
14 2 1.1963 
17' 3 0.6021 

9 
41 
43 
45 
46 

Gas/Liquid System: 
1 0.9076 
4 0.8027 
5 1.6792 
6 3.3258 
7 2.2633 

6.1473 7.77291 13.55725 
5.1018 7.91231 12.28082 
1.8867 7.61077 10.28745 
1.5723 6.93908 10.40671 

Ethene/Heptane at T = 295.2 K 
6.5919 7.83946 10.63950 
3.3742 6.72342 10.59356 
4.1910 6.57070 9.11779 
5.3798 6.95760 8.69417 
4.5830 6.22208 8.982 32 

Gas/Liquid System: Ethene/Water at T = 294.2 K 
49 8 3.3734 6.0987 
51 8 3.8820 7.8125 

a The temperature in this experiment was 296.4 K. 

does not influence the value of Z. since it is calculated from 
the ratio p of two intercepts pertaining to the same substance 
and the same experiment. so that any unknown proportion­
ality factors cancel out. 

Equation 32 combined with eq 29 gives the value of a as 

I( I-P) a=50 X-1+pY (33) 

VG'/cm3 Vc!cm' 10'1lds-1 10'/l,fs-1 

2.37 32.00 8.5979 8.1280 
2.37 32.00 1.5987 
1.56 48.75 1.7059' 
1.10 30.85 5.1824 
1.10 16.97 5.1824 
3.01 10.28 8.5979 
1.10 16.97 8.5979 

22.56 9.40 8.5979 

from which DL is found. since a = ,,'DL/4L/. 
The value of K can now be calculated without using the 

value of the diffusion parameter f3. by solving eq 26 for f3 and 
substituting it in eq 27. The result is 

X - 25a - I1j25a 
K = 24aVdV

G 
,,'(I + 3VG'/VG) (34) 

EXPERIMENTAL SECTION 
Chemicals. The gases used (ethene. propene) were obtained 

from Matheson Gas Products. Hexadecane and heptane were 
Fluka "purum" products. 

The carrier gas was nitrogen of 99.99% purity from Linde 
(Athens, Greece). 

Apparatus. The experimental setup is schematically outlined 
in Figure 2. It was basically that described elsewhere (4) except 
for the following. A six-port valve was used, with two alternate 
ports connected by means of a short 1/ 16·in. tube, as shown in 
the figure. The sections I, I', and L, of the sampling cell were 
stainless steel'/4-in. tubes with lengths 1 = I' = 60 cm and L, = 
43.7-94.2 cm. The liquids were placed in a glass vessel of 17.5 
mm i.d. at its lower part and of 4 mm Ld. at its upper part, which 
was connected to the stainless steel column LI with a '/,-in. 
Swagelok union. The gaseous volume between the liquid's surface 
and column z was 1.10-3.01 cm'. 

The gas volume Ve in column LI was 7.90-17.26 cm'. These 
volumes were measured by filling the columns with water at a 
certain temperature, weighing them, and using the density of the 
water at that temperature. All geometrical characteristics of the 
cells used in the experiments are given in Table I. 

With heptane as liquid, an additional separation column was 
used (50 X 4 mm i.d., filled by Porapak S 50/80 mesh). The 
pressure drop along this column was 57 cmHg. 

Table III. Diffusion Coefficients (Dd of Two Gases into Three Liquids, Partition Coefficients (K), and Henry's Law 
Constants (H+) for the Distribution of Each Gas between the Liquid and the Carrier Gas, Calculated in the First Way and 
the Second Way (See Theory Section) 

10'Dc! cm' S-1 K W/atm 
expt cell no.G 1st Way 2nd Way 1st Way 2nd Way 1st Way 2nd Way 

Gas/Liquid System: Propene/Hexadecane at T = 323.9 K 
4 5.58 4.63 40.8 21.7 2.23 4.19 

10 4.90 5.50 36.4 42.7 2.49 2.13 
14 4.98 6.89 23.1 27.0 3.92 3.36 

Mean valueb ± S.E.: 5.41 ± 0.33 31.9 ± 3.7 3.05 ± 0.36 
17' 6.19 8.09 20.5 25.9 4.43 3.51 

Gas/Liquid System: Ethene/Heptane at T = 295.2 K 
41 4 3,04 4.36 31.0 44.0 5.34 3.75 
43 5 1.65 3.41 35.4 41.3 4.67 4.00 
45 6 1.30 3.08 49.8 46.4 3.32 3.56 
46 7 2.12 3.60 21.2 30.6 7.78 5.40 

Mean valueb ± S.E.: 2.82 ± 0.37 37.5 ± 3.4 4.73 ± 0.52 
Gas/Liquid System: Ethene/Water at T = 294.2 K 

49 8 1.21 306 4.38 
51 8 1.40 345 3.89 

G See Table I. b These, together with their standard errorS (S.E.), are calculated from the results obtained for each parameter in both ways, 
at the same temperature. C The temperature in this experiment was 296.4 K. 
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Proced ure. After the injection of 1 em' of each gas at at­
mospheric pressure and the wait for the monotonously rising 
concentration-time curve to appear in the detector signal, the 
chromatographic sampling procedure was started by reversing 
the direction of the carrier gas flow for 15 s, which is a shorter 
time period than the gas hold-up time in both column sections 
land l'. Examples of sample peaks created by the flow reversals 
have already been given in Figure 1. First, the diffusion coefficient 
of the two gases into the carrier gas was determined, by using an 
empty glass vessel. Then, by using the glass vessel filled with 
a liquid, the diffusion and the partition coefficients of the two 
gases into the liquid were estimated. 

In all experiments, the pressure drop along l + I' was negligible. 
It is estimated as less than 1 mmHg. 

The carrier gas flow rate (corrected at column temperature and 
for pressure drop) ranged from 0.321 to 0.370 em' S-I. 

RESULTS AND DISCUSSION 
The equations derived in the theory section were applied 

by conducting experiments with three liquids, namely, hex­
adecane, heptane, and water, and two gases, namely, propene 
and ethene. The diffusion parameters {3 of eq 20 are given 
in Table I for all cells. The exponential coefficients (X + Yl /2 
and (X - Yl /2 (equal to -slopes) of the In h vs to plots, and 
the logarithms of the respective preexponential factors In [N2(1 
+ Z/Yl] and In [N2(1- Z/Yl], all obtained experimentally, 
are listed in Table II. From the data of Tables I and II, the 
diffusion coefficients of the gases into the liquids, the partition 
coefficients, and the Henry's law constants, all calculated in 
the "first way" and the "second way", as previously described 
in the theory section, are listed in Table III. The roots for 
lX of eq 31, when substituted into eq 26 or 27 to find K, give 
a negative and a positive value for the partition coefficient. 
Since negative values of K are physically meaningless, only 
the positive values and the DL values corresponding to those 
are listed in Table III. The Henry's law constants IfI = p / x, 
where p is the partial pressure of the solute in the gas phase 
and x its mole fraction in the liquid, were calculated by using 
the approximation 

}{t = l!. "" c,(LI)RT = RTd 
x c,{O)MLld KML 

(35) 

where d is the density of the liquid, ML its molar mass, and 
K is substituted from eq 13. The temperature in the exper­
iments was as indicated in Table III. The number of sig­
nificant figures in the tables is based on their standard errors 
as calculated from regression analysis. It is difficult to estimate 
the final error of the diffusion and the partition coefficients, 
since they come out as a result of a complex series of calcu­
lations, as was described in the theory section. 

The dispersion of the diffusion coefficient values around 
their mean value is not big, given that the experiments were 
conducted under widely varying conditions as regards the 
lengthsLI and L2 of the cell, and the volume of the liquid VL• 

The same applies to the partition coefficients K and the 
Henry's law constants IfI. It must be pointed out that there 
are not significant differences between the values found by 
using two completely different ways of calculation, which are 
based on different experimental data, namely, the "first way" 
on the diffusion parameter {3, and the "second way" on the 
preexponential factors of eq 28, as found from the intercepts 
of linear plots. This indicates the internal consistency of the 
theory. 

The diffusion coefficients found by the present method 
seem to be of the correct order of magnitude, as shown by 
comparing their values with those calculated using the 
Wilke-Chang formula (39). The values for the system eth­
ene/water compare well with those reported by others (40). 

The Henry's law constants IfI, calculated from a nomogram 
(41), are 37 and 15.5 atm for ethene at 295.2 K and propene 

at 323.9 K, respectively. These values are bigger than the 
mean values found in the present work. This obviously reflects 
the high values of the partition coefficient K determined here, 
which for the system propene /hexadecane are an order of 
magnitude bigger than those found previously (27) at similar 
temperatures, using the same general technique but with an 
agitated liquid. A possible explanation of this difference is 
found by considering the definition of K, which in ref 27 
represents the ratio CL */ C,(LIl of the bulk liquid concen­
tration of solute to that in the gas phase, while here with a 
quiescent liquid it gives the ratio c,(O) / c,(LI) of the liquid 
concentration of the solute at y = 0, i.e., at the interphase, 
to that in the gas phase. If this explanation is correct, the 
method of finding K described here can be used to calculate 
concentrations near the liquid-gas interphase. In other words, 
K is not an ordinary distribution coefficient of a solute be­
tween a gas and a liquid, but a coefficient probably pertaining 
to the interphase layers of the liquid and the gas. This is 
expected to be more pronounced for the partition of a hy­
drocarbon in a gas/water interphase, and this is actually borne 
out by the big values of K in the system ethene/water. 

Registry No. Ethene, 74-85-1; propene, 115-07-1; hexadecane, 
544-76-3; heptane, 142-82-5; water, 7732-18-5; nitrogen, 7727-37-9. 
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Determination of Trace Impurities in High-Purity Oxygen by Gas 
Chromatography with Photoionization Detection 

Hiroshi Ogino,* Yoko Aomura, Masatsugu Komuro, and Tetsu Kobayashi 

Technical Research Laboratory, Toyo Sanso Co., Ltd., 3-3, Mizue-cho, Kawasaki-ku, Kawasaki-shi, 
Kanagawa 210, Japan 

A gas chromatographic system used for the analysis of trace 
Impurities In high-purity oxygen (99.99-99.9999% (v/v» Is 
described. This system consists of a gas chromatograph 
equipped with a photolonlzatlon detector (P I D), a gas sam­
pier, a precolumn filled with a catalyst, and a computerized 
Integrator with an Interface. The analytical reproducibilities 
(relative standard deviation, n = 15) for Ar (0.50 ppm), N2 
(0.10 ppm), Kr (4.0 ppm), CH. (6.0 ppm), and Xe (0.30 ppm) 
were 1.7%, 4.8%, 0.5%, 0.6%, and 4.2%, respectively. 
The detection limits were as follows: Ar, 0.03 ppm; N2, 0.04 
ppm; Kr, 0.01 ppm; CH., 0.01 ppm; and Xe, 0.01 ppm. These 
limits are In a practical concentration range (sub parts per 
million to several tens of parts per million) In high-purity ox­
ygen. 

INTRODUCTION 

Recently, the purity of oxygen used in certain semicon­
ductor manufacturing processes is becoming more important. 
Gas analysis in the sub-parts-per-million range plays an in­
creasing role in these industries. Several papers have been 
published on the analytical method for the determination of 
impurities, such as Ar and N 2, in oxygen by gas chromatog­
raphy (J, 2). In these methods, a gas chromatograph equipped 
with a thermal conductivity detector (TeD) was used to de­
termine any inorganic gases. However, their sensitivity is not 
sufficient to determine accurately such impurities at less than 
parts per million levels. It is hard to achieve a good separation 
of Ne, Ar, N 2, Kr, and Xe in a large volume of oxygen with 
a molecular sieve (5A or 13X) column, even if the column is 
operated at low temperature (e.g., -72°C) (3). Also, the 
filaments of the TeD could be irreversibly damaged or in­
terfered with by the huge amount of oxygen. Therefore, when 
a TeD for trace determination of inorganic gases is used, a 
preconcentration technique and the elimination of oxygen 
should be required. There are many problems, such as re­
covery of trace components and so on, inherently associated 
with the preconcentration technique. The latter was applied, 
consequently, to determine accurately trace impurities in 
high-purity oxygen. 

Fortunately, a photoionization detector (PID) with a high 
sensitivity for inorganic gases, which is based on the emission 
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from a direct current discharge in helium gas, is commercially 
available (4,5). 

There have been no published reports on the determination 
method of a series of impurities of less than 1 ppm in high­
purity oxygen by gas chromatography. To determine the 
concentration of such impurities in high-purity oxygen would 
be important and interesting for semiconductor industries. 

This paper describes a simple and accurate gas chromato­
graphic system for the determination of trace levels of im­
purities, such as argon, nitrogen, krypton, methane, and xenon, 
in high-purity oxygen. 

EXPERIMENTAL SECTION 

Apparatus and Materials. A diagram of the equipment setup 
for this experiment is shown in Figure L The experimental 
apparatus basically consists of a gas sampler, precolumn (oxygen 
adsorber), and gas chromatograph (Hitachi, GC-263-30, Tokyo, 
Japan) equipped with a PID. This system, including the gas 
sampler, can be programmed with a computerized integrator 
(Shimadzu, C-R4A, Kyoto, Japan) through an interface (Shi­
madzu, PRG-102A) and is able to analyse and automatically report 
its results every 20 min. Analytical results are computed by an 
absolute calibration method from the peak areas. Operating 
conditions of the GC and detectors used in this experiment are 
listed in Table I. 

To remove oxygen as the major component from a sample gas, 
a precolumn was installed between the gas sampler and analytical 
column. The precolumn was a L5 m X 3 mm i.d. stainless steel 
tube and was filled with a copper-based catalyst Nikki Chemical, 
N-211, 30/80 mesh, Tokyo, Japan). This catalyst was selected 
after several catalysts were evaluated as to whether they could 
absorb all the oxygen in the sample gas and whether the catalyst 
could be regenerated easily and repeatedly. The precolumn was 
heated and controlled with a temperature control unit (Yokogawa, 
UT-IO, Tokyo, Japan). High-purity helium (Toyo Sanso, [A] 
grade, 99.9999%) was employed without further purification as 
the carrier and discharge gas. In an attempt to evaluate and 
demonstrate the performance of this system, several oxygen gases 
of various purity levels, obtained from different manufacturers, 
were analyzed. Most of the experiments were conducted with 
reference gas mixtures having the following composition: 11 ppm 
each of Ar and N2 in He and 9.7,140, and 1400 ppm each ofNe, 
Ar, Kr, and Xe in He. All reference gases were prepared by the 
gravimetric method. Mass flow controllers (STEC, MS-400, 
Kyoto, Japan) were used to prepare the low-concentration samples 
in oxygen gas from their reference gases and high-purity oxygen 
if necessary. 

© 1989 American Chemical Society 
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Figure 1. Schematic diagram of apparatus for determination of im­
purities in high-purity oxygen: A, GC; B, interface; C, integrator; 0, 
precolumn (catalyst); E. heating controller; F, manually operated six-port 
rotary valve; G, air-actuated six-port rotary valve; H, sample loop; I, 
pressure transducer; J, line fitter; K, stop valve; L, back-pressure control 
valve; M, sample inlet; N, sample gas outlet; 0, Vacuum pump for line 
purge; P, hydrogen gas inlet; Q, helium gas inlet; R, H, (or He) outlet. 

Activation of the Precolumn. The oxygen elimination of 
the precolumn is based on the following reaction: 

0, + 2Cu - 2CuO 

Also, the precolumn is regenerated with hydrogen via the 
following reaction: 

CuO + H, - Cu + H20 

First, valve F was manually switched to the activation position 
(as shown in Figure 1) and then high-purity hydrogen (Toyo Sanso, 
[AJ grade, 99.9999% (v/v» gas was passed through at ca. 150 
mL/min to purge any air remaining in the precolumn. The 
precolumn temperature was then raised and held at 100°C for 
30 min. Finally, the temperature was raised to 140°C and held 
with hydrogen flowing for 60 min. After the activation, the 
precolumn was purged with high-purity helium through inlet Q 
of Figure 1. Valve F was switched back to the analytical position. 
The activated precolumn was then connected in series with the 
GC. 

RESULTS AND DISCUSSION 

Characteristics of the Catalyst. The capacity of oxygen 
adsorption of the catalyst is strongly dependent on the heating 
temperature. Its capacity at room temperature was too small. 
Therefore, it was necessary to heat the precolumn at a con­
stant temperature. However, the high temperature of over 
ca. 200°C was unsuitable for the determination of hydro­
carbons such as methane because such compounds could be 
decomposed on the catalyst. Considering the capacity of the 
oxygen adsorption and the thermal stability of methane with 
the catalyst, the temperature of the precolumn was maintained 
at 140 ± 2°C. At this temperature, there was no evidence 
supporting any decomposition of methane. To confirm this 
point, the same oxygen gas was analyzed independently by 
the use of a Fourier transform infrared spectrophotometer 
(JEOL, JIR-3510, Tokyo, Japan) equipped with a 10 m optical 
path length gas cell. The analytical result for methane ob­
tained by the present method was compared with that of the 
the FT-IR. There was only a negligible difference, within 
experimental error, between the present and FT-IR methods: 
0.90 ± 0.01 ppm for GC-PID and 0.85 ± 0.05 ppm for FT-IR. 

In order to determine the capacity of oxygen adsorption, 
3.7 mL of oxygen was repeatedly injected into the GC using 
the automatic gas sampler. The injected oxygen was carried 
to the precolumn by the carrier gas and was completely 
eliminated with the catalyst in the precolumn. The residual 
gases were then separated with an analytical column and 
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Figure 2. GC-MS selected ion profiles for residual gases passed 
through the precolumn. GC-MS operating condttions: column, MS-5A, 
60/80 mesh, 3 m X 3 mm Ld. stainless steel tube; carrier gas (He), 
30 mL/min; sample size, 5.38 mL; oven temperature, 100°C; GC-MS 
transfer line temperature, 150°C; ion source temperature, 200°C; 
filament current, 3.20 mA; electron energy, 70 eV; gain, 2.0. 

Table I. Operating Conditions of the GC, PID, and TCD 

GC 
analytical column 

reference columna 

column temp 
carrier gas 

PID 
discharge gas 
PID temp 
applied potential 
discharge current 
sample loop 

TCD 
current 
detector temp 
sample loop 

MS·5A, 60/80 mesh, 3 m X 3 mm i.d. 
stainless steel tube 

MS-5A, 60/80 mesh, 3 m X 3 mm i.d. 
stainless steel tube 

50°C 
He, 48 mL/min 

He, 37 mL/min 
100°C 
750 V 
150 p.A 
1.70 mL 

180mA 
100°C 
4.47 mL 

'Installed for TCD. 

detected with the PID. The precolumn (1.5 m X 3 mm i.d. 
stainless steel tube), which contained ca. 12 g of catalyst, could 
adsorb ca. 250-280 mL of oxygen at 140°C even after several 
regenerations. This means that if a sample loop of 2 mL was 
used, analyses of more than 100 runs can be done without any 
additional regenerations of the catalyst. 

The GC-MS (Shimadzu, QP-300) analysis of the residual 
gases was undertaken to confirm the adsorption efficiency of 
oxygen with the precolumn. The result showed that the se­
lected ion monitoring profIle, 32 m / z for oxygen, did not show 
any profIle for the presence of oxygen, as shown in Figure 2. 
The oxygen, that is, could be preferentially and completely 
eliminated with the catalyst in the precolumn, which was 
operated under the proposed conditions described below. The 
activation and regeneration were performed by a method 
identical with that previously described. 

Optimum Conditions of PID. The sensitivity of the PID 
is known to be dependent on the flow rate of helium as a 
discharge gas, the applied potential of discharge, the tem­
perature of the detector, the purity of helium, and so on (4, 
5). In order to confirm these effects and determine the op­
timum conditions of PID, a series of experiments were con· 
ducted using a reference gas having 11 ppm each of Ar and 
N2 to He. The operating conditions of the GC are given in 
Table I. 

Figure 3 shows the relation between the PID response and 
the flow rate of helium as the discharge gas. The response 
decreased almost exponentially with increasing flow rate of 
helium gas in the range examined in this experiment. The 
following experiments were carried out at ca. 40 mL/min, 
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Table II. Analytical Results of Determination of Impurities in Oxygen Gases witb Different Purity Levels 

impurities, ppm 

sample purity" Ar N, Kr CH, Xe 

A 99.9% 425' 9.58 ± 0.89 10.32 ± 0.04 1.14 ± 0.13 nd' 
B 99.99% 1.88 ± 0.03 0.24 ± 0.02 16.17 ± 0.04 24.66 ± 0.04 1.22 ± 0.01 
C 99.995% 0.52 ± 0.01 20.61 ± 0.20 <0.01 0.05 ± 0.01 nd 
Dd 99.9995% 0.53 ± 0.01 0.24 ± 0.02 <0.01 0.08 ± 0.01 nd 

a Guaranteed purity. 'Obtained by GC-TCD. 'Not detected «0.01 ppm). d High-purity oxygen (TOYO SANSO, GO-55). 
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Figure 3. Effect of flow rate of discharge gas on the PID response. 
Other conditions are given in Table I. 
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Figure 4. Effect of the applied potential of discharge on the PID 
response. Other conditions are given in Table 1. 

taking into account the sensitivity of the detector and the 
capability of the flow controller. 

It is interesting to note that the response profile of the PID 
vs the flow rate, as reported in the literature (4), has a max­
imum value, but it did not in the present study. 

Figure 4 shows the relation between the PIO response and 
the applied potential of the discharge. The response for both 
components increased linearly as the discharge potential was 
increased. Figure 5 shows the relation between the PIO re­
sponse and the detector temperature. The response decreased 
linearly with increasing temperature. In these experiments, 
the detector temperature was controlled at 100 °C, which was 
sufficiently high to protect against any condensation of gases 
on the inside wall of the detector. According to the prelim­
inary examined results, the optimum conditions of the PIO 
were determined as shown in Table I. 
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Figure 5. Effect of the detector block temperature on the PID re­
sponse. Other conditions are given in Table 1. 
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Figure 6. Typical gas chromatograms obtained with the PID and TCD: 
1, Ne; 2, Ar; 3, Kr; 4, Xe. Both operating conditions are given in Table 
I. 

Chromatogram and Quantitative Features. Typical gas 
chromatograms of the reference gas obtained with the PIO 
and a TCO are shown in Figure 6. Both chromatograms 
clearly showed that the PID has a higher sensitivity than that 
of the TCO, except for neon, and is suitable for detecting trace 
impurities in high-purity oxygen. 

The calibration curves were linear up to 200 ppm under the 
proposed conditions, and their linear ranges were dependent 
on the nature of the individual components. The relative 
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Figure 7. Typical gas chromatograms from practical purity oxygen gas 
stored in a cylinder: A, 99.99% oxygen; B, 99.9995% oxygen (GO-
55). Operating conditions are given in Table I. 

sensitivities (Ar = 100) were calculated from the calibration 
curves obtained in the range 0-10 ppm: 1, 73, 229, 247, and 
355 for Ne, N2, CH., Kr, and Xe, respectively. The quanti­
tative performance of the system was conducted by repeated 
injections of 1.7 mL of an oxygen gas containing Ar (0.50 ppm), 
N2 (0.10 ppm), Kr (4.0 ppm), CH. (6.0 ppm), and Xe (0.30 
ppm). The results indicated that the reproducibilities (relative 
standard deviation, n = 15) were 1.7%,4.8% 0.5%,0.6%, and 

4.2% for Ar, N2, Kr, CH., and Xe, respectively. The detection 
limits, which were calculated from the minimum peak areas 
of the integrator detection, were 2.0, 0.03, 0.04, 0.01, 0.01, and 
0.01 ppm for Ne, Ar, N2, Kr, CH., and Xe, respectively; the 
detection limit of neon was obtained from a reference gas 
containing 9.7 ppm Ne in He. Typical gas chromatograms 
and analytical results for several commercially available 
cylinder oxygen gases, with different purity levels, are given 
in Figure 7 and Table II. It is interesting that the profiles 
of the impurity distributions in samples showed considerable 
variation. Thus, analytical results suggest that the impurity 
distributions might apparently be due to the different man­
ufacturing processes for oxygen. It is more important that 
we pay attention not only to Ar and N2 but also to other gases 
and the distribution of concentrations of each impurity in 
order to evaluate the impurity of oxygen. 
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The purpose of this paper Is to describe the effect of spectral 
Similarity and chromatographic resolution on the limit of de­
tection for severely overlapped peaks using principal com­
ponent analysis of data from hyphenated chromatographic 
techniques. A method Is reported here for estimating the net 
signal due to minor components when overlapped with major 
components. The effects of relative concentration, spectral 
similarity, and chromatographic resolution are each consid­
ered Independently. Simulated and real data are analyzed to 
Illustrate the method. 

INTRODUCTION 
Many hyphenated chromatographic methods exist which 

can rapidly measure the spectra of chemical components 

* Author to whom correspondence should be sent. 
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eluting from chromatographic columns, the most common 
being gas chromatography/mass spectrometry (GC/MS), gas 
chromatography/infrared spectroscopy (GC/IR), and high­
performance liquid chromatography/ultraviolet spectroscopy 
(HPLC/UV). Recently, a significant amount ofresearch has 
been conducted using principal component analysis of data 
matrices produced by these techniques (1-10). Most workers 
in the field have focused on the mathematical resolution of 
overlapped peaks. Another equally important aspect is the 
determination of the number of spectrally unique components 
present in an overlapped peak. The number of spectrally 
unique components is usually determined by the number of 
statistically significant principal components present. McCue 
and Malinowski (2) used criteria developed by Malinowski 
(11, 12) to determine the number of spectrally unique com­
ponents present in the ultraviolet spectra of unresolved liquid 
chromatographic fractions. Since then, refinements and ad­
ditional techniques have been reported for determining the 

© 1989 American Chemical Society 
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number of significant principal components in data matrices 
(13-16). 

Under certain circumstances, too few components may be 
detected in an overlapped peak. Consider a minor component, 
Y, overlapped with a major component, X. If the concen­
tration of Y is reduced while the concentration of X remains 
constant, errors will occur when the net signal due to Y drops 
below some threshold value determined by experimental error. 
This paper reports a technique for estimating the net signal 
due to a minor component when overlapped with a major 
component in cases such as these. Although the estimates 
of the net signal are only accurate within 1 order of magnitude, 
there are two important benefits to be derived from its ap­
plication. First, the technique clearly illustrates how chro­
matographic resolution, spectral similarity, and relative con­
centration ratios affect the magnitude of the eigenvalues 
produced during the decomposition of a data matrix. Sec­
ondly, the net analytical signal can be estimated over a wide 
range of different degrees chromatographic resolution without 
extensive experimentation. This knowledge, coupled with a 
knowledge of experimental error, can be used to judge whether 
or not a minor component will be detectable. 

THEORY 
The degree of chromatographic resolution between two 

overlapped components, X and Y, the similarity between the 
UV spectra of X and Y, the concentration of X and Y, and 
the signal to noise ratio all work in concert to determine the 
net signal of both components. When standards are available, 
it is a simple matter to experimentally determine the limit 
of detection of Y when overlapped with X by holding the 
chromatographic resolution constant, holding the concentra­
tion of the major component, X, constant, and varying the 
concentration of Y. In this case, the concentration of Y is 
reduced until the second eigenvalue from the decomposition 
of the data matrix becomes so small that Y is no longer de­
tectable. 

In the absence of standards, it is only possible to estimate 
the limit of detection of a minor component, Y, when over­
lapped with X. In a series of simulated studies, the rela­
tionship shown in eq 1 has been discovered that can be used 
to estimate the net signal of component Y to within an order 
of magnitude when overlapped with X. Equation 1 takes into 

A2 = h2(31(32A* + A2° (1) 

account the effect of chromatographic resolution, peak height, 
spectral similarity, and experimental error on the magnitude 
of the net signal. The term, A2, in eq 1 is defined as the net 
signal for the minor component Y when overlapped with X. 
It is an estimate of the second eigenvalue obtained from the 
principal component decomposition of the covariance matrix, 
Z = A' A, where A is the matrix whose rows are spectra taken 
at equally spaced intervals during the elution of the two ov­
erlapped components. The term, A' is the signal obtained for 
component Y when it is not overlapped at all. Its value is 
estimated from the first eigenvalue obtained from the principal 
component analysis of the data acquired during the elution 
of a single pure peak of component Y. The term, A2o, is the 
contribution of experimental error to A2, represented by the 
second error eigenvalue. It is the value of the second eigen­
value one would expect in the absence of a second component. 
The presence of a second component will be detected when 
the actual value of A2 is significantly larger (about 3 to 4 times 
larger) than A2°. This threshold level has been observed to 
work well in this application. False detection of the minor 
component has been occasionally observed for threshold levels 
lower than the above level. The false positive results were 
probably due to shifting base lines. The above criterion is 
only used to judge the detection limit of overlapped compo-

nents. Other methods such as Malinowski's RE criterion (11) 
or Malinowski's F test (16) should be used to determine the 
number of components in experimental data matrices. 

The term h in eq 1 is the height of the elution profile of 
Y relative to X. The elution profiles are the vectors, hx and 
hy • The absorbance matrices of the pure components can be 
expressed as the outer vector product of the elution profiles 
with the corresponding molar absorptivity vectors normalized 
to unit area, Vx and Vy 

Atotal = Ax + Ay = hxv'x + hyv'y (2) 

The height ratio is related to the concentration ratio of X and 
Y according to 

(3) 

where IIv xII is the Euclidian norm of the corresponding un­
normalized vector v x 

(4) 

Note that when X and Y have highly similar spectra and molar 
absorptivities the ratio IIvxll/llvyll is approximately equal to 
one. 

The term (3, in eq 1 represents the fraction of A * remaining 
when Y is overlapped with X at a specific chromatographic 
resolution and peak height ratio. The term, (32 represents the 
fractional reduction of A' as a function of the similarity be­
tween the UV spectra of X and Y. 

Two methods for estimating the expected error eigenvalue 
may be used. The first makes use of the reduced eigenvalues, 
REV, proposed by Malinowski in 1987 (15). The reduced 
eigenvalues of the error eigenvalues, REVo, are constant and 
may be predicted according to 

(5) 

where 
, 

I = r(e - n) I L (r - j + l)(e - j + 1) (6) 
j=n+l 

According to eq 5 and 6, the expected values of the reduced 
eigenvalues depend only on the experimental error, ", and the 
degrees of freedom. The experimental eigenvalues are related 
to the reduced eigenvalues according to 

REVj = Aj/(r - j + 1)(e - j + 1) (7) 

Any eigenvalue, Aj, that is not an error eigenvalue will have 
REVj values significantly larger than those predicted by eq 
5. In the absence of two components, the expected value of 
the error eigenvalue, A2 0 , can be estimated from eq 5 and 6 
by using j = 2 and prior knowledge ofthe experimental error, 

" 
A/ = (r - j + l)(e - j + 1)1,,2 (8) 

A second method for estimating the expected error eigenvalue 
is to use values of A3 from actual two-component data matrices, 
where A3 is assumed to be an error eigenvalue. An estimate 
of the second error eigenvalue can be obtained by making an 
adjustment to A3 to account for the difference in the number 
of degrees of freedom according to eq 9 with j = 2. 

A/ = REVj+,(r - j + l)(e - j + 1) (9) 

The fraction of A * remaining after considering chromato­
graphic overlap, (3" is calculated according to 

(3, = Az/h'yhy (10) 

where A2 is the second eigenvalue obtained from the decom­
position of the matrix containing the two vectors hx and hy, 
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Figure 1. Effect of chromatographic resolution on net signal. 

each representing the elution profiles of the pure components 
at equal heights. The dot product in the denominator, h'yhy, 
is the total signal due to Y when not overlapped at all. 

The fraction of A * remaining after considering spectral 
similarity, i3., is calculated in a fashion similar to i3, according 
to 

(ll) 

Here the vectors v x and Vy represent the molar absorptivity 
spectra of X and Y normalized to unit area and A. is the 
second eigenvalue obtained from the decomposition of the 
matrix containing the two vectors, v x and vy. The similarity 
between pairs of spectra is defined as cos (0), where 0 is the 
angle between the vectors, calculated according to 

cos (0) = v'xvylllvxllllvyil (12) 

This measure of similarity is independent of the shape of the 
spectra. For superimposible spectra, the angle between the 
two vectors will be zero, giving a similarity of one. Spectra 
that have no overlapped area at all are orthogonal and will 
have a similarity of zero. This definition of spectral similarity 
is related to Lorber's definition of selectivity, lj = 1 - cos (0) 
(J 7). His method of calculation may be used to extend these 
calculations to more than two components. 

EXPERIMENTAL SECTION 
Gaussian elution profiles were used to simulate chromatograms 

of two overlapped peaks. The retention times of the two peaks 
were adjusted to cover a wide range of chromatographic resolution 
(0.125 to 1.0). Peak heights of the two peaks were adjusted to 
cover the range of ratios from 1:1 to 1:'/,28' Pairs of experimentally 
determined UV spectra of acetophenone, nitrobenzene, biphenyl, 
benzophenone, toluene, cumene, and phenylcyclohexane were used 
in a matrix multiplication step with the Gaussian elution profIles 
to produce the simulated two-component data matrices. Ex­
periment error was simulated by adding uniformly distributed 
random numbers in the range of 5 X 10-4, corresponding to a 
simulated measurement error of about 5 X 10-4 absorbance unit. 

Experimental data for use in the two-component overlap studies 
were obtained by using mixtures of acetophenone and nitro­
benzene in a wide range of concentration ratios. The standard 
solutions were run on a 25 cm X 4.6 mm C18 analytical column 
using a mobile phase of 95/5 methanol/water, giving a chroma­
tographic resolution of about R, = 0.5. 

RESULTS AND DISCUSSION 
Calculations using simulated overlapped chromatographic 

peaks (Gaussian) were used to investigate the relationship 
between chromatographic resolution and i3,. These results 
are summarized in Table I and Figure 1. Peak separation 
was adjusted to give pairs of overlapped peaks having precisely 
known resolution. Equation 7 was used to calculate the values 

Table I. Value of fi l As a Function of Chromatographic 
Resolution and Peak Height 

chromato~ 

graphic 
resolution 1:1 1:'/, 1:'/" 1:'/" 

1.00000 0.98174 0.99955 0.99966 0.99966 
0.75000 0.89461 0.98526 0.98885 0.98889 
0.50000 0.63212 0.82926 0.86420 0.86463 
0.25000 0.22119 0.33755 0.39252 0.39340 
0.12500 0.06058 0.09583 0.11708 0.11746 
0.06250 0.01550 0.02473 0.03064 0.03075 
0.03125 0.00390 0.00623 0.00775 0.00778 
0.01563 0.00001 0.00002 0.00775 0.00778 

Table II. Spectral Similarity of Example Spectra 

spectral similarity 

Q) 
() 

0.2893 
0.4557 
0.5945 
0.7146 
0.5374 
0.7661 
0.9737 
0.8935 
0.9164 

0.50 

0.40 

(3, 

0.2965 
0.1611 
0.0859 
0.0416 
0.1134 
0.0277 
0.0003 
0.0057 
0.0035 

mixture 

acetophenone-nitrobenzene 
acetophenone-benzophenone 
acetophenone-biphenyl 
nitrobenzene-benzophenone 
nitrobenzene-biphenyl 
benzophenone-biphenyl 
toiuene-cumene 
toluene-phenylcyclohexane 
cumene-phenylcyclohexane 

~ 0.30 

.c 
Phenylcyclohexane 

.... 
o 
~0.20 
...: 

0.10 

0.00 .j.,.~",;~"""","",,,,";:;:;::;:;:;:;~~~~;::;::;:;;;;;;;r¥i'';; 
210 250 270 290 

Wavelength (nm) 
Figure 2. Normalized UV spectra of acetophenone, nitrobenzene, 
biphenyl, benzophenone, toluene, cumene, and phenylcyclohexane. 

of i3,. The curves for peak height ratios of 1:1, 1:'/2, and 1:'/64 
are shown in Figure 1. Rapid convergence to the curve for 
1:'/64 is observed as the height of the minor peak is decreased. 
Thereafter, no significant changes in the shape of the curve 
are observed. Since actual peaks are usually skewed, not 
Gaussian, slightly different results are expected for experi­
mental data. 

Table II shows the similarity between several pairs of UV 
spectra and the corresponding values for i32' Plots of these 
spectra may be found in Figure 2. In order to illustrate the 
relationship between spectral similarity and i3., calculations 
using simulated spectra (Gaussian-shaped absorption bands) 
were used to generate a plot of i32 as a function of spectral 
similarity (see Figure 3). For reference, the location of some 
of the pairs of spectra in Table II is shown on the curve. Recall 
that i3. does not depend on the shape of the spectra. The plot 
shows that the fraction of net signal for component Y is de­
creased sharply at a spectral similarity greater than 0.20. 

The results from Tables I and II can be used to estimate 
the net signal for a minor component, Y, when overlapped with 
X. Suppose a certain set of chromatographic conditions gives 
a resolution of 0.25 between nitrobenzene (major component) 
and acetophenone (minor component). Furthermore, suppose 
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Figure 3. Effect of spectral similarity on net signal. 

the signal due to a certain pure acetophenone peak and pure 
nitrobenzene peak is A* = 7.09 and 7.09, respectively (the two 
pure peaks have equal heights). Finally, suppose the expected 
measurement error is 5 X 10-4 absorbance unit for a 32 X 30 
data matrix, giving a value of 2.2 X 10-5 for A2 ° according to 
eq 8. When nitrobenzene is overlapped with acetophenone 
at a height ratio of 1:'/2, an estimate of the net signal due to 
acetophenone may be calculated by using {3, = 0.338 and {32 
= 0.297 

A2 = [(1/2)2 X 0.338 X 0.297 X 7.09] + (2.2 X 10-5) 

A2 = 0.178 

Factor analysis of a simulated data matrix under the above 
conditions gives an actual value of A2 = 0.199, corresponding 
to a 40-fold reduction in the original acetophenone signal. The 
value estimated by eq 1 is low by about 11 % but is within an 
order of magnitude of the actual value. At a peak height ratio 
of 1:'/64, the estimated value of A2 is 0.000 22 compared to the 
actual value of 0.000 34. In this case the actual net signal has 
been reduced by over 4 orders of magnitude. The estimated 
value is about 41 % low; however, it is still within the correct 
order of magnitude. Simulations involving other pairs of 
spectra under varying degrees of chromatographic resolution 
give estimates having the correct order of magnitude with 
errors ranging from 0 % to 50 %. 

The eigenvalues from factor analysis of the experimental 
data obtained from mixtures of acetophenone and nitro­
benzene were used to test the relationship expressed in eq l. 
The resolution between the acetophenone and nitrobenzene 
peaks was about R, = 0.5. The results of the calculations are 
shown in Table III. In part A of Table III, values of A * = 
14.52, {3, = 0.86, and {32 = 0.297 were used. In part B of Table 
III, values of A * = 16.76, {3, = 0.86, and {32 = 0.297 were used. 
An average value of REV3° = 2.83 X 10-7 was calculated from 
experimental values of A3• This value was used to estimate 
values of A2 ° in Table III according to eq 9. 

Fair agreement was observed between the observed values 
of A2 and the expected values of A2. At ratios lower than' / 50 

the observed values of A2 level off, indicating a greater con­
tribution from random experimental error. 

The expected values of A2 reported in Table III can be used 
to estimate the minimum concentration of a minor component 
that can be reliably detected. The results in part A and part 
B of the table show that the smallest second eigenvalue that 
can be reliably detected should be about 3 to 4 times greater 
than 0.0002. For nitrobenzene as the minor component or 
acetophenone as the minor component, the lowest concen­
trations meeting these criteria are those obtained from the 
mixtures having the concentration of the minor component 
reduced to 1/100 of the concentration of the major component. 

Table III. Observed and Expected Values of h, for 
Experimental Data 

Part A: Varying Nitrobenzene Concentration 

concn, mg/mL 
expected 
height of matrix obsd obsd expected 

acetoph nitroben nitroben size A, A, h, 

0.00000 0.10036 1 29 x 30 14.52 0.0004 0.0002" 
0.10258 0.01004 '/'o 36 x 30 17.75 0.0536 0.0374 
0.10258 0.00201 '/50 38 X 30 16.82 0.0029 0.0018 
0.10258 0.001000 '/lOD 38 X 30 16.88 0.0015 0.0007 
0.10258 0.00005 '/200 36 X 30 17.48 0.0009 0.0004 
0.10258 0.00002 '/400 36 X 30 16.91 0.0007 0.0003 

Part B: Varying Acetophenone Concentration 

concn, mg/mL 
expected 
height of matrix obsd obsd expected 

acetoph nitroben acetoph size A, A, A2 

0.10258 0.00000 1 27 X 30 16.76 0.0010 0.0002" 
0.01026 0.10036 '/'o 32 X 30 16.35 0.0617 0.0431 
0.00205 0.10036 '/so 31 X 30 15.04 0.0021 0.0019 
0.00103 0.10036 '/lOD 38 X 30 15.88 0.0010 0.0008 
0.00051 0.10036 '/200 36 X 30 14.78 0.0007 0.0004 

a Estimated error eigenvalue. Observed eigenvalues should be 3 
to 4 times greater than this value in order for minor components to 
be detected. 

The corresponding expected eigenvalues are 0.0007 and 0.0008 
for nitrobenzene and acetophenone, respectively. Analysis 
of the experimental data for the mixtures in Table III supports 
the detection limit estimated above. The second component 
was not reliably detected in the standards where the con­
centration of the minor component was reduced to '/ 'li>J or '/400 
of the concentration of the major component. 

CONCLUSIONS 
The techniques reported here can be used to estimate the 

net signal due to a minor component in an overlapped peak. 
The presence of a second component will be detected when 
its net signal is significantly larger than a minimum value 
determined by experimental error in a data matrix with the 
same dimensions. These results can be used to judge the 
approximate conditions of peak height, resolution, and spectral 
similarity under which minor components will be reliably 
detected when overlapped with other peaks without resorting 
to lengthy, time-consuming sequences of experiments. 
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Selenium was determined In human whole blood or red cells 
by high-performance liquid chromatography (HPLC) using a 
new Internal standard. The method provides a 0.15-ng de­
tection limit, a between-day standard deviation of 1 % at the 
20-ng level, and a 3 % within-day standard deviation at the 
1-ng level. Samples were wet-ashed, and a selenlum-dl­
amlnonaphthalene derivative was formed, followed by addition 
of tetraphenylnaphthacene Internal standard, reverse-phase 
HPLC separation (10 min/run), and fluorescence detection. 
The detection limit was reduced by discrimination of fluores­
cence excitation of the selenium complex from the back­
ground using long-wavelength excitation (480 nm), removal 
of stray light In the excitation beam, and other optimizations 
described. Representative allquots of frozen and thawed 
whole blood samples were obtained by using a nitric acid 
predigestion at ambient temperature. Procedures to validate 
the method included standard addition and neutron activation 
analysis. 

INTRODUCTION 

Selenium is now known to be important both as an envi­
ronmental contaminant (1) and an essential trace element (1). 
Investigation of these roles requires sensitive and reliable 
analytical methods for the determination of Se in complex 
biological materials. This has proved a challenging problem, 
especially when only small samples of tissue are available. 
Each of the methods developed for analysis of selenium in 
biological materials (reviewed in ref 2 and 3) has certain lim· 
itations. 

Neutron activation analysis (NAA) is highly specific for Se, 
but the Na and CI ions present in some tissue samples cause 
a large noise background. Se in whole blood samples is sub­
stantially lost if dialysis is employed to eliminate Na and Cl 
ions from the sample. Graphite furnace atomic absorption 
(GF·AA) has not given reliable results with whole blood due 
to interference from the high iron content (4, 5). 

Several of the procedures useful for selenium analysis are 
not routinely available. NAA is done at only a few centers 
worldwide. GF·AA, when equipped with the Zeeman back· 

1 Present address: Department of Biochemistry, Tufts University, 
Health Sciences Campus, Boston, MA 02111. 

0003-2700/89/0361-2244$01.50/0 

ground corrector needed to correct for spectral interferences, 
is too costly for many laboratories. 

Analysis of the fluorescent diaminonaphthalene (DAN) 
derivative of selenite ion in cuvettes has found wide appli­
cation (6-8). The DAN-Se derivative yields a strong fluor­
escent signal when excited at 376 nm, but excess DAN reagent 
is present in the assay cuvette, which produces a background 
fluorescence equivalent to about 2 ng of Se (6, 7). 

The method described here utilizes high-performance liquid 
chromatography (HPLC) equipment, which is commonly 
available, to resolve the DAN-Se analyte from free DAN and 
other background-producing materials. There is no detectable 
blank from the DAN reagent with use of the HPLC method 
if instrumental variables are properly selected. The HPLC 
method has a between-day coefficient of variation (CV) of 1 % 
at the 20-ng level, and analyses can be reliably carried out 
down to 1.0 ng of Se. The method is effective for the whole 
blood matrix, red blood cells, or dessicated bovine liver (which 
behaves in a similar manner to that of other soft tissue ma­
terials). The chromatographic procedure described here differs 
from previous HPLC methods for Se (9-13) by its having lower 
background, its applicability to difficult biological matrices, 
and in the use of an internal standard, which greatly facilitates 
analytic procedures, decreasing the practical detection limit 
and improving reproducibility. 

EXPERIMENTAL SECTION 
Apparatus. The HPLC consisted of a Perkin-Elmer Model 

100 pump, with integral pulse dampener, a Rheodyne Model 7125 
injector with 20-I'L loop, an Alltech reverse-phase CIS X 10 I'm, 
25 cm X 0.46 cm column with guard column, and a Perkin-Elmer 
Model 650-LC fluorescence detector. This fluorescence detector 
is currently marketed as the Hitachi Model F-2000. For some 
experiments, an Alltech Adsorbosphere CIS X 5 I'm, 25 cm X 0046 
cm column was utilized. The mobile phase was 100% MeOH, 
and the flow rate was 104 mL/min. The detector was set at 480-nm 
excitation, 20-nm band-pass, and 580-nrn emission, 20-nm 
band-pass. A 420-nm high-pass optical filter (Schott GG-420) 
was placed in the excitation beam to remove stray light of 
wavelength <420 nm; however, a 450-nm high-pass optical filter 
was equally effective. The detector was set at the "fast" (0.5 s) 
time constant. 

Retention times were monitored with a Spectra-Physics inte­
grator. Peaks were recorded on a Hewlett-Packard Model 7130 
chart recorder. Quaotitation was done by determining peak height 
ratios of the DAN-Se peak and the internal standard peak. Se 
standards were dispensed with positive displacement micropi­
pettors (SMI, American Scientific Products). 

© 1989 American Chemical Society 
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Reagents. Perchloric acid was GF Smith, 70%, double-dis­
tilled, ACS reagent grade. Some lots of percbloric acid were found 
to contain waxy residues that extracted into cyclohexane. These 
lots were preextracted with cycJohexane before use in the ana­
lytical procedure. Sulfuric acid was GF Smith, 98%, Vycor 
distilled. Methanol and 2-propanol, both HPLC grade, were from 
Fisher Chemical Co. Sodium selenite was from Alfa Inorganics. 
Stock solutions for routine use were prepared by dilution with 
0.1 N HCI. Selenium stendard solution (Fisher) for atomic ab­
sorption (1 mg of Se per milliliter of H,O, as SeO,) was also 
evaluated and found to give equivalent results. Tetraphenyl­
naphthacene (TPN, also called rubrene) and DAN-HCI were from 
Aldrich Chemical Co. Cyclohexane, HPLC grade, was from Fisher. 
Some lots were redistilled from sodium hydride (14) and stored 
under argon, as is further described in Procedures. Other materials 
were reagent grade. 

Procedures. Blood was collected from the antecubital vein 
with the use of K,EDTA anticoagulant. Some whole blood 
samples were diluted directly into 10 volumes of 70% HNO,. 
Other aliquots were stored in small plastic tubes at -120°C. When 
these aliquots were thawed, they were also diluted with 10 volumes 
of nitric acid. Before the digestion step, all samples were incubated 
in nitric acid at ambient temperature for at least 8 h. Some 
measurements were also made on saline-washed human red blood 
cells. 

The samples were acid-digested by a method modified from 
the procedure of Alfthan (7). All digestion operations were carried 
out in a well-ventilated fume hood. One milliliter of the sample 
dilution in nitric acid was placed in a 16 x 125 mm disposable 
borosilicate glass test tube. Two glass beads and 0.4 mL of a 20:1 
HCIO./H,SO. mixture were added, and the tubes were placed 
in an electrically heated, 7.5 cm deep digestion block preheated 
to 80°C. The entire digestion block was wrapped with several 
layers of aluminum foil to facilitete control of block temperature 
in the strong draft of the fume hood. The samples were heated 
from 80 to 120°C over 1 h, and then from 120 to 150°C over 1 
h. The tops of the tubes were then wrapped in several thicknesses 
of aluminum foil to minimize recondensation of HN03 vapors. 
The tubes were heated from 150 to 180°C over 30 min and held 
at 180-200 °C for 1 h. 

The tubes were cooled, 0.25 mL of saturated ammonium oxalate 
was added, and the tubes were heated at 100 °C in a boiling water 
bath for 10 min. The tubes were cooled again, 0.75 mL of 6 M 
HCI was added, and the tubes were heated at 100 °C in the boiling 
water bath for an additional 10 min, to reduce selenate present 
to selenite (7). 

After cooling, 1 mL of 50% formic acid, 0.5 mL of 0.1 M 
Na,EDTA/2.5% hydroxylamine 0.6 mL of 25% NaOH were 
added. A separate Pasteur pipet was placed in each tube, and 
the tubes were aspirated vigorously to remove ammonia formed 
from the ammonium oxalate added at the previous step. The pH 
was then adjusted to 1.2 (±0.1) with a pH meter, using 10% NaOH 
and 6 M HCI. The digest was then transferred, along with two 
1-mL rinses with pH 1.0 HCI, to 16 x 125 mm screw-cap boro­
silicate glass tubes. 

DAN reagent was prepared daily by boiling 1 mg/mL DAN-HCI 
in pH 1.0 HCl for 10 min under subdued incandescent light. A 
1.0-mL aliquot of the DAN reagent was added to the sample 
digests, and the tubes were capped with Teflon-lined plastic caps 
(Thomas Scientific, No. 2390-H32), the contents mixed well, and 
the tubes placed in a dark 65°C water bath for 40 min for 
synthesis of the DAN-Se derivative. All subsequent operations 
were carried out under subdued incandescent light. 

The internal stendard solution was prepared by dissolving the 
TPN in cyclohexane, measuring its absorbance at 526 nm, and 
diluting this stock solution with cyclohexane to obtain a working 
stock solution with an absorbance of 0.0004 at 526 nm. Care 
should be taken that the fluorescence of TPN does not create 
absorbance measurement artifacts. 

After incubation, the tubes were cooled in a room-temperature 
water bath. Each tube received 1 mL of cyclohexane, containing 
TPN, and 2 mL of additional cycJohexane, and the tubes were 
tightly capped. The tubes were shaken vigorously by hand for 
60 s and centrifuged to separate the phases, and the cyclohexane 
layer was collected in an 8-mL borosilicate glass vial. The cy­
clohexane was evaporated by placing the tubes in a 40°C water 

bath and passing a stream of nitrogen over them, and the residue 
was dissolved in 60 ILL of 1:1 metbanol/2-propanol. The injection 
loop was first rinsed with methanol/2-propanol, and the sample 
was analyzed by HPLC. 

Explanation of Steps in the Analytical Procedures. The 
small amount of sulfuric acid was added to the digestion reagent 
to protect against the digest being evaporated to dryness (8). 
Taking the sample to dryness can cause volatilization of selenium 
and is one of the major potential losses of selenium associated 
with wet digestion procedures (15). 

Nitric acid was found to interfere with formation of the 
DAN-Se derivative, and therefore digestion conditions were 
chosen to drive off and eliminate nitric acid during heating at 
180-200°C. 

The ammonium oxalate step was employed to eliminate nitrite 
from the digest (16). Nitrite can interfere directly with the 
synthesis of the DAN-Se derivative (17) and has been reported 
to accumulate during the digestion procedure (17). Nitrite ion 
also forms a fluorescent derivative with the DAN reagent, with 
excitation and emission maxima of 364 and 412 nm, respectively 
(18). This DAN-nitrite derivative was synthesized at pH 1.0 and 
analyzed by HPLC. The DAN-nitrite peak is not detected at 
the excitation and emission wavelength settings used in the present 
method. 

Addition of H,O, was evaluated as an alternative method for 
eliminating the nitrite (8). Traces of H,O, were found to interfere 
with DAN-Se formation, but oxalate did not. Since H,O, may 
not be completely eliminated once added to the digest, it was not 
employed in this procedure. 

Formic acid provides buffering to allow the pH of 1.2 to be more 
easily attained during pH adjustment. Hydroxylamine was added 
to stabilize the DAN reagent against oxidation during the de­
rivatization step (19). EDTA chelates Fe, Cu, and other trace 
metals derived from the red blood cells (RBC), which may oth­
erwise interfere with the formation of the DAN-Be derivative (20). 

BHT (butylated hydroxytoluene) is added to the cyclohexane 
for two reasons. First, if cyclohexane initially purchased under 
nitrogen atmosphere is left exposed to the air without BHT 
protection, the DAN-Se derivative is unstable in the aged cy­
clohexane, and losses of DAN-Se of up to 25 % per hour are noted. 
Second, the DAN-Se may be substantially decomposed at the 
cyclohexane evaporation step, unless BHT is present. We hy­
pothesize that the BHT inhibits peroxide formation in the cy­
clohexane (21) and also provides an inert hydrophobic layer during 
the evaporation step to protect the DAN-Se from air oxidation. 
Even when BHT-supplemented, bottles of cyclohexane open to 
the air for more than 90 days begin to show traces of DAN-Se 
decomposing activity. 

Some lots of cyclohexane showed Dan-Se decomposing activity 
when initially opened, even with immediate BHT addition. For 
these lots, it was necessary to redistill the cyclohexane over sodium 
hydride (14), add BHT, and store the purified product tightly 
sealed under argon. The cyclohexane could be used for up to 30 
days after redistillation if these precautions were followed. The 
TPN dilutions in cyclohexane used for internal standard are also 
stable when stored under argon. 

Mter formation of the DAN-Se in the 65°C water bath, it is 
stable for up to 8 h if stored at ambient temperature in the dark 
in the derivatization reagent. However, after the sample has been 
extracted into cyclohexane, the cyclohexane should be evaporated 
within 5 min and replaced with 1:1 methanol/2-propanol. Both 
DAN-Se and TPN are stable in the dark in 1:1 methanol/2-
propanol for at least 2 h. 

The nitric/perchloric acid digestion procedures often do not 
completely digest lipids in the sample (2,8). Lipids may be carried 
through the cyclohexane extraction to the final HPLC step. For 
reliable results with whole blood analyses, it was necessary to 
dissolve the digested extract in 1:1 methanol/2-propanol for in­
jection into the HPLC. This may be due to the superior ability 
of methanol/2-propanol to solubilize lipids. When Se standards 
were analyzed, 100% MeOH worked reliably. When whole blood 
is analyzed, it is important for accuracy that the injection loop 
and syringe be rinsed with methanol/2-propanol. 

RESULTS 
Analysis of Human Whole Blood and RBC. Either 
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Figure 1. (a) HPLC analysis of Se in 100 ILL of normal human RBC: 
column, C18, 10 ILm, 25 X 0.46 cm; mobile phase, 100% MeOH, 1.4 
mL/min; excttation, 480 nm; emission, 580 nm; 420-nm high-pass 
barrier fitter in excitation beam. (b) Reagent blank, all other condttions 
as in Figure la. The small peak marked "DAN-Se" is contributed by 
traces of Se in the reagents employed. 

Table I. Between-Day Comparison of Eight Whole Blood 
Samples 

mean (±CV, %), 
sample day 1 day 2 day 3 (ng of Se/100 ILL) 

1 18.4 18.5 18.0 18.3 (1.5) 
2 16.2 16.1 16.0 16.1 (0.82) 
3 19.7 19.5 19.7 19.6 (0.51) 
4 19.5 19.3 19.0 19.3 (1.35) 
5 17.1 17.3 17.7 17.4 (1.55) 
6 15.2 15.2 15.1 15.2 (0.36) 
7 19.8 19.8 20.1 19.9 (0.87) 
8 20.3 20.5 20.9 20.5 (1.67) 

tI Mean between-day standard deviation, 1.1 %. 

whole blood or washed red cells were digested and analyzed 
for selenium content. A sample HPLC chromatogram of the 
selenium determined in a 100-ILL aliquot of RBC is shown in 
Figure 1a. The reagent blank is shown in Figure lb. The 
blank equals 0.25 ng of Se. 

Sampling Technique Required for Frozen Human 
Whole Blood Samples. It was found repeatedly that aliquots 
of frozen and thawed human whole blood were not homoge­
neous for Se. The Se content of replicate 100-ILL aliquots of 
thawed material frequently varied by as much as 25%. Fresh 
material, both whole blood and saline-washed RBC, showed 
high reproducibility. The reproducibility problem was fully 
overcome by predigestiug frozen and thawed whole blood with 
nitric acid. To analyze a sample of frozen whole blood, the 
blood sample container is weighed, the sample is transferred 
to a screw-cap test tube, and the original sample container 
is reweighed. Then the volume of the blood sample is de­
termiued by usiug the whole blood density of 1.06 grams/cma, 
which was taken from literature values (22) and confirmed 
experimentally. 

Ten volumes of 70% HNOa are added to the sample iu the 
screw-cap test tube, and the mixture is allowed to digest at 
room temperature overnight. A1iquots (1 mL) of this dilution 
are digested for Se analysis. Replicate analyses from this 
HNOa dilution gave highly reproducible results, as described 
below. 

Between-Day Coefficient of Variation. Whole blood 
from eight subjects from the New York, NY, area who were 
enrolled in a nutritional study was analyzed in duplicate on 
three different days. A1iquots for the analyses were taken from 
the initial dilution of the whole blood in 70% HNOa. The 
results are shown in Table I. The between-day coefficient 
of variation for these samples was 1.1 %. Similar precision 
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Figure 2. Determination of Se in a 100-ILL sample of whole blood by 
standard add~ion. The aliquot was spiked wtth 5, 10, and 25 ng of Se 
(as sodium selenite) and the Se value of the blood sample determined 
by extrapolation to the x axis. 

was found with analyses of washed RBC (data not shown). 
Within-Day Coefficient of Variation. Analyses in rep­

licate (n = 8) were carried out on a single day on one of the 
above whole blood samples, and a within-day CV of 1.2% was 
determiued. In experiments with washed RBC, the withiu-day 
CV varied from 1.4% to 2.0% (n = 4 for each experiment). 

Calibration Curves. The method was determined to be 
linear through at least 40 ng of Se / determiuation. A separate 
calibration curve was prepared with Se (as sodium selenite) 
for each batch of samples. The calibration curve consisted 
of a blank and 10, 20, and 40 ng of Se. Each Se standard level 
was analyzed twice to establish this standard curve. Least­
squares analysis (23) on six consecutive standard curves was 
carried out. The Pearson correlation coefficient (r) was 0.999 
for the standard curves. The mean CV from the least-squares 
analysis for Se determination at the 20-ng level was 2.3%. 

Analysis of Standard R..ference Material. Boviue liver, 
National Bureau of Standards SRM No. 077, was analyzed 
by this procedure after dessication of the material at 60°C 
for 2 h. The certified Se value for this material is 1.1 (±0.1) 
ILg/g. In the first determination a value of 1.04 (±0.01) was 
obtained with the present method (n = 4). In a second de­
termination, a value of 1.05 (±0.02) was obtained (n = 2). 

Matrix Effects. Matrix effects were evaluated by the 
method of standard addition. Samples prepared from 100 J.LL 
of whole blood were predigested with nitric acid and spiked 
with 5, 10, and 25 ng of Se (as sodium selenite). The results 
of this analysis are shown in Figure 2. By extrapolation to 
the x intercept, the blood sample was determined to contain 
17.4 ng of Se. Analysis of this sample by the standard pro­
cedure described above yielded 17.1 ng. The difference be­
tween the two procedures is 1.6%, which is within the ex­
perimental error of this method. Therefore, the whole blood 
matrix does not significantly interfere with the analysis of 
added selenite. 

Comparison with Neutron Activation Analysis. Six 
samples of whole blood from normal adult subjects from the 
Bozeman, MT, area were analyzed by both the standard 
HPLC procedure described above and by neutron activation 
analysis (NAA) of Se-77 (24) at the University of Missouri 
Research Reactor Facility, Columbia, MO. For NAA, it was 
necessary to analyze whole blood without dialysis, because a 
substantial fraction of the Se (up to 25%) is lost from whole 
blood through the dialysis membrane (personal communica­
tion, September 1988, Dr. Steven Morris, University of 
Missouri, Columbia, MO). However, the Na, Cl, and other 
elements in the whole blood create background noise equiv­
alent to 2 ng in a O.l-mL blood sample, or a 10% noise level. 
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Table II. Determination of Se in Whole Blood at Trace 
Levels 

Se in Se in 
sample, Se found, ng sample, S. found, ng 

ng (n = 4) ng (n = 4) 

2.0 1.99 (=3.3%) 0.2 0.219 (=18%) 
1.0 0.980 (=2.2%) 0.1 0.098 (=16%) 
0.4 0.445 (=14%) 

As a result, the precision of the NAA method with whole blood 
is significantly less than that of the HPLC method. 

The mean Se value determined by the HPLC procedure 
was 21.5 (±0.36) ng/l00 I'L, and the Se value determined by 
the NAA procedure was 21.S (±1.35) ng/l00 I'L, for a 1.5% 
difference. The correlation coefficient (r) between the two 
procedures was 0.9S. This finding supports the conclusion 
that the HPLC procedure is measuring the entire Se content 
of the sample. 

Detection Limit. The small peak in the reagent blank 
(Figure Ib) is due to traces of Se in the reagents employed 
in the procedure. The Se blank was 0.25 ng, with a standard 
deviation of 0.05 ng. Therefore, the detection limit (estimated 
as 3 times the standard deviation of the blank) was 0.15 ng. 

AR-grade sulfuric acid was used initially for the digestion 
procedure, and a blank of 1.5 ng of Se was observed. The 
blank decreased to 0.25 ng when Vycor-distilled sulfuric acid 
was used. Studies of individual reagents indicate that 40% 
of this 0.25 ng is contributed by the Vycor-distilled sulfuric 
acid. The detector base-line noise had a peak-to-peak value 
with the IO-I'm HPLC column of 0.12 ng of Se. 

Experiments with a Higher Resolution CI8 x 5 I'm 
HPLC Col umn. To further characterize the behavior of the 
assay with trace amounts of Se, analyses were carried out using 
a CIS x 5 I'm, 25 cm X 0.46 em HPLC column with integral 
cartridge guard column, which gives a considerably sharper 
DAN-Se peak than the CI8 X 10 I'm HPLC column used 
elsewhere in this method. In these experiments, the final 
extract for HPLC analysis was dissolved in 40 I'L of 1:1 
methanol/2-propanol instead of 60 I'L. From a whole blood 
sample with previously determined Se content, dilutions of 
whole blood were made with HNO, to yield Se concentrations 
from 0.1 to 2.0 ng of Se/mL of HNO,. One-milliliter aliquots 
of these dilutions were analyzed, and the results are shown 
in Table H. 

Effects of Fluorescence Detector Excitation and 
Emission Settings. Initially, HPLC of the DAN-Se deriv­
ative was attempted using the conventional excitation and 
emission wavelengths of 376 and 520 nm, respectively. With 
these settings, the DAN reagent alone, even in the absence 
of Se, produced a large peak that overlapped the DAN-Se 
peak on the chromatogram (data not shown). This suhstantial 
reagent peak remained even when the DAN was purified 
before use by 4X extraction with cyclohexane. Other detector 
wavelengths were therefore explored. 

Figure 3 compares the excitation and emission spectra of 
the DAN reagent blank with the spectra of the DAN-Se 
derivative (prepared from 20 ng of Se, the middle of the 
working range of this method). The DAN-Se excitation at 
376 nm is only twice that of the blank. However, the DAN-Se 
derivative also has a substantial excitation band in the 450-
500-nm region, and the blank in that region drops close to zero. 
The suitability of the 450-500-nm region is further enhanced 
because the Xe light source employed has its greatest energy 
output in the 450-500-nm region. When the HPLC analysis 
was carried out using 480-nm excitation and 5SO-nm emission, 
with use of a 420- or 450-nm high-pass filter in the excitation 
beam, the contribution of the DAN reagent peak was reduced 
to near zero, as is seen in Figure lb. Nazarenko and Ermakov 
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Figure 3. Excitation and emission spectra (without spectral correction) 
of DAN-Se from 20 ng of Se (solid line) and of the DAN blank (dashed 
line). The DAN-Se shows substantial fluorescence exc~ation at 480 
nm, where the excitation of the blank drops to near zero. 
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Figure 4. Effect on the reagent blank of removal of the high-pass fitter 
from the excitation beam. The large DAN peak, with a retention time 
very similar to that of the DAN-Se peak, is due to stray light in the 
excitation beam. HPLC canadians were the same as in Figure 1 b 
except for the absence of the high-pass filter. 

(25) also reported that the fluorescence signal of DAN became 
very low with excitation wavelengths greater than 400 nm. 

The HPLC fluorescence detector used in this work has a 
single-grating excitation monochromator, and stray light was 
a potential source of difficulty. Figure 4 shows a chromato­
gram of the reagent blank excited at 480 nm without the 
high-pass excitation filter. The chromatographic peak ob­
served under these conditions results from excitation of the 
DAN reagent, due to stray light in the 30Q-400-nm range 
passed by the monochromator. Both the use of the 480-nm 
excitation wavelength and the high-pass 420-nm excitation 
filter to remove stray light were necessary to obtain the low 
blank values found in this work. 

The TPN excitation spectrum extends from 440 to 530 nm, 
and emission spectrum from 550 to 620 nm (spectra not 
shown). Excitation and emission wavelengths used for the 
DAN-Se complex are well within these regions of the TPN 
spectra. 

Contaminants in the DAN Reagent. Most commercial 
samples of DAN reagent were found to be acceptable without 
further purification. Some batches of DAN contained a 
component that eluted at a retention time equal to 7 times 
the DAN-Se retention time. The size of this peak (which 
eluted as a broad peak due to its prolonged retention time) 
varied among the different batches of DAN. The peak height 
of this component varied from I to 3 ng of Se equivalent. This 
component could not be removed by 4X extraction of the DAN 
reagent with cyclohexane. Interference from this contaminant, 
if present, was avoided by careful timing of each injection. 
It was possible to space the analyses out so that the broad peak 
from the previous injections consistently eluted between the 
DAN-Se and TPN peak, interfering with neither peak. 
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Effects of Conditions Used to Reduce Selenate to 
Selenite. Full reduction of selenate to selenite could be 
accomplished by placing the sample in a boiling water bath 
in 3 M HCl for periods of 5 to 20 min; 10 min is routinely used 
in the method as described. 

The selenate and selenite content of samples may be dis­
tinguished by DAN-Se measurements before and after re­
duction of selenate with 3 M HCl. Such Se speciation may 
be of interest in studies of environmental waters (26, 27). 
Therefore we investigated the effect of the conditions used 
to form the DAN-Se derivative (65 °C, pH 1.0 HCl, 40 min) 
on reduction of selenate. No detecteble conversion of selenate 
to selenite occurred under these conditions, and the analysis 
method may therefore be adaptable to Se speciation studies 
(26,27). 

DISCUSSION 

This method was developed to exploit the superior sensi­
tivity and selectivity provided by HPLC over that of 
fluorescence measurements carried out in cuvettes, as well as 
to gain the reliability of internal stendard quantification. The 
individual components analyzed can be resolved as distinct 
peaks on the HPLC chromatogram, whereas in the classical 
DAN-Se fluorescence procedure in cuvettes there can be 
uncertainty about the relatively large contribution of back­
ground components to the fluorescence signal. 

The method presented is compatible with the high lipid 
content of the whole blood or RBC matrix. Lipids often are 
not fully decomposed by perchloric acid digestion (2, 8). To 
prevent interference by residual lipid carried through to the 
HPLC step in whole blood digests, it is necessary to dissolve 
the final extract of the whole blood digests in 1:1 metha­
nol/2-propanol. 

Sample charring can be an important source of loss of 
volatile Se derivatives during digestion (15), but charring was 
not observed with the conditions employed in this work. If 
larger samples are to be digested, it may be useful to add 
additional perchloric acid, as recommended by Alfthan (8). 
The digests were gradually heated to the perchloric acid 
boiling point as recommended by Olson et al. (15) to avoid 
Se losses during digestion, and this procedure was found to 
be very satisfactory. 

The HPLC step requires about 10 min per sample and adds 
approximately 25 % more time for the analysis compared to 
the classical fluorometric technique. However, the HPLC 
method is capable of greater sensitivity and reproducibility. 
The use of the internal stendard removes the need for rigorous 
control of volumes except at two steps: pipetting of sample 
and pipetting of internal stendard. The steps of cyclohexane 
extraction, evaporation, and HPLC analysis are simplified on 
a routine basis by the use of the TPN internal standard. 

The difficulties from relatively high blank values in the 
previously described procedures for Se analysis using DAN-Se 
derivatives (~2.0 ng of Se equivalent) are likely to be due to 
the excitation of the DAN reagent at 376 nm. Even with 
highly purified reagent, some DAN extracts into the cyclo­
hexane layer. The present method avoids direct excitation 
of the DAN reagent by exciting the DAN-Se fluorescence at 
480 nm. 

Several modifications may further lower the detection limit 
of this method. As discussed in Results, more highly purified 
reagents may be employed. For samples containing much less 
organic matter, the digestion might be carried out in one-tenth 
the volume of reagents used here, thereby lowering the blank 
to 0.025 ng. 

We have been able to improve the signal-to-noise ratio by 
using a C18 X 5 ILm analytical column with integral guard 
column and by dissolving the sample in 40 ILL of solvent for 
injection on the HPLC column, instead of the 60 ILL routinely 

employed. Results obtained with these modifications are 
shown in Table II. The present method achieves a detection 
limit of 0.15 ng of Se in the sample, and lower limits can be 
attained by using the 5-ILm column and other modifications 
described above. This level of sensitivity compares favorably 
with that of current methods of Se analysis at trace levels. 

In publications on trace element analysis, the detection limit 
is often reported in parts-per-billion (ppb). This convention, 
however, may not be appropriate with procedures, such as the 
present method, that are readily capable of analyzing samples 
of different weights or volumes. For such procedures, it is 
more useful to refer to the absolute detection limit. Bio­
chemists interested in determining traces of Se, either in 
tissues from Se-deficient animals or in small tissue samples, 
are especially concerned with the absolute detection limit of 
a method. For these reasons, we describe below the working 
detection limit for several current procedures as nanograms 
of Se contained in the sample. 

The conventional fluorometric procedure in cuvettes, when 
carried out with thorough purification of the DAN reagent, 
achieves a detection limit of 0.5 ng (8). NAA, using the Se-77 
isotope, has a detection limit of 3 ng (24). Hydride genera­
tion-atomic absorption spectrophotometry (HG-AA), with 
a liquid-nitrogen trap and elution of the SeH2 vapor into the 
detector as a sharp spike, attains a 0.5-ng detection limit (26). 

GF-AA, with Zeeman background corrector and other 
features to optimize sensitivity, can achieve a O.04-ng detection 
limit (28). This method has the additional merit of not re­
quiring sample digestion, thereby eliminating the blank con­
tributed by Se found in the strong-acid digestion reagents. 
However, the GF-AA procedure has been limited to small 
sample sizes (5-20 ILL of blood plasma), whereas the other 
methods described here can increase the working sensitivity 
by analyzing samples as large as 1 mL of whole blood or 
plasma. GF-AA has not given reliable results with whole blood 
samples (4,5), as described in the Introduction. 

Recently, Nakagawa et al. (13) described an HPLC method 
for Se using a new fluorescent derivative of Se with penicil­
lamine and 7-fluoro-4-nitrobenz-2,1,3-oxadiazole. This method 
has excellent absolute sensitivity (the instrumental detection 
limit is 0.015 ng of injected Se). However, the method entails 
several sample dilutions, so that only '/300 of the Se in the 
sample reaches the detector flow cell (compared to one-third 
of the Se in the sample in the present method). As a result, 
the method of Nakagawa et al. (13) has a working detection 
limit of 5 ng of Se in the sample. 

The HPLC method presented here combines an established 
method for conversion of Se in biological samples to selenite 
with a new HPLC method for measurement of the selenite. 
Prior workers have confirmed the reliability of the nitric 
acid/perchloric acid digestion procedure (8) for determination 
of selenium in whole blood (8) and a variety of animal and 
plant materials (15,29,30), including validation by neutron 
activation analysis (19, 30). The data reported here extensively 
document the accuracy and sensitivity of the HPLC method 
employing fluorescence detection. The high Fe, Cu, and or­
ganic matter content of whole blood makes this material a 
demanding matrix for Se determinations (5, 8, 20), and the 
success of the procedure described herein suggests it will be 
competent to handle less challenging materials, such as tissue 
proteins. Therefore, the method should have applicability 
to a wide range of biological samples. The highest sensitivity 
modifications might be useful in pediatric, forensic, or bio­
chemical applications where small samples may be available 
and subnanogram sensitivity is required. 
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Theory of Cyclic Staircase Voltammetry for Electrode Kinetics 
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Cyclic staircase voltammograms have been calculated and 
complied In the form of working curves for peak currents and 
peak potentials. All potentials and currents are normalized, 
making Independent knowledge of n, 0, and E 112 desirable. 
Kinetic Information and In favorable cases rate constant 
values can be obtained by using these curves. II quasi-re­
versible behavior can be seen experimentally, peak separa­
tions can be used to estimate a rate constant. Measurement 
of the reverse peak current from a zero of current to calculate 
the peak current ratio Is more convenient and reliable than 
the usual measurement from an extrapolated forward base 
line. 

Staircase voltammetry (SeV) was introduced about 30 years 
ago as a digital counterpart to the widely used analog tech­
nique linear scan voltammetry (LSV). (For simplicity, we will 
use these abbreviations to include not only the linear but also 
the cyclic experiments.) These two very similar techniques 
have been compared recently, both theoretically and exper­
imentally, in a series of papers by R. A. and J. G. Osteryoung 
and co-workers (1-4). A considerable amount of theoretical 
and experimental work has also been developed by others for 
the staircase technique (5-13). However, none of the previous 
theoretical wor k for SCV complicated by electrode kinetics 
has provided a thorough, systematic presentation of how all 
of the experimental quantities commonly measured in a cyclic 
voltammogram vary with the kinetic parameters and with a 
change in the characteristic time of the experiment over a wide 
range of values. We have carried out the necessary compu­
tations and present the results here in a series of working 
curves. 

An introduction to cyclic voltammetry (LSV) has been 
provided in several recent articles (14, 15). In LSV the current 
response to a continuously changing potential is measured. 

0003-2700/89/0361-2249$01.50/0 

Typically the potential is E = Ei - vt, where Ei is the initial 
potential and v is the scan rate, up to the switching potential, 
E,p, after which E = E,p + vt. Altbough potential and time 
are inextricably linked by the scan rate in LSV, in sev there 
are two parameters, step height (1lE) and width (T), permitting 
independent variation of the time scale. The SCV potential 
profile can be described in a way similar to that of LSV as 
E = Ei -Ij - 1)D.E or E = E,p + Ij - 1)D.E for Ij - I)T :5 t :5 
jT, where j is the step number. 

The fact that potential and time can be varied independ­
ently for sev leads to a number of advantages over LSV. In 
LSV the ratio of faradaic to charging current decreases as v-1/2 

with increasing scan rate. This makes it difficult to vary scan 
rate over a meaningful range. In sev, potential is held 
constant over the length of the tread of each step (for the 
period of time T). Since charging current drops off expo­
nentially with time while the desired faradaic signal only 
decays as t-1/2, judicious choice of minimum step width can 
result in measurement of almost purely faradaic current. This 
property of pulsed waveforms, such as sev, often allows the 
use of faster scan rates as long as background current is due 
primarily to charging current. 

A potential step is also more readily implemented under 
control by digital computer than is a ramp. (In fact modern 
instruments offering "LSV" usually are employing a staircase 
waveform.) Finally, the widely used numerical methods based 
on integral equations describing the boundary value problem 
of interest are more conveniently applied to sev than to LSV, 
because the discretized waveform in LSV is an approximation 
whereas in SCV it is exact. 

The experimental quantities that are typically measured 
in a cyclic voltammogram are the catbodic and anodic peak 
potentials and their corresponding peak heights. A typical 
reversible staircase voltammogram is illustrated in Figure 1. 
The values shown are used to determined peak separations 
(Epa - E p,) and peak current ratios (ip,lip,)' Working curves 

© 1989 American Chemical Society 
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Figure 1. A cyclic staircase voltammogram for reversible electron 
transfer (log Kr'l2 = 2), ntJ.E = 5 mV, '" = 0.5, and y, is the dimen­
sionless current (eq 4). 

for peak currents, peak potentials, peak current ratios, and 
peak separations presented here provide information con­
cerning the range and limitations for applying SCV to the 
study of a system complicated by slow electron transfer. A 
subsequent paper will deal with the other first-order kinetic 
cases of preceding (CE), following (EC), and catalytic (EC') 
reactions. 

Also, since peak current ratios are measured in order to 
provide information concerning reversibility of an electro­
chemical system, and since most methods of determining this 
ratio are time-consuming and have associated experimental 
problems, we looked to other possibilities for obtaining 
equivalent information more directly. As seen in Figure 1, 
the biggest difficulty in calculating the peak current ratio lies 
in determining the correct base line for measuring the reverse 
(anodic) peak current. Traditionally, the decay of the forward 
(cathodic) current is chosen as the base line for anodic peak 
measurement. However, to apply this method, one should 
obtain two voltammograms, one linear, one cyclic, both plotted 
out on a recorder with a time base. Alternatively the potential 
can be held at E,p until the current falls to zero before com­
mencing the reverse scan. Graphical or algebraic methods are 
also employed which rely only on the current-potential in­
formation of the conventional cyclic voltammogram. These 
include subtracting a base line extrapolated from the falling 
portion of the forward branch and the semiempirical method 
of Nicholson (16). Although the latter was developed to obtain 
the peak current ratio for LSV for a particular type of EC 
reaction, it has achieved much wider use because it is simple. 
In the present work we have calculated the anodic peak 
current based on the extended forward scan (E < E,p) and 
investigated in detail the range over which Nicholson's 
equation applies to this case. We also present complete 
calculations for the case in which the reverse peak height is 
measured with respect to the zero of current. 

THEORY 
The theory presented here for staircase voltammetry is 

based on previous work done by O'Dea et al. (17) for square 
wave voltammetry. 

For a simple reversible system complicated by electrode 
kinetics 

o + ne-~R 
the Erdey-Gruz and Volmer equation can be applied as a 
boundary condition 

itt) = nFAK<-O[Dol/2Co(0,t) - <DR
I / 2CR(0,t)] (1) 

where 

(2) 

and 

< = exp(nF(E - E I;{) / RT) (3) 

and the other symbols have their usual electrochemical sig­
nificance. 

To further simplify eq 1 and make it independent of ex­
perimental constants such as A (electrode area), the current 
itt) is made dimensionless by using the following relationship: 

itt) = y,(t)nFACo(Do/7rt)I/2 (4) 

where y,(t) is the dimensionless current to be calculated. 
If eq 4 is substituted into eq 1 and surface concentrations 

are converted to their integral forms, the following relationship 
is obtained: 

y,(t) = 
K<-{1r.l/2rl/2 - «1 + <)/7r1/2) fo'y,(u)/(t - u)l/2 duJ (5) 

In order to evaluate the integral in eq 5, the step function 
method presented by Nicholson and Olmstead (18) was ap­
plied; this provides a means of replacing the integral in eq 5 
with a finite sum. With rearrangement, the final equation 
is 

b(m) = 
m-I 

(7rP/2/2(1 + <) - LbiS k')/(l + (7rl)1/2/2Krl /2<-O(1 + <)) 
i=1 

(6) 

where I is the number of subintervals per step, Sk' = kl/2 -
(k _1)1/2, bi is the approximation to y,(t) at t = mrll, and k 
= m - i + 1. Equation 6 was then coded into FORTRAN. All 
theoretical results were calculated on a Masscomp 5500 series 
computer. 

The cyclic staircase waveform is characterized by a number 
of evenly spaced steps. The number of steps in the staircase 
waveform is determined solely by the potential range chosen 
and the step height. In the present case, a symmetrical 
waveform is chosen with a potential window of 4001 n m V and 
a step height of 51n mY, which yields a staircase waveform 
consisting of 162 discrete steps. 

Since there is a significant period of time during which the 
potential is held constant (along each tread of the staircase), 
it is possible to sample the current at any point along the step. 
Sampling current at various stages along the staircase step 
results in voltammograms differing in shape and amplitude. 
A number of investigators have examined this dependence on 
sampling time, and it has been shown that these characteristics 
can yield kinetic information (3, 7,8,12, 13). As mentioned 
above, all currents were computed at the end of the step in 
this study. 

1n the step function method used for these calculations, each 
constant potential step is divided up into a number of evenly 
spaced subintervals over each of which the value of the 
function, y" is approximated by a constant. As the number 
of subintervals per step (I) is increased, the approximation 
approaches the true value of y,. Errors in the approximation 
are not cumulative. Increasing the number of subintervals, 
thus decreasing the width of each subinterval, increases ac­
curacy but does so at the price of increased computational 
time. 

The current at the end of the step according to eq 6 is the 
value obtained for y, on the last subinterval on each constant 
potential step. However, the computation is begun by 
choosing bl = O. Therefore it provides a high estimate to the 
true value. To counterbalance this tendency, and thus to 
decrease significantly the number of subintervals needed to 
achieve high precision (y, values that differ by < 0.5%), 
therefore decreasing the total time of the calculation, the 
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Figure 2. Cathodic peak height (fp,) versus log (K7'12) for a values 
as indicated. 

current at the end of the step was approximated by the current 
at the end of the next subinterval, the potential being held 
constant. Rapid convergence was achieved by using this 
method with little change in value «1 %) after 5 subinter­
vals/step. The number of subintervals used in this study was 
15. 

The resulting voltammogram is a set of 162 discrete nor­
malized current points at specified potentials. To obtain the 
conventional measures of forward (cathodic) peak potential 
and current, a parabola was fit to the three largest currents, 
and the peak potential and current were chosen as the position 
and amplitude of the maximum of the parabola. The anodic 
peak was dermed in the same way. Measurement of the anodic 
peak current involved calculating an additional series of 
voltammograms of the same number of steps but without 
changing the direction of the potential steps. The cathodic 
current was referenced to the zero of current, and the anodic 
current was referenced to the base line obtained through 
extension of the cathodic curve or to the zero of current. 

The data presented were calculated for the case in which 
the potential is changed from 200/ n to -200/ n m V relative 
to the reversible half wave potential. Because the potential 
scale is chosen to be n(E - E',/2) the voltammograms are 
independent of the number of electrons transferred. Peak 
characteristics are plotted as a function of log K7

'
/

2 (where K 

is defined by eq 2 and 7 is the period or stepwidth of the 
staircase (=I/f» for various values of a. All curves shown 
consist of data accumulated for anywhere from 60 to 101 
individual voltammograms. The entire range of K7

'
/ 2 values 

(5 orders of magnitude) could not be determined for alIa 
values due to the fact that a peak could not always be found 
within the limitation set by the potential range. Also, it should 
be noted that dimensionless peak current values, peak posi­
tions, and peak separations all depend on the step height 
chosen, but the trend in variation is the same for step heights 
other than the normalized value nt:.E = 5 m V used here. This 
is an experimentally convenient value that yields adequate 
resolution consistent with reasonably rapid experiments. 

The value of a in these calculations is varied from zero to 
unity. Note that a, the transfer coefficient, is an empirical 
parameter that is related to but in general not equal to the 
symmetry factor for the energy barrier to charge transfer. A 
good general description of the symmetry factor is provided 
by Bockris et al. (19). Delahay (20) and Parsons (21) provide 
a more thorough discussion of how a is influenced by chemical 
and electrochemical factors. 

RESULTS AND DISCUSSION 
Three distinct types of behavior can be seen in Figure 2, 

which displays the normalized peak current, f"" as a function 
of log K7

'
/ 2• Similar trends have been noted for the net peak 

3.0,-----~------~-------T------_r------, 

2.5 

20 Ea .-
': 15 

0.5 

o. 0 2r----~c___------!0,_-------:';,__----_:';,__----::;i 
log "' .... 1/2 

Figure 3. Peak current ratio. ipalipc, as a function of log (KT1I2) for 
various a values. Insets show individual voltammograms for a values 
of 0.1, 0.5, and 0.9 when K7'12 is about 0.11. 

in square wave voltammetry (17). Reversible, quasi-reversible, 
and irreversible behavior can all be discerned clearly from the 
plot of fpo as the dimensionless rate constant is varied from 
100 to 0.001. 

In the first region the values of K or 7 are so large that 
reversible, fast electron transfer occurs. For SCV, this range 
encompasses all values of log (K7

'
/ 2) ~ 0.5. In this region, the 

system is under diffusion control and all peak positions (n(Ep 
- E ,I2'» , peak heights (f), and peak separations (n(Epa - E.,) 
appear at their reversible values, independent of the values 
of a, K, and T. 

The intermediate or quasi-reversible range is characterized 
by a combination of diffusion and charge-transfer control and 
is an area of particular interest due to the major changes 
occurring there. For sev, this encompasses the range 0.5 ~ 
log (K7

'
/
2

) ~ -1.0. The dimensionless current for the forward 
(cathodic) peak decreases for a ::5 0.6 but increases for values 
greater than 0.6 as the characteristic time of the experiment 
decreases. The insets provided in Figure 3 illustrate three 
individual voltammograms for three different a values for the 
case where K7

'
/
2 = 0.11, well into the quasi-reversible region. 

Small values of a correspond to a large energy barrier for the 
cathodic reaction and thus fp is suppressed, whereas for large 
values of a, mutatis mutandis, the forward current is en­
hanced. 

The last region is the irreversible region where the value 
of fpo depends on the value of a but not on the value of the 
dimensionless rate constant over the range -1.0 ~ log (K7

'
/ 2) 

~ -3.0. Since fpo is independent of log K7
'

/
2 in this region, 

limiting values of f", should be seen for all a values. However, 
a cathodic peak is seen in this region only for IX = 0 and for 
a greater than about 0.3. For 0< a ::5 0.3 the voltammogram 
was shifted out of the computational range. (There is no 
intrinsic problem with computing voltammograms in this 
range. They were simply not done because the very large 
amount of computation represented here required a systematic 
approach which for practical reasons excluded more negative 
potentials.) As log K7

'
/ 2 ~ -00, f", approaches a limiting value 

which depends on the value of a. For a = 0, f", ~ O. For 
0.1 ::5 a ::5 1.0 the limiting value of f", is given by f", = 0.08688 
+ 0.4422a - 0.1717a2• 

A common criterion for reversible, diffusion-controlled 
behavior is that the product ir71/2 not vary with pulse width 
(or analogously in LSV, ip,ju' / = constant). This is equivalent 
to the criterion f", = constant. Figure 2 shows that for in­
termediate values of a this is a very weak criterion, as nor­
malized peak current is a weak function of kinetic parameter. 
For example, for a = 0.6, values of f", may be larger or smaller 
than the reversible value, (f",)=, but the maximum difference, 
[(¥-",)"v- ¥-",]/(¥-",)"v, is less than 5%. This is no larger than 
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Figure 4. Simplified peak current ratio. (i pal,l i pc. as a function of log 
KT 112 for various a values. 

the error commonly observed in routine experiments. 
The ratio of peak currents, ip./ ipo> where ips is measured 

against an extended forward base line, is displayed for various 
values of IX as a function of log KTI/2 in Figure 3. As for LSV, 
a ratio of unity for SCV indicates reversible electron transfer. 
For IX 2! 0.5 the ratio decreases with a decrease in the mag­
nitude of KT1/2. The variation in peak current ratio for 0.4 2! 
IX 2! 0 is harder to categorize, as the ratio passes through a 
maximum at about log (kTI/2) = -1 for alpha values of 0.2-{)o4. 
The fact that the peak current ratio for IX "" 0.1 is always equal 
to or greater than the ratio for the limiting case of IX = 0 is 
an incongruity which is difficult to rationalize, although the 
shapes of the voltammograms for IX = 0 and IX = 0.1 in the 
range discussed here are becoming increasingly different. For 
values of IX larger than 0.1, the peak current ratio is signifi­
cantly smaller than for IX = O. 

Note that the peak current ratios for IX = 0.5 and IX = 0.6 
in Figure 3 are nearly coincident throughout the entire range 
of rate constants employed. The peak current ratio for these 
two alpha values is equal to the reversible value, unity, over 
a very wide range that extends to about log (KTI/2) = -1. Thus 
for the peak current ratio as well as for the normalized peak 
current, constancy over a range of T for intermediate values 
of IX is a very weak criterion for diffusion control and rever­
sibility. 

Another aspect of the ipa/ipc curves (Figure 3) worth noting 
regards the practice of assuming that IX = 0.5 in lieu of knowing 
the real value. If this is done in the range where ip./ipo < 1, 
then an experimental determination of the normalized rate 
constant, K, using the working curve presented here would be 
significantly smaller, by as much as an order of magnitude 
or more, than the true value, if in fact the real experimental 
alpha value were larger than 0.5. 

Use of an extended forward base line to determine the base 
line for the anodic peak current presents additional work both 
for the person doing theoretical work and for the experimenter. 
Therefore, we looked to other possibilities for determining a 
diagnostically useful peak current ratio. The most obvious 
simplification is to measure the anodic current from a zero 
current base line «i.,.)o, Figure 1) instead of from the extended 
cathodic base line, and then to consider the ratio (ip.)o/i"" 

The results of Figure 3 for ipa/ ipo can be contrasted with 
those of Figure 4, which presents in the same format the ratio 
(ips)o/i"" based on measurements from the zero of current as 
illustrated in Figure 1. The ratio (ip.)o/i"" is quantitatively 
different from ipa/;"" but should contain the same information. 
The current ratios of Figure 4 are smaller, as expected. The 
trends in the two ratios are generally the same. For IX = 0.1 
the value of (ipa)o/ i"" is less than it is for a = 0, which is the 
expected result, since it fits a regular trend of decreasing 
current ratio with increasing IX. However, the ratio for a = 

0.6 is actually larger than for IX = 0.5 for log kT'/2 < -{).7 and 
even begins to overlap with the ratio for IX = 004 at the smallest 
values of the rate parameter. 

The ratio ipa/i"" was originally chosen to characterize cyclic 
voltammograms because its value is unity for uncomplicated 
systems. It is not clear that the extra effort and extra un­
certainty associated with either measurement or computation 
of this quantity are warranted by attsching special significance 
to unity. In fact for IX = 1 the ratio (ip,Jo/i"" approaches zero 
as KTI/2 approaches zero, certainly a physically reasonable and 
perhaps even more pleasing limiting value. 

A second alternative to the direct measurement of ipa is to 
compute the ratio ips/ i"" from other measurements following 
the treatment of Nicholson for following reactions (16). 
Nicholson's method requires the values (iP.)o and i"" plus the 
additional term, (i,,,)o, which is the value of the reverse (anodic) 
current measured from the zero of current at the switching 
potential (Figure 1). Values of ipo> (iP.)o, and (i,p)o are then 
used to calculate the conventional peak current ratio (16) 

ipa/ipc = (ip.)o/i"" + 0.485(i,p)0/i"" + 0.086 (7) 

This semiempirical equation was originally developed for 
linear scan voltammetry for the particular case where a re­
versible electrochemical reaction is followed by an irreversible 
chemical reaction (E,Ci). Two further requirements were that 
kr values (where k is the rate constant for the chemical step 
and T is the time from EI/2 to the switching potential) be in 
the range of 0.05-1.25 and that the switching potential should 
be 60/ n m V more negative than the cathodic peak potential. 
Under these conditions, the equation should be accurate to 
within 1%. 

Because of the appeal of this approach eq 7 has been applied 
to many more systems than that for which it was developed. 
Of particular interest in relation to this study is the fact that 
some investigators have used Nicholson's equation to calculate 
the peak current ratio for cyclic staircase voltammetry (2) and 
for reversible systems (2, 22-24). We have compared directly 
the value of the peak current ratio obtained by using the 
extended base line method and the value obtained by using 
Nicholson's method for all values of IX and kT discussed above. 
The result is that for electrode kinetics, the only region where 
Nicholson's method (eq 7) can be applied with any confidence 
is the reversible region, which contains no kinetic information. 
Furthermore, we were unable to fmd a simple equation which 
would predict ipa/i"" from (i.,.)o, (i..,)o, and i"" over an extended 
range. Therefore, it is suggested that the peak current ratio 
(iP')o/ ipc (Figure 4) be used, since it is a simple, direct rela­
tionship more conveniently and more accurately obtainable 
both theoretically and experimentally than ip./ ipc' 

In principle the curves of Figures 2, 3, or 4 could be used 
together with a value of IX and ipc or ip./ i"" for various T to 
determine K, and thus (given Do and DR) k.o. However the 
dependence of these current functions on the kinetic param­
eter is generally weak, so except in favorable cases this ap­
proach cannot be expected to yield accurate results. Repre­
sentative peak current values for IX = 0.5 are provided in Table 
I. 

The peak potential data (Figures 5-7) calculated for the 
electrode kinetics case are not as straightforward as the current 
data presented above. The limiting values of IX = 0 and IX = 
1 show the smallest variation in both cathodic (Figure 5) and 
anodic (Figure 6) peak potential from the reversible values 
with a change in dimensionless kinetic parameter. Except for 
the cathodic peak potential for IX = 0.1 and the anodic peak 
potential for a = 0.9, there is a gradual but regular trend in 
peak shifts with IX. For these two cases, however, there is a 
particularly large change in peak position with small changes 
in KTI/2 when the value of the latter is approximately 0.1. In 
general, small IX values show the largest shift negative for the 
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Table I. Dimensionless Peak Current Values for" = 0.5 

log KT1/2 "'pca "'pcOa Vtsp(Jc 1/Ipa
b 

2 0.3008 0.1945 0.1610 0.3014 
1 0.3013 0.1950 0.1614 0.3020 
0 0.3021 0.1960 0.1659 0.3037 

-0.2 0.3000 0.1938 0.1686 0.3017 
-0.4 0.2957 0.1886 0.1728 0.2968 
-0.6 0.2892 0.1796 0.1789 0.2879 
-0.8 0.2817 0.1673 0.1876 0.2758 
-1.0 0.2750 0.1526 0.1996 0.2612 
-1.2 0.2702 0.1367 0.2150 0.2452 
-1.4 0.2671 0.1206 0.2335 0.2289 
-1.6 0.2654 0.1044 0.2519 0.2125 
-1.8 0.2646 0.08796 0.2636 0.1959 

a As described in Figure 1. b Measured from an extended for-
ward base line. 
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Figure 5. Cathodic peak posnion, n(Epc - E lI,1, versus log K7'12 for 
various a values. 
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Figure 6. Anodic peak potential, n(E" - E ",1, for various a values. 

cathodic peak potential with decreasing K7
'
/'. The opposite 

trend holds for anodic peak potentials, where for an a value 
of 0.9 the shift is positive at the largest value of K7

'
/
2 and then 

fans out in a regular manner with decrease in K7
'
/' and de­

crease in Oi value. The limiting slopes from Figures 5 and 6 
for most Oi values over the range log K7 :5 -0.9 are presented 
in Table II. A plot of cathodic slopes/59 mV vs a and (-) 
anodic slopes/59 mV vs (1- a) yields curves of the form csch 
(a) and csch (1 - a), respectively. 

Due to the opposing nature of the potential shifts for the 
cathodic and anodic parts of the cyclic staircase curve, the 
peak separation data (Figure 7) do not display simple trends. 
Except for the limiting Oi values of 0 and 1 all peak separations 
are clustered together in the range of K7

'
/ 2 corresponding to 

the quasi-reversible region. This provides the possibility of 
being able to determine K within less than an order of mag­
nitude error, without knowing a, for all KT1/ 2 values studied. 
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Figure 7. Peak separation, n (E po - E pc), for various a values. 

Table II. Slopes for n (Ep - Ell') vs log KT'/2 (mV Idecade) 

n(Epc a - E 1/{) n(Epab E,/2') 
n(Ep.-E",) 
= (nilE.)' 

0 12.3 -56.21 -68.51 
0.1 _d -62.24 _d 

0.2 299.0 -69.76 -399.1 
0.25 238.1 -74.28 -315.7 
0.3 197.9 -79.52 -270.2 
0.4 147.8 -92.88 -231.1 
0.5 ll6.9 -ll2.6 -224.9 
0.6 97.24 -143.0 -235.0 
0.7 77.04 -194.0 -268.3 
0.8 73.08 -291.8 -353.6 
0.9 64.72 _d _d 

1 56.25 -21.68 -77.93 

a From Figure 5. b From Figure 6. C From Figure 7. d Slope _ c.c. 

Limiting slopes of flEp vs log K7
'

/ 2 are compiled also in Table 
II for most a values. Reversible peak separation (ca. 76/n mV 
for the 5/n mV step height employed) is obtained for all a 
values when K7

'
/' ;e: 1. For Oi values in the range 0.1-0.9, the 

maximum value of log K7
'

/
2 that can be determined is ap­

proximately -1.5. For very small (Oi = 0.1) or very large (a 
= 0.9) values of transfer coefficient, the peak separation in­
creases dramatically with small decrease in K7

'
/ 2 at about <7

'
/ 2 

= 0.1. 
In the mid-1960s, Nicholson (25) presented a working curve 

for electrode kinetics for cyclic voltammetry that showed a 
simple correlation between peak separation (nflEp) and rate 
constant. The working curve covered the range from reversible 
to nearly irreversible behavior for a = 0.5. In that paper, 
Nicholson commented that the curve was found to be nearly 
independent of a in the range 0.3 < a < 0.7. He further noted 
that as the value of the rate parameter decreased, and ~p 
increased from 105/n mV to 200/n mY, the variation in ~p 
as a changed from 0.3 to 0.7 increased from 5 % to 20%. 

The peak separation data of Figure 7 and Table II suggest 
a similar relationship for sev. That is, peak separations seem 
to be nearly independent of a for values of a in the range 
0.3-0.7. To investigate this correspondance in more detail, 
we chose a value of nflEp, found the corresponding K7

'
/' value 

for a = 0.5, and compared it to the KT'/2 values obtained by 
using the same value of nflEp for a values of 0.3, 0.4, 0.6, and 
0.7. The maximum relative percent difference increased from 
2.5% to 19.5% when nflEp increased from 116.0 to 189.6 m V. 
Thus it appears that the approach of Nicholson can be used 
with the data of Figure 7 or Table II with the same limitations 
to determine kinetic parameters from peak separations in 
sev. Representative values of n(Epc - E, /,) and n(Epa - E,/,) 
are provided in Table III for a = 0.5. 

The curves presented here are useful for understanding the 
behavior of a kinetic system when investigated by cyclic 
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Table III. Peak Potential Values for a = 0.5 

log K.1'1/2 

2 
1 
o 

-0.2 
-0.4 
-0.6 
-0.8 
-1.0 
-1.2 
-1.4 
-1.6 
-1.8 

-37.60 
-37.96 
-43.35 
-47.79 
-55.22 
-66.36 
-81.73 

-100.9 
-122.5 
-145.4 
-168.8 
-192.3 

n(E", - E,!2'), mV 

39.26 
39.29 
40.92 
42.75 
46.21 
51.43 
58.44 
66.93 
76.57 
86.92 
97.77 

109.0 

staircase voltammetry. A further question is their utility for 
determining values of rate parameters. All of the curves have 
a range (log KT'/2 ~ 0.5) over which reversible behavior is 
obtained. If the behavior cannot be shifted out of this range 
by changing T, it is not possible to extract kinetic information. 
On the other hand, if this region is not accessible, it is difficult 
to obtain a value of the reversible half-wave potential, without 
which Figures 5 and 6, which display shifts in Epc and E", with 
respect to E ,/2, cannot be used. 

If both peaks are present, and if the value of n is known, 
the curves of Figure 7 (Table I) can be used, assuming a = 
0.5, to obtain an approximate value for log K. This may be 
refined and the assumption of a = 0.5 checked by examining 
the dependence of (;pa)o/ ipc on log T'/2 according to Figure 4. 

If rather slower experiments can be done to reach the lim­
iting values of ofp (Figure 2), these can be used to obtain the 
value of a. However this requires in addition that the nor­
malizing factor nD'/2 (eq 4) be known so that ofp can be cal­
culated from ip• It is important to realize that the range from 
reversible to irreversible behavior (+0.5 ~ log KT

'
/ 2 ~ -1.5) 

spans 4 orders of magnitude in time scale. It is most unlikely 
that comparable experiments can be done over such an ex­
tended range. Considering the rather weak dependence of ofp 
or a for larger values of a, the requirement that nD'/2 be 
known to use Figure 2 quantitatively is a serious limitation. 

Since this presentation is limited to information about the 
peaked portion of the voltammetric curve, we have effectively 
ignored the changes in the nature of the overall curves with 
a change in kinetic parameters, from which it is possible to 
obtain additional kinetic information. That implies, however, 
a level of sophistication not readily accessible to or desired 

by many experimenters. Peak current and peak potential 
measurements, which are directly obtainable from cyclic 
voltammograms, for a series of staircase experiments where 
only time is varied, can yield kinetic information concerning 
the value of the heterogeneous rate constant and in some cases 
the parameter a. 
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Long-Term Stability of Solid Standards for Radiochemical 
Analysis 

Claude W. Sill 

Idaho National Engineering Laboratory, EG&G Idaho, Inc., Idaho Falls, Idaho 83415 

The long-term stability of -200 mesh solid standards for use 
In radiochemical analysis has been questioned because of 
possible fractionation of the different sized particles on 
standing. Several such standards prepared by spiking -200 
to +325 mesh SOlis with known quantities of various radlon­
uclldes were available In this laboratory that, because of some 
unique circumstance, were known to have been undisturbed 
for 5 to 15 years. Some standards prepared from naturally 
occurring uranium ores and mill tailings and then analyzed 
carefully and repeatedly for 23"Th were also available. Small 
quantities of each standard were carefully removed from a 
thin layer at the top, middle, and bottom of the sample and 
analyzed for the radlonucllde present by the most sensitive 
and precise analytical methods available. The relative 
standard deviations of the Individual measurements were 
generally In the range of 0.2 to 1 %. Little or no statistical 
differences among the three fractions from any of the samples 
were present at the 95 % confidence level. 

In a previous publication (1), the present author presented 
a procedure for the preparation of standard soils containing 
known concentrations of any artificial nonvolatile radionuclide 
by spiking natural soil with a standard solution of the desired 
radionuclide. The soil was passed through standard sieves 
of both 200 mesh (75 fJ.m opening) and 325 mesh (45 fJ.m 
opening) and the spike was added to the -200 to +325 mesh 
fraction. At the time of preparation, these standards were 
not detectably inhomogeneous with the smallest sample sizes 
and most sensitive analytical conditions that could be em­
ployed. During the subsequent 15 years, many such standards 
have been prepared by the same procedure for ""Sr, 239J>u, '"Co, 
etc. for use in internal quality control and have also been 
analyzed by several different laboratories. Not a single in­
stance of inhomogeneity, instability, or deviation from the 
calculated value has been observed. The only change recom­
mended even now would be to include about 1 % of a sur­
factant (2) (Aerosol no. 200, American Chemical Enterprises, 
Inc., St. Louis, MO) to improve flowability and prevent for­
mation of powder balls, particularly with soils having a high 
percentage of particle sizes smaller than 325 mesh. 

Several authors have questioned the long-term stability of 
such standards because of possible segregation of the different 
sizes of particles. Referring in part to the previous procedure, 
Bowen and Volchok (3) state "In neither of the two foregoing 
references was the long term integrity of the final product 
tested." After discussing the published experiences of others 
in this respect, the same authors conclude "It appears, 
therefore, that both the Sill and Hindman (1974) and NBS 
(1978) procedures for making standards do indeed provide 
for long shelf lives." Recently, Olson and Bernabee (4) re­
newed the controversy with the unequivocal statement that 
"One of the important fmdings learned from the study is that 
-200 mesh material does not remain homogeneous on stand­
ing." However, their experimental evidence for this statement 

0003-2700/89/0361-2255$01.50/0 

was not persuasive for several reasons (5), particularly because 
of the relatively poor precision with which their analytical 
measurements were made and the way in which their stand­
ards were prepared. 

Several of the spiked standards prepared previously were 
still available in the author's laboratory. Unfortunately for 
the present purpose, many of them have been used so fre­
quently by so many others that the time since they might last 
have been mixed significantly cannot be stated with any 
certainty. However, a few were still available whose previous 
storage history was known with confidence because of some 
unique circumstance. In addition, several -200 mesh stand­
ards of uranium ores and mill tailings that had been analyzed 
carefully and repeatedly for 23"Th were also available. Many 
of them had never been out of the present author's personal 
possession and had been stored untouched for up to 24 years 
since their last use. It is the purpose of the present paper to 
present the results of careful reanalysis of these aged standards 
in profile and the evidence as to the length oftime since they 
could have been mixed or disturbed in any way. It was 
particularly important that the measurements be as precise 
and reliable as possible so that the conclusions would not be 
obscured by imprecise data. 

EXPERIMENTAL SECTION 
Procedure. The wide-mouth bottle containing the standard 

was carefully removed from its storage area and uncapped without 
allowing any movement of the material inside. By use of a mi­
crospatuia with its tip bent into an "L" shape, a thin layer of the 
standard was removed as carefully and uniformly as possible over 
the entire surface without tilting the container. With an "L"­
shaped teaspoon, the bulk material was removed about half way 
to the bottom, again without tilting the container, and another 
sample was carefully removed with the microspatula over the 
entire area. The bulk material was again removed with the 
teaspoon and a third sample was taken with the microspatuia from 
the remaining material barely covering the bottom of the jar. 

With standards containing 'Y emitters, the layer removed was 
about 6 mm thick to obtain enough sample to permit the high 
precision desired to be obtained in reasonable counting times. 
Identical weights of the top, middle, and bottom layers were placed 
directly into counting bottles, packed down until the heights were 
exactly the same, and counted in contact with the same lithium­
drifted germanium detector (GeLi) for the same length oftime. 
The photopeaks were also integrated over identical energy in­
tervals. Results were expressed in terms of counts per minute 
(cpm) because only comparative results were necessary and 
counting efficiencies were not available for the conditions used. 
Each result given below is accompanied by an uncertainty ex­
pressed as the standard deviation showing the precision with which 
each measurement was made. Every statistical uncertainty in­
curred anywhere in the entire measurement process has been 
propagated to the final result. 

For analyses of uranium ores and mill tailings for 230Th by 
chemical separation and a spectrometry I layers only about 2 mm 
thick were removed to give about 5 g of total material for analysis. 
From 0.25 to 1 g of sample was fused with potassium fluoride in 
the presence of 234Th tracer to guarantee complete sample dis­
solution and exchange with tracer and analyzed for 23"Th as 
described elsewhere (6). All three layers of each sample were 
always counted in the same counter to minimize errors due to 

© 1989 American Chemical Society 
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uncertainties in the counting efficiencies. Again, all statistical 
uncertainties are included in the standard deviations given. 

RESULTS AND DISCUSSION 

Cesium-137 Standard_ About 2600 g of this standard had 
been prepared by the spiking procedure described (1) and had 
been stored in two completely filled 1-qt fruit jars, the contents 
being about 15 cm high and 7 cm in diameter, All material 
used since its preparation has been taken from bottle number 
1, while bottle number 2 has remained on the storage shelf 
untouched until now, 55 months after its original preparation. 
Exactly 25.000 g was counted for 48 h to obtain about 4.4 X 
105 total counts in the photopeak, giving a relative standard 
deviation of each count of 0.14%. For the top, middle, and 
bottom layers, the results obtained were 151.8 ± 0.2, 151.5 ± 
0.2, and 151.2 ± 0.2 cpm, respectively, which are not statis­
tically different from each other at the 95% confidence level. 

Lack of any detectable difference in specific activity in 4.5 
years between two 25-g aliquots in layers 6 mm thick out of 
1300 g, separated from each other by 15 cm, and measured 
with a relative standard deviation of 0.14% justifies a con­
clusion that "no" separation has occurred. Furthermore, it 
is highly unlikely that such standards will ever be used in 
practical work under as sensitive and precise conditions as 
those used in this comparison. 

Cobalt-60 Standard. This standard was made up at the 
same time and stored under the same conditions described 
above for the cesium standard. The analysis was also carried 
out as described for cesium except that a 50-g aliquot had to 
be used to give even half the total number of counts because 
of a lower activity and counting efficiency. The results for 
the top, middle, and bottom layers were 72.07 ± 0.17, 71.98 
± 0.17, and 71.77 ± 0.17 cpm, respectively, using the 1173-keV 
peak, and 64.68 ± 0.15, 64.41 ± 0.15, and 64.59 ± 0.15 cpm, 
respectively, using the 1333-ke V peak. As with the cesium 
results, there is no statistical difference among the results. 

Americium-241 Standard. In November 1983, a soil 
standard containing (1.307 ± 0.007) X 103 pCi/g of 241Am was 
prepared by spiking as described (1) for use in 'Y spectrometry. 
This sample was stored in a single large bottle only three­
quarters full and used frequently so that the time since the 
bottle might have been inverted or otherwise disturbed cannot 
be determined with any certainty. Fortunately, 100.0 g of the 
standard was diluted gravimetrically with 2400 g of diluent 
soil to give a 25-fold dilution, or 52.3 ± 0.3 pCi/g, and was 
never used or made available to others. The solid material 
occupied a volume 15.0 cm high by 11.8 cm in diameter and 
had been undisturbed for 65 months before the present 
fractions were removed. 

About 23 g was removed from each of the three levels, and 
21.216 g of each was packed reproducibly in identical Petri 
dishes and counted on the Ge(Li) spectrometer for 50 h. By 
use of the 59.5-keV photopeak, the counting rates of the top, 
middle, and bottom layers were 77.86 ± 0.20, 77.85 ± 0.20, 
and 77.99 ± 0.20 cpm, respectively. Obviously, no separation 
was detected with measurements made with a relative 
standard deviation of 0.26 %. As was found in the previous 
work (1), these results also show that -200 mesh homogeneous 
solids can be diluted gravimetrically without producing either 
detectable particle inhomogeneity or long-term instability. 
The higher-level standard from which the dilution was made 
was prepared by diluting 93.0 g of spiked material to 2665.1 
g with soil for a dilution of 28.7-fold. With the subsequent 
25-fold dilution, the standard being tested for fractionation 
resulted from a total dilution from the original spiked material 
of 716-fold without any evidence of particle inhomogeneity 
having been produced. 

Pitchblende Ore Standard. In 1964, about 15 kg of 
pitchblende ore known to be primary unaltered material in 

secular equilibrium was thoroughly ground, passed through 
a 200 mesh screen, blended for 24 h, and packaged in pint and 
half-pint fruit jars. Ten analyses for total uranium were made 
on five separate bottles by an accepted volumetric procedure. 
By use of accepted values of the half-lives and abundances, 
the activity of the 238U chain was calculated from the mass 
concentration to be (2.73 ± 0.02) X 103 pCi/g. During the 
ensuing 25 years, this material has been analyzed extensively 
by several different laboratories for all significant members 
of both the 238U and 235U chains without any evidence of 
inhomogeneity or deviations from the calculated values being 
observed. Several of the half-pint bottles of standard were 
still stored in a warehouse in the same large compartmented 
packing crate, covered with dust, in which the packaged 
material had been shipped to the author's laboratory origi­
nally. The storage conditions lend considerable confidence 
that the samples had not been disturbed since they were 
received. One of these bottles of standard was used in the 
present tests. 

Samples of only 0.25 g from each layer were fused with 
potassium fluoride in the presence of 224Th tracer and analyzed 
for 23"Th by high-precision a spectrometry (6). Each sample 
was counted until about 1.2 X 105 counts had been accumu­
lated in the 230Th peak. The results for top, middle, and 
bottom layers were (2.76 ± 0.03), (2.80 ± 0.03), and (2.80 ± 
0.03) X 103 pCi/g, respectively. All results are statistically 
identical at the 95 % confidence level to each other and to the 
known value of the standard within a relative standard de­
viation of about 1 %. The solid material in the small half-pint 
bottle was 56 mm in diameter and 3 cm between the top and 
bottom fractions. Because of the long standing time, the small 
sample size, and the relatively large distance between layers, 
and the high precision of these measurements, it is highly 
unlikely that anyone will ever have a problem with separation 
of the material. 

Diluted Pitchblende Ore. In August 1975, some of the 
pitchblende ore standard mentioned above was diluted gra­
vimetrically with low-blank soil for the Environmental Pro­
tection Agency (EPA) to provide a less-radioactive standard 
for use in their quality control cross-check program. The value 
calculated from the dilution and the known value of the ore 
standard given above was 254 ± 2 pCi/ g. A bottle containing 
about 400 g of this material, the contents being 9.5 cm high 
by 6.9 cm in diameter, was retained by the author for his own 
use. However, the material was never used or made available 
to others. 

The diluted pitchblende ore standard was analyzed for ""Th 
in the same way as the more radioactive standard described 
above except that 0.5-g samples and 24-h counting times were 
used to give about 9 X 104 total counts in the 230Th peak to 
keep the relative standard deviation around 1 %. The results 
for top, middle, and bottom layers were 251 ± 2, 250 ± 2, and 
259 ± 2 pCi/ g, respectively. There is a small but statistically 
positive difference at the 95 % confidence level between the 
top and bottom fractions but not between the top and middle 
fractions. It is suspected that this difference was caused by 
a slight curl that was noticed on the mounted filter from the 
bottom layer which would increase the counting efficiency. 
However, even if the difference is real, it could not be more 
than a few percent and is not significant for a 14-year old 
sample, with O.5-g aliquots taken from layers only 2 mm thick 
and separated by 9.5 cm. This sample demonstrates again 
"That solids can be made to act almost like liquids with respect 
to homogeneity and dilution ... " (1). It is interesting to note 
that Donivan et al. (7) obtained 251 ± 1 pCi/g for the mean 
and experimental standard deviation of two to five analyses 
ofthis same material obtained from EPA. Although the age, 
size, and storage conditions of their sample are unknown, there 
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is no significant difference discernible in the results. 
Climax Sand Tailings Standard. In July 1975, several 

kilograms of uranium mill tailings was ground to pass a 200 
mesh screen, blended for 48 h to ensure homogeneity, and 
analyzed ten times for 23"Th in the presence of 234Th tracer 
by totsl dissolution and high-resolution a spectrometry. The 
most precise analytical result obtained at that time was 266 
± 3 pCi/g (590 ± 7 dpm/g) (8). Most of this material was 
turned over to EPA for use in their quality control cross-check 
program. About 700 g was retained by the author but was 
never used until the present investigation. The solid material 
in the container was 10.5 cm high by 8.2 cm in diameter. The 
analytical measurements for the top, middle, and bottom 
layers were 274 ± 3, 274 ± 3, and 282 ± 3 pCi/g, respectively. 
The top and middle fractions might be slightly higher sta­
tistically at the 95% confidence level than the original mea­
surements. This agreement is very gratifying considering the 
12-year difference in time and expertise, different instruments, 
different tracers, etc. However, the bottom fraction might 
be slightly higher statistically than either the top or middle 
fractions as was observed with the diluted pitchblende sample. 
For the same reason, it is felt that this is another analytical 
artifact. However, the difference is negligible for fractions 
of a 14-year old sample separated by 10.5 cm and measured 
with a relative standard deviation of about 1 %. Donivan et 
al. (7) also analyzed this sample and obtained a value of 263 
± 1 pCi/ g for the mean and experimental standard deviation 
of two to five analyses. 

Diluted Climax Sand Tailings Standard. Also in July 
1975, part of the above tailings standard was diluted gravi­
metrically with low-background soil to provide a lower-activity 
standard for EPA. The dilution factor was 0.1290 ± 0.0001 
of the tailings standard above or a calculated activity of 34.3 
± 0.4 pCi/g from the dilution plus 0.9 pCi/g for the 23"Th in 
the soil used for dilution for a total of 35.2 ± 0.4 pCi/g. Again, 
about 400 g of the standard was retained in the author's 
laboratory but was never used until now. The solid material 
in the bottle was 9.0 cm high by 6.9 cm wide. The analytical 
results obtained for the top, middle, and bottom layers using 
1-g samples and 24-h counting times were 35.0 ± 0.3, 36.0 ± 
0.3, and 35.5 ± 0.3 pCi/ g, respectively. There is no evidence 
offractionation of the particles over a distance of 9 cm in 14 
years when measured with a precision of 1 % relative standard 
deviation. These results also show again the excellent results 
that can be obtained by gravimetric dilution. Donivan et al. 
(7) also analyzed this sample with a result of 34 ± 1 pCi/g 
for the mean and experimental standard deviation of two to 
five measurements. 

Particle Size Measurements. To determine how large 
a difference there might be in the specific activity of the 
different sized particles, 10 g of the higher "lAm standard 
containing (1.307 ± 0.007) X 103 pCi/g mentioned above was 
dry screened through a 500-mesh (25 I'm opening) standard 
sieve. Equal weights of both fractions and the standard soil 
were counted in contact with the Ge(Li) detector under 
identical counting conditions. The -500 mesh fraction con­
tained only 16.4 % of the total mass and gave a counting rate 
in the 59.5-keV "lAm photopeak of 120.5 ± 0.9 cpm/g. The 
+500 mesh fraction, which is also -200 mesh from the original 
preparation, contained 77.1 % of the mass and gave a counting 
rate of 110.2 ± 0.9 cpm/ g. The counting rate of the standard 
actually obtained was 118.3 ± 0.9 cpm/g. The specific ac­
tivities have thus increased by 1.9 ± 1.1 % for the -500 mesh 
fraction and decreased by 6.8 ± 1.0% for the +500 mesh 
fraction compared to the standard. The 6.5 % of the mass 
unaccounted for was presumably caused by dusting of the fme 
fraction during the severe screening required and the me­
chanicallosses to the screen and pan. Regardless of whether 

the loss is assigned to the -500 mesh fraction, or ignored and 
the calculation made for the actual mass recovered, the com­
posite counting rate of the original sample can be calculated 
to be about 112.6 ± 0.7 cpm/ g. The material balance is about 
5% low, probably due to a slight difference in the actual peak 
areas integrated in the high Compton continuum around the 
59.5-keV peak. However, the conclusion that there is very 
little effect of particle size on the counting rate is obvious. 

To determine whether or not fractionation might be en­
hanced by wet screening, 5.000 g of the same 241 Am standard 
soil was washed thoroughly through a 500 mesh screen with 
95 % ethanol. The -500 mesh fraction contained 23.6 % ofthe 
mass and gave a counting rate of 109.2 ± 0.4 cpm/g. The 
+500-mesh fraction contained 74.3% of the mass and gave 
a counting rate of 55.1 ± 0.3 cpm/g. The measured rate of 
the standard was 71.6 ± 0.5 cpm/g for the same counting 
conditions. These measurements were made in a plastic holder 
about 6 mm above the detector to improve the precision of 
counting and are lower than those given above because of the 
consequent decrease in the counting efficiency. The specific 
activities are significantly different than those obtained with 
dry sieving, the -500 mesh fraction being 52.5 ± 0.9% higher 
and the +500 mesh fraction being 23.0 ± 0.9% lower than the 
untreated standard. The 2.1 % missing is again due to ex­
perimental error in the measurements. The ethanol used in 
screening contained a slight residue on evaporation to dryness 
but no detectable activity. The composite counting rate of 
the standard can be calculated to be 68.1 ± 0.4 cpm/g, again 
giving a material balance that is about 5% low. 

The dry-screening results show why spontaneous segrega­
tion of particles is neither observed nor expected from dry 
samples. In the fust place, there is very little material present 
that is smaller than 500 mesh. Other soils might be somewhat 
different, but the soil used in these tests is thought to be fairly 
average. Secondly, with use of material whose largest particles 
are already as small as 200 mesh, there is not a very large range 
of particle sizes available to induce separation. If complete 
separation of the -500 mesh fraction from the -200 to +500 
mesh fraction produces a maximum change in specific activity 
of only 7%, spontaneous fractionation should never be de­
tectable over time. 

The 44 % relative increase in the -500 mesh fraction re­
sulting from wet-screening with alcohol demonstrates quan­
titatively an important fact that can be confirmed visually. 
If a +200 or +325 mesh fraction of soil is shaken with a little 
water, a suspension of very finely divided particles is easily 
visible after the heavier particles have settled that will readily 
pass through a 500 mesh screen. This behavior indicates that 
many 200 mesh particles are not individual particles but are 
actually 200 mesh aggregates of much smaller particles that 
can be broken up easily on mixing with liquids. This fact is 
also partially responsible for an apparent anomaly in the 
present work. The 24IAm soil standard used in these screening 
tests was prepared originally by screening soil through both 
200 and 325 mesh sieves and spiking 100 g of the -200 to +325 
mesh fraction. In other words, the spike was added to a 
fraction from which all particles smaller than 325 mesh had 
been removed. Yet, most of the activity per gram ends up 
in the -500 mesh fraction added later in the 2572 g of -200 
mesh soil diluent. Apparently, when the soil was slurried with 
water prior to adding the radioactive spike solution, the 200 
mesh aggregates were dispersed, giving some -500 mesh 
particles on which the activity was subsequently dried. The 
number of -500 mesh particles containing activity was also 
undoubtedly increased by the extensive grinding required to 
get all the spiked material back through a 200 mesh screen 
after drying and ignition. 
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From the data presented, it is clear that the separation of 
different sized particles from -200 mesh dry standards over 
years of time is certainly less than the precision with which 
such differences can be measured using the most precise 
measurement techniques available. This of course requires 
that the standard be homogeneous to begin with and does not 
contain high specific activity particles. Perhaps the most 
important recommendation in the previous procedure (1) is 
to ensure that the spike activity is uniformly distributed over 
a very large number of particles by physically stirring the 
spiked mud continuously until dried to immobility, permitting 
no separation of liquid phases that could evaporate and form 
"hotspots". However, it would probably be prudent to shake 
solid standards moderately each time they are used as an 
added precaution, 
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Electrocatalysis and Detection of Amino Sugars, Alditols, and 
Acidic Sugars at a Copper-Containing Chemically Modified 
Electrode 

Sunil V. Prabhu and Richard P. Baldwin> 

Department of Chemistry, University of Louisville, Louisville, Kentucky 40292 

Chemically modified electrodes (CMEs) produced by depos­
Ition of a Cu/CI-contalnlng crystalline species onto glassy 
carbon exhlbHed stable electrocatalytlc oxidation of numerous 
polyhydroxyl compounds Including carbohydrates, amino 
sugars, aldltols, and aldonic, uronlc, and aldarlc acids. In 
cyclic voltammetry, the electrocatalysls appeared as an Ir­
reversible anodic wave that occurred only at hydroxide con­
centrations of at least 10-3 M and was centered at +0.5 V vs 
Agl AgCI. The CMEs were readily adapted for constant-po­
tential amperometrlc detection of these compounds In flow 
Injection analysis and liquid chromatography. When used in 
this fashion, the electrodes provided detection limits In the 
nanomole-to-picomole range and were compatible with a 
relatively wide range of anlon-exchange chromatography 
mobile phases. Examples of possible applications included 
the separation and quantHatlon of amino sugar mixtures, an­
tibiotics, and mono- and dlsaccharldes In tobacco. 

INTRODUCTION 
The development of novel electrode materials for use in the 

detection of carbohydrate compounds is currently an area of 
very active investigation. The most important of the ap­
proaches reported to date have utilized either metallic elec­
trode substrates, such as platinum (1-3), gold (4-8), and nickel 
(9-11), or surface-attached metal electrocatalysts, such as 
cobalt phthalocyanine (CoPC) (12-14), to obtain enhanced 
carbohydrate oxidation over that seen at conventional carbon 
electrodes. Thus far, all of these electrodes have been shown 
to enable direct detection of carbohydrates, without deriva­
tization, at the nanomolar level or below; and the platinum 
and gold systems form the basis of the commercially available 
liquid chromatography I electrochemical detection (LCEC) 
units currently recommended for carbohydrate analysis. The 
primary drawbacks common to these electrode systems are 
(1) their requirement for strongly alkaline solution conditions 
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in order for appreciable carbohydrate oxidation to occur and 
(2) the need for a pulsed potential waveform in order for stable 
and reproducible operation to be maintained over an ac­
ceptable length of time. 

Very recently, our group has described the construction and 
use of a new Cu-based chemically modified electrode (CME) 
whose performance in carbohydrate oxidation and detection 
appears to be superior to these systems in nearly every respect 
(15). For example, the Cu CME was shown to provide de­
tection limits on the order of 1-5 pmol for most mono- and 
disaccharides. Furthermore, because the detection was per­
formed at a constant potential with no need for specialized 
pulse sequences to enhance electrode stability, the CME was 
completely compatible with the simple constant-potential 
LCEC units already in common usage among chromatogra­
phers. In this work, we have characterized more fully the 
nature of the Cu CME surface and have extended its range 
of application beyond the simple sugars previously considered. 
In particular, the Cu CME has been shown to offer sensitive 
and selective constant-potential detection for alditols, acidic 
sugars, and amino sugars as well. 

EXPERIMENTAL SECTION 

Reagents. Carbohydrates and related compounds were pur­
chased from Sigma or Fisher, and stock solutions were prepared 
fresh daily in deionized water. Just prior to use, the stock solutions 
were adjusted to the desired concentration and pH by addition 
of the appropriate hydroxide·containing diluent. Mobile phases 
used for flow injection and liquid chromatography were prepared 
from carbonate-free NaOH and thoroughly degassed deionized 
water. 

Sugar samples were obtsined from flue-cured McNair No. 944 
tobacco leaves (provided by Brown & Williamson Tobacco Corp. 
Research and Development, Louisville, KY) by extracting a Imown 
weight of tobacco with a 40:60 acetonitrile/deionized water solvent 
adjusted so that the tobacco concentration was approximately 
0.1 giL. The extraction was allowed to continue for 60 min with 
frequent manual stirring during this period. The sample used 
for injection onto the chromatograph was obtained by passing 
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the acetonitrile/water solution through a 0.22-jLm Millex-GS filter 
to remove particulates and diluting with deionized water to bring 
the sugar concentrations down into the linear range of the 
CME/LCEC method. 

Electrodes. Electrode modification procedures were similar 
to those described in a previous communication (15). A freshly 
polished thin-layer glassy carbon electrode (Bioanalytical Systems, 
West Lafayette, IN) was immersed in a 0.050 M CuCI, solution 
for 5 min. At this point, a white deposit appeared on the glassy 
carbon surface and the CME was ready for use. During exposure 
to the CuC12• it was necessary to immerse the entire electrode 
assembly, including the metallic leads, in order for the catalytically 
active deposit to develop. Although this remains to be verified, 
it appears likely that the initial surface modification results from 
interaction of the Cu(lI) solution with metallic Cu from the 
electrode contacts to form a Cu(I) salt such as CuC!. Initial 
exposure of the electrode to strong base, used previously (15) to 
condition the glassy carbon surface prior to deposition of the 
copper film, was not essential for the formation of an electroca­
talytically active CME in flow experiments but did appear to 
enhance the electrode's cyclic volternmetry response. The activity 
of the modified electrode could be restored to that of the original 
glassy carbon by polishing with alumina. 

Apparatus. Cyclic voltammetry was performed with a 
Bioanalytical Systems Model CV-lB potentiostat with a Model 
MF1000 glassy carbon working electrode (modified or unmodified), 
an Agi AgCI (3 M KCI) reference electrode, and a platinum wire 
auxiliary electrode. Flow injection and liquid chromatography 
experiments were carried out with either a Waters Model M-45 
or a Beckman Model nOB pump, a Rheodyne (Berkeley, CAl 
Model 7125 injector with a 20-jLL sample loop, an SSI Model 
LP-21 pulse dampener, and an IBM Model EC/320 electro­
chemical detector. All chromatographic separations utilized either 
a 25-cm-Iong, 4-mm-Ld. Dionex CarboPac PAl or a 15·cm-Iong, 
4-mm-i.d. Dionex HPIC AS6A-5jL anion-exchange column main­
tained at room temperature. 

Surface imaging and X~ray fluorescence measurements were 
performed with an International Scientific Instruments Model 
SS60 scanning electron microscope equipped with an energy 
dispersive EDAX Model 9900 detector. 

RESULTS AND DISCUSSION 
Electrochemistry. In our initial report (15), the Cu CME 

itself was shown to exhibit one principal redox wave in strongly 
alkaline solution. It was suggested that this wave, which 
occurred at +0.45 V vs Agi AgCI and was seen only on the 
initial cyclic voltammetry (CV) scan for each CME, might 
correspond to a Cu(II)/Cu(III) oxidation process similar to 
that obtained earlier by Miller (16) at a metallic copper 
electrode under similar conditions. The catalytic oxidation 
of glucose and other simple mono- and disaccharides at the 
CME was observed as a long-lived increase in the current at 
this potential that was directly proportional to the sugar 
concentration employed and to the square root of the potential 
scan rate (up to 50 mV Is). In the course of this work, 
analogous electrocatalytic currents were seen for a variety of 
polyhydroxyl compounds in addition to the carbohydrates 
originally reported. Representative examples are illustrated 
in Figure 1, which shows CVs obtained at the Cu CME for 
1.0 mM solutions of glucose, glucitol, gluconic acid, glucuronic 
acid, glucaric acid, and glucosamine. All the CVs were quite 
similar, contsining a broad oxidation in the +0.4-+0.6-V re­
gion. The exact peak potentials seen for each compound 
varied slightly; but other than this, the CVs were virtually the 
same. Similar electrocatalyses obtained at the CME for an 
extensive series of carbohydrates and related polyhydroxy 
compounds are summarized in Table 1. Included in this 
compilation are not only larger oligosaccharides up to mal­
toheptose (no larger polysaccharides were examined) but also 
all alditols, aldonic acids, uronic acids, aldaric acids, and amino 
sugars examined. None of these compounds exhibited any 
significant current in CV when an unmodified working elec­
trode was employed in place of the Cu CME. 

Table I. Electrochemical Behavior of Poly hydroxyl 
Compounds at the Cu CME 

CV peak potential, FIA detection 
compound V vs Ag/AgCI limits,a ng 

I. Monosaccharides 
glucose +0.50 0.2 
galactose +0.52 0.2 
fructose +0.53 0.2 
ribose +0.53 0.2 
xylose +0.50 0.2 
arabinose +0.40 0.2 

II. Disaccharides 
lactose +0.60 0.4 
maltose +0.60 0.7 
sucrose +0.60 0.7 
trehalose +0.60 0.7 

Ill. Oligosaccharides 
maltotriose +0.60 0.6 
maltotetrose +0.60 1 
maltopentose +0.60 1 
maltohexose +0.60 2 
maltoheptose +0.60 2 

IV. Amino Sugars 
glucosamine +0.53 0.3 
galactosamine +0.50 0.3 
N -acetylglucosamine +0.60 0.9 
N-acetylgalactosamine +0.60 0.9 

V. Alditols 
methanol NRb NRb 
ethylene glycol NRb NRb 
glycerol +0.40 0.2 
erythritol +0.45 0.2 
ribitol +0.45 0.1 
glucitol +0.45 0.2 

VI. Aldonic Acids 
gluconic acid +0.45 0.3 
galactonic acid +0.43 0.3 
gulono-'Y-1actone +0.45 0.2 
gluconolactone +0.45 0.2 

VII. Uronic Acids 
glucuronic acid +0.50 0.2 
galacturonic acid +0.50 0.3 

VIII. Aldaric Acids 
tartaric acid +0.60 0.3 
glucaric acid +0.50 0.3 
galactaric acid +0.50 0.3 

IX. Antibiotics 
streptomycin sulfate +0.60 6 
kanamycin sulfate +0.60 2 
digitoxin NRb NRb 
erythromycin NRb NRb 

a Potential applied, +0.50 V vs Ag/ AgCI; signal/noise, 3. bNR, 
no response. 

A critical feature of these CV s, from an analytical viewpoint, 
was that the catalytic oxidations seen at the Cu CME all 
occurred reproducibly at modest positive potentials. In fact, 
the electrode was sufficiently well-behaved toward the com­
pounds examined that CV could typically be continued for 
several hours (encompassing hundreds of individual cycles) 
with no decrease in the current levels obtained. An important 
consequence of these observations was that the CME was 
well-suited for stable, constant-potential detection of these 
compounds in liquid chromatographic and flow injection 
schemes. This is unlike the situation with electrodes such as 
Pt (1-3), Au (4-8), and CoPC-containing carbon paste (12-14), 
which, when used for carbohydrate detection in LCEC, require 
the application of a pulsed potential waveform for stable, 
long-term operation to be realized. As a result, it was an easy 



2260 • ANALYTICAL CHEMISTRY, VOL. 61, NO, 20, OCTOBER 15, 1989 

I 
T 

SOIJA 

1 

Glucosamine 

Glucaric 
Acid 

Glucuronic 
Acid 

I J J I I I I ' I J 
+0·85 +0.65 +0.45 +0.25 +0·05 +0.85 +0.65 +0.45 +0.25 +0.05 

Potential, Volts vs. Ag I AgCI 

Figure 1, Steady-state cyclic voltammograms of 1,0 mM glucose, 
glucitol. gluconic acid, glucuronic acid, glucaric acid, and glucosamine 
at Cu CME: electrolyte, 0,15 M NaOH; scan rate, 20 mV/s, 

matter to transfer the Cu CME to a thin-layer flow cell ar­
rangement and characterize its performance as a detector 
element for polyhydroxyl compounds in flow injection analysis, 
The qualitative outcome of such flow experiments was exactly 
what would be expected on the basis of the voltammetric 
behavior seen in Figure 1. In particular, hydrodynamic 
voltammograms obtained under flow conditions for com­
pounds from each of the families of carbohydrate derivatives 
were nearly identical, exhibiting oxidation currents starting 
at potentials in the neighborhood of +0,2 V vs Ag/ AgCI and 
reaching maximum levels between +0,5 and +0,6 V, This is 
essentially the same hydrodynamic current-voltage behavior 
as that seen previously for glucose and other simple sugars 
at the Cu CME (15), The quantitative results of the flow 
experiments, shown as the detection limits (signal/noise = 
3) obtained at the CME for the same compounds, are also 
provided in Table I. In nearly all cases, promising detection 
limits, nearly always below the nanogram level, were obtained, 
An applied potential of +0,5 V vs Ag/ AgCI was chosen for 
use, even for compounds whose CV peak potential was 
somewhat more positive, because the high background cur­
rents due to solvent oxidation at higher potentials more than 
offset any increase in analyte current that could be so ob­
tained, Finally, the stability of the CME's response in the 
flow system, though not perfect, appeared to be adequate for 
routine quantitative applications, For example, 60 repeated 
injections of 1.0 X 10-5 M gluconic acid over a period of ap­
proximately 1 h produced only an 8 % decrease in the peak 
height observed at +0,5 V, Furthermore, the relative standard 
deviation of these measurements was only 4,9%, In general, 
the Cu CMEs did show a gradual decrease in response during 
continuous usage over extended periods-with the rate of the 
decrease dependent largely on the mobile phase flow rate in 
effect, However, as long as their response was periodically 
recalibrated, the electrodes could typically be placed in the 
flowstream and used continuously for periods as long as a few 
days before renewal of the modified surface was required, 

The common trait shared by the compounds in Table I is 
that they all contain multiple hydroxyl groups, In fact, in the 
case of the a1ditols, the hydroxyl group is the only functional 
group present, Thus, it was reasonable to consider in par­
ticular the role played by this functionality in the electroca-

Table II. FIA Response of Cu CME to Various Alditols· 

no, of current, nA, % response with 
compound hydroxyls for 10-5 M respect to glucitol 

methanol 1 4,5 X 10-5 0,02 
ethylene glycol 2 2,3 x 10-' 0,11 
glycerol 3 0,098 47 
erythritol 4 0,16 75 
ribitol 5 0,17 83 
glucitol 6 0,21 100 

• Potential applied, +0,50 V vs Agj AgCL 
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Figure 2, Plots of peak current at Cu CME vs NaOH concentration 
for FIA of glucose (e), glucijol (0), and glucosamine (0): potential, 
+0.48 V vs Ag/AgCI; flow rate, 0,5 mL/min, 

talysis, This was first done by examining the homologous 
series of alditols from methanol up to glucitoL The results 
obtained for this group under flow injection conditions are 
summarized in Table II. Interestingly, the electrocatalytic 
current (per mole) was at a maximum for glucitol and steadily 
decreased down to glycerol, which still produced roughly half 
the current that was seen for the compounds containing six 
hydroxyl groups, Further decreases in molecular size down 
to ethylene glycol and then methanol resulted in a drastic 
decrease in catalytic response, Thus, it appears that the 
presence of at least three contiguous hydroxyl groups in the 
target compound was a necessary condition for the Cu CME 
response to approach a useful leveL Of course, some excep­
tions to this generalization did occur among the various 
compounds examined, For example, glyceraldehyde, tartaric 
acid, and 2-deoxyribose all exhibited excellent e1ectrocatalytic 
activity and low detection limits despite lacking three adjacent 
hydroxyls, 

One definite requirement of the Cu CME-which is shared 
by all of the various electrode systems used thus far for 
carbohydrate detection-was the requirement for strongly 
alkaline solution conditions in order for the electrocatalysis 
to proceed efficiently, The extent of this requirement for the 
Cu CME is given explicitly in Figure 2, which shows the peak 
current response in flow injection as a function of pH for 
glucose, glucitol, and glucosamine, The pH was varied in these 
experiments by decreasing the NaOH concentration and 
keeping the ionic strength constant (I' = 0.4) by appropriate 
addition of NaCL For each of the compounds examined, 
excellent signals could be maintained for NaOH concentra­
tions down to 10-3 M before significant decreases in the current 
levels started to occur; similar behavior was observed for the 
a1daric, uronic, and aldonic acids as well, This pH dependence 
turned out to be somewhat less limiting than what has been 
previously seen with Pt, Au, and CoPC electrodes, which 
functioned well only down to OH- concentrations of 0,01 M, 
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Figure 3. Plot of peak current vs mobile phase flow rate at Cu CME: 
potential, +0.48 V vs Ag/AgCI; glucose concentration, 10 I'M; mobile 
phase, 0.15 M NaOH. 
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Figure 4. Chromatogram of 30 I'M galactosamine (a), 30 I'M gluco­
samine (b), and 100 I'M N-acetylgalactosamine (c): mobile phase, 10 
mM NaOH; stationary phase, Dionex Carbopac PA 1 column; potential, 
+0.50 V vs Ag/ AgCI; flow rate, 0.5 mL/min. 

As will be seen below, this ability to function usefully at lower 
pH values was important because it served to allow greater 
freedom to the chromatographer for the selection of an ef­
fective mobile phase. 

Figure 3 illustrates the effect of variation in mobile phase 
flow rate on the Cu CME response for glucose in flow injection. 
The exponential decrease observed here for increasing flow 
rates contrasts sharply with the direct dependence typically 
seen at unmodified electrodes (17-20). At this point, the 
specific reasons for decreased CME response at higher flow 
rates are not known. One possibility, of course, is that the 
rate of the catalytic reaction between the CME and the po­
lyhydroxy solute is simply too slow to produce large currents 
for the faster flow rates. In any case, the choice of flow rate 
to be used in any instance involves a compromise between 
electrode sensitivity and sample throughput. The flow rates 
that gave optimum results in chromatographic experiments 
described below and therefore were employed in all subsequent 
work were in the 0.3-0.7 mL/min range. 

Liquid Chromatography. The most interesting feature 
of the Cu CME was the prospect that it provided for direct 
constant-potential monitoring of a wide range of important 
compounds not ordinarily considered for LCEC. In its initial 
use for detection of simple sugars, the CME had proven to 
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Retention Time, min 

Figure 5. Chromatogram of 0.20 mM kanamycin: mobile phase, 0.15 
M NaOH; stationary phase, Dionex AS6A-51' HPIC column; other 
conditions, same as in Figure 4. 
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Figure 6. Chromatogram of flue-cured McNair No. 944 tobacco leaf 
extracted in CH,CN/H,O: mobile phase, 0.15 M NaOH; stationary 
phase. Dionex Carbopac PA 1 column; flow rate, 0.3 mLlmin; other 
conditions, same as in Figure 4. 

be not only extremely sensitive but also quite stable and very 
easy to operate (15). It was hoped that these properties would 
also be displayed for all of the families of related compounds 
listed in Table I. That this was in fact the case is demon­
strated at least in part by the chromatograms contained in 
Figures 4-6. It is important to note that no response was 
obtained for any of these carbohydrate-related compounds 
when unmodified glassy carbon electrodes were employed. 

LCEC results obtained for a mixture of amino sugars con· 
taining galactosamine, glucosamine, and N-acetylgalactos­
amine are shown in Figure 4. The separation, carried out with 
an anion-exchange column and 0.010 M NaOH as mobile 
phase, has presented particular problems for previous LCEC 
efforts because the relatively low OH- concentration needed 
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Table III. LCEC Assay for Tobacco Leaf Extract 

glucose fructose sucrose 

mean, SD, mean, SD, mean, SD, 
method % % % % % % 

Cu CME' 3.7 0.2 5.2 0.02 1.4 0.2 
LC/RI' 3,7 0,5 5.0 0.5 1.4 0.4 

a Reported results represent the mean and standard deviation of 
two separate assays obtained via LCEC with the Cu CME. Con­
ditions were the same as in Figure 6. b From liquid chromatogra~ 
phy /refractive index detection results provided by Brown & Wi1~ 
Hamson Tobacco Corp. Research and Development, Louisville, KY, 
and based on more than 50 separate assays. 

for the separation of these compounds is not well-suited for 
electrocatalytic detection at Pt or Au electrodes (21), Rather, 
postcolumn addition of concentrated base waS required in 
order to avoid severe tailing caused by poor adsorption/ de­
sorption characteristics of the amino sugars on these electrode 
materials. However, the Cu CME was able to operate quite 
efficiently at these lower OH- concentrations (see Figure 2) 
and had no difficulty quantitating the amino sugars at quite 
low levels. Detection limits obtained for the above compounds 
under these chromatographic conditions were 5 ng for ga­
lactosamine, 8 ng for glucosamine, and 0.1 )tg for N-acetyl­
galactosamine. 

Chromatograms obtained for a standard solution of the 
antibiotic kanamycin and for the glucose-, fructose-, and su­
crose-containing extract from a tobacco leaf are shown in 
Figures 5 and 6, respectively, Kanamycin is an antibiotic 
composed of three variously substituted monosaccharide units. 
Although none of the three rings possesses the intact structure 
of an actual sugar residue, an excellent response was still 
obtained at the CME, with a detection limit of 5 ng able to 
be reached, The tobacco leaf sample employed was obteined 
from standard flue-cured McNair No. 944 tobacco that had 
been soaked for 60 min in a 40:60 acetonitrile/water mixture. 
Despite the possible complexity of the resulting extract, the 
anion-exchange chromatogram produced with 0.15 M NaOH 
as mobile phase was relatively simple, exhibiting well-resolved 
peaks with the same retention times as glucose, fructose, and 
sucrose, Quantitation of these species by comparison to a 
calibration curve generated from standard solutions gave the 
assay results shown in Table III. The results derived from 
CME/LCEC approach compared very favorably with those 
from liquid chromatography/refractive index detection 
techniques, also summarized in the table. 

Nature of the Cu CME. In order to obtain further insight 
into the Cu CME and its mechanism of action, the physical 
and chemical nature of the CME surface was examined by 
X-ray fluorescence and scanning electron microscopy. These 
experiments were carried out for glassy carbon surfaces at 
three different stages of the modification procedure: (A) after 
alumina polishing and rinsing with water, (B) after treatment 
with 0,15 M NaOH and rinsing with water, and (C) after 
exposure to 0.050 M CuCl, to form the working CME. 

As would be expected for what essentially were just clean 
carbon surfaces, micrographs obtained for surfaces A and B 
were nearly featureless. The NaOH-treated surface was no­
ticeably rougher than the freshly polished surface; but at 
magnifications of up to 5000, no further differences were 
apparent. For the CME, however, the growth of the green 
deposit noticeable visually following the CuCl, treatment 
appeared clearly as well-defined hexagonal crystalline struc­
tures, 1-2 I'm in diameter, seemingly embedded randomly into 
and across the glassy carbon surface (see Figure 7). X-ray 
fluorescence spectra for the first two surfaces also were nearly 
featureless, with no real differences to be seen between the 
two, The spectrum for the freshly polished surface is shown 

Figure 7. Scanning electron micrographs of clean glassy carbon 
electrode (a) and Cu CME (b). Magnification: 4900. 
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Figure 8. X-ray fluorescence spectra of clean glassy carbon electrode 
(a) and Cu CME (b). 

in Figure 8a, For the fully treated CME, however, distinct 
Cu and Cl peaks were seen. The only additional peaks present 
were small ones occurring at energies corresponding to Al and 
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Si and presumably representing surface contaminants left 
from the initial alumina polishing process. 

At this point, a defInitive identiflcation ofthe Cu/Cl surface 
microstructure has not been possible. X-ray diffraction spectra 
obtained for the crystals either intact on the glassy carbon 
surface or scraped off and collected for separate analysis have 
not yet been able to be matched with diffraction patterns of 
known Cu- and Cl-containing crystalline species. At present, 
more extensive characterization of the modiflcation mecha­
nism and specifIc surface structure of the Cu CME is con­
tinuing, and it is hoped that these investigations may lead to 
an improved understanding of the chemistry involved in its 
formation and operation. In the meanwhile, it is apparent 
that the CME offers impressive capabilities for the con­
stant-potential flow detection of a wide variety of polyhydroxy 
compounds and an improved compatibility with a useful range 
of anion-exchange chromatography mobile phases. 
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Determination of Osmium and Osmium Isotope Ratios by 
Microelectrothermal Vaporization Inductively Coupled Plasma 
Mass Spectrometry 

Takafumi Hirata, Tasuku Akagi, Hiroshi Shimizu, and Akimasa Masnda* 

Department of Chemistry, Faculty of Science, The University of Tokyo, Hongo 113, Tokyo, Japan 

A new merging Introduction technique has been developed lor 
Os analysis wHh Inductively coupled plasma mass spectrom­
etry (ICP-MS). The sample was placed In a mlcroheater cell 
In a merging chamber and vaporized OSO. was carried to the 
ICP wHh a blank matrix mist flow sprayed Irom a nebulizer. 
In the merging Introduction, the best operational parameters 
could be obtained by the usual optimization using a standard 
solution. The '.70S/'··Os ratio and the Os abundance were 
measured slmuHaneously by spiking '.20S. The precisions 01 

the ratio and abundance measurements using 0.8 ng 01 Os 
were 5 and 4 %, respectively. The detection IImH 01 Os by 
this method was lower than 100 Ig, which is almost one­
twelfth 01 that obtained by conventional nebulization intro­
duction. 

Mass spectrometry using inductively coupled plasma as an 
ion source (ICP-MS) is a new technique for elemental and 
isotopic analysis. However, nebulizers commonly used in 
ICP-MS transport only 2-3% of a sample solution into the 
ICP. Several techniques have been developed to enhance the 
efficiency of sample introduction to the ICP torch; e.g., the 
use of a recirculating nebulizer, a microconcentric nebulizer 

0003-2700/89/0361-2263$01.50/0 

(1), direct insertion (2), electrothermal vaporization (ETV) 
techniques (3, 4), and vapor generation introduction (5-8). 

The 187Re-1870S isobaric pair is a promising isotopic system 
in the fIelds of geo- and cosmochemistry. However, the dif­
ficulty in Os isotopic analysis, due mainly to the high ioni­
zation potential of Os and the low abundance in common 
silicate rocks, has limited the use of this system. Methods 
with high performance in obtaining detection limits, including 
secondary ion mass spectrometry (9-11), accelerator mass 
spectrometry (12), and resonance ionization mass spectrometry 
(13), have been applied to Os isotopic analysis. With ICP-MS, 
we have succeeded in measuring the Os isotope ratios for 
natural metallic samples containing Os at parts per million 
(ppm) levels (14). A further enhancement of sensitivity is, 
however, required in order to measure the isotope ratio of Os 
for silicate rocks. 

In this study, we put forward a new introduction technique 
using a miniature heater placed in a merging chamber (ab­
breviated to "microheater/merging introduction"). This 
method assures the effective introduction of Os to the ICP 
torch. 

EXPERIMENTAL SECTION 
The ICP-MS used in this study is a VG PlasmaQuad type L 

The operational conditions are listed in Table I. Ion optical 

© 1989 American Chemical Society 
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Table I. Instrumental Operation Conditions 

1. ICP Settings 
incident power 1.35 kW 
reflected power <5 W 
argon gas flow rates 

cooling 13 Ljmin 
auxiliary 1.1 Ljmin 
nebulizer 0.8 Ljmin 

2. Sample Injection 
ETV introduction 

3. Nebulizer 

4. Interface 

heater Ni-Cr wire 
diameter 0.35 rom 
current 0.5-0.7 A 
power 6-8 W 

temperature 60-90 °C 

nebulizer type; cross flow 
solution uptake rate 0.6 mLjmin (pumped) 

aperture diameter 0.9 mm 
skimmer diameter 1.0 mm 
load coil~aperture spacing 10 mm 

5. Measurement Parameters 
dwell time 1001's 

ICP 

no. of channels 50 per mass 
no. of scans 600 

Figure 1. Schematic diagram of microheater/merging chamber. 
Twenty microliters of sample solution was loaded onto the glass cup, 
and evaporated OS04 was carried to the ICP torch with mist from the 
spray chamber. 

settings were adjusted to optimize the signal of 208Pb ion intro­
duced by the nebulization of Pb standard solution, just before 
the sample heating for vaporization. Water was kept nebulized 
during the whole measurement to minimize change in the ion lens 
setting (15). 

The sample preparation and calculation of Os isotope ratios 
were done after the method described in our earlier papers (14, 
16). We have succeeded in developing a technique to measure 
Os isotope ratios and Os amounts at the same time (16), which 
was adopted in the present study. This technique is based on 
the assumption of a linear relation between mass discrimination 
factor and mass number. The principles of this technique are 
briefly described io the Appendix. Afber an addition of 1920S spike, 
10 mg of an iron meteorite was decomposed by 3 mL of aqua regia 
(1:1 mixture of 7 N HN03 and 6 N HC1) at 80°C in a closed glass 
ampule (16). After decomposition, 1 mL of HCIO, was added to 
the solution to oxidize Os. Osmium tetraoxide was vaporized by 
distillation at 70-80 °C and was trapped in 1-2 mL of pure water. 
A very small fraction (20-40I'L) of the sample solution was loaded 
onto a Pyrex glass cup, and then the glass cup was set in a 
microheater (Figure 1). Next, the microheater cell was inserted 
into a merging chamber (Figure 1) with the ICP off. After ad­
justment of the ion optics, the solution in the glass cup was heated 
up to 70°C by a Ni-Cr filament and OsO, was gently vaporized. 
The evaporated OsO, was mixed with spray mist in the merging 
chamber and was finally carried to the ICP. 
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Figure 2. Effect of heating rates on signaf intensity of 1920S. The Os 
amount loaded was 100 pg (5 ppb, 20 I'L). 
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Figure 3. Effect of sample amount on Signal intensity of 1920S. The 
volume of Os solutions was 20,ul. The heater current was 0.6 A. 

RESULTS AND DISCUSSION 
The intensity and stability of Os signals are dependent on 

the current of the microheater, the Os concentration, and the 
volume of sample solution. 

The dependence of signal intensity and stability on heating 
rate (heater current) is shown in Figure 2. In this experiment, 
the amount of Os loaded was constantly 100 pg (5 ppb, 20 I'L). 
Higher heater current yielded a peak with a higher count rate 
and shorter duration, while lower heater current raised a peak 
with a lower count rate and longer duration. But the count 
rate at 0.7 A was not as large as expected from those at 0.5 
and 0.6 A. Namely, integrated counts at 0.7 A were lower than 
those at 0.5 and 0.6 A. The reduction of integrated signal 
intensity at 0.7 A may be related to a large amount of water 
vapor generated at this current. It is likely that the water 
vapor condensed into dew in the merging chamber and that 
Os was trapped by the condensed water. This is one of the 
possible explanations for the signal reduction under consid­
eration. Another possible explanation for the signal reduction 
is drift in the tuning condition of the ion lens due to an 
introduction of a large amount of vapor produced at 0.7 A. 
Moreover, as shown in Figure 2, a spiky signal was observed 
at a heater current of 0.7 A. The solution temperatures at 
heater currents of 0.6 and 0.7 A were approximately 70 and 
90°C, respectively. The spiky signal was due to the boiling 
of sample solution at a high temperature of 90 °C. These 
results indicate that a heater current of 0.7 A is not suitable. 
The heater current was set at 0.6 A for the later experiments. 

The effects of Os amount on Os signal intensity are shown 
in Figure 3. Osmium amounts introduced by the micro­
heater/merging introduction technique were 50,100,200, and 
400 pg. In this experiment, the volume of Os solutions loaded 
and the heater current were adjusted to 20 I'L and 0.6 A, 
respectively. The maximum intensity for each run was almost 
proportional to the loaded amount when the amount was less 
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Figure 4. Effect of volume of sample solution on signal intensity of 
'920S. The absolute amount of Os loaded was 100 pg. The heater 
current was 0.6 A. 

Table II. Comparison of the Absolute Detection Limits of 
Osmium between the Microheater/Merging Introduction 
and the Nebulization Introduction 

signal intensity of 192-osmium. 
counts/s per 100 pg of Os 

background, counts / s 
detection limit, pg 

introduction technique 

microheater I nebuliza-
merging tion 

11658 

11.4 ± 3.3 
0.085 (3~) 

869 

13.6 ± 2.9 
1.0 (3~) 

than 100 pg. Saturation of the signal height was observed with 
a sample amount of more than 200 pg, for which the profiles 
have a plateau region lasting for more than 10 s. Taking both 
sensitivity and stability into account at the same time, a 
sample amount between 100 and 200 pg is desirable. 

Finally, the dependence of signal stability and intensity on 
sample volume was investigated. Here, the amount of Os 
loaded was constantly 100 pg. The heater current was 0.6 A. 
The obtained time profiles are shown in Figure 4. A spiky 
time profile was observed when the volume of sample solution 
was 10 ILL. This spiky signal was due to the boiling of the 
solution. On the other hand, the larger volume of sample 
solution gave a signal of lower intensity lasting for a longer 
time, which was due to lower temperature. Consequently, a 
sample solution volume of 20 ILL was adopted for further 
measurements. 

A comparison of the sensitivity and detection limit was 
made between the conventional nebulization and the micro­
heater/merging introduction techniques employed here. In 
the test of detection limits, 100 pg (5 ppb, 20 ILL) of Os was 
introduced by both the microheater/merging and the nebu­
lization introduction techniques. The heater current was set 
at 0.6 A in the microheater/merging introduction. The mass 
spectra obtained by both techniques are shown in Figure 5a,b. 
The sensitivities and detection limits of these techniques are 
summarized in Table II. With the microheater /merging 
introduction technique, the 1920s count rate of 11658 counts/s 
per 100 pg of Os was obtained with 20-s integration. On the 
other hand, the 1920S count rate of 869 counts/s per 100 pg 
of Os was obtained with the conventional nebulization in­
troduction. Therefore, the enhancement factor of the count 
rates with the microheater/merging introduction technique 
was 13 times, compared with the nebulization introduction 
method. The detection limits were defined as 3 times the 
standard deviation of the count rates of blank tests. The 
standard deviations of the count rates of blank tests were 
obtained by 10 sets of repeated measurements using blank 
solution in both introduction techniques. The detection limit 
of Os obtained by the microheater/merging introduction is 
0.085 pg, which is almost one-twelfth of that obtained by the 
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Figure 5. Mass spectra of osmium for 100 pg (5 ppb, 20 ILL) of 
osmium obtained by (a) microheater/merging introduction with water 
nebulization, (b) conventional nebulization introduction, and (c) micro­
heater/merging introduction without water nebulization. The same 
conditions (lens biases and plasma gas flow rates) were used in the 
three measurements. The heater current was 0.6 A for experiments 
a and c. 

Table III. Results of Isotopic Ratio and Abundance 
Measurements of Osmium in Tlacotepec Iron Meteorite" 

abundance, Os amt 
1870S/,860S ppm used, ng 

continuous nebulization 1.037 ± 0.006 39.17 ± 0.21 400 
method 

microheater / merging 0.995 ± 0.050 41.0 ± 1.5 0.8b 

technique 
literature data 

Herr et al. (J 7) 1.004 ± 0.018 39.6 ± 2.2 
Luck and Allegre 0.980 ± 0.004 53.7 ± 0.4 

(11) 

a Errors are 10"m. b Eight-time repetition of measurement using 
sample solution containing 100 pg of Os each time. 

nebulization introduction (Table II). 
In this study, nebulized water was introduced simultane­

ously with Os vapor. No shifts in the lens settings could be 
observed between the merging introduction and the conven­
tional nebulization introduction. This result may be due to 
the very small volume of Os vapor released, which does not 
cause any change in the plasma. One can keep the operational 
settings unchanged for the measurement procedure. This is 
a great advantage of the microheater /merging introduction 
technique, because one need not consume the valuable sample 
on the cup to tune the lens. On the other hand, at the 
measurement without water introduction, the excellent en­
hancement of signal could not be observed, as shown in Figure 
5c. The Os amount, the sample volume, and the heater 
current of this measurement (Figure 5c) were identical with 
those of Figure 5a. This obvious difference in signal intensity 
between with and without the water introduction may be 
caused by the shift of ion lens tuning. 

Table III lists two sets of Os data from the Tlacotepec iron 
meteorite; one is by the microheater /merging introduction 
technique and the other is by nebulization introduction. The 
solutions used for the analyses were identical for both intro-
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duction techniques. The abundance data obtained show a 
good agreement between the two introduction techniques. In 
addition, the isotopic ratio of '870S/'860S obtained by the 
microheater/merging chamber method is consistent with that 
obtained by nebulization introduction within the analytical 
uncertainty. The precision of the values obtained by the 
microheater/merging chamber method was somewhat poorer 
than that obtained by nebulization introduction. However, 
it should be noted that the amount of Os used for the latter 
method waS 400 ng, approximately 500 times larger than that 
used for the former one. Furthermore, it is seen in Table III 
that our values of the Os isotopic ratio and abundance are close 
to those obtained by Herr et al. (17). The small differences 
between the data obtained by Luck and Allegre (11) and those 
by Herr et al. (17) and us may be due to heterogeneous dis­
tribution of Os and Re. 

The merging introduction technique, in which the sample 
is released from a merging chamber, may be applied to other 
sample introduction techniques. The combination of micro­
heater and merging introduction can successfully reduce the 
absolute detection limits of Os to better than one-twelfth that 
of the nebulization introduction. Finally, it is noted that the 
technique developed here can be applied not only to rCP-MS, 
but also to rcp atomic emission spectrometry (ICP-AES). 

APPENDIX 
The calculation of Os abundance and the 1870S/,860S ratio 

is as follows (16). The isotopic composition Am C, in the 
mixture of sample and spike solution, is expressed by 

Ame = AmNX + AmSM (1) 

where Am N and Am S are the isotopic compositions of mOs (here 
m refers to mass number of each Os isotope except 187) in 
sample and spike, respectively. These isotopic compositions 
(16) are constants. X and M are the amounts of Os in sample 
and spike, respectively. X is an unknown value to be de­
termined here. The specific isotopic count rate (F,J of isotope 
mos is defined as 

(2) 

In eq 2, 1m is the observed count rate (peak area) of mos and 
Am C is obtained from eq 1 by substituting proper values for 
X. The best value of X is determined so as to bring the mass 
discrimination factors (F,J to be the closest to a linear function 
of the mass number. 

The F m defined above is used in the correction of mass 
discrimination. The corrected isotope ratio of '870S/'860S is 
given by 

'870S/'860S = (1,871 1,86)(F,86/ F ,87) (3) 

where Fl87 is the value obtained from the linear line drawn 
in the final determination of X. 

Registry No. Os, 7440-04-2; 1870S, 15766-52-6; 1860S, 13982-
09-7. 
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Photoreduction FluorescE~nce Detection of Quinones in 
High-Performance Liquid Chromatography 

James R. Poulsen' and John W. Birks' 

Department of Chemistry and Biochemistry and Cooperative Institute for Research in Environmental Sciences 
(CIRES), Campus Box 449, University of Colon do, Boulder, Colorado 80309 

A simple, reagent-free photochemical reaction detector for 
qulnones Including, but not IImHed to, the K vitam Ins is pres­
ented. Quinones are photoreduced to dlhydroqllinones via 
hydrogen abstraction from the high-performance I iquid chro­
matography (HPLC) mobile phase in a postcoilimn photo­
reactor. An advantage over previous reactio~-detection 
methods for quinones is the simplicity of this sl'stem. No 
poslcolumn reagent addHlon pumps are required. JlddHionally, 
the reaction Is accomplished in a very short reactor which 
minimizes band broadening and analysis time. Delectlon lim­
Hs for many quinone derivatives are In the low plco'l,am range 
wHh good selectlvHy. In this paper, the photochemistry of the 
detection scheme and Its optimization for use in HPLC are 
discussed. As a sample application, the detectior, of vitamin 
K, In a plant extract (Capse//a bursa pastorius) without pre­
fractionation Is included. A new photoreactor housing for 
carrying out anaerobic reactions in low-dispe",ion, PTFE 
photoreactors is described. 

INTRODUCTION 
Recently, we reported a reaction-detection ,cherne for 

quinone analytes, the photocatalytic chemiluI1inescence 
(PCCL) detector, which exhibits better sensitivity than UV 
detection with very high selectivity (1,2). These compounds 
are of interest because of their use in modern wo)d pulping 
processes (3,4), as oxidation products of polycyclic aromatic 
hydrocarbons in the environment (5, 6), and as important 
biogenic compounds found in electron transport systems of 
plants, bacteria, and animals. Quinone derivativ{~s are vital 
to photosynthesis in plants and bacteria, as well aB, for blood 
clotting in animals (7,8). Detection of quinones in the com­
plex matrices in which they typically are found presents severe 
challenges to most conventional techniques. 

On-line, postcolumn, photochemical reaction<, for high­
performance liquid chromatography (HPLC) provide a useful 
way of transforming analytes to compounds with enhanced 
detectability (9, 10). Quinones are good candida1.es for this 
form of detection as they are nonfluorescent and their UV 
detection, while quite sensitive, lacks the selectivit~, necessary 
for application to complex mixtures. Both the selectivity and 
sensitivity of quinone detection can be improved via photo­
chemical reaction detection. 

Anaerobic photoreduction of quinones produces highly 
fluorescent dihydroquinones. This reaction has been applied 
to the detection of "hydrogen atom donor" (HAD) analytes 
by Gandebman and Birks (11, 12). HAD compounc.s typically 
have an electron-withdrawing element (0 or N) bound to a 
carbon with a-hydrogens (13, 14). For photOleduction/ 
fluorescence detection (PRF), an anthraquinone s,msitizer is 
added to the HPLC mobile phase and HAD compounds are 
detected through the fluorescence of the photorE duced an­
thraquinone derivative. Although background photoreduction 

1 Current address: Henkel Research Corp., 2330 Circadian Way, 
Santa Rosa, CA 95407. 
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of the anthraquinone sensitizer ultimately limite the sensi­
tivity, PRF improves the detectability of many compounds 
that lack strong chromophores. 

Photoreduction/fluorescence detection of quinones (PRFQ) 
is relatively free from interference caused by photochemically 
generated background fluorescence, because no light-absorbing 
compound is added to the mobile phase. In fact, relative to 
the stray light from the excitation source of the fluorometer, 
the photoreduction/fluorescence background is negligible. 
The intense fluorescence of dihydroxyanthracenes allows the 
detection limits for most anthraquinone derivatives to be 
improved by at least an order of magnitude relative to UV 
detection. Naphthoquinones are detected sensitively as well. 

PRFQ responds to a wider range of quinones than the 
detection scheme based on quinone-sensitized photooxidation 
(PCCL). Some substituents decrease the response of a qui­
none to PCCL, presumably by lowering the reactivity of its 
triplet state (15). Some quinones substituted with these 
groups respond in the photoreduction mode (e.g., the K vi­
tamins). PCCL detection requires the analyte to cycle through 
the photooxidation reaction sequence many times in order to 
achieve high sensitivity (1,2). On the other hand, PRFQ 
detection only requires the analyte to complete the photo­
reduction reaction sequence once. For this reason, nonpro­
ductive pathways that deactivate the excited state, destroy 
the free radical intermediates, or destroy the analyte are more 
problematic to the photooxidation-based detection scheme. 
Excitation efficiency is improved by the use of a 254-nm lamp 
with PRFQ. Relative to PCCL, PRFQ is less selective, because 
compounds that are natively fluorescent can interfere. 

In a similar, though more complex, photochemical reac­
tion-detection scheme, Lefevere et al. report sensitive de­
tection of vitamin K, homologues (16). They were able to 
monitor clinically observed levels of these vitamins. Elec­
trochemical reduction of K vitamins followed by fluorescence 
detection has been applied to their detection as well (17,18). 
Alternatively, the K vitamins can be reduced chemically and 
detected by fluorescence (16, 19,20). Sodium borohydride 
and tetramethylammonium octahydridotriborate have been 
delivered in solution to effect the reduction reaction (19,20). 
Solid-phase reactors (SPR) filled with borohydride reagents 
could improve this method of detection for K vitamins as 
SPRs would eliminate the stability problems of the dissolved 
reagents and the expense of the postcolumn pumps. Table 
I reviews the available HPLC detection methods for the K 
vitamins. 

Because vitamin K, (2-methyl-3-phytyl-l,4-naphtho­
quinone) is extremely hydrophobic, its determination after 
extraction from matrices that contain lipophilic interferents 
is quite challenging. To determine normal levels of K, in 
serum samples with a UV absorption detector, a sequential 
adsorption and reversed-phase HPLC procedure was devel­
oped (22). Obviously, this procedure lengthens the analysis 
time over a single chromatographic separation coupled to a 
more selective detector. The low level of K vitamins in bio­
logical samples generates interest in reaction detection 
methods that increase the sensitivity along with the selectivity 

© 1989 American Chemical Society 
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Table I. Detection of K Vitamins in HPLC 

reaction scheme analytes reactor' aerobic real~ents d.l., pg Aex/Aem ref 

pbotoreduction/ Kl PTFE no no 30 243.5/>370 this work 
fluorescence of K3 DOTR-17s 20 
quinones (PRFQ) 

photoreduction/ Kl PTFE no ascorbic acida 150 320/420 16 
fluorescence GSFR-146s acetat, buffer 

electrochemical Kl analogues ECDd NaCIO<, 25-60 320/420 17,18 
reduction/ Kl~epe no 60 
fluorescence 

chemical reduction/ Kl PTFE no NaBH.,' ~150 320/420 16 
fluorescence GSFR-89s 

chemical reduction/ Kl PTFE no (CH3),"1B3Hsb 150 325/420 19,20 
fluorescence DOTR-51s 

electrochemical Kl ECDd yes acetate bufferc 50 21 
reduction/ oxidation 

UV absorption Kl none yes no 550 248 nm 22 

'Reagent(s) can be spiked into the mobile phase or added postcolumn. bReagent(s) added postcolumn. 'Reagent(s) spiked into mobile 
phase. d Model 5100-A coulometric electrochemical cell, Coulochem, E.S.A, Bedford MA, USA. 'Phylloquinones 2,3-epoxide. 'Key: DOTR, 
deformed open tubular reactor; GSFR, gas segmented flow reactor; ECD, electrochemical detector. 

of the detection step. Lambert et aI. report a range of 62-980 
pg/mL and a median of 247 pg/mL for vitamin Kl in blood 
as a result of a study of 50 healthy, fasting adults (20). 

In this paper the anaerobic photochemistry of quinones and 
its optimization for the on-line detection of these compounds 
in HPLC is discussed. In addition to simplifying the in­
strumentation, this mode of detection is expanded to include 
quinones other than the K vitamins. The detection of vitamin 
Kl in a plant extract is used to demonstrate the enhanced 
capabilities of PRFQ relative to UV detection. Since any 
HPLC system equipped with fluorometric detection can be 
simply and economically adapted to perform this reaction, 
the PRFQ scheme is accessible to more laboratories than 
schemes requiring exotic reagents or additional pumping 
systems. The equipment requirements of the PRFQ, a ni­
trogen tank to purge the system, and a photoreactor, which 
can be built for under 300 dollars, are small in comparison 
to standard HPLC components. PRFQ should be adaptable 
to gradient chromatography, because the reaction has little 
solvent dependence, provided that a HAD is present, and no 
reagent background or decomposition problems. 

EXPERIMENTAL SECTION 

Chemicals. Quinone samples were obtained from Aldrich 
Chemicals, Alfred Bader Library of Research Chemicals, Sigma, 
Analabs, Fisher, Eastman, and Pfaltz and Bauer. These were used 
as received after checking the purity by HPLC with UV detection. 

HPLC Apparatus. A schematic diagram of the HPLC system 
used for PRFQ detection appears in Figure 1. The HPLC system 
consisted of a Kratos Spectroflow·400 pump, a Rheodyne 7125 
injector (20-!,L loop), a Du Pont Zorbax ODS column (5-!,m 
packing, 25 cm x 4.6 mm), a Shimadzu CR-3A integrating re­
corder, a Kratos FS-970 filter fluorometer, and/or a Kratos 
Spectroflow-773 variable wavelength UV detector. The inlet line 
to the HPLC pump was stainless steel. A PTFE line would allow 
oxygen to enter the system. The chromatographic eluents were 
mixtures of methanol and water (Burdick and Jackson, HPLC 
grade), 80% to 100% methanol by volume. When vitamin Kl 
or Quinones with more than three rings were analytes, a mobile 
phase of 60% methanol and 40% isopropyl alcohol (Fisher, HPLC 
grade) was used. The solvent reservoir was equipped with a gas 
dispersion tube so that the mobile phase could be sparged with 
"oxygen-free" or USP grade nitrogen (General Air). Part of the 
nitrogen flow was diverted to a dispersion tube inside the pho­
toreactor housing. 

Photochemical Reactors and Reactor Housing. Reactors, 
prepared from 30-gauge PTFE tubing (0.30-mm i.d. with 0.15 ± 

INJECTOR 

MOBILE PHASE 

PHOTOCHEMICAL 
REACTOR 

Figure 1. Schematic diagram of the PRFQ system: (insert) diagram 
of the sarrple deoxygenation device; (1) nijrogen inlet, (2) nitrogen 
outlet, (3) Teflon-lined cap, (4) disposable PTFE bubbler tubing, (5) 
screw-top test tube, (6) sample. 

0.05-mm VIall thickness) purchased from Small Parts, Inc., were 
plumbed md crocheted by the method of Poulsen et al. (23). A 
water-fille:! housing was designed for use with pencil lamps that 
allowed the temperature of the photoreactor to be regulated by 
an external circulation pump while maintaining an anaerobic 
environment (Figure 2). The body of the housing was an acrylic 
plastic tube (7.6-em i.d., 0.6-cm wall thickness, 7.5 cm long), while 
a concentlic quartz tube (1.5-cm i.d., O.l-cm wall thickness, 8.5 
cm long) held the reactor in place and kept the lamp dry. Pencil 
lamps were supported by the quartz tube and positioned with 
a rubber ring that fit around the lamp casing. The photoreactors 
were conn"cted to metal HPLC tubing inside the reactor so that 
no PTFE tubing was exposed to air. An immersion pump cir­
culated ic,"cold water through coiled copper tubing (' / ,-in. o.d., 
~100·cm long) that was in contact with the nitrogen-flushed water 
inside the reactor housing. 

Light Sources. A Pen-Ray low-pressure mercury-vapor lamp 
with an errission maximum of 254 nm (lamp Model 11 SC-l, power 
supply M"del SCT-l, UV Products, Inc., San Gabriel, CAl pro­
duced the best results. A Pen-Ray lamp equipped with a phosphor 
(Model 11 SC-lL), with an emission maximum at 366 pm, was 
investigat"d as well. 

Sampk Degassing. A home-made device was designed for 
sample deoxygenation (Figure 1 insert). Stainless-steel capillaries 
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Figure 2. Diagram of the PRFQ photoreactor housing: (1) rubber ring 
for positioning the lamp within the quartz tube, (2) 254-nm Ilencillamp, 
(3) quartz tube, (4) nitrogen inlet, (5) coolant inlet, (6) coolant outlet, 
(7) top of housing, (8) photoreactor inlet [from HPLC cOlumn]. (9) 
photoreactor outiet [to fluorometer]. (10) adapter [Vaco fittings] 
stainless-steel to PTFE capillary tubing, (11) adapte. [modified 
Swage-10k fittings] PTFE to stainless-steel capillary, (12, crocheted 
PTFE photoreactor, (13) gas dispersion tube [Pyrex]. (14) body of the 
photoreactor housing [water filled]. (15) bottom of hous ng. 

elwin. o.d., 0.030-in. i.d.) are inserted into two hole" drilled in 
the cap of a screw-top test tube (10 cm x 1.5 cm). One serves 
as a nitrogen inlet and the other as a vent. Neither of the metal 
tubes is in contact with the sample at any point during the de­
oxygenation procedure, because they only extend ~1.5 cm into 
the test tube. The nitrogen inlet is connected by a pressure fit 
to a piece of PTFE tubing (1.5-mm i.d. X 8.5 cm 10llg, catalog 
no. BB 311-15, Bolab, Inc., Lake Havasu City, AZ). fhis piece 
of tubing extends into the sample solution and serves as the 
bubbler. Samples are held under the nitrogen flow for ~5--10 min 
prior to injection. A flow of nitrogen through the head space is 
maintained while the syringe is being loaded. The PTI'E bubbler 
tube is disposable to prevent sample contamination. 

Detection Limit Calculations, Detection limits ru e reported 
as the amount of analyte that, when injected on columr , produces 
a signal-to-noise ratio of three. Mobile phases that were well suited 
to their chromatographic separation were used in all (ases. The 
noise was measured as the full peak-to-peak variation in the base 
line, recorded over a minimum of 20 time constants. T.le amount 
of analyte corresponding to the detection limit was ,alculated 
through linear regression of a minimum of three differE nt analyte 
concentrations, all within a factor of 40 of the reportee detection 
limit. Each analyte solution was injected a minimum of two times. 
Where necessary, the samples were degassed before injection. 

Preparation of Plant Extracts, The extraction of vitamin 
K, from the herb shepherd's purse (CapseUa bursa JJastorius) 
was performed according to the following procedu :e. A di­
chloromethane extract of the herb (5.7 g, 16-20 Soxhlet cycles 
in a Wbatman 2800 339 extraction thimble) was evapon.ted under 
nitrogen to a volume of ~30 mL and then diluted to 80. ) mL fmal 
volume with methanol. An aliquot of this solution was filtered 
through a MilIex HV O.45-l'm and a Millex GV, 0.22-l'm (Millipore 
Corp., Bedford, MA) syringe filter. The filtered e> tract was 
injected into the chromatograph. 

PHOTOREDUCTION OF QUINONE:> 

Quinone Photochemistry, Under the cond·tions for 
HPLC detection of quinones, the photoreduction reaction can 
be described in terms of a simple hydrogen abstraction 

mechanism (24, 25). As the reaction sequence for photore­
duction indicates, 

Q + hv - 'Q* (1) 

'Q* _ sQ* (2) 

sQ* + CHsOH - "CH20H + "QH (3) 

"CH20H + Q - "QH + CH20 (4) 

2"CH20H - CHsOH + CH20 (5a) 

2'CH20H - HOCH2CH20H (5b) 

2"QH - Q + QH2 (6) 

Q = quinone analyte 

"QH = semiquinone radical 

QH2 = dihydroquinone 

the analyte is reduced to the corresponding dihydroquinone 
while oxidizing methanol to formaldehyde. Methanol is used 
as the HAD substrate in the photochemical reaction schemes, 
because it is effective as a mobile phase modifier for quinone 
separations and as a hydrogen atom donor. The quinone 
analytes are present at extremely low concentrations, while 
the hydrogen atom donor (mobile phase) is very concentrated. 

After excitation (reaction 1), the molecules rapidly decay 
to their lowest excited singlet state (S,) by internal conversion. 
The energy difference between the S, and T I is small, ca. 4 
kcallmol for anthraquinone, which allows a strong spin-orbit 
coupling of the states to OCCur (26). A large majority of the 
S, sensitizer molecules undergo intersystem crossing to the 
triplet manifold and subsequent internal conversion to the 
lowest excited triplet (T,) state (reaction 2). Reported triplet 
yields for anthraquinone are between 0.90 (27) and 1.0 (28). 
Hence, the reactivity of the lowest triplet state determines 
the photochemical reactivity of quinones (26, 27, 29), and the 
quantum yield for the photoreduction reaction (rPp,) is inde­
pendent of the excitation wavelength (25). 

While it is generally accepted that hydrogen abstraction 
reactions occur through the lowest triplet state, this does not 
mean that the T 2 or S, states are unreactive. The lifetimes 
and thermal populations of these states simply are insufficient 
to account for the high efficiency of hydrogen abstraction 
reactions by strong (rPp, :<; 0.5) sensitizers (26). 

T, of the quinone rapidly abstracts a hydrogen atom from 
the HAD to produce a semiquinone radical and an a-hydroxy 
alkyl radical (reaction 3). In the final step of this sequence, 
two semiquinone radicals disproportionate to generate a di­
hydroquinone and a molecule of the parent quinone. Dis­
proportionation of the semiquinone radicals takes place at 
rates that are within an order of magnitude of a diffusion 
limited reaction (30, 31). Depending on the relative rates of 
reactions 4 and 5, the quantum yield for the photoreduction 
of anthraquinone by good donors varies from 0.5 to 1.0 (25, 
31). When the quantum yield is greater than 0.5, it also is 
affected by the concentration of anthraquinone (25). At low 
sensitizer concentration, reaction 5a competes more effectively 
with reaction 4 and the photoreduction yield decreases. The 
concentration dependence and lack of "diol" formation (re­
action 5b) support the cyclic nature of the mechanism over 
a free-radical chain reaction mechanism (25, 32). Radicals 
formed from solvents that are poor donors can react with the 
semiquinone radical and lower rPP' (31) 

'QH + "R - Q + RH (7) 

Substituent groups on the parent quinone will affect both 
the rate of photoreduction and the fluorescence properties of 
the reduced compound (15, 24, 30, 32-34). Orthoquinones 
(e.g., 9,1O-phenanthrenequinone) (35), benzophenone, and 
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other aromatic carbonyl compounds sensitize similar hydrogen 
abstraction reactions (36). 

The photoreduction sequence only will occur under anae­
robic conditions (37). If oxygen is introduced after the pho­
toreduction is complete. the dihydroquinone will be oxidized 
back to the parent quinone with the production of hydrogen 
peroxide (31. 33. 37) 

QH2 + O2 - Q + H 20 2 (8) 

When oxygen is present during the reaction, it reacts with the 
semiquinone (reaction 9) and the a-hydroxy alkyl radicals (30, 
31) 

°QH + O2 - °QOOH (9) 

A photooxidation sequence that ultimately produces H20 2 and 
regenerates the quinone follows the reaction of oxygen with 
these radicals (24, 31, 33, 38). 

Hydrogen abstraction (reaction 3) is the predominant re­
laxation pathway for quinone triplets in solutions with high 
HAD concentrations (26, 30, 31). Other pathways, such as 
those given in reactions 10-13, are unable to compete with 
reaction 3 under these conditions (N2-sparged, HPLC-grade 
solvents). However, the rates of energy transfer to quenchers 
that have triplet ststes lower in energy than T I of the quinone 
are very high (30). 

3Q* _Q + hv 

3Q* + 302 _ Q + 102* 

3Q* + A-Q + A* 

3Q'_Q 

(10) 

(11) 

(12) 

(13) 

In comparison to the PRF detection scheme of Gandelman 
et al. (11, 12), the donor concentration when quinones are 
detected through photoreduction is increased by about 9 
orders of magnitude, relative to the detection limit for a good 
HAD analyte. At very low donor concentrations, the photo­
chemistry of quinones can no longer be explained with simple 
hydrogen transfer mechanisms (28, 39-41). For example, the 
photochemical background reaction in PRF was greater than 
would be predicted for the level of HAD impurities in HPLC 
grade acetonitrile (12). In aqueous solution, the evidence 
points to the formation of a photosolvate between the triplet 
quinone and water (28, 39-41). This photosolvate can react 
with a ground-state sensitizer to form a hydroxylated semi­
quinone radical and a semiquinone radical. A long-lived 
transient observed during flash photolysis of anthraquinone 
sulfonates in acetonitrile indicates that it may be possible for 
photoadducts to form in solvents other than water (41). Many 
other mechanisms for these background reactions have been 
proposed. 

Regardless of the mechanism, the background reactions of 
the sensitizer in the absence of HAD substrate limit the 
sensitivity of both the aerobic and anaerobic detection schemes 
for HAD analytes (12). Donor-limited background reactions 
do not come into play when quinones are detected by PRFQ. 
In the absence of the large photochemical background signals. 
the ultimate sensitivity of the detector is much higher. 
Furthermore, nonradiative deactivation of the reactive triplet 
states (TI - So) in PRF detection competes with hydrogen 
abstraction and decreases the efficiency of the photoreduction 
reaction (reactions 12 and 13). With a triplet lifetime on the 
order of 100-200 ns in anaerobic aqueous solutions and 
quenching rates by HAD analytes of ",,2.1 X 107 M-I S-I (e.g., 
2-propanol), the quantum yield of photoreduction will be quite 
low in PRF (28,30,41). On the other hand. under the con­
ditions for quinone detection virtually all of the triplet states 
will decay via hydrogen abstraction (26). 

Hydrogen Abstraction. When alkyl amines serve as the 
substrate, the hydrogen abstraction step is best described as 

an electr,m transfer rapidly followed by a proton transfer (13, 
14. 42. 43). For strong sensitizers such as acetophenone, 
benzophmone, naphthoquinones, and anthraquinones reacting 
with alCOholic substrates, isotope effects and the lack of a large 
depende 1ce on the ionization potential of the HAD suggest 
that electron abstraction and proton transfer occur simulta­
neously (43, 44). However, some controversy about the 
mechani:;m of hydrogen abstraction remains, particularly in 
the case of the photoreactions between weak sensitizers and 
alcohols (33, 42-44). 

Differentiation between these two limiting mechanisms­
abstraction of a hydrogen atom in a single step, or the se­
quential transfer of an electron followed by a proton-is 
difficult. The net reaction in either case is the same, a hy­
drogen al.Om from the alcoholic substrate is transferred to the 
quinone sensitizer. The reaction pathways available to the 
radicals produced by this reaction will determine the identity 
of the final products. 

Both t 1e concerted and sequential descriptions of hydrogen 
abstraction require an electronic charge-transfer interaction 
between the sensitizer's lowest triplet state and the HAD 
substrate (14). Since an n ... • triplet state is more electrophilic 
than a .. , .. ' triplet, the compounds that are most efficient in 
abstracting hydrogen atoms and/ or electrons will have a lowest 
triplet state with predominantly n, .. • character (13, 14,30, 
34.45,41;). The intrinsic reactivity of the .. , .. ' triplet state 
toward concerted hydrogen abstraction is 2 to 4 orders of 
magnitude less than the n, .. • triplet (45). 

The reactivity of quinone triplet states also depends on the 
solvent composition. As the solvent polarity increases, the 
efficiency of the quinone photoreactions decreases (46). This 
effect is nost pronounced when the n, .. * and ...... triplet states 
are close in energy (14, 15). Here, the TI and T2 states will 
be mixed in character and less reactive than a pure TI (n, .. *) 
state. Increased solvent polarity causes the energy of the 
reactive triplet (n, .. ·) to be raised while the less reactive triplet 
state ( .. ,r*) is stabilized (13-15, 46). In the extreme case, 
hypsochromic shifts of the n, .. • state can cause a change from 
a TI state with primarily n, .. • character in apolar solvents to 
one that is dominated by .. , .. • characteristics at high solvent 
polarity )3-15,46). The change in energy of the TI (n, .. ·) 
of anthraquinone is ",,0.3-0.9 kcal/mol between polar and 
nonpolar solvents (13, 47). Other aromatic carbonyl com­
pounds exhibit shifts of similar magnitude, so the splitting 
between 'owo triplet states must be very small for an inversion 
to occur. However. the extent to which the two triplet states 
are mixed in character depends strongly on the energy sep­
aration (14, 15). Energy changes of this magnitude may sig­
nificantl:, decrease the reactivity of a sensitizer in polar sol­
vents. When the energy separation between the T I and T 2 
states is Jarge, a change in the solvent polarity will have little 
effect on the hydrogen abstraction rate (15). 

Substituent groups on the quinone also affect the character 
of the lowest triplet state. Electron-donating groups desta­
bilize the n ... * triplet state while stabilizing the .. , .. ' triplet 
state (13-15. 34). For example, the lowest triplet state of 
l,4-benzoquinone (T1 n,7l"*) increases in 11",11"* character as 
methyl groups are added. The TI of duroquinone (tetra­
methyl-1,4-benzoquinone) has a .. , .. ' configuration (46). 
Electron ·withdrawing groups have the opposite effect. 
Through conjugation effects, halogens can lower the energy 
of both triplet states (13, 15). Some substituents. for example 
amino or hydroxy, cause the TI state to assume a charge­
transfer configuration (13-15,30,34). This type of triplet state 
is less rea,tive toward hydrogen abstraction than even the .. , .. * 
triplet (3(l, 34). An acidic solution will protonate amino groups 
and return the TI state to an n, .. • or .. , .. * configuration (30). 
Radiationless deactivation of a-hydroxyanthraquinones via 
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Figure 3. Photoreduction products of vitamin K, . Condition,,: the HPLC 
mobile phase, 60:40 methanol:2-propanol was delivered at 1.30 
mLlmin. PRFQ detection: "ex = 243.5 nm, Aem > 370 nm, t Rxn = 
16 s. (a) Heart-cut of K, peak with the photoreactor lamo on (36 ng 
injected). The shaded portion of the K, peak was colle oted. (b-d) 
Photoproduct chromatograms with the photoreactor lamp on. The 
delay times between collection and injection were 1.5, ~8. and 105 
min for chromatograms b, c, and d, respectively. (e-h) Pilotoproduct 
chromatograms with the photoreactor lamp off. The (jelay times 
between collection and injection were 1, 14, 25, and ~ 51 min for 
chromatograms e, f, g, and h, respectively. 

photoenolization renders them particularly unreactve toward 
hydrogen abstraction (13,34). 

A description of hydrogen abstraction based en nuclear 
tunneling theory is able to account for the observ,tion that 
the quantum efficiency of the reaction often decre"ses as the 
energy of the triplet state is increased (48). This Of!curs even 
though the rate of photoreduction may be highlr for the 
sensitizers with higher energy T 1 states. Tunneling theory 
can accommodate charge-transfer type substrates as well as 
those described by "radical-like" hydrogen abstraction 
mechanisms (48). 

Since a carbon-hydrogen bond is broken during the ab­
straction reaction, its strength will influence the rate of the 
reaction. The rate constant for hydrogen abstract on by an­
thraquinone-2,6-disulfonate increases by more thall an order 
of magnitude with IP A as the substrate in comparison to 
methanol (32). The ionization potential is importmt in de­
termining the reactivity of a substrate when the reaction occurs 
through the charge-transfer mechanism. 

RESULTS AND DISCUSSION 
Photoreduction Product Stability. The dislUption of 

the photoreduction reaction by oxygen makes th" efficient 
deoxygenation of the HPLC mobile phase a requinment for 
PRFQ detection (reactions 8 and 9). In order to ev.uuate the 
rate that oxygen destroys the fluorescent products, :,eart-cuts 
of photoreduced quinone peaks were collected and 'einjected 
into the HPLC system with the photoreactor turnec off (after 
exposure to oxygen during collection). Only small amounts 
of fluorescent products were detected for vitanlin 1:1 (Figure 
3). Virtually no air-stable fluorescent products werE observed 
during a similar experiment with anthraquinone ). 

The first injections of the heart-cut peaks were ~ erformed 
as rapidly as possible. The decay of the fluorescent products 
and growth of the peak corresponding to the parent quinone 
were monitored by subsequent injections. It is evident that 
the rapid reaction of the photoreduced quinones wi;h oxygen 
produces compounds (generally nonfluorescent) that are 

converted to the parent quinone at a slower rate. 
For vitanlin K" an early eluting peak (tR = 3.3 min), which 

appears to consist of at least three components, slowly decays 
to regenerate vitamin K1• This is best evidenced in the 
photoproduct chromatograms run with the photoreactor lamp 
turned off (Figure 3e-h). No substantial change in the 
fluorescence intensity of the early eluting peak occurs between 
the chromatograms run with the photoreactor lamp turned 
on (Figure 3b-d) and those with the lamp off. This behavior 
indicates that the product is natively fluorescent. On the other 
hand, the vitamin KI peak (tR = 8.6 min) in the lamp-off 
chromatograms (Figure 3e-h) is the result of photoreduc­
tion/fluorescence within the detector cell. The disappearance 
of the fluorescent product(s) coincides with an increase in the 
intensity of the vitamin KI peak and in those peaks caused 
by other reoxidation products which elute in the 4-5 min 
retention time range. These compounds are not natively 
fluorescent but do respond to PRFQ. Such behavior is not 
surprising in view of the complex photochemistry of vitamin 
K1• 

Both the aerobic and anaerobic photochemical reactions 
of the biogenic K vitanlins are complicated by the cyclization 
and/or degradation of their hydrophobic side chains (13, 
49-54). Among the products that result from these photo­
cyclization reactions of vitamin K, is a fluorescent naphtho­
chromenol (16, 49, 50, 52). Diradical intermediates in the 
intramolecular abstraction reactions undergo a variety of 
rearrangements to produce a complicated mixture of side­
products in addition to the naphthochromenol (13, 50-52). 
Since the photoreduced cyclization products generally are 
fluorescent, the anaerobic photoreduction/fluorescence de­
tection schemes will work for the K vitamins (16). In fact, 
the cyclized photoreduction products often are more stable 
than the dihydroxy P AHs produced from quinones that are 
incapable of photocyclizing. 

Under aerobic conditions, the reaction products include 
hydroperoxides, cyclic trioxanes, and side-chain fragments 
(aldehydes and ketones) resulting from the oxidative cleavage 
ofthe i3,"Y-double bond of the phytyl or polyprenyl group (50, 
51). Photoepoxidation reactions at the 2,3-position of the 
naphthoquinone moiety can take place as well (53). Metab­
olism of the K vitamins also generates these 2,3-epoxides in 
vivo (54). Strong "solvent" dependences of the photofl­
uorescence reaction indicate that intermolecular hydrogen 
abstraction also may play a significant role in the photo­
chemistry of K vitamins (49). Invariably, the best solvents 
are good HAD substrates. 

It is likely that the relatively stable fluorescent product is 
generated by a photocyclization reaction. The nonfluorescent 
products with intermediate retention times probably result 
from cleavage of the phytyl group or the formation of oxy­
genated vitamin K derivatives. Since these products are 
naphthoquinones, they are photo reduced to fluorescent di­
hydroxynaphthalenes in the photoreactor. Organic peroxides 
and epoxides also may be formed on exposure of the pho­
toreduced vitamin K to air. 

To demonstrate that these products were not artifacts 
generated during storage of the collected fraction, a heart cut 
of the Kl peak was collected with the photoreactor lamp 
turned off. In both lamp-on and lamp-off chromatograms of 
this heart cut, only vitanlin K, is detected. This indicates that 
flow-cell photoreduction does not convert a large amount of 
the analyte to photoproducts. However, the intensity of 
flow-cell photoreduction peaks increased dramatically when 
the flow-cell gaskets were replaced and the mounting assembly 
was tightened. 

Results from a similar experiment with anthraquinone as 
the analyte were somewhat different (1). The photoproducts 
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Figure 4. Reaction time optimizations for the PRFQ detection scheme. (a) Vitamin K, (2.8 ng/injection). The flow rate was varied with no reactor, 
a 1.1-m, and a 4.6-m long reactor to produce residence times from 0.2 to 69 s. Conditions: the HPLC mobile phase was 60:40 methanol-2-propanol, 
with the PMT set at 1000 V, Ae, = 243.5 nm, and Aem > 370 nm. (b) 9, 10-Anthraqcinone (1.1 nglinjection). The flow rate was varied with no 
reactor, a 1.1 m, and a 4.6 m long reactor to produce residence times from 0.210 52 s. Conditions: the HPLC mobile phase was 85:15 
methanol:water with the PMT set at 1000 V, Ae, = 257.5 nm, and Aem > 370 nm. 

showed virtually no native fluorescence after a brief exposure 
to air. A slow decay of a nonfluorescent, weakly retained 
compound to the parent quinone was observed. This com­
pound was active toward PRFQ detection. As expected, the 
chromatograms of the anthraquinone photoreduction products 
were much simpler than those of vitamin K!. These exper­
iments demonstrated that the major fluorescent photore­
duction products react rapidly with oxygen to form longer­
lived nonfluorescent compounds. Most of these compounds 
eventually undergo further oxidation to regenerate the qui­
none. While reaction 8 describes the overall reaction, the 
mechanistic details are more complicated. 

Similarly, no photoreduction/fluorescence peaks are ob­
served for quinones when oxygen is present in the mobile 
phase. In fact, the principal disadvantage of the PRFQ de­
tection scheme is the necessity of isolating the photoreactor 
from oxygen and purging the mobile phase. PTFE's perme­
ability to oxygen is high enough that no PRFQ signal is ob­
served when the photoreactor is exposed to air. 

Oxygen is somewhat retained on the ODS column and elutes 
as a broad quench peak. Purging the sample with nitrogen 
prior to injection is essential if the analyte elutes in this region 
of the chromatogram. Increasing the water content of the 
solution to be injected decreases the magnitude and width of 
the oxygen quench peak, because the solubility of oxygen is 
lower in aqueous solutions. Retention of oxygen increases with 
the water content of the mobile phase, so it is difficult to 
separate poorly retained naphthoquinones and anthraquinones 
from the oxygen peak when the samples are not degassed. 
Alkylated (above ~C3) naphthoquinones such as vitamin K! 
and anthraquinones without polar substituents are well re­
solved from the oxygen interference; hence, sample degassing 
is unnecessary for these analytes. 

The lamp-off chromatograms in Figure 3 also demonstrate 
the low photoreduction background for PRFQ detection. The 
base-line noise is virtually unchanged by the small photore­
duction/fluorescence background (lamp on). 

Optimization. The dependence of the signal intensity on 
the reaction time is a significant factor in the optimization 
of any photochemical reaction-detection system. Generally, 
the optimal reaction time will be a compromise between the 
gain in sensitivity achieved by forcing the photoreaction to-

ward completion and the losses caused by photodegradation 
and band broadening. Analysis time and reactor back pressure 
are additional considerations. 

The optimal reaction time for PRFQ is extremely short, 
5-15 s, and allows relatively high flow rates to be used without 
causing a large back pressure in the photoreactor. Futhermore, 
photodegradation of the reduced analytes in the anaerobic 
system i, not severe, so the signal does not decrease sharply 
beyond the optimal reaction time. This is a major improve­
ment in PRFQ relative to previous work with high-intensity 
arc lamps (11, 16). Photodecomposition and polymerization 
are major concerns with high-intensity sources. Band 
broadening in PRFQ photoreactors is kept low by their design 
and small volume (23). Hence, the flow rate corresponding 
to a desil ed reaction time is limited primarily by the HPLC 
column rather than the dispersion and back pressure of the 
photoreactor. Background noise increases slightly with in­
creasing photoreactor residence time. However, the noise 
contribul ion from the fluorometer is much greater than that 
of the protoreduction/fluorescence background. 

To obtain reaction time optimization, two reactors, 1.1 m 
(0.09 mL) and 4.6 m (0.38 mL) in length, were used. The 
results are given in Figure 4. Flow rates were varied in each 
of these :0 achieve the desired residence times. To access 
extremel:r short times "no reactor" is used. In this case, the 
detector ~ell and lamp serve as both the "photoreactor" and 
fluorescence excitation source. The residence time in the 
detector cell (5I'L) varied from 1.0 to 0.2 s, depending on the 
flow rate (0.30-1.6 mL/min), (note that this experiment was 
performed after the fluorescence flow-cell gaskets were re­
placed). While the highest intensity occurs in the 5-15 s 
residencE time region, a loss of only 15-20% is observed at 
a 25-s reaction time. 

Recognition of the photoreduction/fluorescence taking place 
within th<, detector cell is extremely important in interpreting 
chromat('grams, as the fluorescent peaks resulting from 
photored lction will decrease in intensity but not completely 
disapperu when the photoreactor is turned off. Furthermore, 
this implies that a higher intensity source, such as a laser, 
could achieve sensitivities comparable to the PRFQ with the 
detector How cell playing the added role of the photoreactor. 
A laser used for this purpose also would avoid the disadvan-
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tages of arc lamps irradiating conventional pho ;oreactors. 
Heat production by arc lamps causes the reaction tEmperature 
to be a difficult variable to control. 

The sensitivity in reactor/flow combinations producing 
equal residence times consistently was better at the higher 
of the two flow rates. This behavior was most obvious in the 
case of 9,1O-anthraquinone. Oxygen permeable gaskets in the 
fluorometer flow cell are the most probable expls nation for 
this observation. Oxygen diffusing through the gasket will 
react with the photo reduced quinones to prodUCE nonfluor­
escent compounds (reaction 8). Because the phctoreduced 
anthraquinone derivatives react with oxygen faster than those 
of the naphthoquinones, particularly phylloquinone, the effect 
is more pronounced in the former case. 

To optimize the fluorescence excitation wavelength, several 
naphthoquinone and anthraquinone derivatives were injected 
into the system and trapped in the detector cell by stopping 
the pump and closing a valve located after the cell. A resi­
dence time of 10.6 s in the photoreactor was used in this 
optimization. With a A,m > 470 nm filter in plaCE, the pho­
toreduced analytE's excitation spectrum was scanned from 220 
to 420 nm. Mter subtraction of the "blank spectrum" caused 
by the wavelength dependence of the lamp intelllity (stray 
light), the optimal excitation wavelength regions (Of 240-249 
and 252-260 nm for naphthoquinone and anth raquinone 
derivatives, respectively, were selected and subjected to closer 
scrutiny. The optimal A,x suggested that an emi,sion filter 
with a shorter cut-off should be used. Emission filters having 
cut-offs of 370 and 389 nm were about equal in performance. 

As previously mentioned, the flow cell allows tta entry of 
oxygen and causes the photoproducts to oxidize back to 
nonfluorescent compounds. This is observed as a decline in 
the fluorescence intensity once the flow is stoppe:l. Photo­
degradation reactions of the analytes may occur within the 
flow cell under stopped-flow conditions as well. In order to 
lower the uncertainty this causes in the optimization of the 
excitation wavelength, chromatograms of a mixtue of qui­
nones were run and the Aex was varied in O.S-nm increments 
through the optimal wavelength regions indicat"d by the 
stopped-flow experiments. The best performance, in terms 
of signal-to-noise ratio, was found at excitation wsvelengths 
of 243.5 nm for naphthoquinones and 257.5 nm for anthra­
quinones. The variation in signal-to-noise ratio for naph­
thoquinones over the range from 240 to 249 nm a 1d for an­
thraquinones over the range from 252 to 260 nm typically was 
less than a factor of 2.5. Since these optima were sdected for 
response to a variety of substituted quinones, the best exci­
tation wavelength for a particular analyte is likel:1 to differ 
slightly from the "average" optimum. 

Selectivity. The selectivity ofPRFQ is limited loy the fact 
that natively fluorescent compounds, at least those that are 
not destroyed in the photoreactor, will produce a response. 
Photoreduction fluorescence detection is more sele :tive than 
UV detection. In addition, the sample can be run with the 
lamp off to screen for compounds that are natively fluorescent, 
followed by a run with the lamp on to quantify th, quinone 
analytes. As previously mentioned, the reaction i; so rapid 
that quinones will respond as a result of their photcreduction 
and subsequent fluorescence within the fluorometer detector 
cell. To completely eliminate responses from quinones, the 
mobile phase must contain oxygen. However, e\en in the 
deoxygenated mobile phases each analyte will exhibit a 
characteristic change in peak intensity when the phltoreactor 
lamp is turned off and thereby provide a confirmation of the 
peak's identity. This "lamp on/off" approach has leen used 
with considerable success in conjunction with otrer photo­
chemical reaction detection systems (9, 10). Man y natively 
fluorescent compounds produce less fluorescence when the 

photoreactor is turned on; presumably, this is caused by their 
photodegradation. 

The selectivity of PRFQ was compared to PCCL detection 
using a cardboard extract which contained low levels of 
9,1O-anthraquinone (1). Despite its higher sensitivity, PRFQ 
had insufficient selectivity to detect the anthraquinone residue 
in this matrix. Coextracted phenolic compounds, also residues 
from the delignification process, probably cause the large 
number of interfering fluorescent peaks. While PRFQ de­
tection does not compare favorably with the PCCL scheme 
for the detection of anthraquinone residues in paper extracts, 
it is much more capable of detecting biogenic quinones. For 
example, K vitamins. which respond poorly to PCCL, can be 
detected in difficult matrices by PRFQ. 

Comparison of Light Sources. The key considerations 
in choosing a source for the photoreactor are its intensity and 
spectral distribution, absorptivity of the analytes over the 
range of the lamp output, the potential for high backgrounds 
caused by light-absorbing impurities in the solvents, and 
prevention of the destruction of the desired photoproduct. 
Quinones have strong absorption bands in the wavelength 
region near 254 nm, indicating that a low-pressure mercury 
lamp is an efficient source for their excitation. A clear ad­
vantage of the PRFQ detection mode over PCCL is the ability 
to use a 254-nm lamp without destroying the photoproduct. 
H20 2, the photoproduct detected in PCCL, will photolyze 
when irradiated with 254-nm light. By use of a cooled reactor 
housing and short reaction times, the photodegradation ex­
hibited by some of the analytEs is minimized. Even the pencil 
lamps used for PRFQ will raise the temperature of the pho­
toreactor housing if it is not equipped with an adequate heat 
sink. Reactor housings that relied upon the nitrogen flow for 
temperature regulation as well as oxygen removal consumed 
too much nitrogen and did not provide sufficient cooling 
capacity. Therefore, the water-filled housing was designed 
to alleviate this problem (see Figure 2). With ice-cold water 
circulated through the copper cooling-coil, the photoreactor 
was cooled below the ambient laboratory temperature. This 
improved both the sensitivity and reproducibility of PRFQ 
detection. 

A broad-band (366-nm emission maximum), phosphor­
coated Pen-Ray lamp produced low yields of fluorescent 
photoproducts. The yield of reduced quinones is even lower 
with the 366-nm lamp than would be expected if the only 
difference were absorption by the analytEs. In fact, a majority 
of the analyte signal was caused by the 0.3-s residence time 
in the flow cell rather than the ",,30-s photoreactor residence 
with the 366-nm Pen-Ray lamp. A probable explanation for 
this is the squared dependence of the disproportionation re­
action (reaction 6). Any reaction that competes with dis­
proportionation for the semiquinone radicals will be more 
important when the 366-nm lamp is used, because the prob­
ability of an encounter between two semiquinone radicals 
within their solution lifetime is decreased at lower concen­
trations. 

Detection Limits. Detection limits for quinones are de­
pendent on the substituent functional groups and the positions 
of these functionalities. In Tables II and III, PRFQ detection 
limits for some quinone compounds are presented. Detection 
of quinones with greater than three fused rings is improved 
by the addition of IP A to the mobile phase. This mobile phase 
additive decreases the retention and improves the sensitivity 
of detection especially in the case of pentacenequinone (Table 
III). l-Aminoanthraquinone responds more sensitively when 
IPA is the HAD substrate relative to the methanol/water 
mobile phase. The enhanced reactivity of hydrogens a to 
secondary alcohols, relative to methanolie hydrogens, is 
well-known. Presumably this is the result of a weaker car-
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Figure 5. Separation of a quinone mixture. CondHions: the HPLC mobile phase, 89: 11 methanol:water, was delivered at 0.80 mL/min. Peaks: 
(1) 9,10-anthraquinone-2-sulfonate (0.59 pmol), (2) 1,4-naphthoquinone (2.4 pmol), (312-methyl-1,4-naphthoquinone (vitamin K,) (1.6 pmol), (4) 
2,7-dimethyl-1,4-naphthoquinone (1.1 pmol), (5) 9,10-anthraquinone (0.74 pmol), (6) 1,5-dichloro-9,10-anthraquinone (1.1 pmol), (7) 2-methyl-
9, 10-anthraquinone (0.50 pmol), (8) 2-ethyl-9, 1O-anthraquinone (0.42 pmol), (9) 2-tert-butyl-9,10-anthraquinone (0.55 pmol). (a) PRFO detection, 
A.x = 257.5 nm. Detector condHions: t_ = 14.6 s, A"" > 389 nm, PMT at 1100 V. 111e sample was degassed before injection. (b) UV detection 
(A = 251 nm). (c) PRFO detection, Ae, = 243.5 nm. The sample was degassed betore injection. Detector conditions: t"", = 14.6 s, Aem> 
389 nm, PMT at 1100 V. (d) PRFO detection, Ae, = 243.5 nm. The sample was nc,t degassed before injection. 

bon-hydrogen bond. This mobile phase is unsuitable for 
weakly retained analytes. The sensitivity toward 2-amino­
anthraquinone is not improved by IP A. 

Figure 5 presents chromatograms of a mixture of nine 
quinones under different detection conditions. A 251-nm UV 
absorbance chromatogram is included for comparison. Im­
provements in sensitivity over UV detection are obvious. 
1,5-Dichloroanthraquinone (peak 6), which is present in the 
UV chromatogram, is not detected by PRFQ, because the 
fluorescence quantum yield of 1,5-dichloro-9,lO-dihydroxy­
anthracene is low. The heavy atom effect causes the rate of 
intersystem crossing to the triplet manifold to increase. 

Linear calibration curves of 3 orders of magnitude or more 
are observed for vitamin Kb 9,lO-anthraquinone, and many 
other quinone anaIytes (1). Nonlinearity at very high con­
centrations, typical of fluorescence detection, is observed in 
PRFQ as well. Although PRFQ detection is much more 
sensitive than UV detection, the reproducibility of the UV 
detector is better. Once again, this primarily is caused by the 
fluorometer itself, rather than the photoreduction reaction. 

Detection of Nitro-P AHs. Nitro-P AH compounds also 
are detected by PRFQ (see Table II). This response may be 
caused by either Or both of two possible mechanisms. In the 
first, the nitro-PAH is converted to a quinone, which subse­
quently is photoreduced (55). Quinone formation from ni­
tro-PAHs is more efficient under aerobic conditions but has 

been observed in anaerobic systems. Photoreduction of the 
nitro-PA3 to the corresponding amino-PAH is the second 
possibilit~' (56,57). Either reaction pathway will cause a large 
increase in the fluorescence intensity. While the detection 
limits are not as spectacular as those achieved by chemically 
reducing ;hese compounds to amino-P AHs and detection via 
peroxyox"late chemiluminescence (58), or fluorescence (59), 
they are comparable to UV absorption. Once again, selectivity 
is enhanced. Although the trend in response ratios between 
the two e<eitation wavelengths qualitatively agrees with the 
producticn of naphthoquinone from l-nitronaphthalene and 
anthraquinone from 9-nitroanthracene, these ratios are smaller 
than would be expected were the quinones the sole photo­
products. It is likely that photoreduction to the amino-PAH 
is respOll< ible for at least part of the increase in fluorescence. 
Under ae,obic conditions, 9-nitroanthracene is converted to 
anthraquinone very efficiently in HPLC photoreactors (1). 

Appli(ation to Vitamin K, Detection. As mentioned 
previousl:r, PRFQ improves vitamin K, detection relative to 
both PCeL and UV detection (Table IV). The on-column 
detection limits for vitamin K, by photoreduction/fluorescence 
detection reported here are improved by a factor of 5 over 
those of Lefevere et al. (16). PRFQ compares favorably with 
all other HPLC detection methods for vitamin K, in terms 
of sensiti ,ity (see Table I). One would expect comparable 
selectivity between the schemes that detect reduction products 
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Table II. PRFQ Detection Limits' 

detection limit, prool 
(S/.v = 3) 

AlU: = x,.= 
compound tr,min 243.5 nm 257.5 nm 

1,4-naphthoquinone 2,3-epoxide 3.1 0.20 1.2 
2-methoxy-1,4-naphthoquinone 3.4 0.17 1.5 
1,4-naphthoquinone 3.6 0.20 2.9 
menadione (vitamin Ka) 4.3 0.29 2.5 
2,7-dimethyl-l,4-naphthoquinone 5.2 0.26 1.6 
2,6-dimethyl-1,4-naphthoquinone 5.2 0.25 1.5 
2,3-dimethyl-1,4-naphthoquinone' 5.5 0.22 1.7 
9.10-phenanthrenequinone 3.9 0.19 0.21 
9,IO-anthraquinone-2-sulfonate 1.6 0.21 0.050 
2-hydroxymethyl-9,10-anthra- 3.9 0.32 0.077 

quinone 
2-methyl-1-nitro-9,IO-anthra- 4.9 5.9 2.1 

quinone 
2-amino-9,lO-anthraquinoneb 3.7 0.058 0.038 
l-amino-9,lO-anthraquinoneb 5.1 1.7 0.82 
9,lO-anthraquinone 6.6 0.078 0.026 
l,5-dichloro-9,10-anthraquinone 7.8 3.4 1.4 
1-(3-methoxyphenoxy)-9,10- 8.1 0.18 0.055 

anthraquinoneb 

2-methyl-9,10-anthraquinone 8.7 0.078 0.021 
2-ethyl-9,lO-anthraquinone 10.6 0.10 0.027 
2-chloro-9,lO-anthraquinone 11.1 0.55 0.10 
l,4-dimethyl-9,lO-anthraquinonec 13.8 0.77 0.19 
2-ter t-butyl-9,10-anthraquinone 14.6 0.12 0.037 
9-anthrone 5.4 0.078 0.042 
I-nitronaphthalene 4.7 0.69 2.8 
9-nitroanthracene 7.6 0.16 0.077 
I-nitropyrene 12.2 0.15 0.22 

a On column detection limits under the following conditions: 
HPLC mobile phase, 85:15 methanol-water, delivered at 1.20 
mL/min. PRFQ detection: tR= = 17.5 s, A..., > 370 nr>, PMT bi­
ased at 1180 V with a 2.5-5 time constant. tr is the uncorrected 
retention time. 'Not detected by PCCL at 1 ~g level. 'Poor re­
sponse to PCCL (1, 2). 

Table III. PRFQ Detection Limits' 

compound tnbmin 

2-amino-9,10-anthraquinone 2.7 
l-amino-9,10-anthraquinone 3.1 
benz[ a ]anthracene-7 ,12-dione 4.6 
6,13-pentacenequinone 6.1 

detection Ii mit, pmol 
(S/N = 3) 

"'ex = Aex = 
243.5 nm 257.5 nm 

0.085 0.049 
0.58 0.23 
0.18 0.064 

;$0.8 ;$0.5 

a On column detection limits under the following :onditions: 
HPLC mobile phase, 60:40 methanol:2-propanol, delivered at 1.20 
mL/min. PRFQ detection: tR= = 17.5 s, A"" > 370 nm, PMT 
biased at 1180 V with a 2.5-s time constant. b tr is the uncorrected 
retention time. 

of vitamin KI by fluorescence, since they are all limited by 
interference from natively fluorescent compound,. We did 
not test vitamin KI epoxide in this system, as it was !lot readily 
available; however, its analogue, l,4-naphthoquinoae 2,3-ep­
oxide, is detected sensitively. 

To demonstrate the advantages of PRFQ over UV detec­
tion, a Soxhlet extract of the herb Capsella bursa pastorius, 
also known as shepherd's purse, was prepared. Tl: is herb is 
known to contain vitamin KI and was available it a local 
health-food store (Alfalfa's Market) for this reason. From the 
chromatograms (Figure 6), it is obvious that the PRFQ easily 
detects the vitamin KI and what appears to be a h)mologue 
with a shorter hydrocarbon side chain, while the UV chro­
matogram is swamped with interferences. A second jlossibility 
for the homologue peak is KI epoxide, which also i!, found in 
plants. The UV detector was highly attenuated ill order to 

Table IV. Detection Limits for Vitamin KIa 

phylloquinone 
(vitamin K,) 

VnmL 

detection limit, pmol (S / N = 3) 

PRFQ' PRFQ' PCCL' 
4.5-m 4.5-m 27-m UV 

reactor reactor reactor 247 nm 

100% CH,OH 60/40 
0.22 0.055 

29.2 10.6 

60/40 
78 

10.6 

60/40 
1.8 

10.6 

a On column detection limit under the following conditions: 
HPLC mobile phase, either 100% methanol or 60:40 methanol:2-
propanol, delivered at 0.78 mL/min (PCCL) or 1.30 mL/min (UV 
and PRFQ). 'PRFQ: tR= = 16 s, I.E:. = 243.5 nm, AEm > 389 nm. 
'PCCL: tlUn = 158 s, TCPO (0.95 giL) and rubrene (32 mg/L) in 
acetone delivered at 0.33 mL/min, TRIS buffer (pH = 8.1, 0.5 
mM) delivered at 0.15 mL/min (1,2). 

K-l 

I 
a 

PHOTOREDUCTION FLUORESCENCE 

UV ABSORBANCE 

c 

12 16 20 

RETENTION TiME (min) RETENTiON TiME (min) 

Figure 6. Chromatograms of a plant extract (Capsella bursa pasto­
rius). Condnions: the HPLC mobile phase, 60:40 methanol:2-propanol, 
was delivered at 1.3 mLlmin. In both chromatograms the PMT was 
set at 1000 V, \" = 243.5 nm and A.." > 370 nm. (a) PRFQ detection 
(t"," = 16 s). (b) Fluorescence detection (oxygenated mobile phase, 
no reactor). (c) UV absorption detection at 247 nm. Vitamin K, is not 
detected (the vitamin K, peak is buried under the two interierent peaks 
in the 8-8.5 min retention time region). 

bring the chromatogram on scale, so the vitamin KI in the 
sample would produce no detectable peak at this sensitivity, 
even if the interfering components in the matrix were absent. 
A fluorescence chromatogram, run with the lamp off and 
oxygen present in the mobile phase, shows that these two 
peaks disappear completely in the presence of oxygen (Figure 
6b). With the photoreactor turned off and the mobile phase 
flushed with nitrogen, the height of the K, peak is decreased 
by about a factor of 8 but still is detected through photore­
duction taking place within the detector cell. The KI 
standards also exhibited the same "lamp onloff" change in 
sensitivity. 

A chromatogram also was run on a strong "tea" prepared 
from this herb. Even with PRFQ detection, vitamin KI and 
the "KI homologue" were not detected in this sample; indi­
cating that eating this herb would be a more effective method 
of adding "K vitamins" to the diet than preparing it as a "tea". 
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Registry No. 9,1O-Anthraquinone-2-sulfonate, 84-48-0; 1,4-
naphthoquinone, 130-15-4; 2-methyl-1,4-naphthoquinone, 58-27-5; 
2,7-dimethyl-1,4-naphthoquinone, 482-70-2; 9,1O-anthraquinone, 
84-65-1; 1,5-dichloro-9,1O-anthraquinone, 82-46-2; 2-methyl-
9,10-anthraquinone, 84-54-8; 2-ethyl-9,10-anthraquinone, 84-51-5; 
2-tert-butyl-9,1O-anthraquinone, 84-47-9; l,4-naphthoquinone 
2,3-epoxide, 5824-47-5; 2-methoxy-1,4-naphthoquinone, 2348-82-5; 
2,6-dimethyl-1,4-naphthoquinone, 6290-94-4; 2,3-dimethyl-1,4-
naphthoquinone, 2197-57-1; 9,1O-phenanthrenequinone, 84-11-7; 
2-hydroxymethyl-9,1O-anthraquinone, 17241-59-7; 2-methyl-1-
nitr0-9,10-anthraquinone, 129-15-7; 2-amino-9,1O-anthraquinone, 
117-79-3; 1-amino-9,1O-anthraquinone, 82-45-1; 1-(3-methoxy­
phenoxy)-9,1O-anthraquinone, 122357-52-2; 2-chloro-9,10-
anthraquinone, 131-09-9; 1,4-dimethyl-9,1O-anthraquinone, 
1519-36-4; 9-anthrone, 90-44-8; 1-nitronaphthalene, 86-57-7; 9-
nitroanthracene, 602-60-8; 1-nitropyrene, 5522-43-0; benz[aJ­
anthracene-7,12-dione, 2498-66-0; 6,13-pentacenequinone, 3029-
32-1; phylloquinone, 84-80-0. 
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Using Second-Order Nonbilinear Data 
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One of the most serious problems that can occllr when a 
model Is being used to predict the concentration of .3n analyte 
In an unknown sample Is the presence of one or m)re chem­
Ical species that are unaccounted for In the callbr"tlon sam­
ples. With very few exceptions, the model being used to 
predict analyte concentration Is Invalidated by the presence 
of these spectral Interferents, and In some cases It I,; not even 
possible to detect the Invalidation of the model exc:ept when 
nonsensical predictions are obtained. One group 01 methods 
that have been used successfully for prediction In the pres­
ence of spectral Interferents are the rank annlhllai:lon meth­
ods. This paper compares nonblllnear rank annihilation with 
three curve resolution methods on three data sets I simulated 
spectra, two-dimensional nuclear magnetic resoMnce, and 
tandem mass spectrometry) for their abilities to Ilccurately 
predict the concentration of an analyte In the presence of one 
or more spectral Interferents. Multiple linear regression Is 
used as a referee method. Ills shown that nonbilinear rank 
annihilation Is the only one of the methods tested which has 
any potential for solving real chemical problems, in"smuch as 
the curve resolution methods are not conslstent:y able to 
correctly solve even idealized cases (with no noise present). 

One of the most serious problems that can occur in quan­
titative analysis is the presence of one or mor" spectral 
interferents-chemical species which affect the instrument 
response and which are unaccounted for in the c.libration 
process. The usual result of the presence of an interferent 
is that the model used to predict the analyte concentration 
is invalidated (1-3). If the instrument or procedure used for 
quantitative analysis produces a single data point fer sample 
(a zeroth-order instrument), then the model will be bvalidated 
without any possibility for detecting the interferent. If, 
however, the instrument generates a vector of data per sample 
(a first-order instrument), then it is at least possible to detect 
the presence of the interferent and thereby know that the 
prediction model has been invalidated. In such, case, the 
analyst may then either try to recalibrate to alle w for the 
interferent or else try to remove the interferent from the 
sample without affecting the concentration of the analyte (e.g. 
chromatography). These two methods are likely to be ex­
pensive and time-consuming, and neither is guaranteed to be 
successful at eliminating the effects of the interferent, par­
ticularly if the interferent cannot be identified. Neither 
method, however, is likely to be as expensive as lhe conse­
quences of allowing a spectral interferent to go ur corrected 
in a routine quantitative analytical procedure. 

A third alternative for dealing with the problem of spectral 
interferents-using a mathematical method to cormct for the 
effects of the interferent-has been the subject of ml1ch recent 
research (4). For the most part, however, the resuLs of these 
attempts have not demonstrated a potential for application 
in systems with more than two or three chemical components. 

1 Current address: Tennessee Eastman Company, p.e. Box 1972, 
Building 95A, Kingsport, TN 37662. 
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The primary reason for these disappointments was demon­
strated by Osten and Kowalski to be an inherent ambiguity 
in the formulation of the problem (2). The general conse­
quence of their work is that for most quantitative analysis 
procedures, it is not possible to determine the concentration 
of the analyte unless one of the instrument's signal channels 
responds solely to the analyte. It is not necessary that the 
identity of the unique signal channel be known, only that it 
exists. However, there is no a priori method of verifying the 
validity of this assumption and the performance of any method 
which depends on a unique signal channel will be extremely 
sensitive to the signal to noise of that signal channel. 

One solution to the problem of spectral interferents, which 
has been successfully used with more complex multicompo­
nent systems, was originally developed by Ho and co-workers 
(5). This method, which they called rank annihilation factor 
analysis (RAF A), is applicable to data from a certain type of 
instruments, including chromatography with multichannel 
detection (e.g. liquid chromatography/ultraviolet (LC/UV), 
gas chromatography/mass spectrometry (GC/MS» and 
fluorescence excitation-emission matrices (EEM). The im­
portant characteristics of these instruments are that (a) each 
sample yields a matrix of data (as opposed to a single scalar 
or a vector of data), termed the response matrix, and (b) the 
rank of a response matrix for a pure chemical component is 
unity, in the absence of noise. Methods and the data thereby 
produced which meet these two requirements are classified 
as second-order bilinear (5-7). RAFA and the conceptual 
extensions developed by Lorber (8,9) and by Sanchez and 
Kowalski (10) have been successfully applied to fluorescence 
excitation--emission (5, 11, 12), thin-layer chromatography with 
multichannel ultraviolet (UV) detection (13), and liquid 
chromatography with photodiode UV detection (14-16). 

Furthermore, by use of the generalized rank annihilation 
method (GRAM) developed by Sanchez and Kowalski (10), 
it is possible to quantitate for multiple analytes in the presence 
of spectral interferents by using a single calibration sample. 
The earlier rank-annihilation-based methods of Ho and co­
workers and of Lorber allow quantitation in the presence of 
interferents, but they require the pure component response 
matrix for calibration and so can only quantitate for a single 
analyte at a time (although multiple analytes are possible 
simply by repeating the mathematics for each analyte). 
GRAM is also more powerful in that it provides the pure 
component promes for all of the chemical components present 
in both the calibration and unknown samples. As an example, 
if the LC /UV response matrices were measured under exactly 
the same conditions for a mixture containing eight components 
at known concentrations and for an unknown which contained 
some or all of these eight components, then it would be 
possible to use GRAM to obtain the concentrations in the 
mixture of these eight analytes as well as their isolated UV 
spectra and elution profiles. These UV spectra can then be 
compared against library spectra for confirmation of the 
identities of the analytes as well as for a measure of the ac­
curacies of the predicted concentrations. 

The success applying rank annihilation, particularly GRAM, 
to real chemical problems is most remarkable in that quan-
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titation for the analytes of interest in the presence of unknown 
spectral interferents is possible, but without the requirement 
of a unique signal channel. Unfortunately, the bilinear data 
requirement of rank annihilation has prevented the method 
from being applied to two of the most powerful instrumental 
methods which can generate a matrix of data per sample: 
two-dimensional nuclear magnetic resonance (2D NMR) and 
tandem (two-dimensional) mass spectrometry (MSjMS). To 
address this problem, Wilson and co-workers (17) developed 
a method called nonbilinear rank annihilation (NBRA), which 
they applied to 2D J-coupled NMR spectra of a system con­
sisting of three mono- and three disaccharides in D,O. Un­
fortunately, NBRA requires the pure component spectra for 
calibration, so that the direct multicomponent analysis and 
qualitative analysis advantages of GRAM are lost. As with 
all methods which require the pure component calibration 
spectrum for calibration, NBRA is adversely affected by the 
presence of matrix effects. However, NBRA opens up a wealth 
of opportunity for using 2D NMR and MSjMS for direct 
analysis of mixtures in a manner not previously possible. 

In this paper, the usefulness of NBRA for quantitative 
analysis in the presence of spectral interferents will be com­
pared with that of three curve resolution methods: first zero, 
entropy minimization, and net analyte signal maximization. 
Multiple linear regression (MLR) will be used as a referee 
method to indicate the fundamental quality of the data as well 
as to demonstrate the effects of spectral interferents on typical 
multivariate calibration methods. It will be demonstrated that 
NBRA is the only method which is consistently capable of 
quantitating for an analyte of interest, even when using 
idealized mixture spectra (mathematical additions of pure 
component spectra with no noise present). The failure of the 
three curve resolution methods and of MLR to give the correct 
analyte concentrations in these idealized cases is conclusive 
evidence of the inappropriateness of these techniques for 
quantitative analysis of real chemical mixtures when spectral 
interferents are present. 

THEORY 

Nomenclature. The terminology used for classifying types 
of instruments and the data they produce is as suggested by 
Sanchez and Kowalski (3, 7) and is based upon the order of 
the tensor that can be used to represent the data generated 
by the instrument for a single sample. A pH meter and a 
single-wavelength spectrophotometer both generate a single 
datum for each sample, and so are clasified as zeroth-order 
instruments. A spectrometer or sensor array (18) generates 
a vector of data (e.g. absorbance at multiple wavelengths) 
which can be represented as a first-order tensor, and so are 
both first-order instruments. Note that first order is also 
sometimes used in the literature to refer to instruments which 
have a linear response with concentration (Le. a first-order 
polynomial); in this paper the term first order will always refer 
to instruments which produce a vector of data per sample or 
to the data thereby produced. Hyphenated chromatographic 
methods, such as LC JUV, and other so-called two-dimensional 
experiments, such as 2D-NMR and MSjMS, generate a matrix 
of data per sample and so are second-order instruments. 
However, not all hyphenated techniques are second order. For 
example, inductively coupled plasma atomic emission spec­
troscopy coupled with mass spectrometry (ICP-AESjMS) is 
a first-order method because one does not measure a mass 
spectrum of a specific atomic emission line or vice versa (19). 
In LCjUV, by comparison, one does measure the UV spectrum 
at a specific chromatographic retention time. 

Within second order, a distinction is made between bilinear 
and nonbilinear data, based upon the mathematical rank of 
the response matrix for a pure component. For a bilinear 
second-order instrument, such as hyphenated chromatogra-

phy, the rank of a pure component response matrix is unity. 
For a nonbilinear second-order instrument, such as MSjMS 
and 2D-NMR, the rank of a pure component response matrix 
is larger 1.han one. Another way of expressing the difference 
between bilinear and non bilinear instruments is that for a 
bilinear ulstrument, the response function R(Xl,x,) is separable 
into the product of two independent response functions, 
Rl (xl)R,'X2), each a function of one variable only. For a 
nonbilinear instrument, R(Xl,x2) is not separable. In chemical 
terms, in LCjUV the elution profile and the UV spectra are 
indepencent of one another, but in MSjMS the daughter 
spectrum is a function ofthe parent ion mass. In both cases, 
linear su}erposition of spectra is assumed, so that the con­
centration enters into the response function only as a mul­
tiplicative constant. 

For a second-order instrument, the term order is also used 
to refer to either of the two independent axes which make the 
data two dimensional. For example, in hyphenated chro­
matography, there is a chromatographic order (or axis) and 
a spectral order. A chemical component's elution profile is 
then also referred to as its pure component response in the 
chromate.graphic order. 

Rank Annihilation. The basic concept behind rank an­
nihilation (11) is that the bilinear response matrix Nk for a 
pure chemical component can be represented by 

Nk = XkCk,NYkT + E (1) 

where x; and Yk are vectors which are the pure component 
response functions in each ofthe two orders, ck,N is the scalar 
concentrEtion in some appropriate set of units so that Xk and 
Yk are normalized to unit length, and E represents unmodeled 
experimental error. To the extent that E can be neglected, 
Nk has raak one. A bilinear response matrix M for a mixture 
containing K chemical components can then be written as the 
sum of K such pure component matrices 

K CkM K 
1\1 = L-' Nk = LXkCkMYkT = XcMyr (2) 

k=l Ck,N k=l' 

where ck;N is the concentrations of the hth chemical component 
in the mixture, X is a matrix whose columns are the pure 
component column space responses (e.g. spectra), CM is a 
diagonal matrix whose elements are the concentrations in 
approprkte units so that the columns of X and Y are nor­
malized, !llld Y is a matrix whose columns are the pure com­
ponent rew space responses (e.g. chromatographic profiles). 
Note that the columns of X and Y are not necessarily or­
thogonal, as would be the case for the singular value decom­
position ISVD) of M. However, if the responses of the K 
components are linearly independent, then the rank of M is 
nonethelE ss equal to K. 

Followiag work by Ho and co-workers (5, 12) and by Lorber 
(8,9), Sanchez and Kowalski developed GRAM (10), which 
is based (·n solving the generalized eigenproblem 

NZ = MZA (3) 

where N is the bilinear response matrix for a calibration 
sample containing one or more analytes with known concen­
trations, Z is a matrix whose columns are the eigenvectors of 
this eigenproblem, M is the bilinear response matrix for the 
unknown sample, and A is a diagonal matrix containing the 
eigenvalUES. These eigenvalues are the relative concentrations 
for the an.liytes present in both the calibration and unknown 
samples, in the form Akk = Cp.Njcp,M' Even more powerful, 
however, .s the fact that Z is the pseudoinverse of yT-the 
pure chenical behavior in the column space (e.g. the pure 
chromato;;raphic elution profiles). 

For a second-order nonbilinear instrument, Wilson and 
co-workers (17) showed that nonbilinear rank annihilation can 
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be performed in a manner similar to the GRAM f)rmulation 
in eq 3. In NBRA, the pure component response matrix Np 
has a rank larger than one, so that there are multiple nonzero 
eigenvalues for the generalized eigenproblem N pZ = MZA, 
resulting in a number of different concentration estimates. 
For MS/MS and absolute value mode 2D-NMR the correct 
concentration estimate is then the smallest of thHse concen­
tration estimates, in analogy to choosing the solu :ion on the 
outer bound in two-component self-modeling curve resolution 
(20). 

Curve Resolution Methods. Another apprc,ach to the 
problem of spectral interferents utilizes a class of techniques 
known as curve resolution. In the form most relevant to this 
work, one iteratively subtracts the known pure "omponent 
spectrum from a mixture spectrum until some optimization 
criterion is minimized or maximized, which then yields an 
estimate of the concentration of the analyte of intmest in the 
mixture. The term curve resolution is more commonly applied 
to techniques which attempt to determine the pure component 
spectra of more than one component present in a series of 
mixtures. This second class of curve resolution h primarily 
used for problems of overlapping chromatographic elution 
profiles in qualitative analysis (4,20-22), which is" somewhat 
different problem than that of a known pure component and 
a single mixture sample which contains one or mc,re spectral 
interferents. Some of the concepts are applicable between 
the two types of curve resolution, but the specifics of the 
algorithms generally are not, so that the chromatographic 
overlap type of curve resolution will not be further discussed 
in this paper. 

In the case where only the fll'St-order spectra of t he mixture 
containing a spectral interferent (m) and the purf analyte of 
interest (np) are available, there are basically two optimization 
criteria which can be used: (a) monitor b = (m .- anp) as a 
function of the scalar a until the first new zero in b is observed 
and (b) minimize the information entropy of the difference 
spectrum (23-25). For second-order data where the pure 
component response is the matrix N p and the nixture re­
sponse is the matrix M, then a third alternative .s possible, 
which is to maximize the matrix net analyte signal of Np with 
respect to the difference matrix B = M - aNp (6). 

Method of First Zero. The conceptually simplest of the 
three curve resolution methods is to monitor b as a function 
of increasing a (starting at a = 0) until an element of b which 
was not zero becomes zero, assuming that the, pectra are 
nonnegative. In practice, this method is best a"hieved by 
calculating concentration ratio estimates for each channel as 
(Cp)i = cp,Nm;/ (np)i for all i = 1, ... , I (the numb"r of wave­
lengths), (np)i "" O. The selected concentration "stimate is 
then the smallest of these (Cp)i' As with the proJlosed non­
bilinear rank annihilation methods, this method will give a 
concentration estimate which will tend to be biased low when 
noise is present. Because of the high degree of se lsitivity to 
noise, this method is generally used within the context of other 
curve resolution techniques to defme a range of con::entrations 
in which to search (20-25, 27). 

Entropy Minimization. Because the method of first zero 
is sensitive to the presence of noise and gives a !fsult which 
is biased low, Sasaki and co-workers (23-25) proposed that 
the information entropy be the criterion which is minimized 
in curve resolution. They originally proposed tlis concept 
for use with self-modeling curve resolution (c,verlapped 
chromatographic peaks), but the idea is also applicable to the 
type of curve resolution discussed herein. For the difference 
spectrum b, containing I channels (wavelengths), the infor­
mation entropy is given by 

I-I 

H = L.Pi In (Pi) 
i=2 

(4) 

where p is the normalized first derivative spectrum of b. At 
least in theory, H is a unimodal function and for nonnegative 
spectra, the minimum must occur between zero and the largest 
concentration estimate from the first zero method: max,­
{cp,Nm;/(np);}' As a result, the optimization should be fairly 
straightforward. As will be shown, the presence of random 
noise unfortunately causes the function to flatten out (cf. 
Figure 2) making it more difficult to determine the minimum 
precisely. Furthermore, the method appears to work fairly 
well for relatively slowly varying spectra, with a high degree 
of correlation between channels, but works poorly (if at all) 
when the spectra contain higher frequency Fourier compo· 
nents. 

Net Analyte Signal Maximization. The third curve 
resolution method evaluated in this paper was suggested by 
Lorber (26) and is previously unpublished. This method works 
only for second-order data and involves the net analyte signal 
(28) generalized to second order 

where Np * is the net analyte signal of Np with respect to the 
previously defined difference matrix B = M - aN p; P B and 
QB are orthonormal basis sets for the column and row spaces, 
respectively, of B; and I is the identity matrix. 

Because optimization processes are most readily solved 
when the optimization parameter is a scalar, ~ = IINp *IIF/IINpIiF 
is then defmed, where IHIF denotes the Frobenius matrix norm 
(square root of the sum of the squares of the elements of the 
matrix) (29). It will be shown that ~ is fairly well-behaved 
with a maximum at a = cp;M/ cp,N (over the domain of chem­
ically reasonable values of a) for systems where the row and 
column spaces of N p are sufficiently distinct from those of 
the remaining components. Problems occur, however, when 
the spectra are sufficiently overlapped that the joint row and 
column spaces of the analyte of interest and one or more of 
the remaining components describe more variance in M than 
is described by the row and column spaces of N p *. The 
problems occur not as a function of the total overlap between 
N p and the remaining components, but rather as a function 
of the largest overlap between Np and the individual remaining 
N k • 

Given that the net analyte signal is originally defined in 
terms of first-order data, it would seem reasonable that net 
analyte signal maximization curve resolution should work for 
first-order data. Unfortunately, such is not the case. In 
analogy with eq 5, define 

(6) 

(7) 

where the subscript 1 denotes first-order net analyte signal, 
IHI denotes the usual Euclidian vector norm, and it is assumed 
that b has been normalized to unit length. Using the defmition 
that b = m - anp and rearranging eq 4 and 5 give 

~I = IInp - (np·(m - anpllbll/llnpil (8) 

= IInp - (np.m - anp.np))bll/llnpil (9) 

The quantity (np.m - anp.np) is equal to zero when a = 
(np.m)/(np.np), which implies that ~, will always have a 
maximum equal to 1.0 at that a value. Consequently, ~, 
cannot be used for curve resolution purposes. 

Multiple Linear Regression. The referee method, 
multiple linear regression, has been extensively described 
elsewhere (J, 30). In the classical formulation of MLR, R is 
a matrix whose columns are the responses of the calibration 
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samples, C is a matrix whose columns are the concentrations 
of the chemical components in each of the calibration samples, 
and run is the response of the unknown sample. The con­
centrations of the analytes of interest in the unknown sample 
are then given by Cun = CR-r un' where superscript - denotes 
the generalized inverse R- = (R'I'RJ-'RT. Because the cali­
bration sets used in this comparison contained few samples, 
the generalized inverse could be readily calculated without 
the usual collinearity problems. 

In order to use second-order nonbilinear data with entropy 
minimization and MLR, which are first-order data methods, 
the matrices were unfolded into long vectors. If the original 
matrix contained m rows and n columns, then the resulting 
vector contained m·n elements. For the 2D-NMR and 
MS IMS data, these vectors were shortened, and the compu­
tational requirements thereby decreased, by eliminating all 
elements of the vectors which were zero for alI samples (both 
calibration and unknown). 

EXPERIMENTAL SECTION 

Simulated Spectra. In order to test the application of non­
bilinear rank annihilation in cases where sources of variation could 
be controlled, sets of response matrices ("spectra") were con­
structed for hypothetical pure components using sine and cosine 
functions. These spectra were mathematically added to genereate 
mixture spectra. For the simulation experiments reported in this 
paper, none of the analytes has a unique signal channel, so that 
these simulation experiments are examples of quantitation 
problems involving completely overlapped, unknown spectral 
interferents. 

For the fIrst set of experiments, each pure component response 
matrix was constructed from two diads, Xj,SiY? where each Xi 

contained 60 elements and each Yi contained 40, to generate a 
system with m = 60 rows and n = 40 columns. Initially, all four 
diads (two for each of two pure components) were constrained 
to be orthogonal; in later experiments the orthogonality constraint 
was removed by adding phase angles to the sine and cosine 
functions to generate specifIc amounts of component overlap. It 
should be clearly understood that this data set is used in analogy 
to a mixture of two pure chemical components, with each having 
a pure component spectrum of rank two. 

Two-Dimensional J-Coupled NMR Data. The 2D-NMR 
spectra of arabinose, cellobiose, lactose, melibiose, sorbose, and 
xylose in 0,0 were the same as those used in the previous paper 
by Wilson and co-workers (17). 

Two-Dimensional Mass Spectra. All MS/MS experiments 
were performed on a VG-70-SEQ BEQ double focusing tandem 
mass spectrometer (VG Isotopes, Ltd., Winsford Cheshire, 
England), consisting of a magnetic sector, an electrostatic sector, 
and a quadrupole sector. Standards and solutions of warfarin, 
3'-,4'-,5-,6-, and 7-hYdroxywarfarin, and ofphenylbuta20ne were 
provided by Professor William Trager's research group (De­
partment of Medicinal Chemistry, University of Washington). 
The warfarin and phenylbutazone standards were prepared by 
recrystallizing warfarin and phenylbutazone (Sigma Chemicals, 
St. Louis, MO) from spectral grade acetone (J.T. Baker Chemicals, 
Phillipsburg, NJ), drying the product, and dissolving known 
masses (ca. 1 mg) in 1.000 mL (by pipet) of spectral grade acetone. 
The hydroxylated warfarin compounds were prepared by syn­
thesis, as described by Lewis and co-workers (31), recrystallizing 
from spectral grade acetone, and also dissolving known masses 
(ca. 1 mg) in 1.000 mL of spectral grade acetone. Mixture solutions 
consisting of (a) warfarin and phenylbutazone; (b) warfarin and 
5- and 6-hydroxywarfarin; (c) warfarin and 4'-, 5-, and 6-
hydroxywarfarin; and (d) warfarin, phenylbutazone, and all five 
hydroxywarfarins were prepared by volumetric addition (by pipet) 
of ca. 100 ILL of each of the appropriate standards. 

Two-dimensional mass spectra of the samples were obtained 
by fIrst measuring the electron impact (EI) one-dimensional 
spectrum of the seven-component mixture (d) at 70-eV impact 
using 1.0 ILL deposition on a ceramic direct insertion probe (DIP). 
From this spectrum, 10 ions at mle 324, 308, 281, 265, 252, 249, 
229,213,187, and 183 daltons were selected as daughter ions for 
which the granddaughter spectra would be acquired. This se-

lection was based on using the 10 most intense peak groups in 
the spectrum with mle greater than 150 daltons. Once the 
daughter i'ms had been selected, the granddaughter spectrum for 
m I e 324 ir the seven-component mixture was acquired by setting 
the appropriate instrumental parameters and integrating all of 
the peak intensities from the burn-off of a 7.5-JLL ceramic DIP 
deposition. Approximately 70 scans of the m I e 324 granddaughter 
intensities were collected for the seven-component mixture, with 
each scan requiring approximately 3 s. The mle 324 grand­
daughter ,.pectrum was then similarly acquired from a 4.35-IlL 
deposition of mixture d, a 2.95-IlL deposition of mixture b, and 
1.00-IlL d.positions of the hydroxywarfarins. No ml e 324 
granddaufhter spectrum of mixture a, warfarin, or of phenyl­
butazone was acquired, because mle 324 does not appear in the 
EI spectra of these samples. This process was repeated for each 
of the ren\aining nine daughter ions, acquiring spectra for each 
sample fOJ which the daughter ion had an intensity of at least 
0.5% rela';jve to the base peak in the EI spectrum. For the 
daughter ions occurring in warfarin and phenylbutazone, 1.00-IlL 
deposition, were used; for the daughter ions occurring in mixture 
a, 1.70-,u.L :iepositions were used; and for the remaining samples, 
the deposition volumes were as listed above for mle 324. 

The pro ,edure for acquiring the full MS IMS spectrum of these 
samples is not one which would normally be used in a qualitative 
or quantit.ltive analysis problem. It is time-consuming and te­
dious, and very few mathematical methods are capable of con­
veniently tanding this much information. However, these spectra 
were acqu;red in this fashion in order to obtain a good data set 
with which to test non bilinear rank anibilation (NBRA) and to 
compare NBRA with other methods for solving the problem of 
spectral interferents. A number of issues must be addressed before 
true two-dimensional mass spectroscopy can be used in this fashion 
as a quanti';ative analysis tool; it is hoped that this work will inspire 
researchen in this area to work on these problems. 

Compu lations. All computations were performed on a 
VAXstatkn II computer (Digital Equipment Corp., Maynard, 
MA). Rank annihilation was performed as described by Wilson 
and co-wo:kers (32) using the geig routine in Ctrl-C (Systems 
Control T.chnology, Palo Alto, CAl, which implements the 
combination shift QZ algorithm as described by Ward (33). 
Because oithe sparsity of the 2D-NMR and MS/MS data ma­
trices, orth )normal basis sets for the column and row spaces were 
computed where needed using the svdrs singular value decom­
position, Sf given by Lawson and Hanson (34), which uses column 
and row permutations to obtain more stable decompositions of 
sparse matrices. The curve resolution computations were written 
in the C programming language, using Brent's rule optimization 
(35) for fircding function minima and maxima. 

RESULTS AND DISCUSSION 
Effect of Random Noise_ In order to compare the effects 

of white n)ise on the prediction errors, fIrst zero curve reso­
lution (FZI, entropy minimization curve resolution (EM), net 
analyte si,:nal curve resolution (NAS), and nonbilinear rank 
annihilation (NBRA) were used to predict the concentration 
of the first pseudocomponent in a simulated mixture con­
taining one other pseudocomponent using 30 repetitions at 
each of 15 levels of simulated white noise. The results of these 
experimen ts are summarized in Figure 1. The effects of noise 
on the shape of the information entropy function and the 
shape of the net analyte signal function are shown in Figures 
2 and 3, nspectively. In Figures 1 through 3, the percent 
added nobe refers to the standard deviation of the normally 
distributed simulated white noise, expressed as a percentage 
of the talbst peak in the spectrum. 

As expected, the FZ curve resolution method shows the 
greatest susceptibility to white noise. This particular method 
is unique in that the performance of the method actually 
degrades with the addition of more unique signal channels. 
If, for exanlple, the spectrum of the analyte of interest contains 
three unique signal channels each with a relative noise 
standard deviation of 2%, then there is a probability of 0.077 
that the es :imated concentration will be low by more than 4 % 
and a prob lbility of 0.004 that the estinlate will be low by more 
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Figure 1. Comparative prediction errors as a function of tldded noise. 
The first zero curve resolution prediction error continues to increase 
to a maximum of 59 % and the entropy minimization curve increases 
to a maximum of 18%. 
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Figure 2. Effect of added noise on the information entropy function. 
The true concentration ratio (ao) is 0.6. 

than 6% (assuming normally distributed errors). E, however, 
the spectrum contains 15 unique signal channel<, then the 
probability that the estimate is low by more than 4 % increases 
to 0.293 % and the probability that the estimate is !c·w by more 
than 6% increases to 0.020. 

The method second most susceptible to noise is entropy 
minimization curve resolution, the other first-order curve 
resolution method. Not only does the average prediction error 
increase substantially faster than NAS curve resoj ution, but 
the average predicted concentration is smaller than the true 
concentration for all levels of added noise. This hias is sur­
prising, since none of the previously published reports of this 
technique give any indication of such a problem (23,24,36). 
As a possible explanation for this phenomenon, let m, the 
mixture response vector, be modeled by m = mo + e, where 
e contains all of the error. The information entropy of the 
difference vector bo = mo - an will have a minimum at a = 
Ck.MI Ck.N while the difference vector b, = e - an will have a 
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Figure 3. Effect of added noise on the net analyte signal function. The 
true concentration ratio (ao) is 0.6. 

minimum at a = O. Although the information entropy of a 
sum of vectors is not equal to the sum of the entropies of the 
individual vectors, the result is nonetheless two competing 
effects. One effect has a minimum at a equal to zero and 
should have an increasing influence as the amount of noise 
increases (e becomes more importaot in determining m), while 
the other effect has a minimum at Ck,MI Ck,N' 

The net analyte signal curve resolution method performs 
very well in these experiments, with prediction accuracies 
slightly better than those of NBRA aod without the systematic 
bias shown by NBRA. However, both the NAS and NBRA 
results are generally very good. Adding random noise to 10% 
of the tallest peak in the spectrum only results in a 1 % 
prediction error, a good example of the benefits of effective 
signal averaging in multivariate methods. As discussed by 
Wilson and co-workers (17), the NBRA method is biased 
toward low concentration estimates for very similar reasons 
to those for the first zero curve resolution. In both cases, the 
method chooses the smallest from a series of concentration 
estimates. As the amount of noise increases, the spread of 
the concentration estimates increases, and the smallest es­
timate tends to get smaller. 

The results from using MLR are, not surprisingly, more 
accurate than those form the other four methods. However, 
this is not a fair comparison, since the other four methods use 
only the pure component spectrum of the analyte of interest 
for calibration. MLR requires calibration information from 
all of the pure components in order to predict the concen­
tration of the analyte of interest. This fact will be discussed 
in more detail below, where MLR will he used with incomplete 
calibration information. 

Effect of Interferent Concentration. To test the effect 
of the concentration of the spectral interferent, one mixture 
spectrum (mix 1) was constructed with the concentrations 
equal to 1.8 for the first pseudocomponent (pure 1) and 4.0 
for the second (pure 2), and a second spectrum (mix 2) was 
constructed with respective concentrations of 1.8 and 0.2. The 
five methods were then used to predict the concentration of 
pure 1, using 30 repetitions at 2 % added noise. The results 
of these experiments are summarized in Table I. 
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Table I. Effect of Interferent Concentration on FZ, EN, NAS, NBRA, and l\fLR Predictions for Pseudocomponent Pure P 

FZ EM NAS NBRA MLR 

mean std dev mean std dev mean std de'! mean std dev mean std dev 

mix 1 1.630 0.086 0.567 0.331 1.801 0.006 1.798 0.007 1.800 0.003 
mix 2 1.631 0.083 1.692 0.069 1.800 0.005 1.798 0.005 1.800 0.003 

a The true concentration is 1.8. In mix 1 the interferent concentration is 4.0; in mix 2 the interferent concentration is 0.29. 

Table II. FZ, EM, NAS, NBRA, and MLR Predictions from 
a Six-Component Sugar Mixture Using 2D-NMR Spectra" 

true FZ EM NAS NBRA MLR 

arabinose 23.12 7.43 15.53 14.86 20.64 23.91 
cellobiose 11.40 4.43 6.18 7.49 9.77 11.24 
lactose 39.10 17.56 25.37 20.41 40.53 40.48 
melibiose 17.80 8.40 11.89 21.33 17.19 18.30 
sorbose 3.67 1.33 2.80 4.60 3.35 3.62 
xylose 23.07 11.55 14.26 21.33 24.26 23.68 

a All concentrations are in mg of solute per mL of D2O. 

Table III. FZ, EM, NAS, NBRA, and MLR Predictions 
from a Simulated Ideal Case Six-Component Sugar Mixture 
Using 2D-NMR Spectra" 

true FZ EM NAS NBRA MLR 

arabinose 23.12 23.12 29.33 34.36 23.12 23.12 
cellobiose 11.40 11.40 20.42 19.99 11.40 11.40 
lactose 39.10 39.10 62.78 163.41 39.10 39.10 
melibiose 17.80 17.80 26.89 26.59 17.80 17.80 
sorbose 3.67 3.67 4.03 5.63 3.67 3.67 
xylose 23.07 23.07 23.07 26.43 23.07 23.07 

a All concentrations are in mg of solute per mL of D20. 

Of the five methods, only the entropy minimization con­
centration prediction is biased by the interferent concentra­
tion. When the interferent concentration is large, the con­
centration predicted by EM is biased negatively from the true 
concentration, but when the interferent concentration is small, 
the EM prediction is near the true value. The negative bias 
when the interferent has a large concentration is due to the 
fact that the correlation (dot product) between these two 
spectra is less than zero. If the projection of the spectral 
interferent onto the spectrum of the analyte of interest was 
positive, then the bias in the predicted concentration would 
also be positive. Note also that the standard deviation of the 
concentration predictions for EM are substantially larger when 
the spectral interferent is present at the larger concentration. 
The reason for this is that the presence of the spectral in­
terferent causes the information entropy function to flatten 
out, which in turn makes the minimum less sharp and in­
creases the prediction error. When the interferent is present 
at a low concentration, the flattening effect is minimized and 
a more precise prediction can be obtained. 

Application to 2D-NMR Data. Table II summarizes the 
results of applying the five methods to a mixture of six sugars 
in D20 using 2D-NMR absolute value mode COSY spectra 
of the six pure sugars and the mixture. Because the NAS and 
EM predictions were substantially different from the true 
concentrations and the NBRA and MLR predictions, a "best 

case" syst,m was constructed by mathematically adding the 
pure com )onent spectra to simulate the mixture spectrum 
under ide 11 circumstances. The results of applying the five 
methods to this idealized system are given in Table III. 

As might be expected, the first zero method does not cor­
rectly predict the concentrations of the sugars in the real 
mixture. Because each sugar spectrum has unique regions, 
however, the first zero method is able to correctly predict the 
concentrations in the idealized mixture. The entropy mini­
mization curve resolution method gives somewhat better 
prediction for the real mixture than does the first zero method, 
although ';he results are all biased low. However, EM curve 
resolutior does not give the correct concentrations for the 
idealized mixture, with the exception of the xylose prediction. 
A comparison of the information entropy functions for the 
real and idealized cases for lactose shows that the information 
entropy f':!lction from the real mixture bas a higher base line 
than does the function from the idealized mixture. The en­
tropy fun<:tion for the real mixture has a fairly distinct min­
imum, ex,ept that the minimum occurs at the wrong con­
centratior:. The function for the ideal case mixture, however, 
does not . .lave a distinct minimum, but instead has a very 
broad val:ey. This type of behavior for the information en­
tropy function, particularly in an ideal case, has not been 
previously reported in its application to the curve resolution 
problem (23,24,36). A possible explanation for the fact that 
this phen',menon has not been previously noted is that the 
first-orde:' pseudospectra from vectorization of the COSY 
spectra have a lot of fine structure and, consequently, a rel­
atively large number of high-frequency Fourier components. 
Previous applications of this method primarily used infrared 
and ultra, iolet-visible spectra, which generally do not contain 
these higher frequency Fourier components. 

The ne; analyte signal curve resolution method more ac­
curately predicts the concentrations of the sugars in the 
mixture than do the other two curve resolution methods. 
However, NAS curve resolution does not correctly predict the 
concentrations of any of the sugars in the idealized mixture. 
Even xylo.le, which bas the most distinct spectrum and which 
is the onl:; one correctly predicted by EM curve resolution, 
is predict,d incorrectly by NAS curve resolution. 

The nonbilinear rank annihilation predictions for the real 
mixture ill e the most accurate of the methods with incomplete 
calibration information. NBRA is also the only method which 
exactly predicts tbe concentrations of the analytes of interest 
in the idealized mixture. Because of this fact, NBRA is the 
only one of the methods with any practical potential for 
quantitation with second-order non bilinear data in the 
presence "f spectral interferents. 

As pre1'iously mentioned (1), the MLR referee method 
requires cllibration information from all of the components 

Table IV. MLR Prediction from a Six-Component Sugar Mixture Using On, Component for Calibration" 

true cone 
real mix 
ideal mix 

arabinose 

23.12 
3948 

10950 

cellobiose 

11.40 
2282 

11160 

lactose 

39.10 
423.0 

1488 

melibiose 

17.80 
878.7 

2713 

sorbose 

3.67 
1821 
4513 

a Only the pure component spectrum for the analyte of interest was used to cons·,ruct the calibration model. 

xylose 

23.07 
506.5 

1162 
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Table V. MLR Prediction from a Six-Component :~ugar Mixture after Deleting the Lactose Spectrum from the Calibration 

true cone 
real mix 
ideal mix 

arabinose 

23.12 
13.41 
22.47 

cellobiose 

11.4) 
-8.93 
13.55 

Table VI. FZ, EM, NAS, NBRA, and MLR Predictions 
from a Mixture of Warfarin, Phenylbutazone, and 3'-,4'·,5-, 
6-, and 7-Hydroxywarfarin Using MS/MS Spectra 

true FZ EM NAS NBRA MLR 

warfarin 0.0858 0.1028 0.0000 0.1116 0.088!. 0.0871 
ph butazone 0.1153 2.476 0.0822 0.1250 0.111(. 0.1129 
3'-OH warf 0.1337 5.576 0.0000 0.4045 0.135!. 0.1312 
4'-OH warf 0.2092 1.870 0.3185 0.4305 0.211J 0.2102 
5-0H warf 0.1542 0.4946 0.2819 0.4046 0.1491'. 0.1597 
6-0H warf 0.1720 0.1749 0.2146 0.7885 0.166!. 0.1685 
7-0H warf 0.1997 0.2301 0.2782 0.5743 0.196f: 0.1946 

present in the mixture in order to predict the con"entration 
of the analyte of interest. To demonstrate this fact, MLR was 
used to predict the concentration of the analyte of interest 
using only the analyte's pure component spectrum for cali­
bration. These results are given in Table IV. Using only the 
pure component spectrum for calibration then allows for a 
direct comparison of MLR and the other four methods, using 
the same incomplete calibration information. Clearly, from 
the data presented in Table IV, under these sorts of circum­
stances MLR is outperformed even by the first ::ero curve 
resolution method. 

As a more realistic example of using MLR when spectral 
interferents are present, the pure component spectra of ara­
binose, cellobiose, melibiose, sorbose, and xylose (but not 
lactose) were used to construct an MLR model. 1 his model 
was then used to predict the concentrations of these five sugars 
in both the real and simulated best case mixtures. As shown 
in Table V, the MLR model does not give the cerrect con­
centrations for the idealized mixture and even predicts a 
negative concentration for cellobiose in the real mixture. This 
type of inaccurate prediction result in the presence of spectral 
interferents is typical for regression methods (1, 37;, although 
this particular example is interesting because leav: ng lactose 
out of the calibration model actually improves the prediction 
for sorbose somewhat. The reason for the prediction of sorbose 
being relatively unaffected by the presence of lactose as a 
spectral interferent is that the chemical structure, in lactose 
are also present in cellobiose and melibiose. Comequently, 
the regression coefficients for sorbose are already nearly or­
thogonalized to lactose and the prediction is relatively 
unaffected. By the same token, the presence of lactose as a 
spectral interferent has a very significant effect en the pre­
dictions for cellobiose and lactose. 

Application to MS IMS Data, As a secone basis for 
evaluation using real chemical data, the five methods were 
used to predict analyte concentrations from MS/MS spectra 
of (a) a mixture of warfarin and phenylbutazone; (b) a mixture 
of warfarin and 5- and 6-hydroxywarfarin; (c) a mixture of 
warfarin and 4'-, 5-, and 6-hydroxywarfarin; and (d) a mixture 
of warfarin, phenylbutazone, and 3'-, 4'-, 5-, 1)-, and 7-
hydroxywarfarin. The results for the real and ide.llized sev­
en-component mixture (case d) are given in Tab es VI and 
VII, respectively; the results from the other three cases are 
qualitatively similar and will not be further discusBed herein. 
It should be pointed out that warfarin and phenylbutazone 
parent ions are isobaric at 308 daltons and that the hydrox­
ywarfarin parent ions are all isobaric at 324 daltons. 

The results of these experiments are, in general, not 
qualitatively different from those obtained by usi 'g the 2D-

lactose melibiose 

17.80 
25.33 
20.59 

sorbose 

3.67 
3.75 
3.94 

xylose 

23.07 
30.73 
23.86 

Table VII. FZ, EM, NAS, NBRA, and MLR Predictions 
from an Ideal Case Mixture of Warfarin, Phenylbutazone, 
and 3'-, 4'-, 5-, 6-, and 7-Hydroxywarfarin Using MS/MS 
Spectra 

true FZ EM NAS NBRA MLR 

warfarin 0.0858 0.0858 0.0859 0.1063 0.0858 0.0858 
ph butazone 0.1153 0.1153 0.1153 0.1158 0.1153 0.1153 
3'-OH warf 0.1337 0.1377 0.1446 0.3973 0.1337 0.1337 
4'-OH warf 0.2092 1.0291 0.2092 0.4137 0.2092 0.2092 
5-0H warf 0.1542 0.4474 0.4402 0.3801 0.1542 0.1542 
6-0H warf 0.1720 0.1720 0.1720 0.7687 0.1720 0.1720 
7-0H warf 0.1997 0.1997 0.3394 0.5593 0.1997 0.1997 

NMR data. FZ curve resolution does not correctly predict 
any of the analytes in the real case and is accurate in the 
idealized case only for five of the seven components. The fact 
that FZ does not correctly predict the concentrations of 4'­
and 5-hydroxywarfarin in the idealized case is because these 
two components do not have unique mass peaks. Similarly, 
EM curve resolution does not accurately predict any of the 
components in the real case and is correct for only three of 
the seven components in the idealized case. 

As with the NMR data, the NAS curve resolution method 
is unable to correctly predict the concentrations of the analytes 
in the idealized mixtures, although in a few cases the pre­
dictions are fairly close. For most of the analytes, however, 
the NAS curve resolution predictions are substantially larger 
than the true values. Comparing the real and idealized case 
NAS functions shows that the functions for the real mixture 
have a lower base line than those for the idealized mixture, 
although the function peaks in both cases have similar widths. 
NAS function for the idealized mixture also shows multiple 
maxima and is broader than would be expected for a spectrum 
with no noise (based on the simulated spectra discussed 
above). For both real and idealized mixtures, the functional 
maxima are substantially displaced from the true concen­
trations. 

The proposed explanation for the problems with the net 
analyte signal function is then as follows: Recall that the net 
analyte signal of Np with respect to the difference matrix B 
is given by the Frobenius norm of a projection matrix, ~ = 11(1 
- PBPB 'l)N p(I - QBQB'I)IIF, where PB and QB span the column 
and row spaces, respectively, of B. The scalar ~ then measures 
the magnitude of the part of N p which is orthogonal to B at 
the current value of a. If component p has a significant part 
of its row and column space in common with other components 
present in the mixture, then ~ will also have a minimum when 
that part of N p has been subtracted off, which in turn leads 
to the result is that ~ can have multiple maxima. Further, 
if the portion of N p which is orthogonal to all of the other 
components is small with respect to the portion in common 
with some or all of the other components, then the global 
maximum will be displaced from the true concentration ratio. 
Any local maximum which occurs at the true concentration 
ratio under these conditions will likely be obscured by larger 
maxima elsewhere. The presence of noise in the real spectrum 
then has the effect of blending the multiple maxima into a 
single maximum, which occurs at an a biased from the true 
concentration ratio. 

Both the NBRA and MLR predictions are exact for the 
idealized mixtures. For the real spectra, the NBRA predic-
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tions have an average error of approximately 2.5%, while the 
MLR prediction errors are somewhat smaller, about 1.8%. 
However, as demonstrated above, the NBRA predictions are 
based on far less calibration information than the MLR 
predictions. When forced to work with the same amount of 
information, MLR does not give results which are at all close 
to the true concentrations. However, the quality of the NBRA 
and MLR predictions demonstrate that the problems pre­
dicting the concentrations in the real and idealized mixtures 
using EM and NAS curve resolution are due to deficiencies 
in the methods, rather than to problems with the data itself. 

CONCLUSIONS 

Of the four methods available to counter the problem of 
spectral interferents in multivariate calibration using non­
bilinear data, only NBRA is consistently able to predict an­
alyte concentrations in idealized mixtures. The failures using 
idealized data of entropy minimization and net analyte signal 
curve resolution are conclusive evidence of the deficiencies 
of these methods for use with real chemical data for this type 
of problem. By comparison, NBRA is consistently able to 
accurately predict the concentrations of the analytes of interest 
in real and idealized cases. NBRA is the only method which 
can use incomplete calibration information and which was able 
to exactly solve all of the idealized cases-a necessary prer­
equisite for solving real chemical problems. Further, NBRA 
has been demonstrated under relatively demanding 
conditions-a seven-component real chemical mixture where 
the analyte of interest is obscured by a completely overlapped 
spectral interferent. 

Even as poor as the EM and NAS predictions are, however, 
when MLR is forced to use the same calibration information, 
the curve resolution methods are considerably more accurate. 
MLR is capable of accurately predicting the concentration 
of the analyte of interest only when calibration information 
is available for all of the components present in the mixture. 
Consequently, NBRA is the only one of the methods tested 
which has any practical potential for quantitation in the 
presence of spectral interferents using second-order nonbil­
inear data. 
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Visible Semiconductor La.ser Fluorometry 

Totaro Imasaka, Atsushi Tsukamoto, and N,}buhiko Ishibashi' 

Faculty of Engineering, Kyushu University, Hakozaki, Fukuoka 812, Japan 

A visible semiconductor laser oscillating at 670 nm is used as 
a light source for fluorescence spectrometry. ThE! detection 
limit of rhodamine 800 Is 4 X 10-1• M, which is sli!lhtly better 
than that obtained by near-Infrared semiconductor laser 
fluorometry. Several dyes with reactive sites, available In the 
deep-red region, are used as labeling reagents. Nih blue with 
a primary amino group Is most efficiently bound 10 albumin 
with water-soluble carbodllmlde, but the absorptior maximum 
Is located at 640 nm and Is less efficiently detected. Oxazlne 
750 Is less reactive to protein due to Its attached .. thyl group 
but gives the largest signal. This Is ascribed to ,~ood coin­
cidence between the absorption maximum (670 nm) and the 
laser wavelength. Methylene blue with a tertiary amino group 
Is also used for labeling protein by electrostatic lIdsorption. 

Laser fluorometry provides an ultrasensitive means for 
chemical analysis. Recently, efforts have been much more 
concentrated on the determination of trace biological mole­
cules. The detection limits achieved for the fluorescein iso­
thiocyanate derivatives of amino acids are reported to be 0.009 
amol in capillary zone electrophoresis (1). Even in indirect 
fluorometry 70 amol ofnucleotides is detected by using sodium 
salicylate as a fluorescent reagent in the carrier ~2). 

A laser has great performance, but it has not yet been used 
as a light source in a commercial spectrometer. This is 
probably due to the large dimension and expensiveness of the 
laser. Furthermore, maintenance and operation costs may be 
additional problems in practical applications. 0" the other 
hand, a recently developed semiconductor laser is small and 
less expensive, and it is simply driven by an integr"ted circuit 
or a small battery. The output power of the sem:conductor 
laser was recently reported to 38 W, which exceeds that given 
by a commercial high-power argon or krypton ion laser (3). 

Based on near-infrared semiconductor laser fluorometry, 
ultratrace analysis has already been demonstrate:l (4). The 
detection limit reported for a polymethine dye is f X 10-12 M 
or 12 fg (5, 6). High-performance liquid chromatography based 
on near-infrared semiconductor laser fluorometry hfs also been 
demonstrated, and protein in human serum was C etermined 
after labeling it with a near-infrared dye by an ebctrostatic 
force (adsorption) (7,8). The polymethine dye of illdocyanine 
green forms a nonfluorescent species with H20 2, so that an 
enzyme reaction producing H20 2 is monitored (£'). 

To our best knowledge, all the dyes fluorescent in the 
near-infrared region belong to a group of polyme1.hine dyes. 
Three thousand of these molecules are commerciall:! available, 
but they have no active sites to covalently bind tc biological 
molecules such as protein. Furthermore, the fluorescence 
intensity of the polymethine dye decreases rapidly in an 
aqueous solution, which is considered to be due to formation 
of nonfluorescent dimers (10). The oscillating wavelength of 
the semiconductor laser used in fluorometry was limited to 
750-1500 nm, and it was difficult to find a suitahle organic 
dye for labeling by a covalent bond. It prevents wide use of 
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semiconductor laser fluorometry in practical work such as the 
fluorescence immunoassay. 

In this study we report the first application of a visible 
semiconductor laser oscillating at 670 nm to fluorescence 
spectrometry to overcome the above problems. There are 
several stable and strongly fluorescent dyes with reactive sites 
useful for labeling in the deep-red region, e.g. tbionine, oxazine, 
and similar analogues (11, 12). We bind these organic dyes 
to protein by a covalent or noncovalent bond and discuss ilieir 
labeling and detection efficiencies. 

EXPERIMENTAL SECTION 

Apparatus. A block diagram of the experimental apparatus 
is shown in Figure 1. A sample is injected at the top of a column 
(Pharmacia Fine Chemicals, K 9/30, 9-mm i.d., 30 cm long) and 
is separated by a gel (Pharmacia Fine Chemicals, Shephadex G25) 
by flowing a phosphate buffer (pH 6.4) using a pump (Shimadzu, 
LC-5A). The eluent is detected by a commercial absorbance 
spectrometer (Jasco, Uvidec-lOO-IV), a commercial fluorescence 
spectrometer (Kyowa, KLF-3080), and a homemade fluorescence 
spectrometer using a visible semiconductor laser. Details of the 
laser fluorometric system constructed are shown in Figure 2. The 
semiconductor laser (NEC, NDL 3200) has an output power of 
3 m Wand an oscillating wavelength of 670 nm. The laser has 
a high slope efficiency (~I W / A), and the diode current should 
be carefully controlled by not allowing the output power to exceed 
the maximum rating (4 mW). The laser power is regulated by 
an automatic power control circuit specified by the manufacturer 
(I3). The laser beam is collimated by an objective lens for a 
microscope (Olympus, LWD MS Plan 50) mounted on a mi­
crometer-controlled stage (Sigma, 2;-207S). It is focused into a 
homemade quartz flow cell (I-mm i.d., 10 mm long) or a con­
ventional quartz cuvette for fluorescence spectrometry (1 X 1 X 
5 cm'). Fluorescence from the sample is collected by a pair of 
glass lenses onto the slit of a monochromator (Jasco, CT-lO). A 
R928 photomultiplier (Hamamatsu) is used for construction of 
an analytical curve for rhodamine 800 and is replaced by Model 
R636 (Hamamatsu) with a flatter spectral response for comparison 
of the fluorescence intensities in chromatography. The signal is 
amplified 500 times by a homemade amplifier and is directly 
displayed by a three-pen chart recorder (Rikadenki, R304). 

For recording the emission spectrum of the semiconductor laser, 
a double monochromator (Jasco, CT-40D) was used to reduce stray 
light. The double monochromator was necessary to measure weak 
photoemission in the vicinity of the strong oscillating line. The 
absorption and fluorescence spectra were measured by a dou­
ble-beam spectrophotometer (Shimadzu, UV-I40-02) and a 
fluorescence spectrophotometer (Hitechi, MPF-4), respectively. 

Reagents. Chemical structures of the organic dyes used in 
this study are shown in Figure 3. Rhodamine 800 (LC 8000) and 
oxazine 750 (LC 7271) were purchased from Lambda Physik. The 
other dyes, thionine (Lauth's Violet), nile blue, and methylene 
blue, were supplied from Tokyo Kasei, Wako Pure Chemical 
Industries, and Kanto Chemical, respectively. Albumin (from 
egg, 018-09882) was obtained from Wako. A bifunctional reagent 
of water-soluble carbodiimide (I-ethyl-3-[3-(dimethylamino)­
propyl]carbodiimide hydrochloride) purchased from Dojindo 
Laboratories was used for the condensation reaction of COOH 
and NH2 (or NHR). This reaction scheme is shown in Figure 4. 

Procedure. For construction of the analytical curve, rhoda­
mine 800 was diluted stepwise with ethanol. The fluorescence 
measurement was carried out by using a cuvette. Water-soluble 
carbodiimide, which has currently been used as a binding reagent 
for peptide (14, 15), was used to label protein with nile blue, 27 
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Figure 1. Experimental apparatus for determination of protein. Eluted 
species are simuHaneously detected by three detectors. 

Figure 2. Structure of semiconductor laser fluorometer. 

mg for oxazine 750) was dissolved in the 5-mL saturated dye 
solution at 0 ·C by ultrasonic agitation. Several drops of 1 N HCl 
were added to the solution to adjust the pH to 4.5. Water-soluble 
carbodiimide dissolved in the phosphate buffer (pH 6.4) was added 
and the solution mixed gently overnight at 0 ·C. For labeling 
protein with methylene blue, 90 mg of albumin was dissolved in 

the 9 mL (of phosphate buffer (pH 6.4). This solution was mixed 
with methylene blue dissolved in the phosphate buffer prepared 
at a speciJied concentration. The O.l-mL sample solution was 
injected i lto the gel filtration column, and absorption and 
fluorescenoe signals were simultaneously recorded. The column 
was rinseel with concentrated NaOH and a copious amount of 
buffer to remove dyes that remained at the top of the column. 

RESULTS AND DISCUSSION 
Analytical Curve of Rhodamine 800. In order to in­

vestigate the sensitivity of visible semiconductor laser fluo­
rometry, :ill analytical curve was constructed for rhodamine 
800. In tHs measurement the fluorescence wavelength of the 
monochrc,mator was adjusted to 700 nm. The absorption 
maximum was located at 682 nm, which was close to the 
oscillatinl: wavelength of the semiconductor laser (670 nm). 
The molar absorptivity is reported to be 8.95 X 10' for ethanol 
solution (11) and the fluorescence quantum yield to be 39% 
for dicbloroethane solution; the value for ethanol solution is 
unknown but is estimated to be ~ 10% (16). The constructed 
analytical curve was straight from 10-11 M to 10-6 M. The 
signal Waf saturated above this range owing to concentration 
quenching. The detection limit was 4 X 10-12 M, which was 
limited by scattering of the exciting light. To investigate the 
source of noise, the emission spectrum of the semiconductor 
laser was measured by a monochromator. It was found that 
a broad background emission was appreciable at the wave­
length of fluorescence detection. This is probably due to 
nonlasing photoemission from the semiconductor laser. The 
present detection limit is slightly better than the values 
achieved oy near-infrared semiconductor laser fluorometry: 
5 X 10-12 M by a digital photon counting system and 5 X 10-11 

by an anaog lock-in amplifier (5). It is worth mentioning that 
the prese at detection limit is achieved by a simple direct 
current amplifier with a time constant of <1 s. On the other 
hand, a comparable detection limit is obtained in near-infrared 
fluorometry only by a photon counting system with an accu­
mulating period of 50 s. Improvement of sensitivity may be 
partly due to the better sensitivity of the photomultiplier at 

eN 
Rhodamine 800 

Thionine 
Nile Blue 

Methylene Blue 

Oxazine 750 

Figure 3. Chemical structures of organic dyes used for labeling protein. 
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Figure 4. Binding reaction of protein and dye using water-soluble 
carbodiimide. 

Table I. Cbaracteristics of Organic Dyes in the Deep-Red 
Region 

molar 
absorption absorptivity, fluorescence saturated 

compound max,nID (Mcmt' max,nm conen, M 

thionine 600 1.20 X 10' 623 1.1 x 10-3 

methylene 668 6.66 X 10' 683 1.1 X 10-' 
blue 

rhodamine 685 8.95 X 10' 700 3.1 X 10-4 
800 

nile blue 640 7.75 X 10' 672 2.8 X 10-4 
oxazine 750 673 8.25 X 10' 691 1.5 X 10-4 

700 nm and the better light collection efficiency in this ex­
periment. Further improvement may be expected by placing 
a band-pass filter into a semiconductor laser beam to dis­
criminate the oscillating line against nonlasing e '!lission. 

Characteristics of Organic Dyes. Characteristics of 
several organic dyes available in the deep-red reg.on (~670 
nm) are summarized in Table 1. In the preliminary work the 
effort was concentrated on thionine, since it has two active 
sites of amino groups and its aqueous solution is used for 
oscillating the laser at around 850 nm by pumping it with a 
ruby laser (694 nm) (17). However, thionine was found to have 
an absorption band at 600 nm under moderats pH conditions 
and to have an absorption band at 670 nm only under strongly 
acidic conditions (~20 N H2S04), 

Methylene blue is strongly fluorescent, and the absorption 
maximum coincides almost exactly with the oscillating 
wavelength of the semiconductor laser. Howevel, it has no 
active site for labeling protein. It is noted that methylene blue 
is 100 times more soluble in water than the other dyes. 
Rhodamine 800 may be also used for labeling pro1;ein, but it 
was strongly adsorbed on the Shephadex gel. Thus, it was 
not used for further investigation. 

On the other hand, nile blue with a primary amino group 
has a rather short absorption maximum, though it is still 
possible to excite this molecule by using a 670-nm semicon­
ductor laser. Oxazine 750 with a secondary amine group has 
an absorption maximum that exactly coincides VI ith the os­
cillating wavelength of the semiconductor laser. 

Fluorescence Labeling of Protein. The fluorescence 
intensity of albumin labeled with equimolar nile )Iue or ox­
azine 750 was measured by changing the concentration of 
water-soluble carbodiimide. The intensity incl eased and 
became constant at a 20-times excess of water-soluble car­
bodiimide. Further addition provided no signal increase. It 

Table II. Fluorescence Intensity of Labeled AlbuminQ 

dye 

nile blue 
oxazine 750 
methylene blue 

detection at optimumb 

4.0 
1.3 
1.0 

laser excitation 

0.2 (700 nm)' 
2.0 (690 nm) 
1.0 (683 nm) 

a Values are normalized to those for methylene blue. 
b Calculated from results obtained by lamp excitation. 
cWavelength for fluorescence detection given in parentheses. 

may be due to the decrease of the reactive sites for inter­
molecular binding; the reactive sites are consumed by the 
intramolecular reaction with increasing concentration of 
water-soluble carbodiimide. 

The relative fluorescence intensities of labeled protein are 
summarized in Table II. Nile blue is most efficiently bound 
to albumin, since it has the most reactive NH2 group. How­
ever, the fluorescence intensity measured by semiconductor 
laser fluorometry is rather small. This is ascribed to low 
excitation (11 %) and detection (31 %) efficiencies, which are 
due to a mismatch between the absorption maximum and the 
oscillating wavelength. Oxazine 750 is less reactive to protsin 
because of the hindrance effect of the attached alkyl group 
and gives a smaller signal intensity at the optimum excitation 
wavelength. However, it gives the largest signal in semicon­
ductor laser fluorometry, due to good coincidence between the 
absorption maximum and the laser wavelength. Methylene 
blue is efficiently adsorbed onto albumin, because of the high 
saturation concentration. The binding efficiency is much less, 
but it is still useful for labeling protein. 

Labeling Efficiency. By collection of the eluted solution, 
the absorption spectrum of protein labeled with methylene 
blue was measured. From the ratio of the absorption inten­
sities for methylene blue at 665 nm to albumin at 280 nm, the 
mole ratio of bound methylene blue to albumin was deter­
mined to be 0.04. The results for nile blue and oxazine 750 
were similar to that for methylene blue. This fact indicates 
that the labeling efficiency is rather poor at present, since 
albumin has 47 COOH groups in the molecule (18). More 
efficient labeling may be accomplished by optimizing the 
reaction conditions (e.g. reaction period, pH, solvent, etc.) and 
by using a different bifunctional reagent. Further improve­
ment may be effected by developing a labeling reagent with 
a functional group that directly binds to NH, groups in protein 
without using a bifunctional reagent, as in the case of fluor­
escein isothiocyanate. Since albumin has 67 amino groups 
and no intra- and intermolecular binding reactions occur, such 
a reagent may greatly improve the labeling efficiency in visible 
semiconductor laser fluorometry. 

Sensitivity. From the ratio ofthe fluorescence intensities 
for methylene blue in the buffer solution to rhodamine 800 
in ethanol, the concentration detection limit of methylene blue 
is estimated to be 10-11 M. Assuming that no spectral change 
occurs for methylene blue bound to protein, the detection limit 
of albumin is calculated to be 2.5 x 10-10 M. Since the sample 
is diluted 10 times in a separation column, the detection limit 
of the sample injected is 2.5 X 10-9 M, corresponding to a mass 
detection limit of 0.25 pmol for albumin. This value is im­
proved to 0.13 pmol for oxazine 750. It is noted that attomole 
detection limites for amino acids are reported in capillary zone 
electrophoresis by injecting 300 pL of 10-5 to 10-8 M solutions; 
the sample is detected by focusing a 8-m W laser beam into 
a detection volume of 3 pL (2). Thus, the mass detection limit 
may be substantially improved by decreasing the injection and 
detection volumes, since the semiconductor laser beam can 
be tightly focused and has a sufficient output power. In 
indirect spectrometry, stability of the output power is most 
important to obtain a large dynamic reserve. This value is 
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repo,.u,d to be 10" for the HeCd laser with a power stabilization 
unit (2). In the case of a semiconductor laser, this value is 
readily improved to 2 X 104 by using an automatic power 
controller. Thus a semiconductor laser is essentially more 
suitable than other discharge-excited lasers. 

Potential Applications, In near-infrared fluorometry 
there is no dye useful for labeling protein by a covalent bond. 
On the other hand, many organic molecules are present in the 
deep-red region. In fact, several dyes are currently used in 
biological assay. Nucleotides separated by electrophoresis are 
detected after staining them with methylene blue. This 
molecule is also used as an oxidation-reduction indicator (12). 
Therefore, visible semiconductor laser fluorometry will find 
many applications in the future. For example, a semicon­
ductor laser may be useful in an optical fiber sensor system, 
since it requires a small light source with good beam-focusing 
capability. Recently, a frequency-doubled beam of the sem­
iconductor laser was used in an oxygen sensor system (19,20). 
However, its available output power is limited to 50 n W to 
0.5 p W at present, which is due to the poor conversion effi­
ciency of second harmonic generation. Covalently labeled 
protein with a deep-red dye may allow direct application of 
semiconductor laser fluorometry to an optical fiber immu­
nological sensor. It is well-matched to the required com­
pactness of the sensor and may be useful in practical biological 
assays. 
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Laser Fluorometric Detection of Porphyrin Methyl Esters for 
High-Performance Thin-Layer Chromatography 

Carmen W. Huie* and William R. Williams 

Department of Chemistry, State University of New York, Binghamton, New York 13901 

A new detection method is presented for the determination 
of porphyrins present in biological materials. Separation is 
accomplished by high-performance thln-layer chromatography 
after esterification of individual carboxylic acid porphyrins. 
Detection is achieved by utilizing one of the visible lines of 
an argon-lon laser for fluorometric excHatlon. Good selectlvHy 
and detectability are demonstrated for the determination of 
porphyrin profiles in human urine. The detection limits for 
uro-, heptacarboxy-, hexacarboxy-, pentacarboxy-, copro-, 
and meso porphyrin methyl esters are in the 18-35 pg range. 

INTRODUCTION 
The determination of porphyrins and porphyrin-related 

compounds is of great biomedical significance. For many years 
the measurement of total porphyrin content, as well as the 
relative concentrations of individual porphyrin components, 
is an essential tool for the confirmation and differential di­
agnosis of various kinds of porphyrias. Porphyrias are diseases 
characterized by excessive production and excretion of por­
phyrins due to defects associated with the enzymes of the 
heme biosynthetic pathways (1). These disorders may be 
inherited, such as those occurring naturally within the red 
blood cell and the liver, or they may be induced, due to ex­
posure to certain toxicants, such as lead or polychlorinated 
biphenyls. More recently, porphyrins and metalloporphyrins 
are being actively investigated by chemists and biomedical 
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researche),s worldwide for the purposes of imaging and pho­
todestruc'jon of cancerous tumors (2). On the other hand, 
a researer group in China has recently shown some very in­
teresting :lata suggesting the potential use of certain por­
phyrins for the diagnosis of the onset of some types of cancers 
(3). 

In the early years the separation of porphyrins was usually 
performed by solvent fractionation methods (4,5). These 
methods VTere laborious and were imprecise in the separation 
of various porphyrins. In the 1970s, various chromatographic 
methods have been employed extensively for the separation 
of porphyrins. Individual porphyrin esters have been suc­
cessfully separated by thin-layer chromatography (TLC) (6, 
7) or by normal-phase high-performance liquid chromatog­
raphy (HPLC) (8). In the 1980s, the use of reversed-phase 
HPLC has become very popular since the separation of in­
dividual porphyrin carboxylic acids with good resolution and 
fast analY3is time is possible (9, JO). 

In the P'lSt few years TLC has undergone a renaissance with 
the development of high-performance TLC (HPTLC). It has 
become accepted as a sensitive technique for quantitative 
analysis due to the improvements in resolution and repro­
ducibility (11, 12). The term high-performance stems from 
the use oj' 5-l'm HPLC packings on the thin-layer plates. 
Compared to conventional TLC plates, the decrease in particle 
size on H f'TLC plates requires the application of smaller 
sample vo .umes. To minimize errors associated with sample 
spotting, the use of HPTLC plates equipped with preadsor-

© 1989 American Chemical Society 
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bent area is essential. This preadsorbent area consi,ts of weak 
sorbent such as kieselguhr or diatomaceous earth. Capillary 
forces move the development solvent and sample ~uickly to 
the interface zone, where the sample is concentrated as a 
narrow band as it reaches the normal adsorbert such as 
high-surface-area silica gel. Compared to HPLC, HPTLC is 
a more economical separation technique because multiple 
samples can be run simultaneously (13). In addition, with 
two-dimensional HPTLC, peak capacity can be much greater 
than with HPLC and more complex samples can b" analyzed 
faster (14). With these advantages, the potential rOl tine n<age 
of HPTLC for the separation of porphyrins prese 1t in a va­
riety of biological samples should be explored. 

In order to make HPTLC a more attractive technique, the 
improvements in separation power have to be accompanied 
by similar advancements in detection power. Several unique 
properties of lasers such as spatial coherence and Hgh power 
have been employed for the fluorometric detection of afla­
toxins separated by TLC (15,16). The ease with which the 
laser beam can be focused to a very small spot w 1ile main­
taining sufficiently high intensity made it possible to achieve 
excellent detectability in these experiments. Also, high laser 
power has made it possible to utilize several nonlinear excited 
fluorescence techniques in TLC to provide selectiv,' detection 
of certain compounds (17). Moreover, the speec; at which 
two-dimensional measurements can be made on TLC plates 
has been improved dramatically by the use of a Ugh-speed 
laser-based acoustooptic scanner (18). 

In recent years fluorometric detection after sep,uation by 
TLC (19) or HPLC (20,21) has become the method of choice 
for the study of porphyrias due to its inherent senstivity and 
selectivity. However, it remains difficult to detelmine por­
phyrins individually at low levels in biological materials be­
cause a variety of potential interfering compounds ,)ftentimes 
appear in the chromatograms while using ultrav,olet (UV) 
radiation for fluorometric excitation (9, 10). In addition, 
impurities present in even "high-grade" solvents (J 0, 22) and 
on TLC plates (15, 17) may contribute relatively j1igh back­
ground fluorescence under UV excitation, which prevent the 
best detection limits that could be achieved. 

Excellent detectability and selectivity are very important 
criteria for the determination of porphyrins pres.mt in bio­
logical samples becan<e, for examples, the differentid diagnosis 
of varion< types of inherited porphyrias (23) and th" detection 
of early stages of induced porphyrias require thE ability to 
detect subtle changes of relative concentrations of individual 
porphyrin components with good reliability (24). Furthermore, 
improvements in porphyrin determination may lea:! to better 
understanding of the advancements in photosensitization 
processes accompanying the phototherapy of cancer (25) and 
to improved detection of early onsets of certain types of 
cancers (3). 

In this paper, fluorometric detection of five porphyrin 
carboxylic acids present in human urine using ,me of the 
visible lines of an argon ion laser for excitation is ~erformed 
after esterification ofthe free porphyrin acids and ,ubsequent 
separation by HPTLC. Detectability in the 10'1> picogram 
quantities can be achieved without interferences for the de­
termination of porphyrin profiles of the urine samples. 

EXPERIMENTAL SECTION 
Apparatus. The experimental arrangement uSE,d for laser 

fluorometric detection of porphyrin methyl esters was similar to 
the one illustrated in ref 17. Radiation from a Cohelent Innova 
90-4 argon ion laser was first passed through a 488-nm line filter 
before it was focused with a 90 mm focal length lens and directed 
at an angle of about 45° relative to the plate surface. The ex­
citation and emission wavelengths were found to be optimum at 
488 and 620 nm, respectively. Typical output power of the laser 
was 20 m W. To obtain a chromatogram. the thin-layer plate was 

scanned in front of the focused laser beam at approximately 30 
mm/min using a precision dc-motor-driven translational stage 
(Newport, Fountain Valley, CA, Model 850-41805-S). 

Fluorescence signal was collected normal to the thin-layer plate 
with an til, 25 mm focal length lens. The signal was then focused 
by a 80 mm focal length lens onto the entrance slit of a f 14 
monochromator (MiniChrom 1 from PTR Optics, Waltham, MA). 
The monochromator was fitted with 2-mm slits and the band-pass 
was 12 nm. Further fluorescence isolation was provided by 
Corning 2·73 and 3-66 sharp cut-off filters. The signal was 
measured with a EMI 9558B photomultiplier tube operated at 
900 V. The photocurrents were fed to a picoammeter (Oriel, 
Stratford, CT, Model 7072) and the output signal was filtered 
through a 1.0-s time constant before recording on a strip chart 
recorder. 

Standards. Porphyrin standards were obtained from Por­
phyrin Products, Logan, UT. Each vial contains 10 nmol of eight, 
seven, six, five, four, and two carboxylic porphyrins as the cor­
responding methyl esters in the dry fo=. AIl of these porphyrins 
are of type I isomers, except the two carboxylic porphyrin (me­
soporphyrin) which is of type IX. Standard solutions were pre­
pared by dissolving the contents of each vial in HPLC grade 
chloroform (J. T. Baker, Inc., Phillipsburg, NJ). These solutions 
were kept in the dark at 4 °C and used within a few hours, 

Specimens. Twenty-four-hour urine specimens collected with 
sodium carbonate (5 giL of urine) and disodium ethylenedi­
aminetetraacetate (3 giL of urine) as preservatives were stored 
in the dark at 4 °C until analysis. In order to separate individual 
porphyrin components with good resolution on thin-layer plates 
using isocratic elution, the urinary porphyrins must be first es­
terified. To prepare porphyrin methyl esters, the procedures of 
Petryka and Watson were used (7). Briefly, 100 mL of urine was 
acidified with glacial acetic acid to pH 4. Preliminary concen­
tration of the porphyrins by mixing 15 g of talc powder with the 
urine sample was necessary for the direct esterification of normal 
urine (8). After sedimentation of the talc with the adsorbed 
porphyrins, excess urine was removed. The talc powder was then 
mixed with 20 mL of boron trifluoride in 12% methanol and 
refluxed in hot water for 20 min. After the esterification pro­
cedures, 200 mL of chloroform was added to the talc, and the 
mixture was shaken and filtered, The talc was washed 3 more 
times with chloroform. The chloroform filtrate was then washed 
once with 1 % ammonia and once with water. The chloroform 
fraction was then concentrated to 1 mL before use for spotting 
on the thin-layer plate, 

Chromatography. Separations of various porphyrin methyl 
esters were performed on 5-/Lm silica gel HPTLC plates with 
preadsorbent area (Whatman Labsales, Inc" Hillsboro, OR), The 
plates have a dimension of 10 X 10 cm and a layer thickness of 
200 ,urn. To minimize background fluorescence from impurities 
on the plates, the plates were first washed with methanol followed 
by an additional wash with the development solvent. The 
chromatography solvent systems described in the literatures for 
the separation of porphyrin esters in TLC were evaluated. 
Through systematic investigations we found that the solvent 
system containing 75:16:2 (v Iv Iv) of toluene-ethyl acetate­
methanol provided the best resolution in our experiment. The 
development distance from origin to the solvent front was 8 cm. 
Before development, the silica gel plate< were activated and stored 
in a desiccator at room temperature. Sample volumes ranging 
from 200 to 500 nL were spotted onto the plates with a 0.5-/LL 
syringe, followed by drying with a stream of nitrogen to minimize 
spot size. 

RESULTS AND DISCUSSION 

By examining the absorption spectra of various porphyrin 
methyl esters on TLC plates, one would observe that all of 
them have a major absorption band which centers around 400 
nm (7). This is the so-called Soret band region from which 
the excitation wavelengths of all absorbance and fluorescence 
measurements using conventional light sources are chosen. 
Interestingly, a minor absorption band appearing in the visible 
region can be found which centers around 500 nm, and this 
happens to faIl conveniently within the most intense emission 
region of an argon-ion laser. Therefore, it is possible to use 
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Figure 1. Chromatogram of porphyrin methyl ester standards. The 
spotted sample consisted of 0.060 pmol of each standard. The number 
on top of each peak denotes the number of methyl ester groups in the 
porphyrins: 8 to 4, uro-, heptacarboxy-, hexacarboxy-, pentacarboxy-, 
and coproporphyrin methyl esters; 2, mesoporphyrin methyl ester. See 
text for conditions used. 

one of the visible lines of the argon-ion laser for fluorometric 
excitation of porphyrins. Although the laser line is not at the 
excitation maximum of the various porphyrin methyl esters, 
the high intensity of the laser will more than compensate for 
the sacrifice in the magnitude of the molar absorptivity since 
fluorescence signals are proportional to the light intensity 
incident onto the sample. More importantly, the spatial co­
herence of the laser allows all of the radiation to be efficiently 
utilized in a small area, which should result in improvement 
in sensitivity. Selectivity will also be improved by using visible 
laser fluorometry since only a small number of organic mol­
ecules present in biological samples absorb in the visible region 
and yield appreciable fluorescence signals (26, 27). 

The excellent resolving power of HPTLC can be seen in 
Figure 1 in which the standards of six individual porphyrin 
methyl esters are well separated according to the number of 
methyl ester groups in the side chains. Uroporphyrin and 
coproporphyrin, named according to their major sources of 
occurrences, are important precursors in the biosynthetic 
pathways leading to the formation of heme. As mentioned 
earlier, quantitation of excreted porphyrins is a central feature 
of the diagnosis of porphyrin metabolism. In the case of urine, 
the porphyrins exist as mixtures of two major fractions, 
uroporphyrin and coproporphyrin. The overproduction and 
excretion of these two porphyrins in urine can be used to 
diagnose the existence of certain acute forms of porphyrias. 
More interestingly, the discovery of latent forms of porphyrias 
may be made by examining the relative concentrations of the 
minor components, namely, hepta-, hexa-, and pentacarboxylic 
acid porphyrins, which are byproducts of disorders occurring 
in heme biosynthesis and are present in trace amounts in 
healthy individuals. 

The limits of detection for porphyrins with various numbers 
of methyl ester groups obtained in our experiment are listed 
in Table 1. These values are similar to those reported for 
HPLC (20, 21) and about 1 to 2 orders of magnitude better 
than those reported for TLC (6,23) in the determination of 
porphyrins by conventional fluorescence techniques. The 
improvements in the limits of detection in our method are 
made possible by the highly fluorescent nature of porphyrins 
and the enhancement in fluorescence signal derived from the 
increase in photon flux using a laser source. Unfortunately, 
large photon flux also contributes to very high background 
specular scatter from the plate surface, which limits further 
improvements in detectability. A gradual decrease in 
fluorescence intensity can be observed in Figure 1 starting 
from uroporphyrin to mesoporphyrin. This trend could be 
explained by the decrease in the magnitude of the molar 

Table I. Detection Limits and Linearity 

linearity 

porph~rrin linear 
methyl detection upper regression 
este:'s limits,a pg limits, ng constantsb 

uro 18 1.4 0.996 
hepta 19 1.3 0.995 
hexc 21 1.2 0.993 
penta 23 1.1 0.991 
copro 25 1.0 0.993 
meso 35 0.9 0.992 

a Detection limits based on S / N = 3. b Linear regression con­
stants detHmined from detection limits up to the amounts listed 
for the upper limits. Each equals to 1.5 pmol of the corresponding 
porphyrin methyl ester. 

absorptivity with the decrease in the numbers of methyl ester 
groups in the side chains (7,28) and the increase in sample 
spot size as the porphyrin moves further away from the sample 
origin. It is also interesting to note that the silica gel layer 
is not homogeneous throughout the entire surface of the plate. 
This is an important factor since at the amplifier sensitivity 
used to detect low picogram quantities, the signal-to-noise ratio 
is primarily governed by background fluctuations resulting 
from plat< irregularities. Typically, the layer thickoess is more 
inhomoge"eous near the edge of the plate, resulting in a higher 
degree of irregular base lines in these regions. Care should 
be taken to select plates that are free from scratches and have 
relatively homogeneous layer thickoess. In Figures 1 and 2, 
the sharp drop in the signal at 0 cm (sample origin) is due 
to the laser beam crossing the boundary between the pread­
sorbent and silica gel layers. 

Since o.Ir detection system is only capable of scanning the 
TLC plate in one dimension at a time, the laser beam was 
focused to a diameter of about 2 mm onto the plate surface 
to maximize the overlap between the laser spot and the various 
sample S[ots that were developed on the plate. Further in­
crease in t.he laser spot size will degrade the resolution of the 
chromat05ram. A better way to perform the experiment is 
probably 1.0 interface the scanning table to a computer so that 
two-dime·lsional scanning could be performed either along 
a mutuall;r perpendicular direction or in "meander-scanning" 
mode (29;, or better yet, a laser-based acoustooptic scanner 
may be used to scan the entire plate in just a few seconds (18). 

Althou!:h high light intensity incident onto the sample is 
desirable for fluorescence detection, one has to be aware of 
the potential problem of photodecomposition or photo­
oxidation of the sample, especially when the laser beam is 
focused to a very small spot and the compounds of interest 
are light sensitive (29, 30). We have done some preliminary 
investigations on this problem by recording the change in peak 
areas of the porphyrin methyl ester standards after repetitive 
scanning of the same sample spot at a particular laser power. 
We foune that at a laser power of 20 m Wand laser spot 
diameter of about 2 mm, there is less than 2% decrease in 
peak area for 0.060 pmol of uroporphyrin methyl ester after 
each consecutive scan over the same spot while scanning the 
plate at ~'30 mm/min. Under the same experimental con­
ditions a larger decrease in peak area is observed as the 
number 0' methyl ester groups in the side chains decreases; 
a ~4'70 d"crease in peak area is detected for mesoporphyrin. 
At a laser power of 30 m W and keeping other experimental 
conditiOn>; the same, decreases in peak areas of ~5'70 and 
~8'70 are recorded for uro- and mesoporphyrin methyl esters, 
respectively. Of course, the rate of photodegradation is also 
dependen·; on the scan rate of the scanning table, and higher 
laser power could be used at higher scan rate and if the sample 
spot is only scanned once. The restraint set on the lower limits 
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Figure 2. Chromatogram of urinary porphyrins from a healthy non­
porphyric male. As in Figure 1, the numbers 8 to 4 and ~~ denote the 
number of methyl ester groups in the porphyrins. See text for con­
ditions used. 

of the scan speed at higher laser powers will limit the ability 
to employ a long detection time constant to improve de­
tectability. Moreover, it is possible that the loss in fluorescence 
intensity due to photodecomposition or photooxidation pro­
cesses is dependent on the wavelength used for exc:tation and 
the rates at which these processes proceed may be slower 
under visible excitation (30,31). A more detailed study on 
the effects of the various important experimental parameters 
on the rate of photodegradation of porphyrins will be per­
formed. 

Calibration plots of porphyrin methyl ester standards in­
dicated linear response from the limits of detectim up to the 
values given in Table L The corresponding linear regression 
constants are also tabulated. At higher concentrations, non­
linearity may arise from self-quenching of porphyrin molecules 
and quenching through the interactions of porpt.yrins with 
the silica gel, involving the singlet state of the ,- electrons 
within the porphyrin ring. The linear dynamic range may also 
be limited by detector saturation from the large fluorescence 
signal at higher sample concentration and large background 
specular scatter from the TLC plates. 

Figure 2 showed a chromatogram demonstrating the se­
lectivity of using visible laser fluorometry for the determi­
nation of porphyrins present in biological fluid". Urinary 
porphyrins are converted to their corresponding methyl esters 
and separated on HPTLC plates as described in the Exper­
imental Section. The urine sample was also spihd with the 
porphyrin methyl ester standards, and the retenti.)n times of 
the standards and the peaks which are marked ill. the corre­
sponding porphyrin methyl esters (shown in Figure 2) were 
found to be identical. It is clear that uroporphy-in and co­
proporphyrin are major components excreted in urine, and 
the minor components, porphyrins with seven to five car­
boxylic groups, are detectable from a concentrated urine 
sample of a healthy male individual vide infra. Mesoporphyrin 
is not excreted in urine. A small peak that appears at about 
2 em in Figure 2 was found in every chromatogram of all urine 

Table II. Urine Porphyrin Values 

range, p.g/24 h 
typical values patients with 

porphyrin for this expta porphyria 
methyl amt excreted, normal male cutanea 
esters p.g/24 h populationb tardab 

uro 13 8-44 104-5177 
hepta 7 0-12 43-1508 
hexa 1 0-5 0-161 
penta 3 0-4 0-305 
copro 50 10-109 7-263 

a Values determined from chromatogram represented in Figure 
2. b Reported in ref 9. 

samples. This peak has also been reported in the literature 
and is postulated to have arisen from nonesterified uro­
porphyrin since it is known that the rate of esterification of 
the individual porphyrins depends upon the number of car­
boxylic groups per molecule, and in particular, complete es­
terification of the relatively small amounts of uroporphyrin 
in normal urine is very difficult to achieve (6, 8). Certain 
amounts of fluorescent background, probably due to non­
porphyrin materials, can also be observed adjacent to the 
sample origin. The important feature to notice here is that 
there are no spurious peaks appearing in between the various 
urinary porphyrin peaks, which is rather difficult to achieve 
with UV excitation. The selectivity gained with visible ex­
citation will help in obtaining more reliable excretion patterns 
of individual porphyrin components present in biological 
materials, which is probably the most important feature in 
clinical analysis of porphyrin-related diseases. 

The urine porphyrin values calculated from the chroma­
togram represented in Figure 2 are expressed in Table II. 
These values are only an estimation since any losses due to 
incomplete extraction or esterification are not taken into 
account in our calculations. However, an appropriate mixture 
of standards could be added to the samples to determine these 
losses if absolute quantitation is desired. For comparison, this 
table also presents the rates of urinary excretion of porphyrins 
by 33 healthy non-porphyric males and by 15 persons with 
porphyria cutanea tarda (inherited porphyria of hepatic or­
igin). These data indicated that the urinary porphyrin con­
tents of our samples are well within the range of the healthy 
male population. It is interesting to note that early onset of 
porphyria cutanea tarda could be detected by monitoring in 
particular the excretion of uroporphyrin and heptacarboxylic 
porphyrin, which showed modest to extreme increase for 
different individuals. 

In summary, the excellent detectability and selectivity 
achieved in our experiment demonstrated the possibility of 
using visib,e laser-induced fluorescence in combination with 
HPTLC as a competitive and complementary technique to 
conventional fluorescence methods coupled with HPLC for 
the determination of trace amounts of porphyrins present in 
a wide variety of complex biological samples. In addition to 
the capabilities of having large sample throughput and of 
achieving superior resolution using two-dimensional devel­
opment, gradient elution is also possible with HPTLC with 
the advent of automated multiple-development systems (32); 
in combination with recently improved reversed-phase 
HPTLC, it is possible to analyze urinary porphyrins directly 
without any sample preparation since gradient elution re­
versed-phase HPLC has already been used to achieve this goal. 
Limits of detection for free porphyrin carboxylic acids and 
the corresponding porphyrin methyl esters should be quite 
similar (20,28). However, esterification procedures are still 
oftentimes used for efficient extraction of porphyrins from 
solid samples, e.g., faeces and red blood cells, before separa-
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tions of individual porphyrins are performed (23,33,34), and 
some researchers preferred esterification methods due to the 
simplicity of isocratic elution (20). 

Further significant improvement in the detectability of 
porphyrin methyl esters separated on TLC plates requires 
major reduction in the high background specular scatter, which 
may be achieved by using a pulsed laser and gated detection 
electronics (I5). In our experiment it should be realized that 
only 20 m W of continuous wave radiation is necessary to 
produce relatively large fluorescence signal from porphyrin 
methyl esters, which could be easily generated from a low-cost, 
air-cooled argon-ion laser. Work is in progress in our labo­
ratory to improve upon the detectability of various porphyrins 
present in human serum after separation by HPLC and the 
use of an optical fiber flow cell to optimize signal-to-noise ratio 
(27, 35). Hopefully, the ability to detect trace or ultratrace 
amounts of certain porphyrins in human serum would allow 
the detection of the early onset of certain types of cancers. 
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Flame photometric detection Is often used for sulfur selective 
gas chromatographic analysis. However, nonlinear response 
and quenching are significant drawbacks to this detector. 
Due to the relatively low abundances of sulfur compounds in 
extremely complex fossil fuels, capillary gas chromatography 
coupled with element selective radio frequency plasma de­
tection was used to provide sulfur selective (>103) analysis 
of petroleum distillates and coal extracts. This detector was 
evaluated as a sulfur selective detector and was found to 
possess low limits of detection (0.5 pg/s) and good linear 
response (4 decades). Various numbers of phenyl groups 
attached to the base thlophenlc ring had little effect on the 
Intensity of the sulfur emission signal. Coelutlon of hydro­
carbons was found to affect sulfur response only at high 
concentrations. 
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INTRODUCTION 
Polycydic aromatic compounds (PAC) are known to be 

major constituents in coal and petroleum products. Polycyclic 
aromatic hydrocarbons (P AH) are by far the most common 
PAC in these materials. However nitrogen-, oxygen- and 
sulfur-containing PAC are also often found in significant 
quantitieH. Because of the widespread interest in and use of 
fossil fuels, detailed study of their compositions has become 
an important task (1). 

The sulfur content of these fuels is of major importance 
when on., is considering environmental pollution during 
processing or usage. Sulfur gases that result from combustion 
or convel sion processes are particularly noxious. Organic 
sulfur compounds from these processes have been classified 
according to functional groups: thiol (-SH), sulfide (-S-) , 
disulfide:-S-S-), and thiophene. Many of these compounds 
have been identified in fossil fuels (2-8), but the major or­
ganosulfu compounds are thiophenic in nature, and many 
are known to possess mutagenic activities (9-12). In addition 
to pollution, organic sulfur compounds are known to affect 
storage st.abilities of petroleum products, and they foul the 
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catalysts used in the cracking process. 
The determination of these compounds has ,)ften been 

accomplished with gas chromatography (3-7). The flame 
photometric detector (FPD) is often used with gas chroma­
tography because of its excellent selectivity for sulfur. This 
detector has existed for over 2 decades (13), and j-; continues 
to have widespread use. The FPD is well suited to the lab­
oratory, because of its ease of use and reasonah'e cost. In 
addition, it can also be used as a phosphorus selective detector 
greatly increasing the number of applications for which it i~ 
suited. These advantages have made this the detector of 
choice for sulfur selective detection after gas chromatography. 
Electrochemical techniques and the microwave induced 
plasma detector provide other means for sulfur det,ction (14); 
however, their use is limited by either complexity or expense. 

Although the FPD is an excellent detector, it is not without 
drawbacks. The FPD is based on S, band emission in a cool, 
hydrogen-rich flame. Because the detector responds to a 
molecular band, the response is of the form R ; [Sln. The 
exponent n is theoretically 2, but the response to sulfur ranges 
between first and second order, depending on the heteroatom 
environment (15). The detector response is also quenched 
by coeluting water or hydrocarbons (16, 17). Dual-flame 
photometric detectors have been used to overcome these 
problems to a degree, but the single-flame versions are more 
common in the laboratory. 

Recently, we reported the construction and initial evaluation 
of a multielement selective radio frequency plasILa detector 
(18) that is similar to the helium afterglow detector reported 
by Rice et al. (19). Because this detector is based on atomic 
emission from a helium plasma, high sensitivity is cc,upled with 
good selectivity and linear response. This study was under­
taken to determine the operational characteristics of this 
plasma for sulfur detection, including detector re3ponse de­
pendence on molecular structure, quenching, Iinllarity, and 
sensitivity. The detector was applied to the analysis of sulfur 
heterocycles occurring in coal extracts and petroleum distil­
lates. 

EXPERIMENTAL SECTION 
Radio Frequency Plasma Detector. The radie, frequency 

pl~ma detec!",r has been previously reported (18) and will be only 
bnefly descnbed here. The detector consists of a helium radio 
frequency plasma doped with a small quantity of oxygen and 
contained inside a I-mm-i.d. quartz tube. Research grade helium 
(99.9999%, Scott Specialty Gases, Plumsteadsville, PAl was used 
with a flow of 70 mL/min. High-purity oxygen «25 ppm N" 
Matheson, Secacaus, NJ) was introduced in trace amounts via 
a narrow-bore capillary to maintain a very smail, even flow. Flow 
rates measured by displacement indicated that the 0, flow rate 
was approximately 0.03 mL/min. 

A Macor ceramic (Corning Glass Works, Corning, Ny) cell body 
was used to provide thermal and electrical insulatior" as well as 
to support the stainless steel electrode. A radio frequency power 
supply (Model HPG-2, ENI Power Systems, Roches1H, NY) was 
used to generate the plasma in the containment tube, directly 
between the electrode and grounded detector base. Power levels 
used were between 50 and 80 W, at approximatel:! 335 kHz. 

A 0.20-m-focal-length monochromator (Model H-20, Instru­
ments, S.A., Metuchen, NJ) equlpped with a 1200 g/mm grating 
and O.5-mm slits was used to observe emission lines in the 
near-infrared portion of the spectrum. The instrument had a 
spectral band-pass of 0.5 nm. A l-in.-diameter convllx lens if; 
10 mm, Melles Griot, Irvine, CAl was used to focus the image of 
the plasma on the entrance slit of the monochromator. A colored 
595-nm glass cutoff filter (Melles Griot) was used to remove 
ultraviolet and visible radiation. A red-sensitive photomultiplier 
tube (R2658, Hamamatsu, Middlesex, NJ) was used as a photo­
detector. Figure 1 shows the detector cell design Hnd system 
schematic. 

Gas Chromatography. The detector cell was mourted directly 
onto either a Lee Scientific Model 600 (Salt Lake City, UT) or 

Figure 1. Schematic diagram of the GC-RPD system. Key: (1) 
oxygen, (2) 99.9999 % helium, (3) GC controller, (4) oven, (5) UV fi~er, 
(6) plano convex lens, (7) monochromator, (8) photomu~iplier, (9) PMT 
power supply, (10) low-pass filter, (11) electrometer, (12) chart re­
corder, (13) rf power supply, (14) quartz tube, (15) electrode assembly, 
(16) helium inlet, (17) Macor cell body. 

a Hewlett-Packard 5890 gas chromatograph (Avondale, PA). Both 
cold on-column and split/splitless injection methods were used. 
Their use is cited in the appropriate text. Columns employed 
were 200-l'm-i.d. fused silica coated with methyl or biphenyl 
polysiloxane (SB-Phenyl-5 and SB-Biphenyl-30, Lee Scientific). 
AIm x 320 I'm i.d. deactivated fused silica retention gap was 
used for on-column injections with a Carlo Erba cold on-column 
injector. A Hewlett-Packard single-flame photometric detector 
(Model 100AT) was used in conjunction with an HP 5880 gas 
chromatograph. Exact conditions are cited in the figure legends. 

Fossil Fuel Samples. The coals were obtained from the 
Argonne National Laboratory. These premium coals had been 
previously ground (~100 mesh) and sealed under nitrogen in 
brown glass ampules. A quantity of each coal was extracted by 
stirring in 800 mL of pyridine under a nitrogen atmosphere for 
72 h. The extracted material was separated by filtration through 
a 0.5-l'm Teflon filter. The solvent was removed by rotary 
evaporation, and the extracts were dried under vacuum for 24 
h. The dry extracts were fractionated into different chemical 
classes by using liquid chromatography with neutral alumina as 
the adsorbent (20). The aromatic fraction was analyzed in this 
study. The sulfur heterocycles were further isolated from this 
fraction by using PdCl, coated silica to produce a sulfur heter­
ocycle fraction (21). 

Two petroleum distillates were analyzed. The first petroleum 
distillate was a 600-650 OF cut from a catalytically cracked crude 
petroleum. The second was a cut between 650 and 750 OF. The 
standards ofbenzo[blthiophene, dibenzothiophene, and benzo­
[blnaphtho[2,I-dlthiophene used in this study were obtained from 
Aldrich Chemical Co., Milwaukee, WI. All samples were dissolved 
in benzene (J. T. Baker Chemical Co., Phillipsburg, PAl. The 
concentrations of the fossil fuel application samples were adjusted 
to give ~1-100-ng amounts per peak of the solutes of interest. 
Extremely complex aromatic fractions of coal extracts were 
therefore used at ;';100 mg/mL total sample concentrations when 
sulfur selective detection was employed. 

RESULTS AND DISCUSSION 
Atomic emission has long been proposed as an ideal method 

for selective chromatographic detection. Atomic lines are often 
intense, affording good sensitivity. Also, the intensity of a 
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Figure 2. Spectrum of the helium plasma between 900 and 950 nm, 
indicating the sulfur emission lines at 921.3, 922.8, and 923.7 nm and 
the intense series of oxygen lines at 926 nm. 

line depends on the concentration of atoms present in the 
flame or plasma, allowing for good quantitative analysis. 
Another major benefit is the possibility for detection of several 
elements at a time. The most common detector for gas 
chromatography based on this principle is the microwave 
induced plasma. This detector uses microwave radiation in 
a resonant cavity to create a helium plasma, which is then used 
for sample decomposition and excitation of the atomic species. 

The radio frequency plasma detector was developed as an 
alternative system for providing detection on a similar basis 
(18, 19). Exploitation of the simple near-infrared spectral 
region allows the use of a low-cost monochromator. The radio 
frequency power supply is also easy to use, and no resonance 
cavities or wave guides are necessary. In the RPD system, 
an rf discharge between two electrodes exists in the contain­
ment tube. The direct discharge is self-seeding, unlike the 
microwave induced plasma. This means that a tesla coil is 
not required to ignite the plasma and that no venting is 
necessary to prevent the plasma from being permanently 
extinguished as the solvent passes. Small quantitities of ox­
ygen doped in the plasma scavenge carbon deposits and 
provide excellent excitation characteristics for the various 
nonmetallic elements. Figure 2 shows a spectrum of the 
near-infrared region around the sulfur emission lines at 921.3, 
922.8, and 923.7 nm for an H2S doped plasma. 

Figure 3 shows the gas chromatographic results obtained 
for the analysis of the aromatic fraction of an Upper Freeport 
coal. The top chromatogram (A) is an FID trace of this 
fraction, indicating its great complexity. Chromatogram B 
was obtained by analysis of the same sample using a single­
flame FPD as detector. The last chromatogram, also gener­
ated with the FPD, is of the isolated sulfur heterocyclic 
fraction of this sample. Because this fraction was rich in 
sulfur, quenching of the detector signal was quite low. Figure 
4 shows the same samples analyzed with the RPD. The top 
chromatogram (A) was obtained by monitoring the H line at 
656 nm, giving universal detection of the organics. Chro­
matogram B is the RPD trace obtained by monitoring at 921 
nm for sulfur selective detection. Chromatogram C is the 
sulfur-rich fraction, again obtained with the sulfur selective 

A 

B 

c 

6~ ____ 1p~O ______ -r ____ ~2~ ________ Ir-~~OO ___ OC 
o 2~ 40 min. 

Figure 3. Gas chromatograms of the aromatic and isolated sulfur 
heterocyclic fractions of an Upper Freeport coal extract: (A) FiD 
detection cf the aromatic fraction, (B) single-flame FPO detection of 
the aromatic fraction, and (C) single-flame FPO detection of the isolated 
sulfur fraction. Chromatographic conditions: 10 m X 200 I'm SB­
Phenyl-5 capillary column and splitless injection. 

plasma detector. Obviously there is less quenching with the 
RPD. Chromatograms 4B and 4C compare quite well. Peak 
intensities vary between the complete aromatic and isolated 
sulfur fractions, but this is expected due to the incomplete 
recovery <)f some sulfur compounds from the PdCl2 during 
fractionaHon. 

For better characterization of the detector response as a 
sulfur detector, the effect of molecular structure on detector 
response was determined by using three sulfur heterocyclic 
test compounds, benzo[b lthiophene, dibenzothiophene, and 
benzo[bl~aphtho[2,1-dlthiophene. A solution was prepared 
in benzene such that the quantity of sulfur eluting into the 
detector" as equivalent (4 ng) for each compound. On-column 
injection was used to prevent discrimination during injection. 
Figure 5 shows the chromatogram obtained. Results from 
integration show that the peak areas vary less than 5 %. These 
results indicate that for this series of heterocycles, molecular 
size does not greatly affect detector response. This is an 
important attribute of the plasma detectors; only one com-
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Figure 4. Gas chromatograms of the aromatic and isolated sulfur 
heterocyclic fractions of an Upper Freeport coal extract: (iI) RPD with 
H detection at 656 nm of the aromatic fraction. (B) RPD with S de­
tection at 921 nm of the aromatic fraction, and (C) RPD with S de­
tection of the isolated sulfur fraction. Chromatographic conditions were 
the same as in Figure 3. 

pound is needed to calibrate the system because tj1e sample 
is decomposed in the plasma and only the quantity of sulfur 
present determines the response. 

An exponential dilution flask (22) was employed to deter­
mine the effect of quenching on the detector. A ges mixture 
of 75 ppm H2S in helium was fed through a 10w-v~lume tee 
into the detector, providing a steady sulfur signal of ap­
proximately 3 times the background current. The flow from 
a dilution flask was connected to this same tee. Hexane was 
injected into the dilution flask, such that the amount of hexane 
entering the detector decayed exponentially with time. The 
flow through this flask was monitored with a digitalilow meter 
so that precise concentrations could be determined as a 

6580 
I ' 
o 

180 
i ! 

10 

280°C 
I ' 

20 min 
Figure 5. Gas chromatogram obtained with the RPD (921 nm) of three 
sulfur heterocycles (benzo[b ] thiophene. dibenzothiophene. and ben­
zo[b]naphtho[2.1-d]thiophene) showing the effect of molecular 
structure on detector response. Concentrations of the standard com­
pounds were each adjusted to give equal amounts (4 ng) of sulfur 
entering the detector. Other conditions: cold on-column injection, 1-m 
phenyl deactivated retention gap followed by an 11 m X 200 I'm Ld. 
S8-Biphenyl-30 capillary column. and temperature-programmed from 
65 to 80°C at 50 °C min-' and then at 10°C min-' to 290°C after 
a 1-min isothermal period . 

• 4,--------------------------------------, 

.0 

Hexane Mass Flow Rate Clog pg/secJ 

Figure 6. Plot of RPD su~ur signal intensity as a function of the amount 
of n -hexane entering the detector. The normal base line is indicated 
by a dashed line. 

function of time. The signal was observed over the time of 
dilution to determine the effect of the hexane on detector 
signal. Figure 6 shows a plot of detector signal versus the log 
of the hexane mass flow rate entering the detector. The 
dashed line represents the normal signal. It is noticed that 
very high concentrations of hexane cause a negative deviation 
in signal as the plasma is overloaded and quenched. The 
second negative deviation at lower concentration is believed 
to be also due to quenching, with the area of normal base line 
separating these areas being caused by interference from 
molecular bands that occur in this range of hexane concen­
tration. Coincident with the rounded peak in the signal. the 
plasma acquires an intense green color, indicating the presence 
of C2 band emission. These deviations are not experienced 
except at very high concentrations and should not normally 
be of concern during a GC analysis. 
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Figure 7. Sulfur selective (RPD at 921 nm) gas chromatograms of the aromatic fractions of several coal extracts: (A) North Dakota Lignite, 
(B) Illinois No.6, and (C) Pocahontas No. 8 coals. Chromatographic condaions: 11 m X 200 I'm Ld. 56-Biphenyl-30 capillary column, 
temperature-programmed from 85 to 290°C at 6 °c min-1 after a 1-min isothermal period, splitless injection. 

Finally, the RPD system described was evaluated for sen­
sitivity and selectivity. Again, exponential dilution was used 
to determine the sensitivity by allowing CS2 to flow into the 
detector in an exponentially decaying concentration. Com­
putations from the exponential decay curve allow direct 
calculation of the detection limit (concentration that gives a 
signal greater than twice the relative standard deviation of 

the noise> and linearity. Selectivity for sulfur was also ob­
tained by comparison of this exponential dilution curve to that 
obtained with hexane. Results from these experiments are 
shown in Table I. These results indicate that the RPD 
demonstrates excellent characteristics for sulfur detection after 
gas chromatography. 

The de tector was then utilized for qualitative detection of 
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Table I. Sulfur Detection Characteristics of the Radio 
Frequency Plasma Detector and the Single-Flame FPD 

detection limit, pg/s 
selectivity (R,/ R,)' 
linearity. decades 
resistance to 

quenching 

RPD 

0.5 
>10' 
4 
good 

FPD' 

5-50 
103 

nonlint:ar 
poor 

(1 Data taken from ref 23. b Rs is response per unit weight of sul­
fur; Rc is response per unit weight of carbon. 
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Figure 8. Gas chromatograms of a petroleum distillate (630-650 of 
cut): (A) RPD wnh H detection at 656 nm and (8) RPD wnh 3 detection 
at 921 nm. Chromatographic condnions: 11 m X 200 I'm Ld. SB­
Biphenyl-30 coated capillary column, temperature prograr1med from 
85 to 280°C at 5 °C min-1 after a 1w min isothermal period, splitless 
injection. 

sulfur compounds in several additional coal extraCl;S. Three 
coals were analyzed: a Pocahontas No.3, an IIIin)is No.6, 
and a North Dakota lignite. Table II gives more' detailed 
information on these coals, as well as on the Upper Freeport 
coal previously discussed (Figure 2). These coals were selected 
to represent different geological time periods, with the Po­
cahontas No_ 3 coal being the oldest and the lignite the 
youngest_ 

Figure 7 shows the sulfur selective analyses of thE' aromatic 
fractions of these coals. There are obvious differences in the 

Table II. Class and Elemental Compositions of Argonne 
Premium Coal Samples (Moisture, Ash Free Basis)G 

coal 

Pocahontas No.3 
Upper Freeport 
Illinois No.6 
North Dakota 

rank C H S 0 

low volatile bituminous 91 4.7 0.9 3 
med volatile bituminous 87 5.5 2.8 4 
high volatile bituminous 77 5.7 5.4 10 
lignite 73 5.3 0.8 21 

a Data taken from Argonne National Laboratory, Premium Coal 
Sample Repository, Argonne, IL and from Chang, H.-C. K. Ph.D. 
Dissertation, Brigham Young University, 1989, p 169. 

A 

B 
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Figure 9. Same as Figure 8, except that the distillate was a 650-750 
of cut. 

abundances and types of compounds present in these coals. 
The identified structures were determined by GC-MS and 
by retention time comparisons of individual compounds in 
the isolated sulfur fractions with standard compounds. Older 
coals such as the Pocahontas No.3 coal were expected to have 
a higher relative concentration of multiring aromatic com­
pounds than the younger ones. A more detailed discussion 
of the occurrence of these compounds is given in ref 24. 

Figure 8 shows two chromatograms of a 600-650 OF pe­
troleum distillate. Chromatogram A was obtained by moni­
toring H emission at 656 nm, affording universal detection 
of organic compounds. The great complexity of this sample 
is obvious, even though it is a narrow boiling range cut. 
Chromatogram B is a sulfur selective chromatogram of this 
sample. Dibenzothiophene and its methyl-substituted isomers 
were the major sulfur-containing components in this sample. 

Figure 9 contains two chromatograms of a 650-750 OF pe­
troleum distillate. This again is an extremely complex mixture 
of compounds. Chromatogram A was obtained, as in Figure 
8, by monitoring H emission at 656 nm. Chromatogram B 
represents the sulfur selective chromatogram obtained from 
this same sample. Again, the chromatogram is quite complex, 
with a large number of alkylated dibenzothiophene isomers 
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observed. As expected. the compounds were of higher mo­
lecular weight, including alkylated dibenzothiophenes and 
benzol b Jnaphtho[2,1-dJthiophene. 
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Analysis of Two-Dimensional Nuclear Magnetic Resonance 
Spectra with Relayed Proton-Proton-Carbon Magnetization 
Transfer: A Step toward Automated Structure Elucidation 

Urs Eggenberger and Geoffrey Bodenhausen* 

Section de Chimie, Universite de Lausanne, Rue de la Barre 2, CH-lOOii Lausanne, Switzerland 

Procedures are described for automated analysis of two-di­
mensional NMR spectra correlating the chemical shifts of 
carbon-13 wHh the shifts of neighbor protons that are directly 
attached to the carbon-13 nuclei and wHh remote protons that 
have scalar couplings to the neighbor protons. The analysis 
yields connectlvHy matrices with qualHy factors that provide 
a measure for the rellabllHy 01 the evidence. The connectlvHy 
matrices can be represented graphically eHher by drawing the 
pathways of magnetization transfer onto the molecular for­
mula or by Indicating the connectlvltles In conventional shift 
correlation spectra. Applications are shown to 2-thiophene­
carboxylic acid, to 1-hexanol, to 2,6-dlmethylcyclohexanol, 
and to (1RS ,2SR ,4SR ,5RS ,6RS )-6-exo-(2-nHrophenylthlo)­
splro[blcyclo[ 2.2.2joctane-2,2' -oxlrane ]-5-endo -yl chloride. 

INTRODUCTION 

In the last few years, a variety of approaches have been 
proposed for computer-supported analysis of two-dimensional 
NMR spectra (1). So far, the majority of the efforts have been 
directed toward the analysis of homonuclear correlation 
spectra (COSY) and related experiments (2-17), while to our 
knowledge only one research group has attempted to extend 
the analysis to the correlation of proton and carbon spectra 
(18). In conventional heteronuclear shift correlation spectra 

0003-2700/89/0361-2298$01.50/0 

(1!}-23), one usually obtains a signal at frequency coordinates 
(WI> W2) =, (QH, Qel for each CRn group in the molecule. This 
signal is normally devoid of multiplet structure, except perhaps 
for some uninformative broadening due to homonuclear 
proton-proton couplings. The analysis of such spectra can 
at best yield a table of chemical shifts, which is not very useful 
as input for automated analysis, unless one considers cross­
referencing the proton and carbon shifts to a data base con­
taining empirical relationships between shifts and chemical 
structures. To make better use of conventional proton-carbon 
correlation, the information can be combined with knowledge 
derived from proton-proton correlation (COSY spectra), as 
suggested by Szalma et al. (18). This approach undoubtedly 
deserves further attention. In our opinion however, the in­
formation contained in conventional heteronuclear correlation 
spectra is not sufficiently rich to make much progress with 
automated analysis. In order to enhance confidence in pattern 
recognition, one would prefer to see multiplets with specific 
structures, and groups of multiplets that span characteristic 
patterns in two-dimensional frequency space. Basically, one 
has to take recourse to experimental schemes that are more 
sophisticated than conventional heteronuclear shift correlation 
spectrosGopy and that yield spectra which contain a greater 
wealth of information. 

In thi:; paper, we should like to broaden the scope of au­
tomated analysis by considering a two-dimensional experiment 
that involves relayed proton-proton-carbon magnetization 

© 1989 American Chemical Society 
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Figure 1. Experimental scheme for relayed 'H ~ 'H ~ 13G NMR spectroscopy, which, depending on the phase-cycle, yields "pseudo-zero-quantum" 
(PZQ) and "pseudo-double-quantum" (POQ) spectra. Narrow and wide pulses represent 90° and 180° pulses, respectively. The 90° proton pulse 
in the middle of the evolution period t 1 may cause coherence transfer between protons that are in remote and neighboring positions with respect 
to a carbon-13 nucleus. The timing of the intervals and the cycling of the phases are discussed in the text. 

transfer. This method yields information about both hetero­
and homonuclear correlation in a single two-dimensional 
spectrum. The structure of the spectra allows a stop-by-step 
analysis that is well suited for a computer. The frequency 
coordinates of the peaks obey simple rules, and the structures 
and relative signs of the multiplets can be easily irterpreted. 
The experimentsl scheme used in this study (Fipre 1) was 
originally described in simpler form by Bolton et al. (24) and 
was subsequently improved by S0rensen et al. (25), who 
dubbed it "pseudo-multiple-quantum spectroscopy", an ex­
pression that we should like to retain for the present study. 
ill fact, the experiment does not involve any multiple-quantum 
coherences, but the signals appear at sums and dfferences 
of chemical shifts, i.e. at frequencies that are rem: niscent of 
those found in multiple-quantum spectra. The proton 
magnetization is initially excited by a 90° pulse. In the 
preparation interval T P' which must be chosen to be equal to 
the inverse of the average one-bond proton-carbo:] coupling 
constant, Tp = 1/ (IJCH )' the phase of the transverse magne­
tization of a proton attached to a carbon-I3 nucleus is reversed 
with respect to the phase of protons attsched to carbon-I2 
nuclei. The latter are essentially unaffected by the T p interval 
(except perhaps for slight phase errors due to homonuclear 
couplings). The key element of the sequence is the ~¥l0 proton 
pulse in the middle of the evolution period t l , which can bring 
about coherence transfer through homonuclear JHH couplings, 
in particular between remote protons and neighbor protons 
that are directly attsched to a carbon-I3 nucleus The two 
180° carbon-I3 pulses in the middle of the two hicves of the 
evolution period ensure that the protons are not affected by 
heteronuclear couplings, at least if the system is weakly 
coupled. The mixing interval, which transfers coheJ'ence from 
protons to directly attsched carbon-I3 nuclei, is analogous to 
the INEPT sequence (26). The intervals are chosen so that 
r' = (2(JCH »-1 and r" = (3(JCH »-1 (27,28). During the 
detection period the carbon-I3 signal is acquired while the 
protons are decoupled. The phase of the 90° proton pulse 
in the middle of the evolution period tl is cycled through x, 
y, -x, and -yo If the signals of the four experiments are 
alternately added and subtracted, one obtains a pseudo­
zero-quantum (PZQ) spectrum, while addition of all four 
signals leads to a pseudo-double-quantum (PDQ) spectrum 
(24,25). The PDQ frequencies correspond to WI = 1/ 2[Q(HA) 
+ Q(HB)], while the PZQ frequencies are giveL by WI = 
1/2[Q(HA) - Q(HB)]), i.e. half the sum or half the difference 
of two proton chemical shift frequencies. The basi" four-step 
phase cycle of the 90° proton pulse is embedded in a I6-step 

cycle, which also involves alternating the phase of the first 
proton pulse (suppression of axial peaks) and alternating the 
phases of the two 180° carbon-I3 pulses in the evolution 
period. 

STRUCTURE OF PSEUDO-MULTIPLE-QUANTUM 
SPECTRA 

Figure 2 shows experimental pseudo-double-quantum and 
pseudo-zero-quantum (PDQ and PZQ) spectra of 2-
thiophenecarboxylic acid, obtsined with the sequence of Figure 
1. Quaternary carbons (and of course heteroatoms) are not 
observable. The direct connectivity peaks (filled circles) in 
the PDQ spectrum appear at the same coordinates as in a 
conventional heteronuclear correlation spectrum, i.e. at (WI> 

wi> = (QA, Qx), (QM, Qy), and (~, Qz). The remote connectivity 
peaks in the PDQ spectrum (open circles) appear at the av­
erage of the shifts of two protons, e.g. at WI = 1/ 2(QA + QM), 
1/2(QA + QQ), and 1/ 2(QM + QQ)' Such signals provide evidence 
for the existence of homonuclear proton-proton couplings, 
since they stem from magnetization that has been transferred 
from a remote to a neighbor proton by the 90° pulse in the 
middle of the evolution period. In the PZQ spectrum, the 
direct connectivity peaks (filled circles) all appear on a hor­
izontal axis at WI = O. The remote peaks in the PZQ spectrum 
(open circles) appear shifted in WI with respect to those in the 
PDQ spectrum, so that the WI frequency differences between 
direct and remote signals observed in the PZQ spectrum are 
the same as those in the PDQ spectrum. Connectivities be­
tween remote peaks are indicated by dashed lines. 

The patterns observed in Figure 2 are characteristic for 
neighborhood relationships in the chain CXHA-CyH.,cz~. 
Note that in this aromatic system the long-range V(HAHQ) 
coupling cannot be neglected. One should therefore be careful 
in the interpretation of the expression "neighbor": although 
the fragments CXHA and CzHQ are of course not neighbors 
in the structural sense, since there is no Cx-Cz bond, they are 
neighbors in the spectroscopic sense, since there is a non­
vanishing scalar coupling J(HAHQ). ill nonaromatic systems, 
long-range proton-proton couplings are usually much smaller 
than vicinal couplings, so that the concepts of structural and 
spectroscopic neighbors largely coincide in such systems. 

In the simple example of Figure 2 the information about 
homonuclear proton couplings can easily be extracted. From 
the PZQ spectrum this is achieved by connecting pairs of 
remote resonances with WI frequencies of opposite signs. 
Likewise, the remote resonances in the PDQ spectrum can 
be connected with dashed lines parallel to the W2 axis, since 
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Figure 2_ Experimental pseudo-double-quantum (PDQ) and pseudo-zero-quantum (PZCl) spectra of 2-thiophenecarboxylic acid_ For clarity the 
remote peaks have been emphasized by circles, and the direct peaks have been enlarged to filled dots_ The w2 (carbon-13) axis runs horizontally, 
the w, (proton) axis vertically. The spectral width was 1000 Hz in w2 and 500 Hz ir w," The spectra were recorded on a Bruker AM 400 
spectrometer. 

vicinal geminal 

Figure 3. Schematic representation of cross sections through PDQ 
and PZQ spectra taken parallel to the w, axis for vicinal and geminal 
fragments, featuring direct and remote connectivity multiplets, with 
in-phase and antiphase structures respectively, as explained in the text_ 

they appear pairwise at the same WI frequencies. 

MULTIPLET STRUCTURES 

It is important to distinguish between the multiplet 
structures of direct and remote connectivity signals and to 
study the special case of diastereotopic geminal protons, i.e, 
the case of CH, groups where the two geminal protons have 
different chemical shifts. In vicinal fragments (see left-hand 
side of Figure 3) one expects one direct connectivity signal 
in the PDQ spectrum, stemming from the process HA - HA 
- Cx (in-phase multiplet at WI = QA), and one indirect con­
nectivity signal due to the pathway HB - HA - Cx (antiphase 
multiplet at WI = 1/ ,(QA + QB)' In the PZQ spectrum of a 
vicinal group, the direct connectivity pathway HA - HA -
Cx leads to an in-phase axial signal at WI = 0, while the indirect 
pathway HB - HA - Cx leads to an antiphase multiplet at 
WI = 1/ ,(QB - QA)' Note that the PDQ and PZQ traces of the 
vicinal case can be brought to superposition by a simple 
frequency shift. 

For geminal fragments with nondegenerate diastereotopic 
protons (see right-hand side of Figure 3), one expects two 
in-phase direct connectivity signals in the PDQ spectrum, one 

a 

-rl,-
I I 
>--­
I J

act 
I 

b 

n 
Figure 4. (a) Schematic representation of the antiphase structure of 
a remote connectivity mu~iplet. (b) Additional in-phase splitting of this 
multiplet by a passive proton-proton coupling. 

from the process HA - HA - Cx (at WI = QA), the other from 
HB - HB - Cx (at WI = QB), and one indirect connectivity 
signal (antiphase multiplet) at WI = 1/ ,(QA + QB), which is due 
to the superposition of the two pathways HA - HB - Cx and 
HB - HA - Cx- In the PZQ spectrum of a geminal group, 
the two direct connectivity pathways HA - HA - Cx and HB 
- HB - ·::;x both contribute to a signal at WI = 0, while the 
indirect pathways HA - HB - Cx and HB - HA - Cx lead 
to two an·;iphase multiplets that are symmetrically disposed 
at WI = ±I/,(QA - QB)' 

In the geminal case, remote resonances have the same sign 
as direct connectivity resonances, while in the vicinal case 
direct and indirect signals are of opposite sign. This is due 
to the fad that in the preparation period T p of the pulse 
sequence of Figure 1, the phase of the magnetization of protons 
directly c·}nnected to a carbon-13 nucleus is reversed, In the 
vicinal Cf.se, this affects only the HA proton, while in the 
geminal ease, both HA and HB protons have their phases 
reversed. Note that for the geminal case it is no longer possible 
to distinguish remote and direct signals simply by checking 
the sign of the peaks. 

It should be mentioned that if the geminal protons are 
degenerate in chemical shift (isochronous because of chemical 
or magne";;c equivalence), it is no longer possible to distinguish 
their nurlber, i.e, CH, CH2, and CH3 groups give the same 
signature in spectra obtained with the sequence of Figure 1. 
If a distinction between these groups is essential, comple­
mentary experiments such as insensitive nuclei enhanced by 
polarizat'on transfer (INEPT) (26), the attached proton test 
(APT) (29), or distortionless enhancement by polarization 
transfer ·:DEPT) (30) have to be carried out, 
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For remote transfer in a three-spin system, be ,t a vicinal 
or a geminal fragment, we observe an antiphase {-1:+2:-1} 
triplet in the W, domain (see Figure 4a), arising from the 
convolution of two antiphase doublets. The peak ,eparation 
in such remote multiplets is equal to I j .,lact, where the active 
coupling is the proton-proton coupling responsi 11e for co­
herence transfer between remote and neighbor plotons (i.e. 
J act = J AJ3 in the systems of Figure 3). Each additio:1al passive 
coupling partner Hp causes a further in-phase splitting by 
I j .,lp"" (i.e. by I j .,lAP or I j .,lsp) (Figure 4b), which in unfa­
vorable cases may lead to partial cancellation and hence to 
a reduction of the sensitivity of the experiment. Such losses 
in sensitivity tend to be rather unpredictable. For the direct 
transfer pathways in three-spin systems one aho expects 
triplets, but here all the lines are in-phase, so that (,ne merely 
observes a broad resonance. As the resolution in W, i3 generally 
low and all splittings are reduced by a factor 2, the multiplet 
patterns can be generalized in the following way: direct 
connectivity multiplets tend to merge to broad lines in positive 
absorption, while the remote connectivity multiplets take the 
form of a negative absorptive line with a small positive sidelobe 
on each side. 

SEPARATION OF DIRECT AND REMOTE 
SIGNALS 

Automated analysis could be greatly facilitated if iirect and 
remote connectivity signals in experimental speet ra can be 
distinguished from the outset. This can be achieved by using 
so-called low-pass J filters (31), which eliminate the magne­
tization of protons directly attached to carbon-13 nuclei by 
conversion into unobservable multiple-quantum coherence. 
This approach yields spectra where all direct connectivity 
signals have been removed, so that all information at out direct 
connectivity is lost. We have therefore attempted to use an 
alternative approach to separate remote and direct connec­
tivity signals, by inserting a preparation period T p in the pulse 
sequence as shown in Figure 1. In vicinal subsystems (see 
Figure 3), one obtains opposite signs for resonances arising 
from direct and remote subunits. This procedure retains all 
magnetization components and is therefore less wmteful, but 
it may suffer from the fact that partial signal cancellation 
occurs in unfavorable cases when remote and direct peaks 
accidentally coincide. 

The effect of the preparation period is demomtrated in 
Figure 5, which shows cross-sections through PDQ and PZQ 
spectra of 2,6-dimethylcyclohexanol with resonan"es of the 
C1HAOHo group that is sandwiched between two tertiary 
carbon atoms C2HS and CsHs" which because of molecular 
symmetry have isochronous protons HB and HB•. The ex­
perimental traces feature an in-phase direct connectivity peak 
due to the transfer HA - HA - C" and two antipha,e remote 
connectivity multiplets, which appear on each side of the 
in-phase peak (but not in symmetrical positions), and which 
are due to the processes Ho - HA - C, and Hs - HA - C1. 
The latter process leads to a more intense signal because of 
the superposition of two degenerate protons HB and HE" Note 
however that the amplitude ratio is not 1:2, presur1ably be­
cause cancellation effects are more pronounced for the 
pathways starting at HB and HE" In Figure 5a, the preparation 
delay is Tp = IjIJcH, as in the normal sequence of Figure 1, 
and the direct and remote peaks therefore have opposite signs 
(see Figure 3). In Figure 5b, Tp = 0 and the 1800 pulses in 
the preparation period have been skipped, so that the protons 
are simply excited by a 900 pulse. In this case, the direct and 
remote peaks have the same signs. Figure 5c and Figure 5d 
show the weighted difference and sum of Figure 5a and Figure 
5b. Ideally, a simple sum (with equal weights) should give 
only direct connectivity signals, while the difference (with 
opposite weights) should give only remote connectivity signals. 

weighted 

weighted 

difference 

Figure 5. Cross sections taken parallel to the w, axis of experimental 
PDQ and PZQ spectra of 2,6-<limethylcyclohexanol at the w, frequency 
corresponding to the chemical shift of the C1 carbon. (a) Preparation 
period with Tp = 1/1JCH• as in the normal sequence of Figure 1, leading 
to direct and remote connectivity peaks with opposite signs. (b) 1fT p 

= 0, the direct and remote peaks have the same signs. (c) Weighted 
difference and (d) weighted sum of (a) and (b). 

In practice, it turned out that the weights had to be adjusted 
empirically, and that they depended on the carbon-13 shifts, 
presumably because of off-resonance effects. These artifacts 
could not be completely eliminated by using composite pulses 
(32), so that the idea of a clean separation of remote and direct 
correlation peaks could not be fully exploited in this study. 

PROGRAM STRUCTURE AND ALGORITHMS 
The analysis of the data is structured in three main blocks: 

(i) Fourier transformation and phase correction, (ii) reduction 
of the two-dimensional matrices to small records by "peak 
picking", and (iii) identification of neighboring fragments and 
storage in a suitably extendable file. The linear combinations 
of the free induction decays that are required to obtain the 
time-domain data matrices for the PDQ and PZQ spectra, the 
Gaussian weighting, the Fourier transformation, and the phase 
correction of the frequency-domain matrices were carried out 
on a VAX 8550 mainframe computer with a software package 
developed in Groningen and Utrecht by R. Scheek, R. Boelens 
and R. Kaptein. The raw data were transferred via tape from 
an Aspect 1000 data station to the mainframe computer. In 
the first step of data reduction, a peak picking routine is 
applied to a cross-section through the PZQ spectrum, taken 
parallel to the W2 axis at WI = O. The resulting array of 
maximas serves as a reference table to construct a new reduced 
frequency-domain data matrix, which consists of interleaved 
PDQ and PZQ traces taken parallel to the WI axes. Each of 
these traces is further reduced to two arrays containing lists 
of extrema, one array for positive peaks and one for negative 
peaks. The resulting set of arrays serves as a base for sub­
sequent data handling. However, the matrix of the full PDQ 
and PZQ traces taken parallel to the WI axis is kept in store 
for further inspection in cases of ambiguities. 

The analysis of the reduced data can be divided in two 
parts. The first part allows one to identify the direct con­
nectivities, i.e. to recognize the CHn subunits. This is done 
by creating two dynamic lists, one for the 13C shifts, the other 
for the IH shifts, connected by pointers. This connectivity 
table may be regarded as a simple representation of a con­
ventional heteronuclear shift correlation spectrum. The al­
gorithm designed to extract these two cross-connected lists 
acts sequentially on the arrays of extrema mentioned above 
and determines the number of direct correlations, taking into 
account intensities and shapes of the positive peaks in the 
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PDQ trace. For geminal cases the positive maxima of the PZQ 
trace are also taken into account (see Figure 3). If there are 
two carbons that have accidentally the same 13C shift, this 
leads to two entries in the 13C list and up to four entries in 
the lH list. 

The second part of the analysis aims at establishing the 
remote heteronuclear shift correlation map. The 13C chemical 
shift list is scanned and the negative maxima of the PDQ and 
PZQ traces are examined and related to entries in the 1 H list. 
Each of the connectivities is labeled with a number that we 
call the quality factor QAB, which expresses the degree of 
reliability of the evidence. Evidence for a transfer HB ~ HA 
~ CA may be found at five possible levels of confidence (qBA 

factors given on the left side of Figure 6), and similarly there 
are five levels of confidence for the identification of the op­
posite transfer HA ~ HB ~ CB (qAB factors in the central part 
of Figure 6). The likelihood that the A and B fragments are 
neighbors (in the sense that J(HAHB) "" 0), is assumed to be 
given by the product QAB = qABqBA' The numerical values 
in Figure 6 have been chosen empirically and could probably 
be refined on the grounds of statistical criteria. At this stage 
of development, they merely serve to define a "pecking order" 
and to remind us that some pieces of evidence are more re­
liable than others. 

Finally, the whole network of direct and remote connec­
tivities is summed up in the form of a connectivity matrix. 
Connectivities can also be represented graphically by drawing 
arrows in conventional heteronuclear two-dimensional cor­
relation spectra. Examples of the resulting "spectral 
representation" of the connectivity matrix will be shown below. 
If the actual assignment is completed (a crucial step which 
at this stage cannot be carried out automatically and therefore 
remains the responsibility of the spectroscopist), remote 
connectivities that have been identified by pattern recognition 
can also be represented by drawing arrows onto the molecular 
formula to represent the pathways of magnetization transfer. 

EXPERIMENTAL SECTION 
In addition to the illustrative examples of 2-thiophenecarboxylic 

acid and 2,6-dimethylcyclohexanol shown in Figures 2 and 5, two 
other samples have been investigated to test our approach. Sample 
I consisted of a solution of 60 mg of l-hexanol in 1 mL of CDC13 
with 100 mg of Eu(DPM), as a shift reagent (33). Sample II 
consisted of a solution of 65 mg of (lRS,2SR,4SR,5RS,6RS)-6-
exo- (2-nitrophenylthio )spiro[bicyclo[2.2.2] octane-2,2' -oxirane]-
5-endo-yl chloride (34) in 0.5 mL of a 1:5 mixture of hexa­
deuterobenzene and dp-uterochloroform. The spectra were re­
corded on a Bruker AM 400 spectrometer, using time-proportional 
phase increments (TPPI) to obtain pure absorption peak shapes 
(1, 35). The time domain data were transferred to a VAX 8550 
cluster via magnetic tape. After assembling the PDQ and PZQ 
data matrices, Lorentz-Gauss transformation, zero-filling to 2K 
X 2K data points, Fourier transformation, and phase correction, 
two reallK X 1K matrices were obteined for each sample. The 
Groningen-Utrecht software package is written in Fortran and 
some Fortran input/ output routines have been added. All other 
programs and supporting routines are written in VAX-Pascal. The 
entire analysis takes less than 2 min for each sample on the CPU 
which is rated at 14 MIPS. 

RESULTS 
Figure 7 shows cross sections through PDQ and PZQ spectra 

of hexanol (sample I), demonstrating the wealth of information 
and the ease of interpretation of the spectra obtained by our 
method. Note the in-phase direct connectivity signals and 
the antiphase remote connectivity multiplets, which have the 
general appearance of the patterns shown in Figure 3. Some 
remote signals have been emphasized by dashed circles for 
clarity. Iftwo PDQ traces correspond to neighboring carbons, 
these circled signals appear exactly at the same frequencies. 
Partial cancellations and overlaps sometimes may cause the 
antiphase multiplets to be attenuated. In traces c and f one 
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Figure 6. Table of quality factors qBA and q AB and of their product 
Q AS aSSigned to various cases that can be encountered in pattern 
recogniti01. The codes (a) to (e) represent the following cases: (a) 
intense ",mote connectivity Signals found in both PDQ and PZQ 
spectra; (Il) two remote peaks found, but one signal has low intensity; 
(c) one remote connectivity signal found in the PZQ spectrum only; (d) 
one remote connectivity signal found in the PDQ spectrum only; (e) no 
remote connectivity found. 

observes a near-coincidence of direct and remote peaks, leading 
to some attenuation of the latter. Note that in this simple 
case the patterns observed in the PDQ and PZQ spectra ap­
pear almost identical except for a displacement along the 
frequency axis. 

Figuf< 8 shows the molecular structure of hexanol (sample 
I) and it<. 13C spectrum. The number of chemically equivalent 
protons attached to each carbon is not determined by our 
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Figure 7. Cross sections taken parallel to the W1 axis through PDQ 
and PZQ spectra of hexanol (sample I). The seven 13C ch .mical shift 
values spread along w2 (shown from top to bottom) are labeled in 
alphabetical order from low to high field. A set of 360 t 1 increments 
wtth 2K data pOints each were acquired. the spectral width was 4546 
Hz in w2 and 2108 Hz in w1• the final digital resolution was 4.4 Hz per 
point in w2 and 2.1 Hz per point in W1' 

method, hence the notation with "Hn" groups. The pattern 
recognition program identifies a chain of remote conllectivities 
that yields a symmetrical connectivity matrix (top right). The 

c 

6'0 

quality factors Q.b, Qt>., Q,,, Q", and Q'g are all equal to one 
(see table in Figure 6). No misleading long-range connec­
tivities were found in this case. The short-range vicinal 
connectivities have been represented by drawing two-pointed 
arrows onto the chemical formula of hexano!. The connectivity 
matrix readily allows even the most inexperienced chemist 
to assign the carbon-I3 spectrum (and hence the proton­
carbon correlation spectrum) in the following manner: a-
1, b - 2, c - 4, e - 3, f - 5, and g - 6. This assignment 
is shown along the edges of the matrix: the alphabetic se­
quence is shown on top (and on the left), while the numerical 
sequence is shown below (and on the right). If the columns 
and rows of the matrix were reordered according to the nu­
merical sequence, the matrix would have a band structure. 
with QXY = 1 in elements with x = y ± 1. This band structure 
is characteristic of noncyclic molecules without branching and 
with negligible long-range proton-proton couplings. 

A connectivity matrix such as the one shown in Figure 8 
for sample I is not easily grasped at first glance. To ease its 
interpretation, this matrix can be transformed into the 
"spectral representation" of Figure 9 by drawing arrows onto 
a conventional heteronuclear shift correlation spectrum. The 
arrowS indicate the connectivities that have been identified 
by pattern recognition. For example, the double-pointed arrow 
between peaks a and b indicates that remote peaks have been 
found arising from both processes H. ~ Hb ~ Cb and Hb ~ 
H. - C., providing evidence that the C.H. and CbHb groups 
are neighbors, in the sense that there is a nonvanishing ho­
monuclear coupling J(H.Hb). It is not necessary to record a 
conventional heteronuclear shift correlation spectrum to make 
a plot such as in Figure 9, since it is sufficient to consider the 
positive peaks in the PDQ spectrum, which have frequency 
coordinates that correspond to the proton and carbon shifts 
of the CHn groups. 

Figure 10 shows cross sections through PDQ and PZQ 
spectra of the bicyclic compound of sample II (see molecular 
formula in Figure 11). Note the modest signal-to-noise ratio, 

9 

e f 
TMS 

Figure 8. Molecular structure of hexanol (sample I) wtth conventional numbering of the carbcn atoms. but wtthout specifying the number of chemically 
equivalent protons attached to each carbon (hence the not,tion Hn). Below: 13C spectrum obtained in the presence of the shift reagent Eu(DPMh 
with resonances labeled alphabetically from low to high field. Line d corresponds to the CH resonance of the DPM ligand. The connectivity matrix 
(top right) indicates the quality factors Qxy found by automated analysis. 



2304 • ANALYTICAL CHEMISTRY, VOL. 61, NO. 20, OCTOBER 15, 1989 

'H 

a 

.--------------~ 

l3
C 

Figure 9. "Spectral representation" of the connectivity matrix found 
for hexanol (see matrix in Figure 8). The arrows indicate the con­
nactivities that have been identified by pattern recognition. 

which is due to the complexity of the coupling network and 
to the fact that only 65 mg of substance was available. By 
way of example, the remote connectivity peaks that reveal the 
neighborhood of C, (=C6) and Cd (=C,) have been emphasized 
by dashed circles. Although some of the antiphase multiplets 
are severely attenuated, this did not prevent identification 
of connectivities. Note the patterns in the PDQ and PZQ 
spectra arising from the geminal CH, group of Cf = C3, which 
may be compared with the schematic patterns of Figure 3. 
Unlike the simple situation of Figure 7, most of the patterns 
in the PDQ and PZQ spectra in Figure 10 cannot be brought 
to superposition by a mere shift in frequency. This is due to 
the complexity of the coupling network, to strong coupling, 
and to the presence of diastereotopic geminal protons in 
sample II. 

Figure 11 shows the molecular structure of the bicyclic 
compound of sample II, its '3C spectrum, and the connectivity 
matrix obtained by pattern recognition. The quality factors 
QXY vary from 0.04 to 1.0 in accordance with the table of Figure 
6. In spite of the complexity of the proton coupling network, 
all neighboring subunits were identified as such, and, with the 
sole exception of the link C,-Cf (C4-C3), the corresponding 
quality factors were all larger or equal to 0.1. Some long-range 
connectivities were found in addition, but the quality factors 
of these misleading connectivities were all smaller than 0.1, 
with the exception of the links Ce-Ch (Cr C7) and Cd-C. 
(C,-Cg), which have quality factors of 0.16 and 0.1, respec­
tively. This is presumably because of insiduous effects of 
strong coupling (36) between the two protons attached to Cg. 
Further connectivity information with QXY < 0.1 can be used 
to obtain hints how fragments that are separated by qua­
ternary carbons or heteronuclei can be linked together (e.g. 
in Figure 11, the connectivities Qbf = Q93 and Qdf' = Qd. 

In Figure 11, remote connectivities with Qxy > 0.1 are 
represented by solid arrows drawn onto the molecular formula. 
A dashed arrow was used to represent a vicinal relationship 
that was identified with a disappointingly low quality factor 
of Qef = Q43 = 0.05. Double-pointed arrows indicate that the 
connectivities were found in both directions, single arrows 
(such as those emanating from the two H, protons pointing 
to the H, proton) indicate that the reverse pathway could not 
be observed. The conventional heteronuclear shift correlation 
spectrum shown in Figure 12 was obtained by representing 
the direct connectivity peaks identified in the PDQ spectrum 

PDQ PZQ 

J~ ~ 
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Figure 10. Cross sections taken parallel to the w, axis through PDQ 
and PZQ spectra of the bicyclic compound of sample II (molecular 
formula see Figure 11). The traces are labeled alphabetically (from 
top to bottom) according to the order of their 13C chemical shifts from 
low to high field. A set of 400 t 1 increments with 2K data points each 
were acquired, the spectral width was 6014 Hz in w2 and 1250 Hz in 
w,. and thH final digital resolution was 5.9 Hz per point in W2 and 1.2 
Hz per point in W1' 

by filled :lots. The arrows in Figure 12 indicate all connec­
tivities tf at have been identified by pattern recognition with 
Qxy> 0.1. 

The complexity of the proton coupling network of sample 
II can be best appreciated by inspecting the double-quantum 
filtered homonuclear correlation spectrum (DQF-COSY), 
displayed in Figure 13. Note the complexity of the proton 
multiplets h and hI at 1.5 and 1.96 ppm, which correspond 
to the two protons attached to C7, and the ill-resolved mul­
tiplet g at 1.62 ppm which comprises the two protons attached 
to Cg. It may seem remarkable that the heteronuclear relayed 
spectra (QuId be readily interpreted in spite of these com­
plications. 

SCOPE FOR FURTHER INVESTIGATION 
It rna) be necessary in some cases to study the effects of 

strong c(,upling by spectral simulations. This should allow 
one to identify misleading long-range connectivities as such. 
One could consider introducing a more interactive concept, 
where th" program, after completing the analysis of the PDQ 
and PZQ spectra, would ask the operator for further chemical 
and spectroscopic information, and perhaps propose a type 
of experiment required to solve the remaining ambiguities. 
In partic.uar, homonuclear correlation spectra (COSY and its 
many variants) might be useful, Overhauser effects might help 
to assemble fragments separated by quaternary carbons and 
heteroat)ms, the attached proton test (APT) (29) and dis­
tortionle:;s enhancement by polarization transfer (DEPT) (30) 
could yiEld information about the multiplicity of degenerate 
protons. Last but not least, information that is closely related 
to our connectivity matrices can in principle be obtained from 
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Figure 11. Molecular structure of sample II with convnntional numbering of the carbon atoms, and 13C spectrum with resonances labeled 
alphabetically from low to high field. except for the resonarce q of the quaternary carbon C2• which does not appear in either PDQ or PZQ spectra. 
The connectivity matrix indicates the quality factors Qxy _ The main connectivities are represented by arrows in the molecular formula, following 
conventions explained in the text. 
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Figure 12. Spectral representation of the connectivity matrix found 
for the bicyclic compound of sample I I. The arrows indicate the 
remote connectivities that have been identified by pattern recognition. 

carbon-13 double quantum spectroscopy (INADEqUATE), 
if sensitivity considerations are not too forbidding (37). 

CONCLUSIONS 

Starting from a set of two complementary heteronuclear 
relayed magnetization transfer spectra, i.e. a pseudo-zero­
quantum and a pseudo-double-quantum spectrum, the ap­
proach introduced in this paper performs the following tasks: 
(i) extraction of the conventional carbon-proton chemical shift 
correlation map, (ii) identification of remote correlation sig-
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Figure 13. Homonuclear double-quantum filtered correlation spectrum 
(DQF-COSY) of sample II, recorded with an AM 400 spectrometer with 
4K data pOints for each of the 1024 t, increments and a spectral width 
of 1250 Hz in both dimensions. Positive peaks have been filled in for 
clarity. The labels of the protons correspond to Figure 11. 

nals, (iii) linking of the CHn subunits through their remote 
connectivities, and (iv) determination of a correlation matrix 
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containing quality factors that express the reliability of the 
results. For ease of interpretation, the information about 
correlation may be displayed in the form of a spectral rep­
resentation like in Figure 12. We hope that further research 
will allow us to use our correlation matrices in order to identify 
molecular fragments and ultimately to build up entire 
structural formulas of unknown compounds. 
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Triphenylmethane dyes were used as sensor materials for the 
detection of organic solvents and gases (ammonia) in water 
via changes In optical absorbance. For this purpose these 
sensor layers were separated from the aqueous solutions by 
a gas-permeable membrane. The measurements were per­
formed wHh a quartz fiber arrangement using optical detection 
In the visible range. The distinct vapor pressures of the or­
ganiC solvents in water lead to an enhancement of the sensor 
selectlvHy In comparison to the analogous gas-phase studies. 
Down to approximately 30 ppm organiC solvents In water can 
be analyzed In favorable cases. 

Substituted 3,3-diphenylphthalides (I) form a highly colored 
triphenylmethane dye (II) by interaction with an acid com­
ponent, e.g., a phenol (1). This reaction can be applied for 
the design of an optochemical sensor system for the detection 
of solvent vapors in the air (1,2). The sensor materials are 
used in thin layers (thickness 0.2-0.6 ,urn) on a carrier for 
optical transmission measurements. The absorption of solvent 
vapors leads to a decrease in the optical absorbance due to 
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a shift of the following equilibrium toward the colorless 
phthalide (I). 
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These ideas are transferred to the development of a sensor 
arrangement for the detection of solvent traces in water, since 
huge amounts of wastewater are produced in the chemical 
industry that have to be continuously analyzed according to 
their organic ingredients. 

For this purpose the sensor layers are separated from the 
water by a permeable membrane (3). The solvent is allowed 
to penet,ate the membrane, and its vapor yields the same 
sensor effect as described for gas-phase measurements (1). A 
fiber optical system is used as a transducer for the light (4, 
5). In this way the light of the emitter is transferred to the 

© 1989 American Chemical SOCiety 
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Figure 1. Bifurcated glass fiber bundle and sensor heac: 1, wave 
guide end; 2, sensor layer; 3, metal cover with O-ring anc! mounting; 
4, Teflon membrane; 5, windows; 6, gas volume; 7, mirror. 

layer and then back to the detector element. Remote mon­
itoring of poisons in water can be accomplished b~ this pro­
cedure. The phthalides are practicable sensor ma',erials for 
several organic solvents, and many water pollution problems 
can be solved by using the proposed system. 

EXPERIMENTAL SECTION 
Sensor Materials. Two distinct phthalides, the crystal violet 

lactone (III) and a derivative with an indolyl ring (N) which yields 
especially large sensor effects for ammonia, were selected from 
a large variety (6) of compounds because of their pronounced 
absorbance in the visible range (6). Again bisphenol A ,1) (Fluka) 
was an acidic ingredient for the formation of the dyes (II). The 
linearity of the characteristic lines over the whole measuring range 
can be drastically improved by the addition of 4-nitrophenol 
(Merck), which is a stronger acid in comparison to biE.phenol A. 
In this way no plateau formation is observed at low solvent content 
in the air. The stability of the layers was improved by 10 wt % 
poly(vinyl chloride) (Fluka). 

OCH3 

~9-0\ 
/ NO C~C 

CH3 ¥ 
N(CH3)2 

lID) IN) 

Measurements. The central part (Figure 1) of the equipment 
is a statistically mixed bifurcated glass fiber bundle (Oriel, Model 
77533). The sensor material was applied in a tetrahydrofuran 
solution (Merck) to the common end of the wave guide (Figure 
I, (1». Sensor layers (2) of 0.2-{).4 I'm thickness are fO:'med after 
solvent evaporation. The sensor layer was protecte(~ from the 
liquid phase by a metal cover (3). The penetration of solvent vapor 
is possible by means of Teflon windows (5) (foils of 100 I'm 
thickness, (4» at the sides of the sensor head. The gas volume 
(6) in front of the sensor layer was minimized to realize short 
sensor rise times. A mirror (7) was adjusted at the botcom of the 
cap. The light passes the sensor layer twice due to a reflection 
(Figure I), and the sensitivity is enhanced in this way. A 
light-emitting diode (LED, Am", = 590 nm, Siemens) was taken 
as the light source. The rectangular signals (600 Hz) of a wave 
generator (Wavetec 164) were used as a power supply. The normal 
operation current for the LEDs was 5 rnA. Improve:! stability 

Figure 2. Measuring arrangement. 
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Figure 3. Dipping sensor output signal at 20°C as a function of the 
addition of tetrahydrofuran (in volume percentages) to water at the 
marked time pOints. The sensor layer contained lactone (III) wHh 
equimolar 4-nitrophenol and a 7.5 excess of bisphenol A. 

was achieved by applying an increased direct current of 20 rnA 
for 2 days. A silicon photo diode was used as a detector followed 
by a self-built preamplifier. Modulation of the LED current (600 
Hz) enables a lock-in amplifier (Ithaco 399) to be used and thus 
the stray light to be eliminated (Figure 2). The temperature 
stability of the sensor head was controlled with an accuracy of 
±0.1 °C by immersing it in a bath to realize constant vapor 
pressures. 

RESULTS AND DISCUSSION 

Sensor Effect and Reversibility. A typical sensor re­
sponse, the output voltage of the lock-in amplifier, as a 
function of the addition of tetrahydrofuran at the marked time 
points can be seen in Figure 3. Crystal violet lactone (III) 
with an excess of phenols was chosen as the sensor material. 
Decreasing absorbance leads to an increase in the light in­
tensity at the detector diode, and the lock-in amplifier output 
voltage is enhanced. The water vapor also penetrates the 
Teflon membrane and therefore causes a diminution of the 
sensor layer absorbance (1) in comparison to dry air. The 
addition of 0.2% by volume of the organic solvent yields steps 
that slightly increase in height in parallel with the amount 
of tetrahydrofuran in water. This sensor signal can easily be 
converted to absorbances, and the steps attain an equal height 
in these units. The sensor is removed from the solution after 
the measuring procedure and is then again immersed in pure 
water. In this way the starting condition is reestablished and 
the absorbance becomes identical with that before the mea­
surements. Spikes are observed for sensor responses as a 
function of time if organic solvents are studied that are only 
slightly soluble in water, such as ethyl acetate. 

Sensor Characteristics. Excellent linear characteristic 
lines are obtained if absorbances calculated from data as 
presented in Figure 3 are plotted versus the solvent content 
in water. For example, the addition of 1 vol % of tetra­
hydrofuran to water halves the initial absorbance and therefore 
appreciable effects are observed even for small amounts of 
organic solvents. 

Time Behavior_ The exact rise times of the sensor re­
sponses can be determined from measurements as demon­
strated in Figure 3 if the time scale becomes expanded. The 
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Figure 4. Dipping sensor time behavior upon addition of 0.2 vol % 
ethanol to water at 20°C: 1, addition of ethanol; 2, mixing process 
completed. 
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Figure 5. Dipping sensor output signal for pure water as a function 
of temperature. 

results in Figure 4 indicate that the sensor response to an 
increase of 0.2% ethanol is established in less than 10 s if the 
rise time is defined via a signal coming up to 90 % ofthe end 
point. This finding is very favorable for chemical sensors and 
the rise times are faster than those observed for gas-phase 
measurements with low solvent amounts and low humidity. 
The sensor material behind the membrane incorporates water 
according to the saturation vapor pressure. The rate-deter­
mining process for the sensor effect is the diffusion of solvent 
in the layers and not the formation of the lactone from colored 
triphenylmethane dye (7). The sensor films are soaked. and 
therefore a high mobility of particles is realized, leading to 
very favorable time behavior. 

Temperature Dependencies. The sensor response is 
directly related to the vapor pressure of both water and the 
organic component. For this reason the temperatures of the 
solutions under investigation have to be exactly controlled, 
and defmed conditions are established in this way. The effect 
of temperature on the sensor output for pure water is shown 
in Figure 5. A characteristic maximum is observed, which 
can be explained by two opposing effects. The vapor pressure 
increases in parallel with temperature. Thus a diminishing 
dye concentration in the layer is accompanied by a rise of 
voltage (Figure 5). Another effect, however, has to be included, 
namely the temperature dependence of absorption of solvent 
vapor in the sensor layers. This phenomenon obviously shows 
a larger temperature dependence than the vaporization process 
does, and therefore the signal decreases above 22°C. These 
data for pure water are the ordinate intercepts of the sensor 
characteristics which describe solvent sensitivities at variable 
temperatures (Figure 6). The slopes of these straight lines 
increase with temperature, this behavior being due to the 
vapor pressure of the organic solvent in water. The absorption 
of ethanol in the sensor layers is favored by an increasing 
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Figure 6. Dipping sensor output Signal as a function of the addition 
of ethanol (in volume percentages) to water at variable temperatures. 

temperature since the vaporization of the solvent is more 
strongly influenced than the desorption process. This phe­
nomenon is quite plausible since ethanol and other organic 
solvents are more favorably adapted in their polarity to the 
sensor layers than water. 

Detection Limits. The sensitivity for minute amounts of 
organic wlvents in water can be inferred from the slope of 
the chal acteristic lines and the noise amplitude of the 
measuring signal. The noise level in typical measurements 
was 0.5 Tn V, which can be converted to 4 X 10-5 absorbance 
units (AU). The detection limits can be defined as twice this 
level. According to Figure 3 a limiting value of 15 ppm tet­
rahydrofuran can be detected in water by the proposed me­
thod. 

The s,.nsitivity of the dipping sensor arrangement to no­
naqueous solvents is not only affected by the noise level, but 
tempera1;ure control also has to be discussed. The pressure 
of water ,md its absorption in the sensor layer are temperature 
depende1t as shown in Figure 5. An accuracy of ±0.1 °C in 
controlli 19 the temperature of the water solution and the 
sensor element can easily be achieved. These variations lead 
to changes of ±1.2 X 10-4 and ±4.1 X 10-4 AU for the range 
of the pcsitive and the negative slope of the curve in Figure 
5. Additionally the temperature dependence of the organic 
solvent vapor pressure has to be included since different slopes 
for the c ~aracteristic lines in Figure 6 are observed. These 
changes in the slopes lead to a variation of 1. 7 X 10-5 AU at 
a 0.5% content of ethanol in water if the temperature is altered 
by ±0.1 'C. This effect is negligible in comparison to the noise 
level. TJ-e ordinate intercepts, however, of the characteristics 
(Figure €) have to be included also in discussing temperature 
depende leies. These effects are larger than the noise level, 
as can b" deduced from Figure 5. This temperature depen­
dence of the water sensor response simulates up to 30 ppm 
tetrahydrofuran in water. If the temperature of the sample 
or of the sensor layer is less exactly controlled or defined, the 
sensitivity and the inaccuracy of the dipping sensor will of 
course ir crease. 

Selectivity. A large number of different solvents were used 
to test the selectivity of this sensor equipment. The relative 
changes of absorhances that are caused by the addition of 
0.5% organic solvent or ammonia to water are presented in 
Figure 7, A better visualization of the data is achieved by 
dividing all values by the minimum response of all chosen 
solvents observed for methanol. 

The sensitivities differ by a factor of up to 30. Three 
different effects have to be considered for the explanation of 
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Figure 7. Dipping sensor sensitivities; relative changes of absorbance 
~ / A e referred to the minimum response (~ / A e)m (methanol) for 
the addition of 0.5 vol % (ammonia; weight percentages) ingredients 
to water at 20 °c. 

this finding. The first step for this sensor phenomenon is the 
absorption of solvent by the layers. These sensor materials 
exhibit amphiphilic properties since an ion reaction is used 
(reaction I-II), but on the other hand the carbenium ions (II) 
show a very effective charge delocalization. For this reason 
solvent molecules with relative nonpolar solvents su"h as ethyl 
acetate are also incorporated by the sensor layers. '['he extent 
of optical absorbance changes is determined by the interaction 
of the absorbed solvent with the network of hydrogen bonds 
that is formed from the phenolic acid (1). Sensol" measure­
ments with solvent vapors show that large sensor ·,ffects are 
observed for strong donors (8) or solvents that exhibit 
structure-breaking effects. For this reason tetrahydrofuran 
shows a pronounced sensitivity due to its oxygen donor atom. 
This effect is even surpassed by solvents with stronger donor 
properties (8) such as dimethylformamide, dimethy. sulfoxide, 
or hexamethylphosphoric acid triamide. In this case a direct 
interaction between the electron-deficient compound, namely 
the carbenium ion (9), and the donor molecule may occur and 
colorless 1:1 adducts are formed. Additionally, however, the 
donor molecules form hydrogen bonds with the p:~enolic in­
gredient. Therefore the phenol is removed fron: the equi­
librium and the reaction (I-II) is shifted toward the covalent 
colorless species. Ammonia shows strong donor properties, 
but due to its small molecular weight no effective absorption 
occurs. The same effect can be responsible for the larger 

sensitivity of tetrahydrofuran in comparison to that of diethyl 
ether. Ethyl acetate has less pronounced donor properties 
but may disturb the hydrogen network in a very effective 
manner. Methanol has an acid proton and can form hydrogen 
bridges with the phenols. Therefore the acidity of the layers 
is only slightly changed and methanol has a smaller effect than 
all the other applied solvents (1). 

The different vapor pressures of the organic solvents in 
water have to be included in a discussion to explain the dis­
tinct sensitivities of the proposed dipping sensor arrangement. 
The extent of solvent absorption by the layers and the position 
of the carbenium ion formation equilibrium (I-II) are not able 
to explain the results in Figure 7 since ethanol and ethyl 
acetate vapors, for example, show a similar sensitivity as could 
be shown for gas-phase measurements (1). The different 
sensitivities presented in Figure 7 can easily be understood 
by a deviation of the vapor pressure from ideal behavior. This 
phenomenon is predominantly observed for organic solvents 
that are very dissimilar to water or even only slightly miscible 
with water. These facts apply to tetrahydrofuran and ethyl 
acetate, and the partial pressures of these solvents are elevated 
by a factor of up to 50 at infinite dilution in comparison to 
an ideal behavior (10). In going from acetone to ethanol and 
methanol, the activitity coefficients decrease from roughly 6 
to 3 to 2 (10). The partial pressures of the organic solvents 
in water depend very strongly on their polarity, and it can 
therefore be concluded that this is the main effect for the 
different sensor sensitivities as shown in Figure 7. 

Registry No. III, 1552-42-7; IV, 121861-10-7; tetrahydrofuran, 
109-99-9; ethyl acetate, 141-78-6; ammonia, 7664-41-7; acetone, 
67-64-1; ethanol, 64-17-5; methanol, 67-56-1; water, 7732-18-5; 
4-nitrophenol, 100-02-7; bisphenol A, 80-05-7. 
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Quantitative Estimation of Component Amplitudes in 
Multiexponential Data: Application to Time-Resolved 
Fluorescence Spectroscopy 
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Quantitative Information about Individual component contri­
butions to muHlexponentlal data Is obtained by a reiterative, 
regression algorithm that employs a linear least-squares de­
termination of component amplitudes within a nonlinear 
least-squares search for the exponential decay times. Un­
certainty In the parameter estimates, arising from uncertainty 
In the data and overlap In the response, Is predicted from first 
principles. The analysis method Includes weighting to account 
for the Poisson error distribution arising from shot-noise-Ilmiled 
Signals, which Increases the accuracy of the amplitude esti­
mates. While the algorHhm Is applicable to a variety of kinetic 
methods, It Is applied In the present work to the analysis of 
time-resolved fluorescence decay curves. A fluorescence 
decay curve, written as a row vector, D, Is decomposed into 
two factors: A, a column vector containing the amplitude 
contrlbullon of each component, and [C I, a matrix which 
contains temporal behavior of each component in its rows. 
The analysis uses linear least squares to obtain estimates of 
A, which increases the efficiency by reducing the number of 
parameters that are searched. The theory of error in linear 
least squares allows the uncertainty of the component am­
plitudes to be determined from the [C 1 matrix, derived from 
best estimates of the temporal behavior of the sample. 

Quantitative determination of individual component con­
tributions in multicomponent spectroscopic data is a common 
and difficult analytical problem, For data that derive from 
first-order kinetic reactions, such as time-resolved fluorescence, 
metal ion complexation reactions, and the decay of radioiso­
topes, component contributions to the observed amplitude 
are particularly difficult to retrieve due to the similar temporal 
behavior of exponential decay curves. Computational ap­
proaches to reaction-rate methods of chemical analysis have 
been compared by Wentzell and Crouch (1) for reactions 
following first-order and pseudo-first-order kinetics, and the 
computational difficulties commonly encountered were de­
scribed. Mieling and Pardue (2) have developed a multiple­
linear regression procedure to obtain the amplitudes of sample 
components simultaneously reacting at different rates. The 
method was similar to that examined by Willis et al. (3) to 
follow complexation kinetics of alkaline-earth complexes. The 
approach modeled the product concentration as the sum of 
the integrated first-order rate law for each component plus 
any other sources of product that are time-independent. The 
expression that is fit to the data is a sum of an offset and two 
or three exponentials of known decay constant, where the 
amplitudes are extracted by linear regression. 

Time-resolved fluorescence spectroscopy, where the decay 
of intensity following pulsed excitation is generally obtained 
by time-correlated single photon counting techniques, pro­
duces data that also follow exponential relationships (4, 5). 
Most data analysis schemes for time-resolved fluorescence 
(6-9) follow an approach similar to the method described 
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above for chemical kinetics, except that the sensitivity of 
fluorescence lifetimes to the sample matrix does not generally 
allow the decay constants to be known in advance. As a result, 
fitting th, data requires a nonlinear least-squares method since 
the observed intensity depends exponentially on the unknown 
decay constants; these nonlinear parameters appear in the 
argument of the exponential time dependence. 

In non;inear least squares, optimal values for each param­
eter are f'lUnd by directly searching a parameter space while 
minimizio1g the squared deviations between theory and ex­
perimenbl results. A sequence of error-reducing steps is 
chosen where the best direction is reappraised after each step. 
A complication arises with this approach for fitting multi­
compone:1t systems, which results in large increases in com­
putation j ime and uncertainty in evaluating parameters. Since 
each resolvable component in the fluorescence decay signal 
is describo,d by an amplitude and a lifetime or decay constant, 
the number of parameters that must be optimized grows twice 
as fast af the number of components in the system. As a 
result, a fluorescence decay signal containing three resolvable 
components requires that a six-dimensional parameter space 
be searcb ed. 

In this work, we present a more efficient approach to the 
resolution of multiexponential data, where the decay constants 
are unknown. The method combines a linear regression step 
to obtain the amplitudes, similar to that described for mul­
ticomponent chemical kinetic data (2, 3), within a nonlinear 
least-squares algorithm to determine the best fit decay con­
stants. This approach was first used to resolve multi com­
ponent fluorescence spectra from emission wavelength-decay 
time datE. matrices (10). We have modified the method to 
obtain single preexponential factors for each component and 
to accourt for the nonhomogeneous variance of shot-noise­
limited data. Proper weighting of the observations is found 
to signifkantly influence the accuracy of the results. The 
theory of error in linear regression has allowed us to develop 
an analy,;ical expression that predicts quantitatively the 
precision of determining individual component contributions. 
Synthetic data, generated with multiexponential decay curves, 
and experimental fluorescence decay transients, obtained by 
time-correlated single photon counting, were used to evaluate 
the efficimcy and accuracy of weighted regression algorithm 
and its predictions of the uncertainty for the component 
amplitud,s. 

THEORY 
Modeling Fluorescence Decay Data. In absence of ex­

cited stau~excited state interactions, the decay of fluorescence 
after pulfed excitation follows first-order kinetics, and the 
response of an n-component sample is 

n 
dj = L(ajT) exp(-jt:..t/Ti)*Ij 

i=1 
(1) 

where thE intensity, dj , at time interval j is the sum of con­
tributiOn< of the n fluorophores emitting in the sample. The 
paramete,'s Ti and ai are the lifetime and total intensity of the 

© 1989 Americ:an Chemical Society 
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ith component, respectively, and !:J.t is the time int<lrval be­
tween data points. The asterisk, "*", represents convolution 
(11) of the exponential decay of fluorescence with the in­
strument response function, I j • This fluorescence dEcay data 
can also be represented as a row vector, D, wherE t is the 
number of time intervals over which the fluorescence is re­
corded. The data can be expressed as a product of a vector 
and a matrix 

D = A[C] +R (2) 

where A is a row vector of length n containing the amplitudes 
of the fluorophores in the sample and [C] is an (n X t) matrix 
containing the time decay behavior of the excited-state com­
ponents in its rows. Since the observed data, D, contains error 
associated with the observation, there is a difference between 
the observation and the theory, given by a vector of '-esiduals, 
R. 

Combining Linear and Nonlinear Least Sqnares. An 
efficient method of utilizing linear least squares in th<l analysis 
of time-resolved fluorescence decays has been descr.bed (10), 
based on assuming uniform variance in the residuals, R. Given 
a time-resolved data vector D, the method factors this matrix 
into A and [C] which provide quantitative and lifetime in­
formation, respectively. To analyze D, a trial matrix [e] of 
decay curves is constructed row by row, by convolution of the 
exponential decay of the ith component having an trial life­
time, Ti, with the measured instrument response, Ij 

t ij = 1/(1/7,) exp(j!:J.t/Ti) (3) 

This approach requires the assumption that the excited states 
of each component decay by first-order kinetics, an excellent 
approximation for dilute solutions and high repetition rate 
excitation. 

The unweighted, linear least-squares solution fo, the best 
estimate of the component amplitudes A is given ty (J2, 13) 

A = D[e],([C][cn-1 (4) 

where [el' signifies the transpose of [e] and the superscript 
"-1" represents the matrix inverse operation. A model data 
vector D is calculated from the product of the 'lstimated 
amplitudes, A, and the trial time decay matrix, [e] 

D = A[C] (5) 

Optimal parameter values are those which minimize x2 

t _ 

x2 = (1/ cr2) L (d1j - d1Y ~ (1/ cr2)RR' (6) 
j=l 

which has a lower limit given by the residual error ill the data, 
R. 

Minimization of x2 requires an algorithm to search for 
n-dimensional parameter space of unknown lifetimes. The 
Neider Mead SIMPLEX algorithm (14, 15) utilizes m iterative 
procedure which moves a simplex, a geometric figure having 
plane faces and n + 1 vertices in an n-dimensional space, 
where the vertices represent points at which x2 has been 
evaluated. The major advantage of the present algorithm, 
which adds a linear least-squares step of eq 4 into a nonlinear 
least-squares search for the lifetimes, is the reduction in the 
number of parameters that must be optimized by the non­
linear search procedure. This reduction represents a 2-fold 
lowering in the dimensionality of the search compared to the 
more common approach in which both lifetime and amplitude 
parameters are searched (5). Some concern could be raised 
as to whether this approach is a single-factor-at-a-time op­
timization which could be subject to false optima Fortunately, 
this is not the case since the best amplitude est .mates are 
determined by eq 4 for each combination of the trid lifetimes. 
Unlike a single-factor-at-a-time approach, the amplitudes are 
not constrained during the optimization of the lif'ltimes but 

are reoptimized upon each move of the simplex in the non­
linear parameter space. 

Weighting Shot-Noise-Limited Data. Application of the 
linear least-squares method of eq 4 and minimization of the 
unweighted squared error, eq 6, require that the error in the 
data be described by an error distribution of constant variance 
(12,13). In the case of shot-noise-limited, fluorescence decay 
data, typical of single photon counting experiments (4), the 
dependence of the signal variance on amplitude requires that 
the solution be modified to account for differences in the size 
of the residuals. Regression methods for exponential decay 
data have been shown to be sensitive to inhomogeneous 
variance (16), where the efficiency of extracting parameters 
is degraded if weighting is neglected. The expected variance 
of the individual observations, cr2j, required to weight the 
observations is readily available for intensity measurements 
made by single photon counting (17). Under such conditions, 
the error is Poisson distributed, approaching a Gaussian 
distribution for a large number of counts (18). The variance, 
,rj, of the data in the jth time interval has an expected value 
equal to the mean number of counts for that interval (4). 
Although the mean number of counts is not known from single 
observation, if the number of counts is sufficiently large 
(~100), the variance may be estimated (with <20% error) from 
the observed number of counts in the time interval, ,rj = dj • 

The residual error vector, R, in eq 2, is modeled as a row of 
random numbers distributed about a zero mean, with standard 
deviation equal to the square root of the number of counts 
in corresponding element in the data vector, D. 

The linear least-squares solution for the component am­
plitudes is found by multiplying both sides of eq 2 by a factor 
[W], such that the product of (R[W]) is a vector of uniform 
variance 

D[W] = A[C][W] + R[W] (7) 

A matrix, [W], which accomplishes this goal is a t-by-t diagonal 
matrix where the nonzero elements Wj} are 

Wjj = l/crj = 1/(dY/2 (8) 

Chi-square for weighted residuals also has a simple form, 
represented as 

t _ 

x2 = L<dj - d)2/ cr2j ~ R[W][W]'R' (9) 
j==l 

The least-squares solution of eq 7 for the vector of best 
estimated component amplitudes takes the same form similar 
to eq 2 

A = D[W][W]'[C],([C][W][W]'[Cl't1 (10) 

Since the diagonal elements of the matrix ([W][W]') are equal 
to l/cr2

j = lldj , see eq 8, then the product [D[W][W]') = U, 
which is a unit row vector of length, t, where the elements are 
all equal to One. This substitution results in a simpler form 
for eq 10 

A = U[C]'([C][W] [W]'[Cl't1 (ll) 

Error Estimation. An additional benefit of a linear 
least-squares determination of the component amplitUdes is 
that errors associated with their estimation can be predicted 
from first principles. These uncertainties are collected into 
a variance-covariance matrix, [V], the diagonal elements of 
which are the variances of the amplitude estimates, and the 
off-diagonal elements are the covariances between the esti­
mates. For data of uniform variance the variance-covariance 
matrix is given by (12, 13) 

[V] = cr2([C][C],)-1 (12) 

where cr2 is the variance of the data, dj , which for shot­
noise-limited signals is approximated by the average photon 
counts in each time channel. Lifetime values of individual 



2312. ANALYTICAL CHEMISTRY, VOL. 61, NO. 20, OCTOBER 15, 1989 

'---_"'_'_'_" _',"_l'_"_' __ -"~ ____________ --- - ---\ 
, 

Figure 1. Block diagram of single photon counting fluorometer: PD, 
photodiode; PM, photomultiplier; TAC, digital time-to-amplitude con­
verter; S, sample. 

components in a mixture, known prior to the analysis or 
obtained through a nonlinear least-squares fit of the data, are 
used in eg 1 to construct [Cj. 

When A is obtained from a weighted linear least-squared 
method, eq 11, the variance-covariance matrix is obtained by 
evaluating (13) 

[V] = ([C][W][W]'[Cl't' (13) 

The estimated variance depends upon not only the component 
lifetimes, which are used to construct [C], but also the par­
ticular data set that was observed, since the diagonal elements 
of [W][W]' are equal to l/dj . Unlike linear least squares for 
constant variance data (19), weighted least squares requires 
that the error estimates be evaluated with each observed set 
of data since the relative intensity affects the weight of an 
observation; see eq 11. 

EXPERIMENTAL SECTION 
Modeling and dats analysis on synthetic and experimental dats 

were performed on a DEC 20/60 computer and a Compac 386 
PC using FORTRAN. Subroutines from the IMSL and LIN­
PACK libraries were called in the algorithms. Synthetic 
fluorescence decay curves were generated numerically by con­
voluting a Gaussian function of desired width with the decay law 
given in eq 3. Random noise vectors, R, were derived from a 
Gaussian distribution, the mean of which was zero and standard 
deviation of which proportional to the square root of the signal. 
The final dats vector D was obtained according to eq 2, by adding 
the random noise to the fluorescence decay law generated by eq 
L 

Time-resolved, fluorescence decay curves were experimentally 
obtained by using a pulsed laser fluorometer, shown in Figure 
1. Excitation was accomplished by a mode-locked argon ion laser 
(Spectra Physics, Model 2000) synchronously pumping a rho­
damine 6G dye laser (Spectra Physics, Model 375). The pulse 
rate of the dye laser output was maintained at 400 kHz by a cavity 
dumper (Spectra Physics, Model 454). The 604-nm emission from 
the dye laser was frequency doubled with a KDP crystal (Quantum 
Technology) and subsequently filtered with a Corning 7-54 UV­
transmitting filter. The beam was then directed onto a sample, 
and fluorescence was detected at a 90° geometry using a photo­
multiplier. Data were recorded with Phillips discriminators 
(Model 6915) and LeCroy time-to-amplitude converter and 
multichannel analyzer (Models 4204 and 3588) controlled by a 
Leading Edge Model D personal computer via a GPIB interface. 

The samples used were prepared by dissolving naphthalene 
(Aldrich Gold Label) in cyclohexane (Omnisolv). To avoid the 
uncertainty of preparing multicomponent samples, experimental 
dats of multicomponent systems were generated by fIrst recording 
transients of single-component samples with differing fluorescence 
lifetimes and then subsequently adding various transients together 
to obtain multicomponent fluorescence decay transients. Different 

fluorescence lifetimes for the naphthalene samples were obtsined 
by varying the concentration of oxygen in the sample, which acts 
as a quen, her. Oxygen was removed by freeze-pump-thawing 
samples of naphthalene in cyclohexane to a base pressure of <15 
mTorr. Data sets with different amplitude parameters were 
acquired by varying the collection time for individual samples, 
thus varyi1g the total number of counts in a given data set. The 
generation of multi component data sets by adding together 
transients of single component systems together not only avoided 
the uncertainty in sample preparation but also guaranteed that 
the param eters describing the individual component behavior in 
those samples were accurately known. 

The pel formances of each data analysis algorithm were com­
pared by ,valuating synthetically generated, fluorescence decay 
data. Tht: number of iterations, required to reach a condition 
where x2 \las changed by less than a designated value, was used 
as a criterion to judge the efficiency of each method, where an 
iteration is defmed as a successful step in the SIMPLEX algorithm 
(14). The effects of ignoring proper weighting factors were de­
termined j,y comparison of the two linear least-squares algorithms. 
Equatiom 4, 11, 12, and 13 were evaluated by solving for A and 
[V] using,orrect lifetime values and by a simplex search for the 
lifetimes for one-, two-, and three-component systems. The re­
sulting es ~imates of component amplitudes and uncertainties 
obtained by unweighted and weighted least squares were com­
pared. Ini jal starting parameters were kept constsnt in comparing 
these methods. The predictions of amplitude variances given by 
eq 13 and 14 were first evaluated by using synthetic data. 
Comparison of the predicted component amplitude variance, cr'~, 
to the observed variance, 8'.;, obtained by fitting N different 
synthetic data sets, tests the predicting capabilities of this ex­
pression. Different fluorescence decay data were generated by 
varying b( th lifetime and amplitude parameters and the number 
of components in each sample. A total of 10 different combi­
nations of fluorescence decay parameters were used to generate 
80 sets of data which were analyzed. The criterion used to de­
termine whether the observed variance for synthetic data could 
be distinguished statistically from the value predicted by eq 12 
or 13 is the F test (18). The ratio of observed to predicted variance, 
F, was compared to the critical level for 95% and 99% confidence. 

To ass, ss the capabilities of eq 12 and 13 to predict the un­
certainty i 1 amplitude estimates from laboratory dats, fluorescence 
decays of naphthalene dissolved in cyclohexane were also eval­
uated by t:sing two-component dats sets. The fluorescence lifetime 
and ampl tude were first determined for the single-component 
vectors which make up these two-component systems using the 
weighted least-squares algorithm. Taking these values to represent 
the "true" or best estimate of the concentration and lifetime 
paramete"s (ab 7i), we compared the component amplitudes es­
timated by linear least-squares analysis of the multicomponent 
data sets .Ising the "true" lifetime values to build [C]. Results 
from 10 single-component decay transients of naphthalene pro­
duced nine reconstructed multicomponent dats vectors which were 
analyzed, and the accuracy of the results was compared with the 
error predictions of eq 13. 

RESULTS AND DISCUSSION 

Three :nethods of quantitative analysis of multi component 
fluoresce1ce decay data are evaluated in this study, repre­
senting tNO different approaches to obtaining the fit to a 
multiexponential modeL A direct search approach, in which 
both the ifetime and amplitude parameters are optimized by 
using th,' nonlinear least squares (5, 18) to minimize the 
squared differences between the experimental data and the 
model, is compared to a second approach in which a linear 
least-squilres step to determine the amplitudes is carried out 
within a nonlinear least-squares search for the optimum 
lifetimes. This second, linear least-squares approach is further 
expanded into unweighted and weighted least-squares 
methods, which are also compared. 

A comparison of efficiency of the three data analysis 
methods is summarized in Table I, where the numbers of 
iteratioll<' required to converge on the optimal set of fitted 
paramet,rs are compared. To illustrate the typical quality 
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Table I. Number of Iterations Required To Satisfy 
Convergence CriteriaG 

weighted 
% reI error unweighted linear 

of initial linear east-
parameter direct search least-squares squares 
estimateb algorithm algorithm al~;orithm 

One-Component System 
0 108 82 98 
50 198 68 86 
75 188 64 62 

Two-Component System 
0 177 110 104 
50 <50% convergenceC 111 122 
75 no convergence 144 120 

Three-Component System 
0 196 110 120 
50 no convergence 160 167 

(l Each result is an average of fitting seven decay . ransients. 
Convergence was defined as an accepted SIMPLEX m:)Ve which 
did not improve x2 by more than 1 part in 105. b Relati'le error of 
the initial parameter estimate is the difference between the initial 
estimate and known value of fitting parameter divid3d by the 
known value. C Convergence within 250 SIMPLEX moves occurred 
less than half the time. 
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Figure 2. Synthetically generated two-component fluorescence decay 
curve. Decays were constructed from data 500 paints, where a 1 = 
1.0 X 105 counts, 8 2 = 1.5 X 105 counts, 71 = 100 Of" 72 = 150 
ns, and f).t = 1.0 ns: (a) fitted data, (b) weighted residua s, (c) histo­
gram of weighted residuals and corresponding Gaussian distribution, 
having a zero mean, a unit standard deviation, and an area equal to 
the total number of counts. 

of fit, Figure 2 shows an example two-componenl synthetic 
data transient, along with the predicted fit and weighted 
residuals obtained by the weighted linear least-squares al­
gorithm. While all three methods perform adequately when 
the initial parameter estimates are close (or equal) to the true 
values, the direct search algoritlun for amplitudes ar.d lifetimes 
is much more sensitive to errors in the initial estim3.tes. Prior 
information, therefore, is required for the direct search al­
gorithm to successfully converge, particularly whe 0 the num-

Table II. Relative Error of Amplitude Estimates from 
Weighted and Unweighted Least SquaresG 

sample 

one component 

two component 

three component 

av amplitude error, 
% 

weighted uDweight-
rl. DS r2, DS r3. ns LS ed LS 

100 0.35 0.35 
150 0.32 0.46 

100 125 3.4 2.1 
100 150 1.1 2.0 

75 150 250 1.6 1.2 
50 150 250 0.7 3.9 

G Average of four trials, 500-point synthetic decay transients 
where t::.t = 1.0 ns. Lifetimes used in the amplitude determination 
were the correct values. Component amplitude factors. ai, ranged 
from 1.0 X 105 to 3.0 X 105 counts/ns. 

ber of components in the sample is greater than two. For one­
and two-component samples, substituting a linear least­
squares determination of the amplitudes, which reduces the 
number of parameters to be searched by the SIMPLEX al­
gorithm by a factor 2, increases the efficiency of convergence, 
on average, by about a factor 2. From the results in Table 
I, weighting the linear least-squares fit for the Poisson-dis­
tributed error in the data does not appear to systematically 
affect the efficiency of convergence. Interestingly, the quality 
of fits as judged by the x' values (eq 9) at the optimum as 
determined by unweighted and weighted linear least-squares 
searching shows only slight differences. x' was consistently 
smaller for the weighted least-squares fit by 1.0% to 2.0%. 

While the rate of convergence and the apparent quality of 
fit do not depend strongly on weighting, the accuracy of the 
amplitudes that are returned by the analysis is sensitive to 
proper weighting of the observations. This behavior is sum­
marized in Table II, where the accuracies of the component 
amplitudes that result from unweighted versus weighted 
least-squares analysis are compared for one-, two-, and 
three-component synthetic data sets. The relative error in 
the amplitude estimates is 1.9 times greater on average when 
A is obtained by unweighted least squares, eq 4, rather than 
by proper weighting of the photon shot noise using eq 11. The 
largest improvement provided by properly weighting the data 
is observed when the fluorescence decay is dominated by 
amplitude from shorter-lived components. Over the fixed 
500-ns observation time, short-lived components result in a 
greater dynamic range in the observed fluorescence intensity 
which creates a correspondingly greater range of measurement 
variance in the data. 

An additional advantage of a linear least-squares deter­
mination of the component amplitudes is that the uncer­
tainties of the parameters may be predicted from first prin­
ciples, using eq 12 and 13 presented above. The variances of 
the amplitudes determined by the diagonal terms of [V] from 
these equations were compared with the precision of fitting 
synthetic data sets, representing a wide range of concentration 
and decay time values. These comparisons are reported in 
Table III, along with the corresponding values of the F ststistic 
used to determine whether the observed uncertainties sys­
tematically exceed the predictions. Interestingly, both the 
unweighted and weighted least-squares methods of estimating 
the amplitude precision are equally valid in predicting their 
corresponding errors, according to these results. Both al­
gorithms produce F values that are outside the expected 
bounds for 95% confidence (not unlikely for 16 results), while 
only one set of the results just exceeds 99 % confidence bounds. 
We conclude, therefore, that while unweighted linear least 
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Table III. Component Amplitude Variance Predicted (0'2), 
Observed (52), and Compared by the F Testa 

A(I)/A(2) ,(I), ,(2) .'(1) .-'(2) s2(1) s2(2) F(I) F(2) 

Unweighted Linear Least Squaresb 

1:1 150, 200 0,9294 0,6865 0,6678 0.4917 0,72 0,72 
1:1 90,150 0,3850 0,2182 0,7946 0,3466 2,06 1.59 
1:1 210,280 0,9942 0,7517 1.3301 0,9679 1.34 1.29 
2:3 100,200 0,3206 0,1087 0,2664 0,0857 0,83 0,79 
3:7 100,200 0,2393 0,1129 0,1746 0,0625 0,73 0,55 
3:7 200,400 0,2501 0,1325 0,0680 0,0413 0,27 0,31 
3:7 300,600 0,3367 0,1993 0,1415 0,0548 0.42 0,27 
3:7 150,300 0,2284 0,1140 0,2008 0,1190 0,88 1.04 

Weighted Linear Least SquaresC 

1:1 150,200 0,6160 0,3889 0,7188 0,5361 1.17 1.38 
1:1 90,150 0,2539 0,1026 0,6282 0,2497 2.47 2.43 
1:1 210,280 0,7601 0,5166 1.4292 1.0096 1.88 1.95 
2:3 100,200 0,1828 0,0607 0,1695 0,0409 0,93 0,67 
3:7 100,200 0,1945 0,0666 0,0964 0,0325 0,50 0,49 
3:7 200,400 0,2245 0,1010 0,0686 0,0531 0,31 0,53 
3:7 300,600 0,3156 0,1711 0,2586 0,1073 0,82 0,63 
3:7 150,300 0,1967 0,0778 0,1882 0,1119 0,96 1.44 

'A total of 10 decay profiles of 500 points were constructed 
synthetically for each combination of lifetime and amplitude. Ex­
perimental variance was based on the true value of the amplitude 
(not the average), resulting in 10 degrees of freedom. F = s2j(J'2. 
Appropriate critical values (18) for the F test are Fo.OIl = 1.83, Fo.o! 
= 2.32. b Component amplitudes found by using eq 4 and varianc­
es predicted by eq 12, 'Component amplitudes found by using eq 
11 and variances predicted by eq 13. 

squares produced somewhat inferior results with respect to 
the amplitude accuracy compared to proper weighting of the 
shot noise (see above), amplitude reproducibility can be 
predicted reliably by using this simpler algorithm, 

The principal advantage of unweighted linear least squares 
is that the variance-covariance matrix depends only on the 
lifetimes of the components in [C], scaled by the average 
variance in the data vector given by the average number counts 
in each channel for shot-noise-limited data; see eq 12. As a 
result, this method requires that the [V] be evaluated only 
once for a given system of component lifetimes, being inde­
pendent of the relative amplitudes of the components, By 
contrast, the weighted least-squares strategy uses the measured 
data vector to define the weighting factors in [W], which are 
included in the prediction of the amplitude errors in eq 13, 
Thus, this equation must be fully reevaluated, and not just 
rescaled, for every new observation of D, even when the 
lifetimes of the components do not change, 

Since the uncertainty in the component amplitudes de­
termined by linear least squares can be predicted accurately 
from first principles by evaluating [V], this theory can be a 
powerful tool for modeling errors in the analysis of multiex­
ponential data, For example, one can predict a priori how 
the error in determining the component amplitudes is affected 
by similarity of lifetimes of the components, Such a prediction 
provided by eq 13 is illustrated in Figure 3 for a two-com­
ponent determination, where the relative standard deviations 
of the component amplitudes are plotted as a function of the 
ratio of the decay times for two different component ampli­
tudes, Note that the preexponential factor in eq 1 is (aJ ,,), 
so that ai is the total number of counts independent of the 
lifetime of emission, The results show the effect of the time 
dependence and relative amplitude of the components on the 
error in determining the amplitudes, As the lifetimes approach 
the same value, the rows of [C] become identical, and the 
uncertainty in extracting the amplitudes from a decay tran­
sient increases without bound, As the lifetime ratio increases, 
the uncertainty of extracting each component decreases since 
the time behavior of the components becomes more distin­
guishable, 
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Figure 3. ':)redicted variance for two-component fluorescence decay 
curve as a function of lifetime ratios. Synthetic data constructed from 
a 500-poirt decay, where a 1 = 2.0 X 10' counts, a, = 1,0 X 10s 

counts, anj tlt = 1.0 ns. 
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Figure 4. Experimental two-component fluorescence decay data fit 
to a biexpcnential modeL Data derive from two samples of naph­
thalene, wh'3re 8 1 = 1.39 X 104 counts, 82 = 2.08 X 104 counts. 71 

= 85,5 ns, and " = 107.7 ns: (a) fitted data, (b) weighted residuals, 
(c) histogram of weighted residuals and corresponding Gaussian dis­
tribution, having a zero mean, a unit standard deviation, and an area 
equal to the total number of counts. 

When the amplitudes of the two components are equal, as 
shown by the dashed line of Figure 3, the errors in estimating 
the amplitudes are virtually identicaL This is a somewhat 
surprising result, since one might anticipate that the long­
er-lived co:nponent could be determined with better precision 
since its intensity persists for a longer time when the first 
component has decayed away, The reason that the two 
componenlS have equivalent amplitude error, however, is that 
the uncertainty of the amplitude determination is dominated 
by covari8llce. That is, the error one encounters in this 
analysis is related to partitioning the amplitude of the ob-
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Figure 5. Relative error in component amplitude from weighted 
least-squares fitting of experimental data. The amplttude of component 
1 was held constant, a 1 = 4.28 X 105 counts, while the a ~ was varied 
as shown. The fluorescence lifetimes, 7, and 7 2, were 107.7 and 85.5 
ns, respectively. Circles and rectangles are the obserHed relative 
errors for single determinations of a 1 and a 2' respectively, while the 
solid lines are the predicted relative standard deviations from the 
variance-covariance matrix, eq 13. 

served signal between the two components. Since the actual 
magnitude of the two amplitudes is the same in this case, the 
relative errors are equal. When the amplitude of one of the 
components is larger, as shown in the solid lines ill Figure 3, 
the relative uncertainty of estimating this component de­
creases due to its proportionally smaller shot noise, while the 
smaller-amplitude component exhibits larger uncertainty due 
to the added background noise from the larger component. 

The final goal of this study is to test the data analysis 
methodology on laboratory fluorescence decay data. An ex­
ample of a two-component transient, its fit to a bie<ponential 
model determined by the weighted least-squares .lgorithm, 
and the weighted residuals from the fit are shown in Figure 
4. The relative errors in the component amplitudeE, estimated 
by the weighted least-squares algorithm are compared to the 
relative standard deviation predicted by eq 13 for H data sets, 
where the long-lived component amplitude was heJd constant 
and the short-lived component amplitude was vuied. The 
results are plotted in Figure 5, showing the excellent agreement 
between the theoretical predictions and the observed errors. 
An F test indicates that all of the observed results fall well 
within the 95 % confidence limits. 

In summary, we have developed an efficient method for 
resolving multiexponential data in the case when the decay 
constants are unknown. The method adds a linear least-

squares step to the nonlinear least-squares search for the 
lifetime parameters. Adding the linear least-squares step to 
the algorithm was significantly more efficient in determining 
an optimal set of parameters than searching for both the 
amplitudes and lifetimes. In cases of three-component data, 
the linear least-squares algorithm could tolerate over 75% 
error in the initial parameter estimates while the latter method 
would not converge on a solution unless the initial estimates 
were very near the true value. While the overall efficiency 
of searching depends on the particular nonlinear least-squares 
algorithm chosen, the gain in efficiency and the insensitivity 
to initial parameter estimates provided by adding a linear 
least-squares step to the nonlinear search was found to be 
quite general. Similar improvements, as observed for the 
SIMPLEX search above, were observed when this step was 
added into a Marquardt algorithm (18,20). 

Correct weighting of shot noise in fluorescence decay data 
was found to have a minimal impact on the rate of convergence 
but significantly improved the accuracy of the estimated 
component amplitudes. The linear least-squares formalism 
also allows one to predict quantitatively the magnitude of the 
errors to expect in the amplitude estimates. This capability 
can be powerful for predicting the accuracy of kinetic methods 
of analysis for multi component samples. While the data and 
error analysis methods were evaluated by using time-resolved 
fluorescence decay data, the results are equally valid for op­
timizing the analysis and predicting amplitude errors for any 
method which produces a first-order kinetic response. 

LITERATURE CITED 
(1) Wentzell, P. D.; Crouch, S. R. Anal. Chern. 1986, 58, 2855. 
(2) Mieling, G. E.; Pardue, H. L. Anal. Chern. 1978, 50,1611. 
(3) Willis, B. G.; Woodruff, W. H.; Frysinger, J. R.; Margerum, D. W.; Par­

due, H. L. Anal. Chern. 1970,42,1350. 
(4) O'Connor. D. V.; Phillips, D. Time-coffe/ated Single Photon Counting; 

Academic Press, Inc.: Orlando, FL. 1984; Chapter 6. 
(5) Lakowicz, J. R. Principles of Fluorescence Spectroscopy; Plenum: 

New York, 1983; Chapter 3. 
(6) Margulies, S. Rev. Sci. Instrum. 1968, 39, 478. 
(7) Grinvald, A.; Steinberg, I. Z. Anal. Biochem. 1974, 59. 583. 
(8) Knight, A. E. W.; Selinger, 8. K. Spectrochlm. Acta 1971, 27A. 1223. 
(9) Ware, W. R.; Doemeny, L J.; Nemzek. T. L J. Phys. Chern. 1973, 

77, 203B, 
(10) Knorr, F. J.; Harris, J. M. Anal. Chern. 1981, 53, 272. 
(11) Bracewell, R. N. The Fourier Transform and Its Applications, 2nd ed., 

McGraw-Hili: New York, 1978; Chapter 3. 
(12) Draper, N. R.; Smith, H. Applied Regression Analysis, 2nd ed.; John 

Wiley & Sons; New York, 1981; Chapter 2. 
(13) Deming, S. N.; Morgan, S. L Experimental Design: A Chemometric 

Approach; Elsevier: New York, 1987. 
(14) Neider, J, A,; Mead, R, Compu/. J, 1965, 7, 30B, 
(15) Deming, S. N.; Morgan, S. L Anal. Chern. 1973, 45, 278A. 
(16) Kalantar, A. H. J. Phys. Chern. 1986, 90, 6301. 
(17) Schuyler, R.; Isenberg, L Rev. Sci. Instrum. 1971, 42, 813. 
(18) Bevington, P. R. Data Reduction and Error Analysis for the Physical 

Sciences; McGraw-Hili: New York, 1961. 
(19) Frans, S. D.; Harris, J. M. Anal. Chern. 1985, 57, 2680. 
(20) Marquardt, D, W, J, Soc, Ind, App/, Math, 1963, tt, 431, 

RECEIVED for review March 8, 1989. Accepted July 27, 1989. 
This work was supported in part by the Office of Naval Re­
search and by a fellowship grant (to J.M.H.) from the Alfred 
P. Sloan Foundation. 



2316 Anal. Chern. 1989, 61, 2316-2319 

Ion Trap Tandem Mass Spectrometry of Tryptamine. Tissue 
Extracts and Isotope Dilution Using Combined Radio Frequency 
and Direct Current Voltages 

R. J. Strife- and J. R. Simms 
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Cincinnati, Ohio 45239-8707 

Novel appllcallons of Ion trap tandem mass spectrometry 
using a combined radio frequency and direct current voltage 
scan funcllon (RF/DC) are reported. Tryptamine, as the 
bls(pentafluoroproplonamlde) derivative, Is determined by gas 
chromatographyltandem mass spectrometry (GC/MS/MS) In 
the full product Ion scan mode at the 50-pg level. RF/DC is 
shown to be necessary for the determlnallon of this compound 
In crude biological extracts at the 5 nglg level. The mass­
selective storage effected by RF IDC prior to MS/MS reduces 
space charge contributed by matrix components. A space 
charge condition Is also found In the Isotope dilution analysis 
of tryptamine at low ratios of unlabeled analy1e to internal 
standard (labeled compound). Too many ions are produced 
from the internal standard, since a long ionization pulse is 
required for the small amounts of analyte. The RF IDC method 
Is useful here also. In Inillal trials, a linear correlallon 
coefficient ,2 = 0.9986 was obtained with a relative standard 
deviation of 10% at the 2 ng (on-column) level and 60% at 
the 0.1 ng level. The low-level relallve standard deviation can 
be improved by scan averaging. 

Ion traps or quadrupole ion storage (Quistor) devices were 
originally described in the late 1950s. This work, other his­
torical developments, and recent advances leading to com­
mercial production of the ion trap detector (lTD, Finnigan­
MAT) and the ion trap mass spectrometer (ITMS, Finni­
gan-MAT) have been summarized (1-3). A particularly 
noteworthy characteristic of the lTD is its sensitivity in the 
full-scan mode, especially when combined with capillary gas 
chromatography (GC/MS). Very similar spectra have been 
obtained at the 15-pg and 150-ng level for tricyclodecane (4). 

The ITMS is a more versatile version of the lTD. It is 
capable of multidimensional experiments in time, the simplest 
of which is the mass spectrometry Imass spectrometry 
(MS/MS) mode of operation (2). In the MS/MS mode, the 
ITMS has been reported to effect collisionally activated 
dissociation (CAD) with 40-100% observed efficiency for 
precursor ions produced by electron ionization (2,5). Very 
high sensitivity should be obtained in the GC IMS IMS mode 
of operation on the ITMS and early reports have shown this 
to be true. By use of a scan function based on radio frequency 
(rf) voltage only (designated RF-only), product ion spectra 
have been obtained on 15 pg (0.09 pmol) of diethyl ethyl 
phosphate with >95% apparent CAD efficiency (6). 

A drawback of the RF-only mode of MS/MS operation is 
that all ions above a cut-off mass are stored prior to CAD. It 
is more desirable to store only the precursor ion of interest 
(mass-selective storage) because the ion trap has a finite 
storage capacity. By maximizing the stored population of the 
desired precursor ion, more signal would be obtained for the 
product ions formed by CAD. This is especially true for the 
analysis of a trace component in a crude extract. By defmition, 

* Author to whom correspondence should be addressed. 

0003-2700/89/0361-2316$01.50/0 

most of the ions created will be due to the matrix and not the 
analyte. 

Previously, we reported the use of combined rf and direct 
current (e.c) voltages (designated RF IDC) in a scan function 
effecting mass-selective storage prior to MS/MS (7). The 
steps of the scan function were also described in terms of the 
parameters a, and q, of the Mathieu equation and a partial 
stability diagram that shows whether or not ions will have 
stable trajectories and be stored. A prostaglandin standard 
was analyzed by GC/MS/MS with a full-scan product ion 
spectrum obtained on less than 75 pg of the compound (0.14 
pmol with 50% apparent CAD efficiency). We have now 
extended our work with RF IDC to the analysis of crude bi­
ological e <tracts and have developed an approach for GC I 
stable-isotope-dilution MS/MS. We chose the analysis of 
tryptamine in brain extracts because methodology for a se­
lected-ion-monitoring assay has been reported (8-10). Since 
no quantitative work has been performed on ion traps by 
stable-isotope-dilution MS/MS, the reported assay and brain 
levels would provide a reference base line. Also, we needed 
a model to develop simplified GC/MS/MS methods for drug 
disposition studies on analgesic amines, using ion trap tech­
nology. 

EXPERIMENTAL SECTION 

All chemicals were obtained from standard suppliers and 
distilled-in ·glass grade solvents were used. Deuteriated tryptamine 
hydrochloride was synthesized according to a procedure for labeled 
5-methoxyoryptamine (11), with some modifications. The addition 
of oxalyl chloride was carried out under an argon atmosphere. 
After the ';pecified reaction period, the vessel was purged with 
argon for 5 min and the acid chloride (in situ) was quenched with 
ammonia gas bubbled gently through the reaction medium. 
Tritiated tryptamine hydrochloride, formally 3-(1,1,2,2-[3Hl 4-2-
aminoethyl)indole was obtained from New England Nuclear, 
Boston, MA, and standard dilutions were made in pure ethanol. 
Serial stock dilutions of tryptamine hydrochloride were alao made 
in ethanol 

Derivat.zation to form the bis(pentafluoropropionamide) 
(designated tryptamine-PFP2) was done by a literature method 
(8). How"ver, after the reaction, the reagents were carefully 
evaporatec at 0 °C under a nitrogen flow of 30 mL/min through 
a standard manifold (Model 18780, Pierce Chemical, Rockford, 
IL). Reconstitution was done in small volumes of hexane. Rat 
brain homogenate extracts were prepared by the method of Beck 
and Flodherg (9). 

The pro'wtype ITMS (Finnigan-MAT, San Jose, CAl has been 
previously described (2). Software included version 4.1 lTD and 
version 1.41 of the ITMS scan editor. Gas chromatography was 
carried out on a Hewlett-Packard Model 5890 (Avondale, PAl 
interfaced to the ITMS. The capillary GC column was a 15 m 
X 0.25 rom inner diameter DB-l or DB-5 (J&W Scientific, Rancho 
Cordova, CAl. The injector and transfer line temperatures were 
250°C. Splitless injection of l-I'L samples was used. The column 
was programmed from 130 to 250°C at 10 °C/min. 

RESULTS AND DISCUSSION 

Methocco]ogy. The structure of tryptamine, positions of 
the radio- or stable-isotope labels (*), and derivatization 

© 1989 Americ,ln Chemical Society 



ANALYTICAL CHEMISTRY, VOl. 61, NO. 20, OCTOBER 15, 1989.2317 

Scheme I 

~NH. 
~WJJ 

H 

>­
>::: 
!j] 

z 
w 
>­
Z 

w 
> ;:: 

" --' 
W 

'" 
Iii 

~2F5 
p=o 

q 
/C=O 

~ 

2ii lii 

M/Z 

5ii 

Figure 1. Full-scan mass spectrum obtained for 25 pg of trypt­
amine-PFP, by GCIMS in the rf-<Jnly mode, using automatic gain control 
(AGC). The structures of mlz 289 (rearrangement cleava£e) and mlz 
276 (simple cleavage) are derived from classical fragmen::ation rules. 

scheme are summarized in Scheme I. [3Hl,Tryptamine hy­
drochloride gave a single peak by thin-layer chromatographic 
analysis and radioscanning. This peak coeluted with standard 
tryptemine hydrochloride. When trial derivatizations to form 
tryptamine-PFP2 were carried out, substantial radioactivity 
was lost during the evaporative step. The modified procedure 
described above gave better than 95 % recovery of the de­
rivative as determined by standard scintillatior. counting 
methods. The retention index of the derivative was about 1600 
on the DB-1 column. The k'value was 9.3 and the peak width 
at half-height was 4 s during a typical analysis. The mass 
spectrum of the derivative, obtained on a "standard" quad­
rupole (rectangularly symmetric field) mass spectrometer (70 
e V), was consistent with the derivative structure and previous 
reports (8, 9). 

GC /MS and GC /MS /MS. A 25-l'g sample of tryptemine 
was derivatized and serially diluted to form st"ndards of 
various concentrations. The full-scan mass spectrum obtained 
for just 25 pg oftryptamine-PFP2 (RF-onIy, using automatic 
gain control Or AGC software) by GC/MS is shown in Figure 
1. The molecular ion is apparent at m/z 452 with two intense 
ions at m/z 276 and 289. These represent simple cleavage 
and rearrangement cleavage, respectively, to form a carbonium 
ion or a radical cation. The ion structures in Figure 1 are 
based on classical rules of fragmentation. Even at this low 
level of 25 pg, the spectral peak intensities agreed within 10% 
relative abundance when compared with spectra (,btained at 
the 250-pg level. At this higher level, correct inter,sities were 
observed for the natural-abundance isotope peaks. 

The spectrum in Figure 1 resembled spectra obtained at 
20-e V ionization energy (8, 9) more than our spectrum ob­
tained at 70 eV on a "standard" quadrupole. For instance, 
m/z 289 was the base peak on the ITMS (vs 58% relative 
abundance at 70 e V) with a large decrease in low- mass frag­
ments like m/z 119 (18% vs 50% relative abundance). This 
suggests that the internal energy ofthe molecular ions is lower 
on the ITMS, especially since the residence time, are longer 
in the trap than in a standard electron ionizat: on source. 

The chromatogram for m / z 289 (reconstructed) is shown 
in Figure 2. The signal/noise ratio is about 25:1. The signal 
intensity is a function of the number of ions produced. This 
is determined by the ionization time and the filam,mt current. 
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Figure 2. Structure and GCIMS analysis of Iryptamine-PFP, derivative. 
The chromatographic trace is of the reconstructed profile for mlz 289, 
with 25 ms of 20 JlA ionization. Retention time, t r' is given as min~ 
utes:seconds. 
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Figure 3. Daughter ion spectrum for m Iz 289, obtained on 50 pg of 
Iryptamine-PFP, by GCIMSIMS. The scan function was of the RF IDC 
type previously described by Strife et al. (7). The total product ion 
current as a function of time is shown inset. 

The parameters noted in Figure 2 (25 ms at 20 J1.A) can each 
be increased by at least a factor of 4. We are investigating 
the effect of these changes on ultimate sensitivity. It should 
be noted that in the RF -only mode for purified samples or 
standards, a scan function to mimic "selected-ion-monitoring" 
would not be expected to be advantageous. All ions are stored 
and the scanning is rapid (18 ms for 100 u). 

The ion of m / z 289 was chosen as the parent ion for an 
MS/MS assay because of its intensity, structural specificity 
for tryptemine, and m/z value (12). An RF /DC scan function 
was created for selected ion storage of m/z 289, as previously 
described for other compounds (7). Dissociation to product 
ions was accomplished with a supplementary ac voltage having 
an amplitude of 250 mY, for 10 ms, with the q, value of m/z 
289 adjusted to 0.25. The product ion spectrum obtained by 
a full-scan GC/MS/MS analysis (m/z 80-250) of 50 pg of the 
derivative is shown in Figure 3. The structures of the product 
ions are based on MS /MS studies of the deuteriated material, 
reported within. The apparent CAD efficiency was 50% with 
m/z 142 carrying 24% of the intensity of the precursor ion 
before it was dissociated. The chromatographic trace of total 
product ion current as a function of time (inset) showed a 
signal to noise ratio (8/ N) of 5. 

A significant advantage of the trap is that full-scan infor­
mation is obtained in the GC/MS/MS mode without sacri­
ficing sensitivity. Since the scanning of the formed product 
ions is rapid (18 ms per 100 u), there is no obvious advantage 
to developing a selected-reaction-monitoring scan function. 
Chromatograms for selected reactions are simply reconstructed 
postrun by the data system. In this case, since CAD was 
carried out at a q, value of 0.25 for m/ z 289, product ions with 
m / z values down to approximately 80 are stored. 
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Figure 4. GC/MS/MS analyses of a split tissue extract spiked with 
deuteriated Iryptamine-PFP,. The upper trace was obtained with an 
RF-only scan function. The lower trace is for the same extract but 
using an RF/OC scan function. Product ion current is summed from 
mlz 60 through mlz 210. The t, is relative to activation of the scan 
editor "EXP" program and does not correlate with Figure 2. 

It is apparent from these data that the ITMS system is 
capable of capillary GC/MS and GC/MS/MS below the 100 
pg level for this derivative. The next step was to examine real 
biological samples and quantitation of the analyte by well­
established isotope dilution methods. 

Isotope Labeled Tryptamine. The deuteriated internal 
standard, isolated by the reported method and derivatized, 
was found to coelute with tryptamine-PFP2 during GC/MS 
analysis. Intensities for the major fragment ions were within 
7% relative abundance for the two compounds. The mass 
shifts for mlz 276, 289, and the molecular ion at mlz 452 were 
2, 3, and 4 u, respectively. This was consistent with the 
1,1,2,2-[2H].-2-aminoethyl side chain (Scheme I) and the ionic 
structures shown in Figure 1. The amount of nondeuteriated 
material found was less than 0.2% by GC/MS analysis using 
a "standard" quadrupole mass spectrometer. 

CAD of m I z 292 (corresponding to m I z 289 in the unlabeled 
material) showed that the three major product ions in Figure 
3 at mlz 170, 142, and 115, were all shifted by 3 u to mlz 173, 
145, and 118, respectively. It is interesting that the production 
of m I z 115 had two distinct possibilities: loss of the atoms 
corresponding to COC2F5 plus the C2Ha side chain (27 u), or 
loss of COC2F5 plus HCN (27 u) from indole ring cleavage. 
The fragmentation of the deuteriated compound points to 
indole ring cleavage and is consistent with the reported 
properties of indoles (13). 

Biological Sample Analysis. A crude extract of brain 
tissue was prepared. The extract was spiked with 5 ng of 
deuteriated tryptamine and derivatized. A 10% fraction was 
injected into the GC. The ionization time was selected based 
on the analysis of 500 pg of the standard derivative, to ensure 
adequate signal from the analyte. Two scan functions were 
created. using RF-only or RF IDC voltages, for the analysis 
ofthis sample. In the case of the RF-only scan, the ionization 
pulse was followed by an rf voltage ramp, so that only ions 
of mlz greater than 280 were stored. The rfvoltage level was 
then decreased so that mlz 292 had a final q, value of 0.25. 
Then, MS/MS was attempted. For the other scan function, 
the RF IDC sequence was as previously described (7) and 
caused storage of only mlz 292. MS/MS was then done at 
the same rf voltage level (q, of mlz 292 = 0.25) as in the case 
of the RF-only scan function. The operation of both scan 
functions was verified on standards. 

The results for the biological sample are summarized in 
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Figure 5. Product ion spectrum observed at t, = 2:02 in Figure 4. 
Ions correspond to C

"
H,D,NO+ (173). C,0H,D,N+ (145). and C,H,D,+ 

(118). 

Figure 4 where the total product ion current traces as a 
function of time are shown. In the RF -only MS IMS mode, 
the analY3is was a failure (upper trace). Reconstructed traces 
for a particular reaction showed a barely detectable signal for 
the anal) teo Another scan function was created to examine 
the trap contents above mlz 280 and the sample was analyzed 
again. A large space-charged population of ions was evident. 
Space charge leads to broadening of the mass peak and fre­
quency shifting. It is proposed that the MS IMS experiment 
using resonant excitation fails for these reasons as well. 

An idK1tical volume of this same extract was injected im­
mediatel) after the RF-only analyses, but running the RF IDC 
scan function. A successful result was obtained and is also 
shown in Figure 4 (lower trace). Interrogation of the GC peale 
shows th., correct product ion spectrum (Figure 5). The 
RF IDC sequence rejects all masses except mlz 292, correcting 
the space-charge condition. The fundamental frequency of 
oscillation of mlz 292 in the z axis of the trap must have been 
well-defined prior to resonant excitation. The spectrum of 
the product ions shows that most of these originated from 
deuteriat.,d tryptamine and not matrix ions of the same 
nominal mlz 292. 

GC/Isotope Dilution MS/MS. Isotope dilution is the 
favored method for accurate quantitation in mass spectral 
analyses. To establish an MS IMS isotope dilution curve for 
tryptamine-PFP2, the ratio of at least one product ion of mlz 
289 to a corresponding product of mlz 292 must be deter­
mined in a series of mixtures of unlabeled and labeled ma­
terials. A problem arises when the amount of analyte is small 
relative to the amount oflabeled internal standard (IS). The 
materials elute simultaneously into the trap. Since a long 
ionization time is required for the analyte, a space-charge 
condition is caused by the high level of IS (too many ions 
formed). 

One choice to solve this dilemma involves the alternating 
analysis of product ions of m I z 289 and those of m I z 292. This 
is analogous to "switching channels" in a selected-ion-moni­
toring analysis. RF IDC is used to select either the population 
of mlz 289 precursor ions or the population of mlz 292 
precursor cons, after the ionization event. It therefore corrects 
the space-charge problem here as well. 

First, tr.e ability of the trap to selectively store either mlz 
289 or m I z 292 prior to MS IMS was tested on an approxi­
mately 1:1 mixture of the two substances as they boiled off 
the solids ~robe, using the real-time scan editor software. In 
these expuiments, the trap contents were scanned immedi­
ately after the dc voltage pulse (e.g. isolation of precursor ions 
is effected. but MS IMS is not carried out). The upper trace 
of Figure il shows the isolation of a mass range of about 10 
u in the trap. In this case, the ion of m I z 289 was adjusted 
to a q, value of about 0.78, but the dc pulse and resulting a, 
values achieved were too low to store ions with this mlz value 
only. Therefore, a mass range selective storage resulted. With 
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Figure 6. Real-time profiles for probe analysis of a mixture of trypt­
amine-PFP, and deuteriated tryptamine-PFP,. After an RF/DC se­
quence the contents of the trap were scanned (no MS/MS). Selec­
tive-mass range storage (upper) or selective mass storage (lower) are 
demonstrated as a function of de pulse magnitude. 

a slight increase of the magnitude of the de puis!), selective 
mass storage was effected (Figure 6, lower trace:'. 

Since the amount of deuteriated tryptamine (IS) was con­
stant in each analysis, about 10 ng on column, a constant 
ionization time was selected for it (1 ms). Th" time was 
optimized by trial and error to avoid space charging when only 
m I z 292 was stored. The ionization time for the unlabeled 
material was then scaled inversely, to a maximum time of 25 
ms. For instance, 1 ng of tryptamine would be ionized for 10 
ms. Thus, for several of the points of the isotope dilution 
curve, approximately the same number of ions are analyzed 
for the labeled and unlabeled substances. 

A scan function to carry out alternating RF IDC MS IMS 
analyses during chromatography was created (Figure 7). After 
the first ionization pulse, m I z 289 is isolated by the RF IDC 
sequence, while mlz 292 and all other ions are rejected. 
MS IMS is carried out and the daughter ions of Tn I z 289 are 
observed. This process is then repeated with a s"cond ioni­
zation pulse and slightly different rf and de volu..,e values so 
that mlz 292 is isolated instead of mlz 289. The entire scan 
can be carried out in 125 ms, well within the chromatographic 
time frame. 

In terms of practical operation of the ITMS, the entire scan 
function (Figure 7) is defined in a series of tables, one for each 
step of the experiment. A Forth program was created by using 
the screen editor of the version 1.41 software. The program 
calls the tables for mlz 289 analysis and parameters stored 
in the tables are loaded into the firmware controlli'g the trap. 
The scan function is run, and the data are collected in a 
particular file (steps noted as 1-4, Figure 7). Next, the tables 
for mlz 292 analysis, containing slightly differmt RF IDC 
parameters, are loaded. Similar steps follow, the data are 
collected in a different file, and the scan count,,, is decre­
mented by one. Thus, at the end of a run, two data files exist 
with similar scan numbers and time scales. One file contains 
the full product ion spectra of m I z 289 as a funct ion of time 
and the other contains the information for mlz 2H2. Specific 
reactions are reconstructed by using the data system. In initial 

50 100 
TIME (~S) 

Figure 7. Scan function for isotope dilution given as relative voltage 
amplitude (ampl.) vs time. The sequence represents (1) ionization time 
for unlabeled material, (2) RF/DC sequence causing ejection of all 
masses except mlz 289, (3) resonant excitation by auxiliary (aux.) ac 
voltage to cause MS/MS, and (4) scanning of the resulting product ions. 
The detector is on only during period 4. The sequence repeats with 
slightly different parameters to analyze m I z 292 by MS/MS. 

trials, a linear isotope dilution line was obtained by working 
with about 10 ng of internal standard (ionization time 1 ms) 
and 0.1 to 2 ng of unlabeled material. The isotope dilution 
line showed r2 = 0.9986 for triplicate injections. Evaluation 
of the relative standard deviation at the 2 ng point gave a value 
of 10%. At the lowest level, much scatter was evident (relative 
standard deviation about 60%, n = 6). This variation is 
attributad in part to the slow speed of down-loading the in­
formation in the tables in an alternating fashion. Since the 
scan function has a maximum time of 125 ms, at least seven 
scans should be acquired per second. In practice, only two 
scans are actually acquired. Averaging of individual scans is 
done at the expense of chromatographic peak shape dermition. 

Other Internal Standards. Alternating scan functions 
are not necessary when structurally different internal stand­
ards are used, since such standards separate in the chroma­
tographic time frame. A more detailed study of quantitative 
methodology on the ITMS in our lab (data not shown here) 
at similar levels of analyte gave relative standard deviation 
values of 2-5%, even at the 100-pg level. Similar linear 
correlations were obtained. Fifteen scans per second were 
averaged for the two analytas chosen in this case. We suggest 
that the more effective averaging and better definition of the 
chromatographic profile contribute to the lower relative 
standard deviation values. A small change in the firmware 
or programs to allow faster access to alternate scans would 
likely improve the isotope dilution result. 
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Ionspray Mass Spectrometry/Mass Spectrometry: Quantitation 
of Tributyltin in a Sediment Reference Material for Trace 
Metals 1 

K. W. M. Siu,* G. J. Gardner, and S. S. Berman 

Division of Chemistry, National Research Council of Canada, Montreal Road, Ottawa, Ontario, Canada KIA OR9 

Trlbutyltin (TBT) concentration In a sediment reference ma­
terial for trace metals, PACS-1, was determined by using 
lonspray mass spectrometry/mass spectrometry. TBT was 
extracted Into Isooctane or 1-butanol, diluted with methanol 
containing 1 mM ammonium acetate, delivered to the lonspray 
tandem mass spectrometer by using flow Injecllon, and 
quantitated by means of selected reaction monitoring of the 
daughter/parent pair of m/z 179/291. The minimum de­
tectable amount of TBT was about 5 pg of Sn absolute or 0.2 
,",g of Sn/g of sediment. PACS-1 was found to contain trl­
butyilin at a concentration of 1.29 ± 0.07 ,",g of Sn/g of 
sediment. 

INTRODUCTION 

Organotin compounds have wide ranging chemical and 
toxicological properties. They find application in usages as 
diverse as poly(vinyl chloride) stabilizers, fungicides, pesticides, 
and marine antifoulants, to name just a few. The most im­
portant organotin in the marine environment is tributyltin 
(TBT), the active ingredient in antifouling paint. TBT is toxic 
to shellfish at ng of Sn/mL levels. As a resuit, the use of TBT 
as an antifoulant is now banned in many countries. Model 
studies have shown that TBT has a high tendency to adsorb 
on particulates and thus be available to benthic organisms 
(1,2). 

The two most common techniques for TBT determination 
are gas chromatography with flame photometric detection 
(GC-FPD) (3) and hydride generation-atomic absorption 
spectrometry (HG-AAS) (4,5). Both methods require fairly 
extensive sample work up including extraction, cleanup, and 
derivatization. We have recently shown that ions pray mass 
spectrometry/mass spectrometry (ISMS/MS) to be an ex­
tremely sensitive technique for TBT determination, having 
a minimum detectable amount in the low picogram range (6). 

Ionspray (IS) and its related technique, electrospray, are 
fairly new ion desorption tachniques for atmospheric pressure 
ionization mass spectrometry (APIMS). As well, they are 
excellent methods for interfacing liquid chromatography (LC) 
or capillary zone electrophoresis to APIMS (7-9). In IS, the 
analyte solution-whether it is a flow injection analysis (FIA) 
carrier solution, a liquid chromatographic eluant, or an 
electrophoretic effluent-is allowed to flow through, at a rate 
of 1-500 !tL/min, a very narrow-bore capillary tubing (50-200 
.um) polarized to a high voltage (2-3 kV). A coaxial flow of 
nitrogen is installed te faciliate spraying, thus effecting a lower 
optimum polarizing voltage or a higher maximum operable 
flow rate than electrospray. Droplets emerging from the 
capillary tubing are electrically charged. These are pne­
mati cally sheared off and / or electrically repelled into the 
surrounding gas once surface tension is overcome. As a droplet 
evaporates during its flight to the sampling plate (counter-

1 NRCC 30533. 

electrode I, coulombic repulsion increases due to a decrease 
in its sur 'ace area. Ion evaporation takes place when cou­
lombic repulsion overcomes ion solvation forces and results 
in ions being ejected into the surrounding gas. The most 
significant difference between ionspray and other introduc­
tion/ionization techniques for mass spectrometry is that, in 
IS, no ionization process exists; the analyte must be present 
as ions in solution otherwise it will not be seen. This means 
that the analyte must have an ionizable functional group or 
be able t" form an ionic adduct in solution. 

Polar 0 'ganotin compounds, e.g. butyl tin halides, acetates, 
etc., form pentacoordinated anionic adducts readily in solution 
(6, 10). These have been detailed in a recent study (6). In 
addition, ,ationic species may also be formed due te heterolytic 
cleavage of the tin-(pseudo)halide bond (6). When monitored 
by IS, tributyltin chloride shows an intense TBT+ ion at m/z 
291. This report describes application of IS te the quantitation 
of tributyltin in a sediment reference material for trace metals, 
PACS-l. 

EXPERIMENTAL SECTION 
Instrumentation. The ionspray tandem mass spectrometer 

has been described in detail elsewhere (II). Briefly, the LC/FIA 
side consis1ed of a reciprocating pump (Waters Model 590) capable 
of delivering from 1 .uL/min to 10 mL/min of mobile phase, and 
a valve inj<lctor (Rheodyne Model 7125 or 7520 for injection of 
100 or 0.5 ILL of samples, respectively). Tbe injecter was connected 
te the ions pray interface via aIm X 50.um i.d. fused-silica tubing. 
The carrier solution was methanol containing 1 roM ammonium 
acetate at a flow rate of 5 .uL/min. 

The ion,lpray probe was built in-house and consisted of two 
coaxial stainless steel capillary tubes, 33 and 22 gauge (ca. 100 
and 400 .urn i.d., respectively), polarized to 2.5 kV. Liquid 
chromatographic effluent/FIA carrier solution was routed te flow 
in the inner 33 gauge tubing. Nitrogen (40 psi, pressure controlled) 
flowed in t'le channel between the inner and the outer, 22 gauge 
tubing, acti og as a nebulizer gas. With this setup, a stable ionspray 
was obtain.d by using a liquid flow rate as low as 1 .uL/min to 
as high as lbout 500 .uL/min. 

The MS used was an API mass spectrometer (SCIEX TAGA 
6000 proto;ype). For ionspray, the corona discharge assembly 
and housinr were detached. The ionspray probe tip was positioned 
about 1-2 om from the interface plate (the ionspray counter­
electrode) ,md about 1 cm off-axis from the sampling aperture. 
The interface plate was usually at ±450 V. Other MS operating 
conditions were identical with those used for corona discharge 
ionization. For tandem MS runs, argon was used as the collision 
gas at a tarret gas thickness of about 1.3 X 1014 atoms cm-2, which 
allowed on ;he average less than one collision event per ion. The 
laboratory-frame collision energy was 61 eV. 

Reagents. Tributyltin chloride was purchased from a com­
mercial source (Aldrich). Its purity was confirmed by high­
performance liquid chromategraphy-inductively coupled plasma 
mass spectrometry (HPLC-ICP /MS). Solutions were made up 
usually in methanol and refrigerated when not in use. Solvents 
were "Distilled-in-glass" grade (Caledon). Acids were sub-boiled 
distilled fwm reagent grade stocks. All other chemicals were 
reagent grade or better. 

The sediment reference material for trace metals was PACS-1 
(National Research Council of Canada), which was collected from 
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Mil 
Figure 1. Ionspray mass s~ectrum of tributyltin chloride f,howing the 
isotopic distribution of TBT . Bu = butyl. 

the Esquimalt Harbour in British Columbia. 
TBT Extraction. Four grams of PACS-l plus the .lppropiate 

TBT spike was placed in a 50-mL borosilicate glass centrifuge 
tube, followed by 4 mL of lO M hydrochloric acid and 8 mL of 
methanol. The centrifuge tube was placed in an ultrasonic bath 
and sonicated for 1 h. Four milliliters of isooctane was t,en added. 
The centrifuge tube contents were shaken vigorously for 3 min 
and then centrifuged at about 2000 rpm for 10 min. The isooctane 
phase was removed; 0.5 mL of it was diluted to 2" mL with 
methanol containing 1 mM ammonium acetate (the F'IA carrier 
solution). 

Alternatively, 4 g ofPACS-l was placed in a 50-mL centrifuge 
tube, together with 8 mL of I-butanol. The suspEnsion was 
sonicated for 1 h and centrifuged as previously described. The 
I-butanol phase was removed, and 1 mL of it was suhsequently 
diluted to 25 mL with methanol containing 1 mM ammonium 
acetate. 

ISMS /MS Analysis. The usual sample size was 0.5 I'L. For 
quantitative analysis, the mass spectrometer was operated under 
selected reaction monitoring (SRM) of the parent/daughter pair, 
m/z 291/179. No liquid chromatographic separatio:1 was nec­
essary due to the high selectivity in this mode. 

RESULTS AND DISCUSSION 

As noted earlier (6), TBT compounds respond under both 
the positive and negative ion detection modes in ions pray mass 
spectrometry. In the negative ion detection mode, 1'BT forms 
adduct anions, whose nature is dependent on m,·trix com­
position. This is deemed inconvenient as any analytical 
methodology based on these adducts would be too matrix 
dependent. On the contrary, in the positive ion detection 
mode, polar TBT compounds yield only one tin-containing 
ion, the TBT+ ion. This is desirable for analytical purposes 
since the same tin ion is always formed irrespective of coun­
terions, solvents, and matrix composition. No DBT2+ (di­
butyltin) and MBT3+ (monobutyltin) have been seen. These 
ions are likely to have too high charge-to-size ratios (their 
solvation energies are likely too high) to evaporate effectively 
(11). When chloride ions are present, the singl} charged 
adduct ion (DBT-Cl)+ is observed albeit with sensitivity too 
low for pursuing. 

An ionspray mass spectrum of tributyltin chloride is shown 
in Figure 1, showing the isotopic distribution of the TBT+ ion. 
A daughter ion spectrum of m/z 291, the most abundant TBT 
isotope, is shown in Figure 2. The daughter ions, m/z 235, 
179, and 123, are apparently formed via loss of one, two, and 
three butene molecules from the parent ion. Figure 3 shows 
selected reaction monitoring of the daughter/parE nt pair of 
m/z 179/291. The samples were tributyltin chloride standard 
solutions containing 30, 15, and 50 pg of Sn. Figme 4 shows 
the same selected reaction monitoring of P ACS-1 ex ;tacts. By 
use of the method of standard additions, the TBT concen­
tration in P ACS-1 was determined to be 1.29 ± 0.07 ,"g of Snl g 
(n = 5). Results obtained by using the two different extraction 
procedures were indistinguishable. 

CID olm/z 291 

+ 

~ 
'" 

mil 

Figure 2. Collision-induced dissociation (CID) of m/z 291 from TBr+. 
Bu = butyl. 

m/z 179/291 

50 pg Sn 

Time (min) 

Figure 3. Flow injection analysis of TBT standard solutions: triplicate 
injections of 3", 15, and 50 pg of Sn. SRM of daughter/parent pair, 
m/z 179/291. 

m/z 179/291 

Time (min) 

Figure 4. Flow injection analysis of PACS-1 extracts: determination 
by using standard additions method. 

For quantitating TBT in real life samples, e.g. sediment 
extracts, the use of selected reaction monitoring rather than 
the less selective single ion monitoring is imperative, partic­
ularly when no prior separation is performed. For a sample 
as complex as a sediment extract, its ions pray mass spectrum 
is littered with peaks from low to high mass, including m I z 
291, whether it contains TBT or not. In the SRM measure­
ment, the non-TBT contribution in the mlz 291 signal was 
filtered out (any parent ion of m I z 291 that did not yield a 
daughter ion of mlz 179 was not counted), and the tandem 
mass spectrometer operated as a TBT specific detector. No 
interference from DBT and MBT was expected or observed. 
This tremendously simplified the sample work up since de­
tection as specific as this required minimal processing. As 
it turned out, no liquid chromatographic separation, off line 
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Table I. TBT Determination in PACS-I' 
(~g of Sn/g of sediment) 

ISMS/MS 

1.29 ± omb (5)' 

GC-FPD 

1.13 ± 0.30 (15) 

HPLC-ICP/MS 

1.18 ± 0.15 (7) 

'Certified value: 1.27 ± 0.22 ~g ofSn/g (95% confidence inter­
val), b Standard deviation. C Number in parentheses is the number 
of replicate analyses. 

or on line, was needed after sediment extraction. That was 
convenient as some reversed-phase LC materials had been 
observed to cause degradation of TBT (12), bypassing LC 
avoided this potential problem. 

The isooctane extraction isolated TBT as the chloride by 
virtue of the presence of a high concentration of hydrochloric 
acid. The TBT form extracted into I-butanol is unknown. 
This mattered little as TBT compounds are polar and ex­
pected to dissociate into TBT+ and a counterion in a polar 
solvent such as methanol containing 1 mM ammonium acetate. 
The dilution of the PACS-l extract (in isooctane and I-bu­
tanol) with the flow injection carrier solution served several 
purposes: (1) dilution placed TBT in a suitable matrix that 
promoted TBT ionization, (2) it provided a suitable medium 
where stable ionspray could take place, and (3) TBT con­
centration in P ACS-l is high, dilution lowered the concen­
tration to a level convenient for analysis. Compared to that 
of standard solutions of TBT, the response of TBT spikes to 
PACS-l was suppressed by a factor of about 2. This was 
attributed to matrix effects as signals of P ACS-l samples 
spiked with equal amounts of TBT before and after the ex­
traction were indistinguishable, showing that the discrepancy 
was not due to nonquantitative TBT recovery. The recoveries 
for the isooctane and I-butanol extractions were determined 
as 95 ± 4% and 97 ± 6%, respectively. The rationale for using 
two rather different solvents was that they might extract 
different portions of the sediment matrix, and therefore one 
might exhibit less matrix suppression on the TBT signal than 
the other one. As it happened, the suppressions for both 
extractants were comparable. The nature of this interference 
is unknown; adduct formation, ion pairing, different solvation, 
etc., could all affect the concentration of TBT+ in the gas 
phase, and hence its ions pray signal. 

The TBT determination using ionspray tandem mass 
spectrometry was rapid. The most time-consuming portion 
was sample extraction/work up, which took about 1.5 h. The 
analysis itself was extremely fast; 10 injections could be made 
in a time as short as 12 min (Figure 4). The accuracy of this 

method is demonstrated by comparing the TBT concentration 
in P ACS·l as determined by this method and by two other 
techniques, GC-FPD (13) and HPLC-ICP /MS (14) (Table 
I). Agreement among the three methods as well as with the 
certified '1alue is good. The minimum detectable amount of 
TBT in sediment, as defined as the signal equivalent to two 
times the standard deviation of the blank, was about 0.2 I'g 
of Sn/g of sediment, using the present sample work up. The 
relatively high relative detection limit was due to the 25-fold 
dilution made on the sediment extracts; most of the blank 
signal originated not from TBT but from electronic noise. The 
absolute detection limit was about 5 pg of Sn when matrix 
interference was absent, which is superior to that of Hg-AAS 
(20-50 pg of Sn (5» and GC-FPD (30 pg of Sn (13, 15». The 
ionspray relative detection limit is comparably inferior (0.6 
pg of Sn/g for HG-AAS (4) and 30 ng of Sn/g for GC-FPD 
(13,16), H consequence of dilution and small (0.5 I'L) sample 
size. 
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CORRESPONDENCE 

Selectivity of Stearate-Modified Carbon Paste Electrodes for 
Dopamine and Ascorbic Acid 

Sir: A number of distinct voltammetric methods have been 
developed recently to detect the overflow of monoamines in 
brain extracellular fluid (1-5). For techniques tbat are de­
signed to measure dopamine, a major limitation ha, been the 
inability to dinstinguish between currents arising from the 
oxidation of catecholamine and those due to the oxidation of 
ascorbic acid (6-9). A stearic acid modification of graphite 
paste electrodes has been reported to overcome this ,estriction 
(10,11), and they have frequently been used with linear sweep 
voltammetry and chronoamperometry in attempts 10 monitor 
base line and drug-induced changes in dopamine le,els in vivo 
(10,12-15). However, there are some anomalies in the re­
ported findings (2,9), in particular the estimation of the basal 
concentration of extracellular dopamine at apprOl:imately 2 
orders of magnitude greater than the value of approximately 
50 nmol/L measured with other electrochemical mEthods (16, 
17) and microdialysis probes (18). We now investigate this 
problem, and find that the response of stearate-modified 
electrodes is altered by brain tissue to such an extem that they 
no longer discriminate between the oxidation currents of 
dopamine and ascorbate and consequently, in their present 
form, cannot be used to measure levels of dopamine unam­
biguously in vivo. 

EXPERIMENTAL SECTION 
The stearate· modified electrodes were prepared ill. described 

by Blaha and Lane (10) from 1.5 g ofUCP 1-M graphite powder 
(Ultra Carbon Corp.) and 100 mg of stearic acid (Sigma Chemical 
Co.) dissolved in 1 mL of Nujol oil (Aldrich Chemical Co.), packed 
into a Teflon-coated silver wire. The working diamoter of the 
disk electrode was 250 I'm. The unmodified carbon paste elec· 
trodes were prepared in the same way, but without stearic acid. 
Cyclic voltammetric experiments were performed at 26 °C, using 
a microcomputer based three-electrode system similar to that 
described previously (19), at 50 mV Is between 0 and 1000 mV 
vs Ag/Ag+ reference electrode (-15 mV vs SCE). 

For clarity, however, and because the systems us€,d were es­
sentially chemically irreversible under these conditions, only the 
oxidation phase of the waves is shown. The background current, 
measured in the absence of substrate, was subtracted from each 
voltsmmogram before analysis. The substrates, dopamine (Sigma) 
and ascorbic acid (BDH), were used as supplied. The erperiments 
were carried out in phosphate buffered saline (PBS), pH 7.4; NaCI 
(0.15 moI/L), NaH,PO, (0.04 moI/L), and NaOH (0.')4 moI/L). 
The effect of brain tissue on the response of stearat·a-modified 
electrode to oxidation of dopamine and ascorbate was determined 
in separate experiments by measuring their response in vitro 
before and after a 24·h contact period with brain ti,sue. 

RESULTS AND DISCUSSION 
The oxidation waves for dopamine and ascorbate at un­

modified carbon paste electrodes are shown in Figure L As 
can be seen, there is no well-defined peak for either substrate 
and so that potential of maximum slope (20), Vs.=, is used 
to compare the position of the two waves on the v.)ltage axis 
and as an index of changes in electron transfer kinetics for 
ascorbate and dopamine. The foot potential (thE potential 
at which the current first reached 1 nA above the base line), 
Vr. is also used to compare the positions of the two waves on 
the potential axis. 

0003-2700/89/0361-2323$01.50/0 

Table I. Means ± Standard Error of Mean (n = 3)" 

dopamine ascorbic acid 

CPE 
VSmax' mV 
140 ± 3 565 ± 45 

SME 272 ± 15 880 ± 55 
TMSME 77 ± 9 275 ± 10 

Vf,mV 
CPE 68 ± 12 300 ± 28 
SME 140 ± 10 487 ± 22 
TMSME 40 ± 5 27 ± 27 

G VSmax for each substrate was significantly different for every 
combination of electrode pairs (unpaired two-tailed t test); P < 
0.01. CPE, unmodified carbon paste electrode; SME, stearate­
modified carbon paste electrode; TMSME, stearate-modified elec­
trode after 24-h tissue treatment. V 5mu' potential maximum slope 
for the waves; Vc. potential at which the oxidation wave has 
reached a current of 1 nA. 

The introduction of stearic acid into carbon paste electrodes 
reduced the rate of charge transfer for both dopamine and 
ascorbate (Figure 1 and Table I), but, as expected (10, 11), 
the effect on the ascorbate anion was greater than that for 
the cationic dopamine species. Thus the modification in­
creases the separation of the waves (Vs=) for dopamine and 
ascorbate from 425 ± 45 to 608 ± 57 m V. However, after a 
24-h period of contact with brain tissue, this separating power 
of stearate-modified electrodes in vitro was not only reversed 
but reduced to a value of 188 ± 14 m V, which is less than that 
of unmodified carbon paste electrodes. 

Furthermore, the positions ofthe foot potential for the two 
waves virtually coincide after the electrode had been modified 
by contact with the tissue, indicating that at any potential 
along the range 0-800 m V the electrode can no longer detect 
dopamine without interference from ascorbate (Figure 1 and 
Table I). The limit of detection for dopamine at the stea­
rate-modified electrode before and after tissue treatment is 
of the order of 5 and 10 /LmoI/L, respectively. These values 
indicate that the electrode would not be able to detect dop­
amine in the concentration range observed in vivo with other 
techniques (16-18). 

A further problem for the measurement of dopamine is 
posed by possible amplification of the signal in the presence 
of ascorbic acid due to electrocatalysis. This problem does 
not arise when ascorbate oxidizes at a less anodic potential 
than dopamine. However, shifting the ascorbate oxidation 
to higher anodic potentials, as was done with the stearate­
modified electrode, enables the electrocatalytic process to take 
place (11). In the presence of ascorbate the oxidized form of 
dopamine, dopamine-o-quinone, oxidizes ascorbate present 
in the vicinity of the electrode, with the dopamine-o-quinone 
being reduced back to dopamine which can then be reoxidized 
at the electrode (21-23). We did not address this problem 
for the stearate-modified electrode in the present study, since 
after treatment with brain tissue electrochemical discrimi­
nation of the substrates is lost; this renders studies on elec­
trocatalytic interference of the dopamine signal superfluous. 

© 1989 American Chemical Society 
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Figure 1. Sections of the vottammograms (see text) for dopamine (DA) 
and ascorbate (AA) in PBS, pH 7.4: (top) DA, 100 I'mollL; AA, 200 
I'mollL; at an unmodified carbon paste electrode; (middle) DA, 20 
I'mol/L; AA, 200 I'mol/L; at a stearate-modified carbon paste elec­
trode; (bottom) DA, 100 I'mollL; AA, 500 I'mol/L; at a tissue-treated 
stearate-modified carbon paste electrode. 

The effect of brain tissue on the stearate-modified electrode 
is consistent with recent studies of similar action by brain 
tissue on unmodified carbon paste electrodes (24) and with 
reports for surfactant action on carbon paste electrodes (25). 
It has been proposed that in such cases the surfactant solu­
bilizes the oil and other hydrophobic elements of the paste, 
leaving behind a "clean" graphite surface. We propose that 
a similar mechanism occurs in vivo. The stearate-modified 
electrode implanted in brain tissue is introduced to the hy­
drophobic environment of lipids and proteins. These take the 
role played by the surfactants mentioned above and remove 
the oil and other hydrophobic/lipophilic moieties of the 
electrode surface, the result being a modification of the 
electrode surface and an increase in the rate of electron 
transfer as shown (Figure 1 and Table I). A reduction in 
sensitivity is found at the tissue-treated electrodes compared 
to the electrodes before treatment, and is most likely a result 
of partial blockage of the electrode surface due to the ad­
sorption of lipids and proteins (26). 

A linear sweep voltammetric wave, attributed to dopamine 
oxidation at the stearate-modified electrode in vivo, has been 
reported by Lane et al. (14). The wave, centered at + 100 m V 
vs Ag/ AgCl, has a peak height of the order of 1 nA. This peak 
occurs at a potential (vs SCE) corresponding to large ascorbate 
oxidation at the tissue-treated electrode. A current of 1 nA 
for dopamine in vitro would correspond to a concentration 
of approximately 5 I'mol/L (10). Taking into account the 
restricted compartment environment of the electrode in the 
brain (27, 28), this concentration represents a gross under-

estimate of the concentration of dopamine needed to produce 
a current cf this size. Considering the ratio of 10000:1 for 
ascorbate to dopamine concentrations in the striatum, it is 
likely that ;;he current recorded in vivo is due almost entirely 
to ascorbate. 

In conclusion, the results indicate that while stearate­
modified electrodes have the desired properties for electro­
chemical discrimination of ascorbate and dopamine before 
they are implanted in brain tissue, these properties are lost 
after implentation. Taken together, the literature data and 
the present findings also suggest that these electrodes are 
neither selective nor sensitive enough to detect dopamine 
levels in vivo. 
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Estimating Error Limits in Parametric CurvE~ Fitting 

Sir: The recent article by Phillips and Eyring in this journal 
(1) presented an interesting solution, based on the sequential 
simplex method, to the problem of the estimation of errors 
in nonlinear parametric fitting. The authors did not mention 

0003-2700/89/0361-2324$01.50/0 

two other simple, powerful, and reliable methods, the jackknife 
and the cootstrap (2-6). 

The need for simple and robust procedures to assess con­
fidence limits in estimated parameters is widely perceived in 

© 1989 American Chemical Society 
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Table I. The Reference "Experimental" Data Seta 

A ,~ 

1.5 0.111 9.0 0.:125 
1.5 0.109 12.0 0.:126 
3.0 0.169 12.0 0.:330 
3.0 0.172 15.0 0.:\62 
4.5 0.210 15.0 0.:383 
4.5 0.210 18.0 0.:381 
6.0 0.251 18.0 0.:372 
6.0 0.255 24.0 0..!22 
9.0 0.331 24.0 0..!11 

a These "noisy" data (from ref 16) are simulated ,.esults of a 
first-order kinetics experiment. The absorbance (A) i~i a function 
of time (t). The function has the form A = A.(1 -- exp(-kt)), 
where A ... , the absorbance at t = co, and k, the rate constant, are 
the unknown parameters. 

all physical sciences. The jackknife and the bootstrap al­
gorithm can provide a particularly simple solution. Other 
methods (for example, likelihood and lack-of-fit, ref 7), which 
will not be discussed here, can also be used. 

Relatively few explicit references to the jackknife and the 
bootstrap are found in the chemical literature. Some appli­
cations of the bootstrap have been determination of the 
confidence limits of correlation coefficients between elemental 
concentrations in meteorites (8), analysis of the eorrelation 
between blood lead content and blood pressure in policemen 
(9), determination of confidence bounds of means, errors, and 
correlation coefficients in air quality data (10), determination 
of confidence intervals for the timing of the DNA molecular 
clock in human filogenesys (11), and analysis and interlabo­
ratory comparison of exponential fits in specific··heat mea­
surements (12). The jackknife has found application in the 
estimation of confidence intervals for parameters associated 
with quantitative structure-activity relationships (13), in 
uncertainty analysis in reactor risk estimation (-'4), and in 
outlier detection and error estimation in geothermometer 
calibration (15). 

Concise operational descriptions are presented h'9re and are 
applied to a simple test problem in two parameters. Extension 
to problems with more parameters and/or variables is 
straightforward. Formal descriptions and proofs can be found 
in ref 3 and 6 and references therein. 

The jackknife is a finite algorithm (it requires 8. finite and 
a priori computable number of calculations) whil," the boot­
strap is not: the number of computations needed is propor­
tional to the precision asked of the results. The bootstrap 
can provide a better representation of the geometry of the 
confidence regions, at the cost of a significantly larger com­
putational load. Both can use any curve-fittin!r program. 

Let us consider the now classic data set (from ref 16) re­
produced in Table I. 

The 18 "experimental" pairs (A, absorbance; t, time) sim­
ulate the results of a first-order kinetics experiment. They 
are to be fitted by the function 

A = A.(1 - exp(-kt» 

where A., the absorbance at t = ro, and k, the rate constant, 
are the unknown parameters to be determined. 

Assuming that all points have identical statistical weight, 
that the error is normal (random with Gaussian distribution), 
and that it affects only the dependent variable A, use of any 
nonlinear least-square parametric curve fitting program gives 

A. = 0.4043 

k = 0.1698 

as extensively published. The fitting program used in this 
work was SIMP, a public domain implementation of the 

Table II. Parameters Fitting the FuJI Data Set (Table I) 
and the 18 Jackknife Subsets of 17 Points Eacha 

A. k SSR 

Full Set 
0.40427502 0.16983049 0.00364202 

Diminished Sets 
0.40593918 0.16683586 0.00321755 (point 1 deleted) 
0.40577797 0.16712195 0.00329786 (point 2 deleted) 
0.40517794 0.16807416 0.00357697 (point 3 deleted) 
0.40554086 0.16738343 0.00351564 (point 4 deleted) 
0.40358131 0.17136237 0.00360041 (point 5 deleted) 
0.40358131 0.17136237 0.00360041 (point 6 deleted) 
0.40365297 0.17150297 0.00358029 (point 7 deleted) 
0.40398870 0.17059254 0.00362921 (point 8 deleted) 
0.40429319 0.16805453 0.00341461 (point 9 deleted) 
0.40427838 0.16879902 0.00356466 (point 10 deleted) 
0.40648895 0.17011228 0.00293280 (point 11 deleted) 
0.40613861 0.17007034 0.00313711 (point 12 deleted) 
0.40602011 0.16889868 0.00351672 (point 13 deleted) 
0.40257300 0.17075277 0.00352267 (point 14 deleted) 
0.40527502 0.16908322 0.00362091 (point 15 deleted) 
0.40739205 0.16752333 0.00343754 (point 16 deleted) 
0.39614077 0.17745269 0.00286660 (point 17 deleted) 
0.39968970 0.17406041 0.00340472 (point 18 deleted) 

Mean 
0.40419611 0.16994683 

Standard Deviation 
0.00259261 0.00259433 

aThe full data set and the one-minus subsets were fitted by a 
PC-DOS Pascal port of program SIMP (ref 17), a public domain 
implementation of the simplex algorithm. 

Table III. Error Analysis of Data in Table I 

method 

jackknife 
bootstrap 
sequential simplex 
Marquardt 
Newton 

a Present work. 

error 

A.",absatt = co 

value, 0.404 

0.0107 
0.0102 
0.012 
0.009 
0.006 

k, rate constant 
value, 0.170 

0.0107 
0.0103 
0.013 
0.010 
0.007 

ref 

a 
a 
1 
1 
1 

simplex algorithm (17) ported to Borland Pascal in the 
PC-DOS environment. The questions to be answered now are 
what is the error on the estimates of the parameters A. and 
k and what are the limits (e.g. at the 0.5, 0.9, 0.98 confidence 
level) on the possible range of these estimates? 

THE JACKKNIFE 
To estimate error by the jackknife method 
1. Delete the first data point from the original data set. 
2. Fit the "jackknifed" set to compute A.(1), h(ll. 

3. Repeat steps 1 and 2 n times (where n is the number 
of data points) deleting now point 2, 3, ... , n, to obtain a set 
of n (A. (i), h(i» parameter sets. 

4. Compute the jackknife estimate of the standard error 
of parameter p (here, p = A., k) as 

where 

CTJ(P) = [n -1f:(p(i) _ p(.»2]1
/
2 

n i=1 

p(.) = l/nf:p(i) 

i=1 

Application to the example data set produced the jackknife 
replicates in Table II, from which the standard errors reported 
in Table III were obtained, in good agreement with results 
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previously obtained by other methods. 
The jackknife can be applied to small data sets, such as the 

one studied here, with no need to develop computer code. All 
that is needed is to run the fitting program n times, where 
n is the number of data points in the set. The fitting program 
can utilize, of course, any algorithm. 

The jackknife can be programmed in the following way: 
Instruct or modify the fitting program (called FITTER) to 

append the parameters it computes to a given result file. 
Write a program (called KNIFE) to produce diminished 

data sets (input the data set and the ordinal number of the 
point to be deleted). 

Write a program (possibly a batch/script file, called JACK) 
to call n times KNIFE and FITTER. 

JACK will produce a file containing the n parameter sets 
obtained by fitting the n diminished sets of (n - 1) data points. 
The variance of these parameters can be computed by any 
statistical package (or most pocket calculators). Multiplying 
the square root of the variance by (n _1)1/2 gives the standard 
error of each parameter. 

Outliers can be easily detected by examining the sum of 
the squares of the residuals (SSR) of the jackknifed sets: if 
deleting a data point decreases significantly the SSR of the 
resulting reduced set, that point is probably in error. The 
decision to reject an outlier from the experimental set can then 
be made according to definite rules. 

If the error on a parameter is known to obey a specific 
distribution (for example normal or Student's law), then 
tabulated values of the appropriate function can be used to 
translate standard error to confidence intervals. The vari­
ance-covariance matrix of the jackknifed results can be used 
to construct elliptical joint confidence regions, but this 
technique implicitly assumes Gaussian distribution and has 
been found unreliable (18), at least for a highly nonlinear 
function and a data set affected by large and probably in­
homogeneus errors (19). 

THE BOOTSTRAP 

The bootstrap method studies the statistical properties of 
a set of parameter sets obtained by fitting a large number of 
simulated data sets. These simulated data sets (or bootstrap 
replicates) are simply obtained by random sampling (with 
replacement) of the "experimental" data set. 

Operationally: 
1. Copy a point at random from the original data set to 

a simulated data set. 
2. Repeat step 1 n times, the number of samples in the 

original set, to produce a bootstrap replicate. 
3. Fit the bootstrap replicate, computing ,L(l), ii(l). 

4. Repeat steps I, 2, and 3 m times to obtain a set of m 
(A. (i), ii(i)) sets. 

5. Compute the bootstrap estimate of the standard error 
on parameter p (here, p = A., k) as 

where 

m 
p(.) = l/mL'.p(i) 

i=l 

The bootstrap can be programmed in the following way: 
Instruct or modify the fitting program (called FITTER) to 

append the parameters it computes to a given result file. 
Write a program (called STRAP) to produce a bootstrap 

replicate by copying n times a point at random from the 
original set to the replicate set. 

Write a program (it can be a batch/script fIle, called BOOT) 
to call m times STRAP and FITTER. 

Figure 1. Contour plot of the density of distribution of the resuHs of 
the Itt of 2000 bootstrap replicates of the data set in Table I, in the 
absorbance·-rate constant plane. The plot was obtained by mapping 
the values of the 2000 pairs of fitted parameters in a 64 X 64 grid. 
The grid was smoothed (Blackman window of period 4) in the two 
dimensions. The correlation between the two parameters and the 
skewdness of their distribution are visually evidenced. 

The output of BOOT will be a file containing the m pa­
rameter sets obtained by fitting m bootstrap replicates con­
taining the same number of data points (n) as the original set. 
The best estimate of the error on each parameter is the square 
root of the sample variance (the sample standard deviation) 
of each parameter. 

Application of the bootstrap (m = 2000) to the example data 
set gave error estimates in agreement with jackknife results 
(Table III). Jackknife error estimates can be proven to be 
larger than bootstrap estimates by a factor [n/(n -1)]'/2 (4). 

It is perhaps not sufficiently appreciated that function 
parameter:, are often strongly correlated. This can be evi­
denced, in this example, by the contour plot in the absor­
bance-reaction rate plane of the density (probability) dis­
tribution of the results of fitting 2000 bootstrap replicates 
(Figure I). The knowledge, with higher certainty, of the value 
of one of the parameters will allow a more correct estimate 
of the value of the other. For example, if other measurements 
were to indicate that the value of A. is exactly 0.380 (and not 
0.103 ± 0.0l0 as determined), the best estimate of k would 
become 0.:,92 (and not 0.170 ± 0.010). This can be seen in 
Figure 1 or obtained from the least-squares linear regression 
of ii vs A. computed from the m bootstrap (A. (i), ii(i)) pairs 

ii = 0.5347 - 0.9012A. 

Confidence intervals around best parameter estimates are 
usually assumed to be normal (symmetrical and shaped as 
Gaussians); the joint confidence curves are then elliptical in 
parameter space. While this is true in linear models, at least 
for large number of points and/ or normal error distribution 
on these points, confidence intervals in nonlinear regression 
are in general nonnormal, even if the errors on the data are 
themselves normally distributed: their nonnormality is a 
consequence of the nonlinearity of the fitting function. 

So, the histograms illustrating the bootstrap distribution 
of the probable values of the parameters A. and k (Figures 
2 and 3) are asymmetric, reflecting the asymmetry apparent 
in Figure 1 along the regression line of the contour plot. 

Caution should then be used in applying standard tools of 
statistical analysis, such as the normal probability or Student's 
t distribution functions, to obtain confidence limits from 
standard error estimates. Rather, the whole set of bootstrap 
results should be used to observe the ranges within which the 
fitted parameters have a definite probability of being found. 

From the results of 2000 bootstrap replicates it was possible 
to compute the asymmetric confidence intervals reported as 
fractiles in Table IV. The median (not the average) of the 
distributions is in excellent agreement with the results ob-
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Table IV. Confidence Intervals of the Computed Parameters (from Bootstrap Analysis, m 2000)' 

fractile 

0.50 
parameter 0.01 0.05 0.25 (median) 0.75 0.95 0.99 

A. 0.3758 0.3847 0.3974 0.4042 0.4103 0.4180 0.4218 
k 0.1498 0.1565 0.1641 0.1699 0.1773 0.1899 0.1996 

a The fractiles were computed by program Asyst (Asyst Software Technologies, Inc.) on the fits of 2000 bootstrap replicates. Note that the 
median of the replicates is in agreement with the fit of the original data set. Since the distributions are skewed (Figures 2 and 3), the 
average values of the parameters in the replicates are slightly but significantly different from the median: A. = 0.4033, k = 0.1712. The 
table can be used to indicate, for example, that there i" a 90% probability that the true value of k lies between 0.1565 and 0.1899, but only 
a 1 % probability that it lies above 0.1996. 

A_XE 0 

Figure 2. Histogram representing the distribution proba3ility of A ceo 

obtained from 2000 bootstrap replicates of the data set in Table 1. 
Note that the distribution is skewed. 

.-.~~-----~. ·1 

I 
Figure 3. Histogram representing the distribution probability of k, 
obtained from 2000 boostrap replicates of the data set in Table 1. Note 
that the distribution is skewed. A finer grid was used than in Figure 
2, resulting in "spikes" in the distribution, of no significance. 

tained from the fit of the original data set. 
Since the bootstrap method depends on the e,;istence of 

random numbers, its results are not, in a strict sense, repro­
ducible. There is a fmite probability that the STRAP routine 
will produce "degenerate" replicates. So, in the example given, 
there is about a 4.57 X 10-22 probability that one replicate set 
will contain 18 times the same data point; such a data set 
cannot be fitted. It is often convenient then to trim the 
bootstrap results set and to perform statistics, fo)" example, 
only using values within a given range about the mean. 

The jackknife and-to an even larger extent-the bootstrap 
can be extremely demanding of computer resources. Pro­
ducing and fitting the 2000 replicates of this example required 
more than 20 min on a 16-MHz PC-DOS machine based on 
80386 and 80387 processors. On the other hand, the growing 
availability of inexpensive computer power, the high cost of 
software development, and the power of these methods make 
the jackknife and the bootstrap a practical solution and a valid 
alternative to possibly faster, but less powerful and far more 
complex methods. 

In conclusion, the computation of error estimates and of 
confidence intervals is possible and relatively simple in non­
linear curve fitting, as it is in linear problems. The jackknife 
and the bootstrap require no exceptional code development 
effort and can applied together with any curve fitting program. 
It is hoped that the methods illustrated here will be of use 
in those cases-more and more common given the present 
proliferation of computers and of computer-based 
instrumentation-in which data are processed by nonlinear 
curve-fitting methods. 
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Room-Temperature Phosphorescence of Polynuclear Aromatic Hydrocarbons on 
Matrix-Modified Solid Substrates 
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INTRODUCTION 

Room-temperature phosphorescence spectrometry (RTP) 
is an established analytical technique used for the analysis 
of trace components in biological, pharmaceutical, and en­
vironmental samples (1). Although RTP analyses have been 
performed with analytes in the solid, liquid, and gaseous states, 
the simplest method of analysis is done with the analyte in 
the solid state on a solid support. Reports on solid surface 
RTP (SSRTP) appeared in the literature in 1896, but until 
the work of Roth, Schulman, and Walling, the full potential 
of this technique was not recognized (2-4). Since then, nu­
merous studies have been reported, and recent publications 
by Vo-Dinh and Hurtubise have reviewed the RTP phenom­
ena on solid substrates in detail (1,5). 

Silica gel, sodium acetate, polymer salt mixtures, and filter 
paper are some of the supports that have been used for 
SSRTP (1,6-9). Although filter paper is the most commonly 
used support because of low cost and commercial availability, 
it suffers from two important drawbacks. It has a broad RTP 
emission band from 400 to 600 nm, the region where many 
organic compounds also phosphoresce, and its surface is not 
uniform. Both conditions can affect the precision and limit 
of detection (LOD) of the analytes. In addition, filter paper 
is susceptible to moisture, which causes quenching of the 
analyte signals and additional problems with reproducibility. 

Analysis of polynuclear aromatic hydrocarbons (P AHs) has 
been accomplished by RTP on solid substrates (1,9, 10). 
Selectivity, sensitivity, and small sample requirements make 
this technique conducive for trace analysis. In general, sat­
isfactory analysis of nonpolar P AHs requires the use of a heavy 
atom or enhancement of the RTP signal. Phosphorescence 
enhancement by use of a heavy atom has been reported by 
several investigators (9, 11-13). Winefordner and Lue-Yen 
Bower investigated a series of heavy-atom enhancers for a 
variety ofPAHs and determined TI(I), overall, to be the most 
effective enhancer (9). 

RTP emission fo" P AHs depends not only on the presence 
of a heavy atom but also on the environment for the phos­
phors. Immobilization in a rigid medium, association by 
hydrogen bonding, or entrapment of the phosphor are believed 
to be required to minimize collisional deactivation and loss 
of the phosphorescence signal (1,5). Recent literature reports 
investigations of PAHs on matrix-modified filter paper (9, 
14-16). Diethylenetriaminepentaacetic acid, cyclodextrin, and 
various inorganic salts, Le., sodium citrate and malonate, are 
just a few of the many compounds used to modify the surface 
of filter paper for the inducement or enhancement of pho­
phorescence. 

Previously, we reported nanogram detection of anthracene, 
a weak phosphor, by SSRTP (17). The solid substrate, 
Whatman No.1, was pretreated with TI(I). Measurements 

* Author to whom correspondence should be addressed. 
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were accomplished by using the surfactant salt thallium lauryl 
sulfate (TlLS) and the inorganic salt TlN03• The RTP signal 
of anthraeene in the presence of TILS was approximately 
2-fold greater than obtained for TIN03• Additionally, the 
precision for the measurement of anthracene on Whatman 
No.1 pretreated with TILS was observed to be 2 times better 
than the one observed for the TIN03 system. It was suggested 
that the long alkyl chains of the TILS protected the phosphor 
from collisional deactivation and possible moisture quenching. 
In this investigation, Whatman No.1 pretreated with TILS 
was examined as a general surface for inducing RTP from 
several P AHs. 

EXPERIMENTAL SECTION 
Instrumentation. A Perkin-Elmer LS-5 luminescence spec­

trofluorometer (Perkin-Elmer, Norwalk, CT) coupled to a Model 
3600 dats station was used to collect all RTP spectra and intensity 
measurem<ents. The spectrofluorometer was equipped with a 
xenon flash lamp as the excitation source. All phosphorescence 
data were collected by using a pulse delay time of 0.03 ms and 
a gate time of 9.0 ms. The excitation and emission monochromator 
slits were set at 10 and 5 nm, respectively. The sample com­
partment was continuously purged with dry nitrogen. A 360-nm 
cutoff filter was used where necessary to minimize second-order 
scatter. 

Reagents. Naphthalene (Mallinckrodt, St. Louis, MO), 4-
aminobem.oic acid (PABA) and carbazole (Eastman Kodak Co., 
Rochester, NY), and 1,2,3,4-dibenzanthracene (1,2,3,4-DBA) and 
pyrene (Aldrich Chemical Co., Milwaukee, WI) were of reagent 
grade and used as received. The PABA was used as a reference 
compound for comparison of RTP figures of merit. Thallium 
lauryl sulfate (TILS) was prepared in our lab by a procedure 
previously described (17). Absolute ethanol (Florida Distillers 
Co., Lake Alfred, FL) and "Nanopure" demineralized water 
(Barnsteao. System, Sybron Corp., Boston, MA) were used as the 
solvents. 

Procedures. TlLS was prepared in ethanol/water (80:20 by 
volume) solutions. Concentrations of 0.016, 0.033, 0.065, an 0.13 
M TlLS were prepared and the solutions spotted onto Whatman 
No.1 filte" paper disks for the preparation of the "heavy-atom 
curves". All PAH standards were prepared daily in absolute 
ethanol by serial dilution of 1000 ILg/mL stock solutions. The 
preparation of Whatman No.1 filter paper disks with TlLS was 
described previously (17). The RTP intensity of the substrate, 
i.e., Whatmen No.1 treated with 5 ILL of the appropriate con­
centration of TlLS, was determined at the maximum excitation 
and emission wavelengths for each PAH; subsequently 3 ILL of 
analyte was spotted onto the center of each substrate. Each P AH 
sample had its own blank whose intensity was subtracted from 
the total intensity measured for the analyte. All measurements 
were performed in triplicate in the presence of dry nitrogen. 

RESULTS AND DISCUSSION 
Whatman No.1 filter paper treated with 0.065 M TILS 

produced a broad band of background emission from 400 to 
600 nm. The excitation and emission maxima were 253 and 
504 nm, respectively. The RTP emission intensity is ap­
proximately 10 times that of untreated Whatman No.1 filter 

© 1989 American Chemical Society 
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Table I. Room~Temperature Phosphorescence Spectral 
Properties of Several PAHs and PABA Examined on 
Whatman No.1 Filter Paper Pretreated with TlLS 

compound TlLS,M "Ex, nm "Em/~ nm 

naphthalene 0.065 275 480,513, (547) 
pyrene 0.065 336 593,65:3 
1,2,3,4-DBA 0.065 292 567, Wi, 670 
carbazole 0.033 295 416,440, (465) 
PABA 0.033 286 430 

a Wavelength of maximum RTP emission is italicized when there 
is more than one band; the wavelengths of the shoui.ders are in 
parentheses; the precision for the wavelengths is :1:0.5 nm. 
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Figure 1. Ratio (A / B) of net analyte RTP signal intensity to the sub­
strate background RTP emission intensity at the wavelengths of the 
particular analyte plotted versus the molar concentration of TILS to 
determine the effects of heavy-atom concentration on RTP emission 
of various PAHs and PABA: (a) 1,2,3,4-DBA; (b) carbazole; (c) pyrene; 
(d) PABA; (e) naphthalene. 

paper under identical experimental conditions. The effect 
of the high background emission on the measurement of 
various PAHs was examined and is discussed below. 

Table I lists the P AHs and their RTP excitation and 
emission characterisitics chosen for examination on Whatman 
No. 1 pretreated with TILS, hereafter referred to as the 
substrate. These compounds were chosen because their 
emission maxima occurred on the broad background of the 
substrate and their excitation wavelengths we'e similar. 
PABA, carbazole, naphthalene, 1,2,3,4-DBA, and pyrene 
phosphorescence emission maxima were observed at 430, 440, 
513, 567, and 593 nm, respectively. The relative emission 
maxima represent different situations for the measurement 
of these compounds. Since the naphthalene emisBion maxi­
mum at 513 nm is very near the RTP emission maximum of 
the substrate, its analytical figures of merit should be the most 
affected. Conversely, the other compounds should produce 
more favorable analytical results. Carbazole and P ABA were 
specifically chosen because of their different polarities, in order 
to evaluate their interactions with the alkyl chains of the 
substrate. 

The influence of heavy-atom concentration for each P AH 
was determined from a plot of the ratio (A/B) of the net 
analyte RTP signal intensity (A) to the substrate background 
RTP emission intensity (B) at the wavelengths of the par­
ticular analyte versus the molar concentration of TILS. From 
Figure 1, it can be seen that the A/ B ratios for all the analytes 
changed little with TI(I) concentration. However, for all 
further studies, we chose the TILS concentrations given in 
Table I for the five analytes to achieve good signa.! to back­
ground ratios with little sensitivity to change in TILS con­
centration. 

Table II. Reproducibility of Blanks at 
Excitation/Emissiona Maxima for Analytes 

av blank 
no. of RTP 

analyte substrates response 

PABA 37 11.8 ± 0.7 
carbazole 18 13.0 ± 0.7 
naphthalene 41 47.9 ± 2.8 
1,2,3,4-DBA 30 20.1 ± 0.8 
pyrene 18 6.9 ± 0.3 

RSD,% 

6.1 
5.4 
5.7 
3.9 
4.3 

a Excitation and emission maxima reported in Table 1. 

Table III. Room~Temperature Phosphorescence of Several 
PAHs and PABA on Whatman No.1 Pretreated with TlLS 

slope corr LOD.'" precisiond 

compound LDR,' ng log-log coeff ng method, % 

PABA 3-450 0.98 0.997 1.3 7.6 
carbazole 1.5-300 0.99 0.996 0.8 7.8 
naphthalene 15-900 1.02 0.998 8.8 13.9 
1,2,3,4-DBA 1.5-75 1.03 0.996 0.5 5.8 
pyrene 1.5-750 0.97 0.998 1.4 3.3 

a Linear dynamic range resulting from triplicate measurements 
of each analyte on Whatman No.1 pretreated with TILS. bLimit 
of detection calculated by 3sblank/m, where Sblank is the standard 
deviation of 16 blanks and m is the slope of the analytical calibra~ 
tion curve plotted on linear-linear coordinates. C Values are de­
tection limits in nanograms. dprecision for the method was ob~ 
tained by the following formula: Pmethod = (SA+S2 + SS2)1/2/IA_B X 

100. Sixteen determinations of 10 ppm analyte and their respec~ 
tive blanks were utilized to determine SA+B, standard deviation of 
analyte plus blank intensity; Ss. standard deviation of blank RTP 
intensity; and h-s, average net analyte RTP intensity. 

The percent relative standard deviations (RSDs) of the RTF 
background emission signals of blanks pretreated with the 
optimum TILS concentrations and measured at the excita­
tion/ emission peaks for the five analyses (see Table I) are 
given in Table II. The percent relative standard deviations 
of the RTP background emissions of the substrate for all 
anaIytes were observed to be less than 7%. Additionally, the 
RTP background emissions of 4 disks of the same batch of 
substrates used for the analysis of naphthalene were measured 
at the naphthalene excitation and emission wavelengths at 
approximately a I-month interval. There were no significant 
differences in the reproducibilities of the RTP background 
intansity observed over the monthly period as opposed to the 
reproducibilities obtained over a few hours. 

The slopes (sensitivities) of the analytical calibration curves 
for the P AHs and the analytical figures of merit are sum­
marized in Table III. The slopes of the log-log calibration 
plots are all close to unity (±0.03) with excellent correlation 
coefficients. Pyrene, carbazole, naphthalene, and PABA show 
linearity over 2 decades, while I,2,3,4-DBA was linear only 
over 1 decade. Nanogram detection limits were observed for 
all analytes. The precision of the method for each analyte 
was determined by using the 10 I'g/mL standard solution for 
each PAR. With the exception of naphthalene, the method 
precision for all analytes was observed to be less than 8%, 
which is statistically the same as the precision of the back­
ground emission. The poorer method precision (13.9%) for 
naphthalene can be mainly attributed to the high standard 
deviation of the substrate emission and to the high background 
emission at the peak wavelength for naphthalene. It should 
also be mentioned that the time for the naphthalene RTP 
signal to stabilize was more than twice that of the other 
compounds tested. The RTP intensity peaked at a maximum 
value after 10 min of drying in the sample compartment with 
dry N2 and then rapidly degraded. Volatilization of the an-
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alyte during the drying time (18) was, most likely, responsible 
for the unfavorable precision observed. 

CONCLUSION 
TILS was used as a matrix modifier for Whatman No.1 

filter paper. This new substrate was used successfully for 
nanogram detection of several PARs. The analytical figures 
of merit compare favorably with those in literature reports 
(9,18-22), which reveal a variety of filter papers and matrix 
modifiers utilized for such molecules. 

This study suggests that Whatman No.1 filter paper pre­
treated with TILS can be used as a general method for trace 
analysis of different kinds of PARs. The substrate was stable 
over a long period of time, meaning it could be prepared ahead 
of time and stored for future use. The reproducibility of the 
substrates' background was less than 7%. As previously re­
ported, the TI(I) cation and the analyte were protected from 
source irradiation damage by the long alkyl chains of the anion 
(17). An additional advantage of the nonpolar environment 
was the protection of the analyte against quenching during 
the measurement (17). All of the analyte signals, with the 
exception of that of naphthalene, reached a steady state in 
less than 3 min as long as a N, purge was used. Although 
PABA and carbazole were chosen because of their polarity 
differences with respect to the other PARs, these species were 
just as well behaved as the nonpolar PARs. 
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Apparatus for the Fabrication of Poly(chlorotrifluoroethylene) CompOSite Electrodes 
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INTRODUCTION 
Since the introduction of Kel-F graphite (Kelgra£) electrodes 

(1, 2), a number of papers have appeared dealing with the 
application (3-7) of these electrodes, as well as the charac­
terization of their behavior (8,9). The application of Kelgraf 
electrodes has primarily been as voltammetric detectors in 
liquid chromatography and flow injection analysis (2-5). 
Characterization studies indicate that they exhibit behavior 
typical of microelectrode ensembles and as such have the 
advantage of enhanced current densities leading to a higher 
signal to noise ratio than observed for other carbon electrodes 
such as glassy carbon. 

Kelgraf electrodes that have been reported previously have 
been fabricated from Kel-F 81 brand plastic resin from 3M. 
The recommended fabrication techniques from the manu­
facturer (10) include compression molding of sheets and in­
jection molding. In both cases, the physical properties of the 
resulting material are affected by the time and temperature 
of heating and cooling. For example, the degree of crystallinity 
is a function of the thermal history of the polymer. Rapid 
cooling of the Kel-F from above its crystalline melting point 
(212 ac) to below 150 ac yields a more amorphous material 
that ·is less dense, more elastic, more transparent, and tougher 
than its crystalline counterpart. The more amorphous ma­
terial is alSI) favored by minimizing the time that the plastic 

0003-2700/89/0361-2330$01.50/0 

is exposed to temperatures above 212 ac. This minimizes the 
thermal degradation of the polymer, which would lead to a 
lower molecular weight and more crystalline product. The 
denser translucent crystalline product is favored by slow 
cooling of the melt. It should be emphasized that under no 
conditions is the product purely crystalline or amorphous, 
which implies that the fabrication conditions must be strictly 
controlled to ensure a consistent product. An additional 
fabrication parameter that should be mentioned is the pres­
sure. In t.he compression molding used to produce Kelgraf 
electrodes, it is important to maintain a pressure of at least 
1000 psi during the cooling phase of the fabrication. If the 
pressure is not maintained, shrink voids may develop caused 
by shrinkage of the plastic during cooling. 

Given the above considerations, an apparatus was designed 
to provide rapid heating of the Kel-F graphite mixture to 
above its melting point to decrease the fabrication time and 
minimize the time above 212 ac. In addition, provisions were 
made to simplify and provide control over the cooling time 
in an attempt to ensure a consistent product. Note that in 
the past, cooling was provided by squirting water on the fa­
brication die, a rather messy nonreproducible affair. This 
apparatus should be of interest given the more recent intro­
duction of composite electrodes based on mixtures of Kel-F 
and silver (11) and anticipated extension of this work to other 

© 1989 American Chemical Society 
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Figure 1. Illustration of apparatus for fabrication of Kelgraf electrodes. 
All units are in millimeters. Note that slices of the apparatus, A. S, 
and C, are shown in Figure 2. Key: 1, 500-W heater hole (10 mm); 
2, stainless steel die; 3, aluminum block; 4, temperature probe hole; 
5, cooling water inlet, 6, cooling water outlet; 7, die hole (6 mm); 8, 
cooling channel cap. 

precious metals. In addition the apparatus should prove useful 
in the fabrication of electrodes using other inert bilders such 
as Teflon (12, 13). 

EXPERIMENTAL SECTION 
Reagents and Materials. All chemicals used were of reagent 

grade. The Kel-F 81 resin was obtained from the 3M Commercial 
Chemicals Division, St. Paul, MN. The powdered graphite 
(UCP-2-325) was obtained from Ultra Carbon Corp. Bay City, 
MI. The Kel-F rod used in the electrode fabrication was from 
Plastic ProfIles, Inc., East Hanover, NJ. The 120 V-500 W heaters 
were obtained from O.T.E., Inc., Henderson, KY. The temper­
ature probe used (bimetallic dial thermometer, Model 0) was from 
Omega Engineering Inc., Stanford, CT. 

Instrumentation and Procedures. The potential step ex­
periments were done on a solution that was 2 mM ferricyanide 
in 1.0 M KCI (pH 2.7). The potential was stepped from 0.6 to 
-0.2 V relative to an Ag/ AgCl reference electrode (4 M KCI) using 
a Pt auxiliary electrode. The potentiostat used was homemade. 
The experiments were performed by using an Apple lIe computer 
equipped with a TM-AD213 (12-bit analog-to-digital converter) 
board and a TM-DA101 (12-bit digital-to-analog converter) board, 
both from TecMar, Inc. The software used was written in Ap­
plesoft basic and machine language. This system has been de­
scribed previously (14). 

The electrode fabrication procedure and the apparatus are 
described in the following section. 

RESULTS AND DISCUSSION 
Figures 1 and 2 provide a detailed illustration of the de­

scribed apparatus. It consists of a block of aluminum into 
which water cooling channels were drilled. Figure 2 illustrates 
the route of the water through the aluminum block. A 
stainless steel sleeve (die) is centered in the middle of the 
block. Note that the die is screwed into the block to hold it 
in place when the resulting Kelgraf electrode is pressed out 
of the die. Placed symmetrically about the die in the alu­
minum block are four 120-V, 500-W heaters. These heaters 
are powered in parallel with a variable transformer. Finally, 
an additional hole was drilled for a temperature probe. Ob­
viously this hole must be drilled such that it does not pass 
through a cooling channel yet comes as close as possible to 
the stainless steel die to ensure that the appropriate tem­
perature is being measured. 

Section A-A 

3 

Section B-B 

Figure 2. Slices of the apparatus illustrating the path of the water 
through the cooling channels. Also shown is a cross section of the 
stainless steel die and heater holes. Key: 1, aluminum block; 2, 
stainless steel die; 3, cooling channel cap; 4, cooling water inlet; 5, 
heater hole. 

The fabrication process begins by placing approximately 
2 g of the Kel-F-graphite mixture into the die. Preparation 
of the mixture has been described previously (1-3). We have 
found that manual mixing of the Kel-F and graphite is suf­
ficient for obtaining a homogeneous mixture. In addition, we 
sieve the Kel-F obtained from the manufacturer and use resin 
with particle sizes less than 450 I'm. lt should also be noted 
that the graphite used in this work had particle sizes less than 
45 J.Cill as opposed to the less than 1 I'm particle size graphite 
that has been used previously. Once the mixture is in the die, 
a pressure of approximately 2000 psi is applied. The tem­
perature is then increased rapidly (100% power) to 200°C. 
The power is then adjusted to approximately 45 %, providing 
an equilibrium temperature of 250°C. At this point, the 
pressure is again adjusted to 2000 psi and the system is 
maintained at this pressure and temperature for approxi­
mately 5 min. Cooling is then initiated by passing a slow 
stream of water through the cooling channel. Because of the 
steam produced, it is important that cooling line fittings be 
secure and copper tubing is recommended for the water input 
and output lines. The system is cooled from 250 to below 150 
°C in about 30-60 s. Faster cooling results in shrink voids 
even with the pressure applied. Once the system is at room 
temperature, the Kel-F-graphite pellet may be pressed from 
the die. This often requires considerable pressure, and 
therefore, to minimize frustration and possible damage to the 
apparatus, we frequently treat the die with a parting agent. 
This amounts to coating the walls of the die with high-tem­
perature silicon grease and heat treating the die at 300°C. 
lt is important that the die then be wiped clean of excess 
grease before subsequent use of the apparatus. 

The resulting Kel-F-graphite pellet can be easily machined 
to the desired diameter (3 mm in these studies). For testing 
of the product, we have found it convenient to press fit a 5 
mm long pellet into a hole in a pure Kel-F rod. This eliminates 
the encapsulation procedure that has been used in the past, 
which can result in distortion of the Kel-F-graphite pellet. 
We have seen no evidence of seepage of the solution between 
the pure Kel-F and Kel-F-graphite mixture on the millisecond 
time scale provided the pellet is 1 to 2 thousandths of an inch 
bigger than the hole in the Kel-F rod. Electrical connection 
was made with a brass rod pushed through a hole in the 
opposite end of the rod. Polishing of the surface is accom­
plished by using progressively finer abrasives down to I-I'm 
alumina. Before the resulting electrode is used, the resistance 
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Figure 3. Potential step data (+) obtained after background subtraction 
when the potential of a 15% (w/w) graphite electrode was stepped 
from +0.6 V to -0.2 V vs Ag/ AgCI (4.0 M KCI). The data shown is 
the average of four experiments on a single electrode with no polishing 
between runs. The solution contained 2 mM ferricyanide (1.0 M KCI, 
pH 2.8). Data collection was initiated at 10 ms after the step, with a 
total of 100 current measurements being made at 1O-ms intervals. The 
solid line is the theoretical fit to the data. 

is measured to ensure that it is below 100 n. 
Chronoamperometric experiments have been used to 

characterize Kelgraf electrodes. In these experiments, the 
active surface area and the size of the active sites on the 
surface have been determined by fitting existing theory for 
microelectrode arrays to the experimental data. Weisshaar 
and Tallman (8) used this approach with the theory developed 
by Gueshi et aI. (15). However, only after modification of the 
theory to include a ilistribution of two sizes of active sites were 
satisfactory results obtained. It was concluded that although 
the information obtained is useful, the model used to develop 
the theory is oversimplified with respect to the actual dis­
tribution and size of sites on the Kelgraf electrode surface. 
We have performed similar experiments with electrodes fa­
bricated as described above. However, the theory of Shoup 
and Szabo (16) was used in the simplex optimization for the 
determination of the active area and site radii. This theoretical 
expression for the current has been shown to be more accurate 
than that used previously although it uses the same model 
for the distribution of active sites on the surface. Figure 3 
shows the experimental potential step data obtained for the 
reduction of 2 mM ferricyanide at a 15% (w/w) graphite 
electrode after background subtraction. The experimental 
conditions are given in the caption. Also shown in Figure 3 
is the theoretical fit (solid line), which is much better than 
that obtained in the study mentioned above when only one 
size of active site was considered. For one 15% (w /w) graphite 
electrode used in this study, the surface was found to be 18.0% 
active with a standard deviation of 0.15%. The active site 
radii determined were 25.0 J.'m (standard deviation 1.5). These 

results are from four sets of experiments as described in the 
caption to Figure 3, with polishing between sets. This active 
site radius is in agreement with values determined previously 
by using chronoamperometry and scanning electron micros­
copy (8). In terms of reproducibility, results from another 
15 % electrode fabricated by a different individual yielded a 
percent active area and site radii of 21 % and 30 J.'m, re­
spectively. This variation between electrodes undoubtedly 
results from differences in the mixture preparation rather than 
from the eompression molding step. It is this later step that 
we have attempted to refine, and its reproducibility is excellent 
with respect to the success rate and physical characteristics 
of the product. There are various reasons why our theoretical 
fit appears to be better than the results reported previously. 
Obviously the theory used was different. In addition, the 
fabrication technique is somewhat different as is the particle 
size of the graphite used to prepare the electrodes. Even 
though our results are rewarding, we agree with the previous 
conclusions that the model used to derive the theory is un­
doubtedly much simpler than the conditions that exist at the 
electrode surface. However, the percent active area and active 
site radii determined here are still useful in that they are 
important in determining the enhancement effects associated 
with microelectrode arrays in stationary solutions and flowing 
streams (17). 
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The utility of mass spectrometry in the broad field of 
process analytical chemistry and in situ analysis has grown 
steadily over the past few years (1, 2) with concurrent re-

fmements in mass spectrometers and their inlet systems. In 
our case, these mass spectrometers are used for a variety of 
analyses (3, 4). The characteristic role is to apply its excellent 
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sensitivity, good selectivity, and real time data capabilities. 
The challenge, in diverse applications, is the development of 
appropriate interfaces and inlet systems. They must be 
rugged, reliable, sensitive, and applicable to a wide range of 
sample environments. 

This communication deals with the utility of a hollow fiber 
membrane interface developed several years ago in our lab· 
oratory (5) and since modified for this application. Other 
researchers have discovered its utility and have found nu­
merous applications (6-9). However, some chemical processes 
in an industrial setting test the limits of any sampling tech­
nology. High temperatures, low or high pressures, corrosive 
or caustic environments, and rapidly changing dynamic pro· 
cesses, along with the sheer size of some of the processes, make 
for interesting research. 

We have examined the utility of a hollow fiber membrane 
probe interface in the monitoring of potential NCI" (nitrogen 
trichloride) formation during bleach chlorinolysis treatment 
of chemical waste streams containing ammonia or other ni­
trogen-containing species. NCI3 is an explosively unstable 
compound that will detonate above its boiling point of 71 °C, 
when catalyzed by light, and at concentrations above about 
2000 ppm (IO, 11). 

Real-time monitoring of the process is necessitated by the 
transient stability of NCI3• Common trap and off-line analysis 
methods would prove difficult to use and since we do not know 
when to expect any formation to occur, we need to monitor 
the process during all of its stages. Off-line methods would 
only be able to provide time-averaged data, perhaps across 
several significant events. Self-evident safety factors also exist. 
In general, the unstable nature of NCI3 necessitates It sensitive, 
real time monitoring method. 

While this communication will discuss the appJ ication of 
mass spectrometry to chlorinolysis waste treatment, the intent 
is to demonstrate the general utility of a silicone hollow fiber 
membrane probe with in situ mass spectrometry, rather than 
specifying reaction conditions for successful wastewater 
treatment. 

EXPERIMENTAL SECTION 

In Situ Mass Spectrometer. The mass spectrometer is an 
in-house built unit based on a Blazers QMG-511 quadrupole mass 
spectrometer. The mass scanning range of the instrument is 
1-1023 amu. An off axis 17-stage discrete dynode electron 
multiplier is used for ion detection after ion energy filtering 
through a 90° electrostatic sector. A Balzers gastight ion source 
was used for this work. 

The quadrupole mass spectrometer vacuum housing is evacu­
ated by a 270 L/s Balzers turbopump backed by a ~,lO L/min 
Aleatel direct drive pump, which is also used for system roughing. 
All of the MS control electronics, vacuum systems and auxiliary 
electronics are housed in a cabinet that can be purged with inert 
gas for hazardous area work. An explosion-proof roughing pump 
is located outside of the cabinet and cooling is provided by an 
external N eslab CFT -75 recirculating coolant refrigerator system 
(Porstmouth, NH). Cooling of the cabinet is necessary due to 
heat buildup by the electronics and turbopump. 

The QMG-511 mass spectrometer is operated either by manual 
means or by computer. The data system is a DEC PDP 11/23 
based system using two RL01 disk drives. In-house·written 
software was used to control all functions of the mass sp€clrometer. 
I/O between the computer and mass spectrometer occurred 
through a parallel communications cable which may be up to 300 
m in length. In this study, due to the explosion potential of the 
experiment, the computer and operator were stationed in an office 
area about 15 m away from the mass spectrometer and chemical 
reactor. The separate coolant refrigerator was placed near the 
mass spectrometer. The mass spectrometer itself was :~sitioned 
just outside the lab hood which houses the chemical reactor. 

Chemical Reactor. The chlorinolysis experiments were 
performed with a bench scale reactor inside a flow hood. A 1-L 
round-bottomed flask reactor was equipped with a side arm 

take-off, mechanical stirrer, reflux condenser, thermometer, 
combination pH electrode, and feed ports for adding waste feed, 
10% NaOCI bleach solution, 15% NaOH, and 15% HCL The 
acid and base provide pH control as needed. The pH was mea­
sured by the combination electrode and an automatic control 
circuit measured the caustic and acid into the reactor with cal­
ibrated FMI fluid metering pumps. An infrared heating lamp 
and temperature regulator circuit were also utilized to achieve 
temperature control. 

Two modes of operations were studied, batch versus continuous 
chlorination, In the batch run, 350 mL of organic waste adjusted 
to pH 7 was heated to 100°C. The pH control was started and 
adjusted to typically pH 5.5. The automatic pH controller 
maintains this value throughout the rUD. Normal operation 
involves the addition of caustic, as HCI was evolved during the 
process. At this point the bleach flow was started and added as 
fast as possible without venting any chlorine. Grab samples were 
taken at regular intervals to determine the chlorine concentration 
in solution by iodimetric titration. The bleach flow rate was 
adjusted accordingly to maintain a constant amount of chlorine, 
typically 1000 ppm, in solution. The reaction reached its end point 
when the chlorine concentration was seen to rise. 

In the continuous mode of operation waste and bleach are added 
continuously. The feed rates are adjusted to allow several reactor 
turnovers before allowing the contents to flow out through a side 
port. Batch operations are usually preferred for small scale 
processes where not enough waste is being generated to sustain 
a continuous mode of operation. 

Hollow Fiber Probe. Sampling of the chemical process oc­
curred at two points. One monitor was set at the vent of the reflux 
condenser and the second was placed directly inside the reactor 
headspace. The reactor environment is 100 °C water saturated 
with high concentrations of Cl2 and HCI gases along with CO2, 

chlorinated organics, and other byproducts of the chlorinolysis 
reaction. Due to the harsh operating conditions present during 
the reaction, research was performed to find a suitable sample 
inlet system, detailed below. 

The species of prime interest was any detectable N CI3 being 
formed. NCl3 concentrations of a few thousand parts per million 
are explosive. To guarantee a suitable safety margin, our detection 
limit must be much lower. To ensure proper operation of the mass 
spectrometer, the large background from water vapor must be 
eliminated and high vacuum maintained. 

A molecular leak probe, consisting of a quartz tube collapsed 
to a fine 10-,um hole size, was tried for sampling. However, too 
much water was let into the instrument vacuum system which 
raises the operating pressure and water background unacceptsbly 
high. The molecular leak probe suffered also from condensation 
of liquids on the probe tip. Drops formed or splashed there during 
reaction monitoring plugged the micrometer orifice and gave 
unstable signals. 

With hollow fiber probes, factors such as the membrane ma­
terial's area, thickness, and temperature can often be varied to 
find suitable characteristics. A non·cross-linked silicon polymer 
hollow fiber (Dow Corning non-cross-linked silicon medical tubing 
0.008 in. o,d., 0.007 in. i.d.) has been found in the past (5) to 
provide fast response and excellent separation of organics from 
water. A sample probe was devised from this material. The open 
ends of two 3 cm lengths of tubing were looped and sealed into 
the end of a '/4 in. o.d. Pyrex tube with Dow Corning 721 RTV 
silastic adhesive. The opposite end of the Pyrex tube was con­
nected to the mass spectrometer ion source vacuum system via 
'/4 in. o.d. Teflon tubing, In this manner the inside of the hollow 
fibers is held under vacuum while the exterior is exposed to the 
sample environment. Volatile organics soluble in the fiber ma­
terials pass through the probe and into the mass spectrometer 
ion source. Air and water, being generally less soluble in the 
polymer material, are thereby greatly excluded (5). 

The non·cross-Iinked silicone polymer hollow fiber probe was 
initially evaluated by sampling air over an Erlenmeyer flask of 
boiling water. This would test the vacuum attainable as well as 
the stability of the probe which to date had only been used to 
sample systems up to 60°C (12,13). Vacuum system pressures 
from the non-cross-Iinked silicone polymer probe were totally 
unacceptable at temperatures higher than 75°C. At 100 °C the 
probe material swells open to the point that pumping directly 
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Table I. Positive Ion Electron Impact Mass Spectrum of 
NCls 

mle rei abund ion species 

49 54 N35CI+ 
51 18 N37CI+ 
84 100 N''CI,+ 
86 65 N35CI37CI+ 
88 10 N37CI,+ 

119 5 N"CI,+ 
121 5 N"CI37CI,+ 

On the probe with a 195 L/min Alcatel vacuum pump could not 
keep the pressure below 100 Torr (uncorrected). Additionally 
the swelled hollow fibers were found to be easily broken; mild 
shocks tended to tear open the fiber material, venting the vacuum 
system. This system would be unlikely to survive any bumping, 
splattering, or explosions of NCl, potentially expected in this 
study. 

Several different designs of supported hollow fiber probes were 
evaluated. The non-cross-linked material was dissolved in toluene 
and applied to a variety of frit glass and steinless steel screen probe 
designs. Altbough these systems did prove more physical stability 
to the probe, the problem of poor vacuum still existed. A much 
thicker material probe was considered, but rejected based on the 
conclusion that response times would be too slow compared to 
the real time needs of monitoring for an explosive material. 

A cross-linked silicone polymer hollow fiber (Dow Corning 
Silastic medical grade tubing 0.02 in. i.d., 0.025 in. o.d_) was tried 
next in the above described loop design. Cross-linking is done 
by the manufacturer to add strength to the material. The 
cross-linked material response time was found in the past to be 
longer and, therefore, less desirable than for the non-cross-linked 
material (5, 14). But, a cross-linked silicone polymer probe was 
found to perform well in the water vapor test. Vacuum pressure 
at 100 cC over boiling water was about 10 I'm (uncorrected) for 
a single loop design. This was very close to the absolute pressure 
attainable with this pump. The material was also seen to be 
physically tougher, able to resist knocks without tearing. To test 
stability to an acidic environment, the probe was exposed to 
concentrated vapors of HCI just inside the neck of an open bottle 
of HCl acid for 30 min. These experiments produced no noticeable 
effect on the probe. The RTV silastic adhesive used to seal the 
fiber into the probe body showed excellent sealing and stability 
properties under both of these tests and after a few days of curing, 
a negligible background. A double loop probe of the above design 
was built for insertion into the reaction vessel. A second probe 
was fashioned to sample the relatively low concentration sample 
region at the vent of the reflux condenser. At this point the 
headspace vapor should be near ambient temperature and most 
of the organic vapors condensed out. A non-cross-linked fiber 
was used here for its fast response and greater sensitivity_ The 
probe was of similar design to the above concept. One end of five 
hollow fibers was set with adhesive into all 4 in. stainless steel 
tube. The free ends were sealed with a dab of adhesive_ Either 
probe could be sampled by a system of valves and a pump that 
kept the unsampled probe under vacuum. 

DISCUSSION 
Table I lists the mass spectrum of nitrogen trichloride 

obtained from an internal source. Since no provision is made 
for chromatographic separation of the various chemical species, 
we must choose characteristic ions to monitor. mjz 84 (NCl,+) 
is the base peak in the mass spectrum and is the logical choice 
for sensitive real time monitoring. However, it suffers from 
several direct mass interferences from chlorinated hydrocarbon 
fragments we would expect to see in the chlorinolysis of or­
ganic wastes (CH,Ci,+, CS5CIs7CI+, etc). Lower mass fragments 
were considered but rejected due to the increased problems 
of interferences_ The NCls parent ions at mlz 119 and 121, 
though at weaker intensity than the base peak, could provide 
a unique pattern for identification. Most simple chlorinated 
hydrocarbon species would give a strong m j z 117 ion while 
NCls would not. Thus the presence of mjz 84 and 119 peaks 

2000 
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Figure 1. Selected ion plot for bleach reaction with 0.1 % ammonia 
solution: (AI start of bleach flow; (B) end of oxidation reaction; (C) NC~ 
surge. 

without corresponding increase of m j z 117 was used as a 
criterion for the presence of NCls. 

Those ions were monitored during the analysis, but to 
provide fuU information in case the spectra were complicated, 
the mass spectra were scanned from 10 to 300 amu. The data 
system allowed us to scan the low mass part of the spectrum, 
10-75 amu, at low sensitivity and the 75-300 amu range at 
high sensitivity by changing the multiplier voltage in between. 

Preliminary experimente, accomplished by injecting small 
amounts of chlorinated organics into the reactor vessel, showed 
system re:;ponse time to be about 5-10 s and with part per 
million sensitivities. We saw no reason to pursue sensitivity 
studies with NCls, lacking a new standard, and since the 
explosive concentration is reportedly a few percent in air_ 
Relative sensitivity for NCls is expected to be equivalent to 
similar chlorinated hydrocarbons. 

The reactions of dilute aqueous solutions of chlorine and 
ammonia are very complex but have been studied extensively 
(15-17). In order to better understand the conditions under 
which Nels might be formed under chlorinolysis of organic 
wastes in our system, several model experimente were per­
formed using 0.5% ammonia solutions (from NH4Cl) in water. 
A 350-mL aliquot of ammonia solution, in the previously 
described batch mode system, was substituted at pH 5_5 and 
100 cC before the start of the mass spectral data accumulation. 
Figure 1 shows a selected ion plot of the reaction sequence 
obtained from the reaction flask probe_ mjz 84 is plotted at 
2X norm2J intensity to more clearly show ite behavior above 
the other plotted ions. NCla forms and degrades very rapidly 
in the headspace. At a molar ratio of bleachjNHs equal to 
about 3, 8. surge of NCls is seen. From the figure the m j z 84 
and 119 peaks are seen to surge at point C while the mjz 117 
peak remains flat_ By the above criteria, this indicates the 
presence of NCls. 

Figure 2 shows a typical mass spectrum at the greatest yield 
of NCls. The spectrum shows a good match for the earlier 
standard spectrum. The small, higher-mass peaks are iden­
tified to be from the decomposition of the exposed 1 cm' 
surface of a rubber stopper used to hold the pH probe. The 
stopper was only exposed to the heads pace vapors but was 
severely corroded and was replaced by a glass feed-through 
in later experiments. This gives a feel for the severe conditions 
in the reactor. 

Another series of trial runs was performed in which the 
reactor was run in a continuous feed mode. The 0.5 % am­
monia solution, used to represent a waste stream, was con­
tinuously fed into the reactor along with the bleach solution. 
The reactor was initially loaded with waste and adjusted to 
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Figure 2. Mass spectrum of Nel3 above m /z 75. 

Figure 3. Photograph of probes used in chlorinolysis reaction: (AI 
Cross-linked probe from reactor headspace; (8) non-cross-finked probe 
from reactor vent exposure to reactor system; (C) non-cress-linked 
probe for comparison to B above. 

pH 5.5 and 100°C. The waste and bleach solutions were 
started simultaneously. Product was allowed ';0 escape 
through the side arm of the reactor. Feed and exhmst rates 
were adjusted to ensure several reactor turnovers to occur. 
The chlorine concentration in solution was deter mined by 
periodic grab samples and the bleach flow was adjust"d to keep 
the concentration at 1000 ppm. For this test the run continued 
at pH 5.5 for 2 h and was lowered to pH 4 for 20 min with 
a [Cl,] = 800 ppm then to pH 2.0-2.5 [CI,] = 100 ppm for 30 
min. The pH was then raised to pH 6 for 60 min [CI,] = 1000 
ppm and then shut down. In situ monitoring of the entire 
sequence showed no build up of NCls such as had been seen 
in the batch mode of operation. Since the solubility of chlorine 
in water is very low at a pH less than 4, the reactor headspace 
and vent were exposed to high concentrations of chlorine gas 
for an extended period of time. The cross-linked hcllow fiber 
probe worked admirably under these conditions, and at the 
end of the experiment showed no signs of deteriora':ion. The 
non-cross-linked probe above the condenser vent suffered 
traumatic failure however. Figure 3 is a photograph of the 
probes used in this experiment. Probe A with a body of Pyrex 
glass was the one used in the reactor headspace. No signs of 
deterioration were apparent) even after this work alld dozens 
of more hours of testing. Probe B with a 316 stairIess steel 
body was the one from the reactor vent after the above re­
action sequence. For comparison a similar design probe, of 
the same material and makeup, though with a glass shaft, is 
shown as C. The non-cross-linked material had be"ome stiff 
and fragile and indeed had snapped off upon removal from 

Figure 4. Selected ion plot chlorinolysis reaction: (A) start of bleach 
flow; (BI end of oxidation reaction; (C) NCI, buildup. 
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Figure 5. Selected ion plot of temperature upset during continuous 
bleach chlorinolysis: (AI heating lamp failure; (BI brine feed off; (CI 
heating lamp fixed, feed back on; (D) heating lamp turned off; (EI 
heating lamp turned back on. 

the reactor. The RTV Silastic both in the vent and headspace 
showed good stability. The type 316 stainless steel body and 
the probe shows marked deteriorations too. Further probe 
bodies were made of glass. 

Experiments were next performed that used synthetic wasta 
samples containing 500-1000 ppm total organic carbon (TOC), 
mostly nitrogen-containing species. In a batch mode opera­
tion, Figure 4, similar to the experiment using an ammonia 
solution, a surge of NCl, is seen at a point when the oxidation 
reaction is essentially complete and the chlorine is building 
up in solution. Similarly, a test of the reactor in the continuous 
mode at pH values ranging from 2.0 to 10 showed no NCl, 
formation. The specific ion-time curve is essentially similar 
to the above model experiment. 

A final experiment was performed to test the importance 
of the reactor temperature control and shows the utility of 
in situ monitoring. Figure 5 shows a specific ion-time curve 
from an intermediate time in a continuous chlorination re­
action where the heating lamp was shut off to allow the tem­
perature to drop to 85-90 °C. At around this point is seen 
a large upsurge of NCls in the headspace. The reactor feed 
immediately was shut down and the lamp turned back on for 
fear of an explosion, though none occurred. After reequilib­
ration of the system, the experiment was duplicated a few 
minutes later as shown in the figure. Again the NCl, con­
centration was seen to rise with a decrease in temperature and 
to fall when temperature equilibrium was again established. 
It is suggested that the phenomenon occurs due to a complex 
change in the solubilities of key intermediates in the NCls 
formation. These complexities were forecast, thus necessi­
tating the need for in situ monitoring. Regardless of the 
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mechanism, it can be seen that the hollow fiber probe and in 
situ mass spectrometer can be successfully used to monitor 
these harsh reactor conditions for an explosive material with 
good long-term performance from the probe and mass spec­
trometer. 
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