


No Globs, .ges, 
Grumbles or Groans 
Proven DD-20 is our most silent vacuum 
pump ever. 
Listen to the quiet at working pressure with the 
Precision® DD-20. Our intemal baffle puts a lid 
on noise. 
An exhaust valve along with the baffle elimi-
nates oil back-up. Your system runs quiet 
and clean. 
Removable intake lets you adapt 

to a variety of setups, quickly and precisely. 
Work to a low 5 micron ultimate vacuum. The 

DD-20 gives you a full 10 liters/minute pumping 
efficiency even at 100 microns. It's 16 lbs. light and 

10" x 7 %" x 61/4" small to carry wherever you need. 
Hear about our complete line of vacuum pumps. 

Write Precision SCientific, PO. Box 10066, 
Rochester; NY 14610. 

Or call 800-621-8820 
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If You' Shopp' 
PlasmaS 

the words of our ohief engineer, our AtO{>IScan™ 
25 is "everything anyone wa,led in 
a sequential ICP instrument." 

It's the oulmination of more than three deoades of 
developmental work, inoorporating the best features 

norHO",)", monoohromator, sample del and 
system and software-of all )revious 

Jarrell Ash plasma speotrometers. 
you are a researoh speotroscopist or 

oooasional that simply means you are going 
get belier accuraoy and detection every 

A Division ofThermo Instl1Jment Systems, Inc. 
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Sophisticated command 
language provides decision 
making logic for complex 
analytical tasks-e.g. CLP 
protocol with autosampler 
operation. 

element in any sample matrix with the AtomSoan 25 
than with instruments oosting muoh. 

Don't take our word for 
Tear out this ad and take it with on your trip 

see brand See if they you anywhere near as 
much for so little. 

We think we'll make you a believer. 
For literature or a demonstration of the AtomScan 

25, call (508) 520-1880. Cr write ThermoJarrel1 Ash 
Corp., 8 East Forge Parkway, Franklin, rvlA 02038-9101. 
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mas 

When Nermag set out to develop the premier Automated 
Benchtop GC/MS Workstation, we were aware there was a need 
your need, for more analytical power. Power that is simple to use, 
yet flexible enough to tackle the toughest problems. A true research­
grade mass spectrometer was required, not a compromised mass 
analyzer camouflaged by glitzy game-show software. 

Introducing Automass, the benchtop mass spectrometer that 
only Nermag cculd build, and the only one of its kind in the world 
today. The basis of AUlomass is a state of the arl quadrupole wilh 
plug-in prefilters and an cptimized Ionization Source for EI, CI, 
and negative ions. Our original Off Axis Ion Photon Conversion 
Detector and patented Resolver electronics are enhanced by a 
differentiaily pumped vacuum system for real CI spectra. 

AUlOmas': is controlled by our exclusive Lucy"" software. 
Lucy doe, window after window of instrument configuration 
setting, auto or manual tuning. calibration, mass spectra. 
chromatographic trace, and data reduction: while simultaneously 
examining the complete library and quantifying results. 
You'll LOlc Lc:y. 

A~iOmass can Oawlessly perform rOUline analysis all day 
virtuall) u12Uetlded, or help you tackle the most difficult analytical 
problem. 

Automas', advances Mass Spectrometry into the 90's. 

Powerfuly. 
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IREPORT 1251 A 
On (Ihe cover. Modern thin-layer 
ehromatography. TLC methods 
are most effective for low-cost anal­
ysis )f simple mixtures, for samples 
';hat remain sorbed to the separa­
<jon medium, and for substances 
';hat require postchromatographic 
:;reatment prior to detection. Colin 
:7. Poole and Salwa K. Poole of 
Wayne State University define the 

and limitations of TLC as an 
tool 
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INSTRUMENTATION 1271 A 
Resonance ionization mass spec­
trometry uniquely combines the 
elemental or molecular selectivity of 
optical with the sensi-
tive detection of mass 
spectrometry. J. Young, R. W. 
Shaw, and D. H. Smith of Oak Ridge 
National Laboratory describe the 
instrumentation involved and cite 
examples of the technique's growing 
usefulness 

12411 A 

1255 A 
Coetzee given Pittsbnrgh Award. ~ Pittsburgh Conference offers college 
I~rants. ~ LANSCE provides higher neutron flux 

IMEETINIliS 12111 A 
Pittsburgh Conference. The 41st Pittsburgh Conference and Exposition on 
Analytical Chemistry will be held at the Jacob Javits Convention Center in 
"lew York City, March 5-9, 1990. ~ Conferences. ~ Call for papers. ~ Short 
courses and workshops 

BOOKS 1211511 
Critical reviews. Recently released books on gas) liquid) and size exclusion 
chromatography; tandem MS; natural products isolation; thermal analysis; 
and NMR spectroscopy are reviewed 

Cbemistry in Miami. The ACS fall national 
:)ivision of Analytical Chemistry award winners as 
"Molecules and Society" 

NEW PRODUCTS 8. MANUFACTURERS' LITERATURE 

AUTIIORINDEX 

'l291A 
featured talks by the 
as the French exhibit 

129411. 

2465 
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BRIEFS - m5!7 M --

Articles 

Pulsed Amperometric Detection of Alkanolamines Following Ion 
Pair Chromatography 2466 
Alkanolamines are determined without derivatization by 
PAD following ion pair chromatography. Detection limits 
are in the 5-10-ng range (S/N = 3). 
William R. LaCourse*, Warren A. Jackson, and Dennis C. 
Johnson, Department of Chemistry, Iowa State University, Ames, 
IA 50011 

Detection of Rat Basophilic Leukemia by Cyclic Voltammetry for 
Monitoring Allergic Reaction 2471 
The peak current obtained from RBL-1 cells is attributed to 
serotonin. The method is applied to the detection of an 
allergic reaction. 
Tadashi Matsunaga*, Akinori Shigematsu, and Noriyuki Na­
kamura, Department of Biotechnology, Tokyo University of Agri­
culture & Technology, Koganei, Tokyo 184, Japan 

Rool1-Temperature Phosphorescence of Compounds in Mixed 
Organized Media: Synthetic Enzyme Model-Surfactant System 

2475 
A comparative study of a synthetic enzyme model compound 
with cyclodextrin is described in a mixed organized media, 
synthetic enzyme model surfactant using room-temperature 
phosphorescence and phosphorescence decay lifetimes. 
Haidong Kim and Stanley R. Crouch', Department of Chemistry, 
Michigan State University, East Lansing, MI 48824, and Matthew 
J. Zabik*, Pesticide Research Center, Michigan State University, 
East Lansing, MI 48824 

Data Analysis in the Shot Noise Limit. 1. Single Parameter 
Estimation with Poisson and Normal Probability Density 
Functions 2479 
The maximum likelihood method is applied to single-pa­
rameter estimation of data obtained in the shot noise limit. 
Stephen E. Bialkowski, Department of Chemistry and Biochemis­
try, Utah State University, Logan, UT 84322-0300 

Data Analysis in the Shot Noise Limit. 2. Methods for Data 
Regression 2483 
Equations describing multiple-parameter regression of 
shot-noise-limited data are derived, examined, and tested. 
Stephen E. Bialkowski, Department of Chemistry and Biochemis­
try, Utah State University, Logan, UT 84322-0300 

* Corresponding author 
• Supplement~y material available 

Simulation of Carbon-13 Nuclear Magnetic Resonance Spectra 
of Piperidines 2489 
Linear predictive models are used to generate accurate, sim­
ulated, conformationally averaged l3C NMR spectra for a set 
of methyl-substituted piperidines. These equations are also 
used to simulate low-temperature spectra. 
Martha L. Ranc and Peter C. Jurs', Department of Chemistry, 
The Pennsylvania State University, 152 Davey Laboratory, Univer­
sity Park, PA 16802 

Background Illumination Filtering in Thermal Lens 
Spectroscopy 2496 
A thermal lens spectrometer with spatial filtering of a probe 
beam is analyzed. Calculations of diffraction at the blocking 
filter are presented. Experiments show a fivefold enhance­
ment ofthe ratio of useful signal to constant, signal-indepen­
dent detector response. 
Jerzy Slaby, Institute of Experimental Physics, Warsaw Universi­
ty, Hoza 69, 00-681 Warsaw, Poland 

Intermolecular Processes in the Ion Trap Mass Spectrometer 
2500 

Compounds that show minimal fragmentation provide nor­
mal (M + 1)/M ratios except under conditions of space 
charging, whereas substances that provide abundant alkyl 
ions form (M + H)+ ions through proton transfer to neutrals. 
L. K. Pannell and Q.-L. Pu, Laboratory of Bioorganic Chemistry, 
National Institute of Diabetes, Digestive and Kidney Diseases, Na­
tional Institutes of Health, Bethesda, MD 20892, H. M. Fales' and 
R. T. Mason, Laboratory of Chemistry, National Heart, Lung, and 
Blood Institute, National Institutes of Health, Bethesda, MD 20892, 
and J. L. Stephenson, Finnigan MAT, Frederick, MD 21701 

Coaxial Continuous Flow Fast Atom Bombardment in 
Conjunction with Tandem Mass Spectrometry for the AnalysiS 
of Biomolecules 2504 
The ability to obtain on-the-fly MS/MS data makes the 
coaxial CF-FAB interface compatible with liquid chroma­
tography. The constant flow of analytes into the mass spec­
trometer is advantageous for the acquisition of MS/MS and 
MS/MS/MS data. 
Leesa J. Deterding, M. Arthur Moseley, and Kenneth B. 
Tomer· , Laboratory of Molecular Biophysics, National Institute of 
Environmental Health Sciences, Research Triangle Park, NC 
27709, and James W. Jorgenson*, Department of Chemistry, Uni­
versity of North Carolina at Chapel Hill, Chapel Hill, NC 27514 

Separation of the Reagent Ions from the Reagent Gas in 
Ammonia Chemical Ionization Mass Spectrometry 2511 
Competitive reactions occurring in ammonia CI-MS are 
eliminated by using a Fourier transform mass spectrometer 
with a dual trapped-ion cell to separate the reagent ions 
from the reagent gas. 
Robert B. Cody, Nicolet Analytical Instruments, 6416 Schroeder 
Road, Madison, WI 53711 
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motion contact Jobin Yvon, Instrumenrs 
SA (201) 494-8660 CIRCLE 70 

positive 
the sample atoms 
both elemental end SL;riace 
meials :nCIl!dInQ :er,ous end 

noble metals one ceramics. For 
information contact Jobin Yvon, 

Instruments SA (201) 494-8660 
CIRCLE 72 

The JY 24 has the of a full 
featured ICP spectrome~er a single, 

Jnli 6y uSing a 
den­

resolutIOn 

Spectrometers 
With a line of single and double spec­
trometers which spans from 100 to 1500 
mm in focal length. Instruments SAlJobin 
Yvon can furnish the ideal spectrometer 
for any UV, Visible or IR application. This 
brood range of Instruments significantly 
reduces the need for compromise In cov­
erage, stray light rejection or resolution 
when specifying a system. Each spec~ 
trometercon be automated for integration 
into a spectroonalytical system. For fur­
ther information contact Instruments SAl 
Jobin Yvon (201) 494-8660 

CIRCLE 74 
Simultaneolls and 
SequelltiallCP 
Spectrometers 

sequential 
combines speed of 
multi-element analysis with the versrri iiy 
and flexibility of the sequential syS1ffi1 
For further information on the JY 70 :lIes 
or JY 38 Plus contcct Jobin Yvon, Insf'u­
menls SA (201) 494-8660 

CIRCLE 75 



BRIEFS 
D 

laser Mass Spectrometric Analysis 01 Compounds Separated by 
Thin-layer Chromatography 2516 
TLC combined with laser MS is applied successfully to char­
acterize polynuclear aromatic hydrocarbons and purine 
bases. 
Alan J. Kubis, Kasi V. Somayajula, Andrew G. Sharkey, and 
David M. Hercules·, Department of Chemistry, University of 
Pittsburgh, Pittsburgh, PA 15260 

Elimination 01 Unexpected Ions in Electron Capture Mass 
Spectrometry Using Carbon Dioxide Buffer Gas 2523 
Carbon dioxide buffer gas provides a means of eliminating 
unexpected and misleading ions that are commonly ob­
served in high-pressure electron capture MS when methane 
is used as the buffer gas. 
L. J. Sears and E. P. Grimsrud*, Department of Chemistry, Mon­
tana State University, Bozeman, MT 59717 

Axial Magnetic Inhomogeneities and low Energy Ion Injection 
in Fourier Translorm Ion Cyclotron Resonance Spectrometry 

2528 
Magnetic field inhomogeneities are generated by the inter­
action of highly paramagnetic cell materials with uniform 
magnetic fields. These inhomogeneities are more significant 
as magnetic field strength is increased. Stray fields compli­
cate trapping and detection of ions by FT -1CR spectrome­
try. 
Eric L. Kerley, Curtiss D. Hanson, Mauro E. Castro, and David 
H. Russell*, Department of Chemistry, Texas A&M University, 
College Station, TX 77843 

Measurement 01 linear Alkylbenzenesullonates in Aqueous 
Environmental Matrices by liquid Chromatography with 
Fluorescence Detection 2534 
LASs are isolated from complex matrices by sequential ad­
sorption and recovery from C2 and strong anion-exchange 
SPE cartridges. LASs in the isolated fractions are separated 
by HPLC and measured with a fluorescence detector. The 
limit of quantitation (SIN ~ 10) is 7-10 ppb. 
Mark A. Castles, Billy L. Moore', and Susan R. Ward, The 
Procter and Gamble Company, Ivorydale Technical Center, Cincin­
nati, OR 45217 

Retention Mechanisms 01 Reversed-Phase liquid 
Chromatography: Determination 01 Solute-Solventlnteraction 
Free Energies 2540 • 
Predictions of mean-field statistical mechanical lattice theo­
ries describing the retention mechanism in reversed-phase 
LC are tested against a large database. Descriptions of con­
tact interactions of solutes with molecular neighbors in mo­
bile and stationary phases are in good agreement with ex­
perimental results. 
Peter T. Ying and John G. Dorsey', Department of Chemistry, 
University of Florida, Gainesville, FL 32611, and Ken A. Dill', 
Departments of Pharmaceutical Chemistry and Pharmacy, Univer­
sity of California, San Francisco, CA 94143 

laser-Enhanced Ionization as a Diagnostic Tool in laser-
Generated Plumes 2546 
Laser-enhanced ionization is used to monitor ion formation 
in the laser microprobe with the use of a single dye laser. 
Acoustic waves generated from the laser plasma are used to 
normalize the ion signals for improved precision. 
Ho-ming Pang and Edward S. Yeung', Ames Laboratory­
USDOE and Department of Chemistry, Iowa State University, 
Ames, IA 50011 

Characteristics 01 Methods lor the Simultaneous Determination 
01 Catalysts by First-Order Inhibition Kinetics 2551 
Factors that affect the simultaneous kinetic determination 
of catalysts based on different rates of inhibition by a com­
mon reagent are evaluated. 
Carol P. Fitzpatrick and Harry L. Pardue*, Department of 
Chemistry, Purdue University, West Lafayette, IN 47907 

Elemental Analysis Based on Chemiluminescence in the laser 
Microprobe 2557 
Chemiluminescence is used as a detection scheme in laser 
microprobe analysis, and the acoustic signal can be used as 
an internal standard to improve precision. 
Jianzhong Zhu and Edward S. Yeung', Ames Laboratory­
USDOE and Department of Chemistry, Iowa State University, 
Ames, IA 50011 

Measurement 01 the Rate 01 Oxidation 01 Iodide by Iron(lII) 
Using Solvent Extraction 2562 
(Pseudo)-first-order rate constants of ~1 S-1 are measured 
for the oxidation ofI- with Fe3+ by extraction of the product 
12 and deconvolution. 
Lawrence Amankwa and Frederick F. Cantwell*, Department 
of Chemistry, University of Alberta, Edmonton, Alberta, Canada 
T6G2G2 

Pulsed Amperometric Detection of Glucose in Biological Fluids 
at a Surface-Modified Gold Electrode 2566 
The direct electrochemical oxidation at a gold electrode of 
glucose in biological samples is accomplished. By using a 
bilayer polymer coating, it is possible to achieve reasonable 
selectivity and freedom from electrode fouling, which is not 
possible with a bare electrode. 
Dilbir S. Bindra and George S. Wilson', Department of Chemis­
try, University of Kansas, Lawrence, KS 66045 

Bias and Nonlinearity 01 Ultraviolet Calibration Curves 
Measured USing Diode-Array Detectors 2571 
Models and experimental results characterizing the bias and 
nonlinearity of measured UV fixed -wavelength absorbance 
indicate a fundamental behavioral distinction between two 
classes of diode-array detectors. 
Eric V. Dose and Georges Guiochon*, Department of Chemistry, 
University of Tennessee, Knoxville, TN 37996, and Analytical 
Chemistry Division, Oak Ridge National Laboratory, Oak Ridge, 
TN 37831 
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Acrodisc: The 
Difference 
isOear. 

Clearly the Widest Selection. 
Gelman Sciences Acrodiscs® are availab:e in a wide 
variety of membrane types, with O.2}-tm or 0.45}-tm 
pore sizes and 13mm or 25mm diameters. 

Clearly Identified. 
Acrodiscs are printed with identifying information, 
and are color-coded to the product packaging. 
Convenient tube containers allow you to see their 
contents at a glance. 

Clearly the Best Performance. 
Gelman Sciences is so certain you'll be satisfied with 
the performance of itsAcrodisc syringe illlRI'" ""'RIV· 
package is covered by a freE~-n~DI;aCElmE~nt I 
So order Gelman Sciences "'f'r(,\""~(,," 
your local laboratory products d 



Whether you are in research, development, 
management, or all three. 

CHElVITECH is the publication 
you should be reading! 

CHEMTECH is so stimulating, so wide-ranging, 
so idea-packed, it's guaranteed! Once you've 
seen an issue of CHEMTECH, you'll want to use 
it every day, 

You'll welcome regular access to wide-ranging authoritative arti­
cles on people management, , , legal issues, , , new chemical 
technologies. . chemical effects within the environment. 
development of new materials ... new engineering techniques 
, , , education, , , business strategies, uses of computers and 
robotics, , , just to name a few, 

CHEMTECH also contains regular features that will undoubtedly 
become your favorite reading, 

VALUED HIGHLIGHTS 
Heart Cuts pOint the way to new products, processes, research, 
or simply that odd fact you wouldn't see anywhere else, You'll 
also find informative highlights from current literature. 

EYE-OPENING OPINIONS 
View from the Top gives CEO's, university preSidents, and other 
top-ranking industry leaders a chance to speak out. The Guest 
Editorial is one person's opinion on important issues of ali kinds, 
And each month the founding editor, B,J, Luberoff, provides a 
provocative look at today's world, 

CHEMTECH also looks at the world with a lighter eye in The 
Last Word and original cartoons, We could go on, but there just 
isn't enough room! 

See /or yourseIf ... Subscribe today! 

Canada & All Other 
1989 Rates us. MexIco Europe" Countries" 

Members' One Year $ 37 S 43 $ 50 S 54 
Two Years $ 62 S 74 $ BB $ 96 

One Year 65 71 $ 7B S B2 
Two Years $136 $144 

Nonmembers One Year $282 $288 $295 $299 
(Institutional) Two Years $479 $491 $505 $513 

"For personal use only. "Air SeNlce Included. 

Foreign payment must be made In U.S. doliars by international money order, 
UNESCO coupons, or U.S. bank draft. Orders accepted through your subscnptlon 
agency. For nonmember rates In Japan, contact Maruzen Co., Ltd. 

SubSCriptions to CHEMTECH will begin when order is received and will expire one 
year later unless specific start date is requested. Please allow 45 days for your first 
copy to be mailed 

To subscribe, contact: Amencan 
Dept.. 1155 Sixteenth Street, NW, 
89 2582 ACSPUBS 

Society, Marketing Communications 
DC 20036. Telex: 440159 ACSP UI or 

In a hurry? Call TOLL FREE (800) 227-5558 (U.S. Only) and charge you order! In 
D.C. or outSide the U.S. call (202) 872-4363. Or FAX your order: (202) 872-4615. 
Please send FAX to the attention of the Marketing Communications Dept. 

Built-in Carbon-13 Intensity Reference lor Solid-Stale 
by Magic-Angle-Spinning Nuclear Magnetic Resonance 
Spectrometry 257!l 
Detailed. '''C relaxation and calibration demon-
strate that. the 13C NMR signal of the Delrin 
resonance of a large-sample MAS system can be used as an 
intensity standard for absolute 13C spin counting measure­
ments. 
Ming Zhang and Gary E. Maciel*, Department of Chemistry, 
Colorado State University, Fort Collins, CO 80523 

Technical Notes 
Evaporalio~1 lIevice lor Continuous Flow liquid 
Mass Spectrometry 

ion 

Ming-chuen Shih*, Tao-Chin Lin Wang, and S. P. Markey*, 
Laboratory of Clinical Science, National Institute of Mental Health, 
Bethesda, MD 20892 

Manual Headspace Method To Analyze lor the \/olalile 
Aromatics of Gasoline in Groundwater and Soil Samples 25114 
Valerie D. Roe, Michael J. Lacy, and James D. Stuart*, Depart­
ment of Chemistry, U-60, 215 Glenbrook Road. University of Con­
necticut, Storrs, CT 06269-3060 and Gary A, Robbins, Department 
of Geology and Geophysics, U-45, 345 Mansfield Road, University of 
Connecticut, Storrs, CT 06269-3045 

Compariso~' of Paraffin lIiI and Poly(chlorotrilluoroelhylene) Oil 
Carbon Paste Electrodes in High Organic Contenl Solvenls 

2585 
Neil D. Danielson*, Julie Wangsa, and Margaret A. 
Department of Chemistry, Miami University, Oxford. OH 

Versatile Impedance Matching Network lor Inductively Coupled 
Plasma Spectrometry 2589 
Akbar N[ontaser*, Izumi Ishii, and R. H. 
of Chemistry, George Washington University, 
20052, and So A. Sinex and S. G. Capar, Division 
Chemistry, Food and Drug Administration, \\lashington, D.C. 20204 
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You know Matheson as the pioneer in specialty 
gases; the reliable supplier of over 90 d:Jferent 
gases in a variety of purities and sizes to suit 
your afJfJH"aU~l1l. 

But, did you know that Matheson offers you 
much more to meet today's laboratory ::equire­
ments for increased efficiency and safety? 
Matheson engineers can provide you with gas 
distribution systems, hazardous gas detection 
instrumentation and toxic waste abatemem 
systems customized to meet your lab's need. 

Gases cannot be used alone. You need the right 
Gas Distribution Systems, 

select Reader Service No. 100 

Toxic Waste Abatement, 
select Reader Service No. 101 

Gas Detection, 
select Reader Service i'Jo. 102 

Gases, 
select Reader Service No. 103 

•• r: __ ~ __ L! .. 

regulators, flowmeters and other equipment to 
handle them properly. To select or install the 
right equipment to achieve maximum effective­
ness, the exclusive full service back-up of 
Matheson is required. 

Get the whole picture. Contact your Matheson 
office or use the Reader Service Numbers 
below. 

Matheson@ 
~ (:~q:~:~~; J:Ji; rC!lC¥ 
World Leader in Specialty Gases & Equipment 

30 Seaview Drive, Secaucus, NJ 07096-1587 

Regulators, 
select Reader Service No. 104 

Flowmeters, 
select Reader Service No. 105 

Gas Handling Equipment, 
select Reader Service No, 106 

Publications, 
select Reader Service No. 107 



THE FUTURE OF GC/M 
WI VARIAN. 
The best GClMS, now and in the future, starts with 
chromatographic excellence. After all, if you don't start with 
expert chromatographic techniques, how can you trust the final 
results? Look to the company known for its expertise from 
sample handling to the most sensitive detection - Varian. 

The combination of our proven 3400 Gas Chromatograph with 
second generation ion trap technology brings the most 
sensitive and reliable benchtop GClMS to the market. 

The new Varian Saturn GC/MS System gives picture perfect 
spectra even at picogram levels, a significant advantage over 
conventional benchtop quadrupoles. It's important to know that 
you can count on the Saturn GC/MS to give you the whole 
picture when you're confirming compounds, because you're 
doing scientific analyses that affect our environment, our 
health, the products we use, and must meet regulatory 
protocols. 

Chromatographic excellence and the most sensitive mass spec 
detector, coupled with Varian's renowned service and support 
throughout the world, make this the GClMS with a future. 

Let us show you why you should invest your GC/MS future with 
Varian. For more information, call 800-231-8134. 
In Canada, call 416-457-4130. 

VIG·51591259 918~ 
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NEWS 
mE 

Coelzee Given Pittsburgh Award 
The ACS Pittsburgh Section has pre­
sented its 1989 Pittsburgh Award to 
analytical chemist Johannes Coetzee. 
This annual award recognizes an indi­
vidual who has made outs';anding con­
tributions to the Pittsburgh chemistry 
community. 

Coetzee, professor of chemistry at 
the University of Pittsburgh. was cited 
for his research detailing interactions 
in solution-particularly f:mong elec­
trolytes in dipolar aprotic solvents­

and his electroanalytical studies. He was also recognized 
for his enthusiastic teaching of analytical chem:st7Y. 

Coetzee received his E.Sc. (1944) and M.Sc. (1949) de­
grees from the University of the Orange Free State in his 
homeland of South Africa and a Ph.D. from the University 
of Minnesota (1956). He taught for a short time at South 
Africa's University of Witwatersrand before joining the 
Pittsburgh faculty in 1957. 

Pittsburgh Conference College Grants 
The Pittsburgh Conference on Analytical Chemistry and 
Applied Spectroscopy, Inc., the Spectroscopy Society of 
Pittsburgh, and the Society for Analytical Chemists of 
Pittsburgh will once again sponsor the Pittsburgh Confer­
ence Memorial National College Grants Award Program. 
Established in 1974, the program is designed tc enhance 
science education through grants to small colleges. Ten col­
leges each will receive up to $3000 for the purchase of un­
dergraduate teaching materials (e.g., scientific equipment, 
audio-visual equipment, and library materials). 

To be eligible, a college must have an enrollment that 
does not exceed 2500 students and must receive no more 
than 25% of its operating budget from national or state 
governments. Two-year community colleges sponsored by 
political subdivisions of a state are not bound by these re­
quirements. Awardees are ineligible for anothe:: grant for 
three years following receipt of their award. 

Interested faculty members should request applications 
from George L. Vassilaros, The Pittsburgh Conference Inc., 
300 Penn Center Boulevard, Suite 322, Pittsburgh, P A 
15235. The deadline for completed applications and pro­
posals is March 1, 1990. Award winners will be announced 
by May 1, 1990. 

Concentrated Neutrons 
Improvements in the beam delivery system have boosted 
the peak neutron flux for Los Alamos National Laborato­
ry's Lujan Neutron Scattering Center (LANSCE) to the 
highest in the world. The neutron beam intensity regularly 
runs approximately 20% higher than neutron beam3 gener­
ated at comparable facilities. 

LANSCE is a national user facility dedicated to research 
on the fundamental structure of important materials such 
as polymers and superconductors. With a higher neutron 
flux, smaller samples can be studied and more precise data 
can be collected in a shorter period of time. 

The center's neutron beam is generated from short, re­
petitive pulses of protons striking a tungsten target, each 
proton producing about 20 neutrons. The protons, in turn, 
are generated in Los Alamos's linear accelerator and stored 
in the neutron facility's proton storage ring. Inside this 
unique storage ring, protons are concentrated before strik­
ing the target. Improvements in this system have increased 
the beam delivery efficiency by 70%. Protons now strike the 
target 20 times per second with an average current of 50 
p.A. Eventually, predict Los Alamos scientists, the system 
should reach 100-p.A currents. 

For Your Information 
R. Bruce Prime of IBM's General Products Division De­
velopment Laboratories in San Jose, CA, has won the 1989 
Mettler Award for distinguished achievements in the area 
of thermal analysis. Prime was honored for his work char· 
acterizing the cure and composition of coatings for rigid 
magnetic recording disks, for which he codeveloped the 
TGA-APCI/MS/MS approach and applied time/tempera­
ture superposition to kinetic processes. 

The American Society for Testing and Materials 
(ASTM) requests assistance in developing two new 
standards. The subcommittee on Geotechnics of Waste 
Management needs participants to help in the formulation 
of a new standard practice for the decontamination of field 
equipment used at low-level radioactive waste sites. For 
more information, contact G. David Knowles, Malcom Pir­
nie, 4 Corporate Plaza, Albany, NY 12203 (518-869-7257) 
or Bob Morgan, ASTM, 1916 Race St., Philadelphia, P A 
19103 (215-299-5505). The subcommittee on Methods of 
Sampling and Analysis is seeking laboratories willing to 
test new methods for measuring Cr in welding fumes, Cr in 
the workplace, and ethylene oxide. For more information, 
contact S. D. Allen Iske, Mobay Corp., P.O. Box 4913, Kan­
sas City, MO 64120 (816-242-2498) or George Luciw, 
ASTM (215-299-5571). 

Bruce Lewenstein, a communication professor at Cornell 
University, is investigating the roles scientists, journalists, 
and others played in the recent University of Utah claims 
of room-temperature fusion. He is requesting that scien­
tists send seminar, lecture, or laboratory notes; computer 
bulletin board notices; bibliographies; and any other docu­
ments related to cold fusion that can be archived. His ad­
dress is 640 Stewart Avenue, Ithaca, NY 14850. 

Merck has produced a new version of The Merck Index, 
100 years after publication of the first edition. The first 
copy of this centennial edition was presented to the ACS at 
this fall's national meeting in Miami. 
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MODERN THIN·LAYER 
CHROMATOGRAPHY 
Coli" F. Poole and Sa!wa K. Poole 
Department of Chemistry 
Wayne State University 
Detroit, MI 48202 

Thin-layer chromatography (TLC) as 
practiced in the 1980s is very much an 
instrumental technology. TLC meth­
ods are most effective for low-cost anal­
ysis of simple mixtures when the sam­
ple workload is high, for rapid analysis 
of simple mixtures requiring minimum 
sample cleanup, for analysis of samples 
containing components that remain 
sorbed to the separation medium or 
contain suspended micro particles, and 
for analysis of substances with poor de­
tection characteristics that require 
postchromatographic treatment for de­
tection. 

In this REPORT we will introduce 
some of the important modern devel-

opments of TLC that will make the 
technique useful in the next decade 
and define the scope and limitations of 
TLC as an analytical tool. Rather than 
claim that TLC should replace HPLC 
as a separation tool, we will attempt to 
show that the two techniques are com­
plementary and that the experienced 
analyst should have both techniques at 
his or her disposal for problem solving 
and routine analysis. 

Modern TLC originated in the mid-
1970s with the commercial introduc-

0003-2700/89/ A361-1257 /$01.50/0 
© 1989 American Chemical Society 

tion of fine-particle layers optimized 
for fast and efficient separations with 
controEed sample application (1). Ta­
ble I compares these small-particle 
plates with conventional TLC plates. 
The ';ightness of the particle size distri­
bution is just as important as the de­
crease in actual particle size in the per­
formance of the new plates (2). In many 
caseE" they were not well received when 
first introduced. Too often, they were 
used with methods considered more 
appropriate for conventional plates 
and were overloaded with sample and 
developed for too long a migration 
length, which resulted in longer separa-

tion times and poorer resolution than 
for conventional plates. 

Table I shows that these new layers 
require smaller sample sizes and 
shorter migration lengths to reveal 
their true separation potential and to 
deliver large savings in analysis time; 
better resolution; and, because spots 
are more compact and the optical prop­
erties of the layer more favorable for in 
situ detection, much better detection 
limits. Today, many types of fine-par­
ticle layers are available, including sili­
ca, bonded phases, and cellulose. In 
fact, just about all phases used for nor­
mal and reversed-phase HPLC are 

II' Table_I_. _C_o_m_p_a_r_is_o_"_O_'_C_o_"_ve_"_t_iO_"_a_l_a"_d_m_od_e_m_TL_C ____ _ 

Parameter Conventional TLC Modern TLC 

Plate size (cm) 

Layer thickness (JIm) 
Particle size (,urn) 

Average 
Distribution 

Sample volume (ILL) 
Starting spot diameter (mm) 

Diameter of separated spots (mm) 
Soivent migration distance (em) 
Time for development (min) 
Detection limits 

Absorption (ng) 
Fluorescence (pg) 

Sample lanes per plateB 

20 X 20 

100-250 

20 
10-60 
1-5 
3-6 
6-15 
10-15 
30-200 

1-5 
50-100 
10 

10 X 10 
10 X 20 
200 

Between 5 and 15 
Narrow 
0.1-0.2 
1.0-1.5 
2-6 
3-6 
3-20 

0.1-0.5 
5-10 
18-36 

a Simultaneous development from both ends to the center increases this number twofold. 
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available for TLC (3-5), and bonded 
chiral phases for the separation of en­
antiomers have been introduced re­
cently (6-8). 

Theory 
Separations by TLC are usually 
achieved using the development mode 
with the migration velocity of the mo­
bile phase controlled by capillary 
forces. For fine-particle layers it can be 
assumed that spot broadening in TLC 
is controlled entirely by molecular dif­
fusion, resulting in a series of symmet­
rical, compact spots increasing uni­
form�y in diameter with increasing mi­
gration distance (9, 10). For coarse­
particle layers, contributions to the 
plate height from slow mass transfer 
can be significant and the spots can 
become distorted in the direction of 
migration. We will ignore this tendency 
and assume that the performance of 
both types of layers can be calculated 
assuming a Gaussian distribution of 
the sample within the spot according to 

n = 16 [iJ = 16 [Rt,rr (1) 
where n is the number of theoretical 
plates, Z, the distance migrated by the 
sample (spot) from its origin, W, the 
spot diameter, Rr is the retardation fac­
tor (Z,/Zr), and Zr is the distance 
moved by the mobile phase from the 
sample origin to the solvent front. Sep­
arated components migrate different 
distances through the layer; their zones 
are broadened to different extents and, 
therefore, the efficiency of the TLC 
plate is only constant for a specific mi­
gration distance. This differs from col­
umn chromatography using the elution 
mode and can be confusing when one 
compares the efficiency of TLC and 
column systems. By convention, the ef­
ficiency of a thin-layer plate is mea­
sured or calculated for a substance hav­
ing an Rr value of 0.5, 1.0, or some aver­
age value (10). 

If the vapor phase in contact with the 
layer has attained equilibrium, the 
speed with which the mobile phase 
moves through the layer when gov­
erned by capillary forces will be de­
scribed by 

(Zr)2 = Kt (2) 

and the velocity constant K by 

K = 2Kodp (~) cos e (3) 

where Ko is the permeability constant, 
dp is the average particle diameter, 'Y is 
the surface tension of the mobile phase, 
17 is the viscosity of the mobile phase, e 
is the contact angle, and t is the time 

(11, 12). Experimental values for Ko 
tend to vary more widely than reported 
values for columns, for which a value of 
1 x 10-3 is generally considered to be a 
good approximation. Values for TLC 
tend to be somewhat higher, around 
8 X 10-3; thus, the packing density may 
be higher in columns than that ob­
served for layers (13). Assuming a nar­
row particle-size distribution, the ve­
locity constant should increase linearly 
with the average particle size and thus 
the solvent front velocity is greater for 
coarse-particle layers. The velocity 
constant also depends linearly on the 
ratio of the surface tension of the sol­
vent to its viscosity, and solvents that 
maximize this ratio (and not just opti­
mize one of the parameters) are pre­
ferred for TLC (13). 

Although for silica gel layers the con­
tact angle for all common solvents is 
close to zero, for reversed-phase layers 
containing bonded, long-chain alkyl 
groups the contact angle of the solvent 
increases rapidly with increasing water 
content of the mobile phase and, at 
about 30-40% (v/v) water, cos e be­
comes smaller than 0.2-0.3 (4, 11). The 
mobile phase is virtually unable to as­
cend the thin-layer plate, and chroma­
tography becomes impossible. To im­
prove solvent compatibility, modern 
reversed-phase TLC plates are pre­
pared from larger size particles (10-13 
/Lm) than other high-performance 
plates or from sorbents with a defined 
degree of modification that is lower 
than that of exhaustively silanized sor­
bents. Plates with lower degrees of 
modification can be used without any 
solvent composition restrictions, and 
pure water may also be used. Solvent 
compatibility is much less of a problem 
for polar, bonded sorbents such as 3-
aminopropylsilanized and 3-cyanopro­
pylsilanized sorbents, which are wetted 
by all solvents including pure water. 

If the mobile-phase velocity is con­
trolled externally, as in forced-flow 
TLC, then the restrictions imposed by 
using capillary action for solvent mi­
gration are removed. The mobile-phase 
velocity can be controlled and opti­
mized independently of the solvent mi­
gration distance and is no longer de­
pendent on the contact angle. Two ap­
proaches to forced-flow development 
have been used (14). In rotational pla­
nar chromatography, centrifugal force 
generated by spinning the sorbent lay­
er about a central axis is used to drive 
the solvent through the layer (15). The 
rate of solvent migration is a function 
of the rotation speed and the rate at 
which the mobile phase is supplied to 
the layer. Because the layer is not en­
closed, the ultimate velocity of the sol­
vent front is limited by the amount of 
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solvent that can be kept within the lay­
er without floating over the surface. At 
high rotation speeds the migration of 
the solvent front as a function of time 
becomes approximately constant in the 
linear development mode. If the sor­
bent layer is sealed (using a flexible 
membrane or an optically flat rigid sur­
face under hydraulic pressure) and the 
mobile phase is delivered to the layer 
by a mechanical pump, the mobile­
phase velocity can be controlled and 
optimized by adjusting the output 
from the pump feeding the mobile 
phase to the layer. For a pump with a 
constant volume delivery using linear 
development mode, the migration of 
the solvent front will be a linear func­
tion of time. 

Figure 1 demonstrates the impor­
tance of using an optimal and constant 
mobile-phase velocity. Under capillary 
flow-controlled conditions with fine­
particle layers, the average plate height 
first passes through a minimum and 
then increases sharply for longer mi­
gration distances. For coarse-particle 
layers the plate height is less depen­
dent on the migration distance and 
eventually the two curves cross, indi­
eating that a greater number of theo­
retical plates can be obtained by using 
coarse-particle layers and long migra­
tion distances. 

This contrary finding is easily ex­
plained by the relative permeability of 
the layers. The mobile-phase velocity 
for the fine-particle layer declines rap­
idly with the migration distance until it 
becomes so slow that diffusion causes 
the spots to broaden at a rate faster 
than the spot centers are migrating 
through the layer. The coarse-particle 
layer is more permeable than the fine­
particle layer, and both the solvent ve­
locity and the efficiency are higher at 
longer plate lengths. For fine-particle 
layers with a development length of 
5--7 em it should be possible to obtain 
up to about 5000 theoretical plates, but 
it is nearly impossible to exceed this 
number using capillary flow-controlled 
development. For coarse-particle lay­
ers (dp "" 15/Lm), a development length 
of about 15 em is required to obtain 
around 5000 theoretical plates and, al­
though higher numbers are possible, 
they will lead to long separation times. 
Fine-particle layers are preferred for 
capillary flow-controlled conditions 
because they provide faster separa­
tions; separations that can be achieved 
only with more than 4000--5000 theo­
retical plates are too difficult to be 
worthwhile. 

In forced-flowTLC the average plate 
height is largely independent of the mi­
gration distance and is more favorable 
for fine-particle layers than coarse ones 
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Figure 1. Variation of the efficiency (average plate height) of fine- and coarse­
particle layers as a function of migration distance and development technique. 
(Adapted with permission from Reference 2.) 

(Figure 1). The quadratic decrease in 
linear velocity with time is defeated, 
and an optimum constant linear veloci­
ty-similar to that for column chroma­
tography-leads to the optimum plate 
height (10, 16). Compared with capil­
lary flow-controlled systems, zone 
broadening by diffusion is now minor 
even for long migration distances be­
cause the optimum mobile-phase ve­
locity is always higher than that ob­
served for ascending development by 
capillary flow. Commercially available 
TLC layers and equipment make it 
possible to achieve an upper limit of 
about 31,000 plates (Zf = 25 cm), but it 
will be difficult to exceed this value. 
However, this limit is not theoretical; 
the ultimate efficiency of the forced­
flow system is limited only by the parti­
cle size and homogeneity of the bed, the 

available bed length, and the pressure 
required to maintain the optimum mo­
bile-phase velocity. 

The object of any chromatographic 
analysis is to rapidly obtain a certain 
resolution between individual compo­
nents of a mixture. To control resolu­
tion we must know how it varies with 
experimental parameters such as the 
layer efficiency, the ratio of the equilib­
rium constants governing the separa­
tion process, and the position of the 
zones within the chromatogram (17). 
This variation can be expressed ap­
proximately by Equation 4 for a single 
unidimensional development under 
capillary flow-controlled conditions: 

R- M 
s - 4[ (k ,/k 2) - 1][1 - R~ 

(4) 

c: 
o 
S 

] 

1.0 

0.25 

o 0.5 

R, value 

Figure 2. Change in resolution of two 
closely migrating spots as a function of 
the R, value of the faster moving spot. 
(Adapted with permission from Reference 2.) 

where Rs is the peak-to-peak resolu­
tion, nf is the number of theoretical 
plates for a zone migrating with the 
solvent front, and k is the capacity fac­
tor [(1- Rf)/Rf]. The subscripts 1 and 2 
refer to the individual zones numbered 
such that the larger number corre­
sponds to the zone with the highest Rf 
value. The variation of resolution with 
Rf is not a simple function (see Figure 
2), The resolution increases with the 
square root of the layer efficiency, 
which depends linearly on the Rf value. 
The influence of the position of the 
zones in the chromatogram on resolu­
tion shows the opposite behavior to 
that of the layer quality. At greater val­
ues of Rf2, the term 1 - Rf2 will decrease 
and the resolution will become zero at a 
value of Rf2 = 1. Differentiation of 
Equation 4 indicates that the optimum 
resolution of two closely migrating 
zones will occur at an Rf value of about 
0.3. Figure 2 indicates that the resolu­
tion does not change significantly for Rf 
values between 0.2 and 0.5; within this 
range, the resolution is greater than 
92% of the maximum value. This Rf re­
gion is thus the target zone for solvent 
selection to achieve the optimum reso­
lution of the most difficult solute pair 
in a mixture. 

TLC separations generally can be 
optimized by increasing the selectivity 
of the system because relatively small 
changes in selectivity make it much 
easier to obtain a given separation. The 
total number of theoretical plates that 
can be made available for a separation 
cannot be increased sufficiently to 
make kinetic optimization the most 
worthwhile approach to improving res­
olution. In planar chromatography, 
separations are easy when (Rf2 - Rfl) is 
greater than 0.1 and very difficult or 
impossible when (Rf2 - Rfl) is less than 
or equal to 0.05 in the region of the 
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Figure 3. Separation of a mixture of PTH-amino acid derivatives by unidimensional multiple development, illustrating the spot re­
concentration mechanism used to control zone broadening. 
(Adapted with permission from Reference 23.) 

optimum Rr value for the separation. 
Window diagrams, simplex methods, 
statistical design, and the prisma 
method have emerged in the past few 
years as powerful solvent optimization 
strategies for TLC (18-20). These 
methodological guides and computa­
tional techniques minimize the number 
of trial-and -error experiments re­
quired to identify the most valuable 
solvent systems for a separation. 

Under forced-flow conditions there 
is no maximum obtained for resolution 
as a function of migration distance 
(16). In this case, the resolution contin­
ues to increase with increasing migra­
tion distance; the upper limit is estab­
lished by practical constraints such as 
the available sorbent length, accept­
able separation time, and the inlet 
pressure required to maintain the opti­
mum mobile-phase velocity. 

A popular approach for improving 
resolution under capillary flow-con­
trolled conditions is to use multiple de­
velopment (21-23). Either unidimen­
sional or two-dimensional separations 
are possible in planar chromatography. 
In unidimensional multiple develop­
ment, the TLC plate is developed for 
some selected distance or time (contin­
uous development), the plate is with­
drawn from the developing chamber 

and the adsorbed solvent evaporated, 
and the plate is returned to the devel­
oping chamber and the development 
process repeated. This versatile strate­
gy for separating complex mixtures al­
lows variation among the primary ex­
perimental components: plate length 
(or time), composition of the mobile 
phase for each development, and the 
number of developments. 

Another unique feature ofthe multi­
ple development process is the zone re­
concentration mechanism, illustrated 
in Figure 3, which enhances the layer 
efficiency by counteracting the zone 
diffusion broadening mechanism. Each 
time the solvent front traverses the sta­
tionary phase, it compresses the spot in 
the direction of development. Initially 
the spot will be round, but gradually it 
will become more oval shaped until-if 
a sufficiently large number of develop­
ments are used-it will be compressed 
to a thin band. The compression occurs 
because the mobile phase first contacts 
the bottom edge of the spot where the 
sample molecules start to move for­
ward before those molecules that are 
still ahead of the solvent front. Once 
the solvent front has reached beyond 
the spot, the reconcentrated spot mi­
grates and is broadened by diffusion in 
the usual way. It is thus possible to 
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migrate a spot a substantial distance 
without significantly changing the zone 
dimensions in the direction of migra­
tion. 

One disadvantage of multiple devel­
opment is that for samples requiring a 
large number of theoretical plates (long 
migration length) a lot of time is wast­
ed while the solvent level reaches the 
level of the lowest spot on the plate. For 
capillary controlled-flow conditions, 
the mobile-phase velocity may no long­
er be adequate to maintain optimum 
separation conditions. A solution to 
this problem is to position the solvent 
entry point higher on the plate at each 
development step (24,25), thereby in­
creasing efficiency about eightfold over 
that of conventional development. 
This method can be accomplished 
within a similar separation time by 
using 10 development steps. A theoret­
ical framework for multiple develop­
ment would be very complex and has 
only been solved for repetitive develop­
ment without change of solvent or mi­
gration distance (17). 

MuHidimensional and muHimodal T1.C 
In two-dimensional TLC the sample is 
spotted at the corner of the layer and 
developed along one edge of the plate. 
The solvent is then evaporated and the 



plate rotated 900 and redeveloped in 
the orthogonal direction. If the same 
solvent is used for both developments, 
only a slight increase in resolution can 
be anticipated (a factor of ,/2). This in­
crease will correspond to the increased 
migration distance for the sample. 
More efficient separation requires the 
resolved sample to be distributed over 
the entire plate surface, necessitating 
complementary separation mecha­
nisms for the orthogonal development 
that may be challenging to achieve. 
Difficulties in scanning two-dimen­
sional chromatograms with slit-scan­
ning densitometers and in the con­
struction of a two-dimensional forced­
flow instrument have prevented two­
dimensional TLC from reaching its 
true potential as a separation tool. 

The potential of a chromatographic 
system to provide a certain separation 
can be estimated from its separation 
number, referred to as the spot capaci­
ty in TLC (i.e., the number of spots 
resolved with a resolution of unity that 
can be placed between the sample spot 
at the origin and the spot of an unre­
tained compound) (17, 26). An exact 
spot capacity value is more difficult to 
calculate than the equivalent value for 
a column system because it depends on 
many experimental variables that are 
not well understood. 

For a single, unidimensional devel­
opment using capillary flow -controlled 
conditions, it is not difficult to achieve 
a spot capacity between 10 and 20, but 
it is very difficult to reach 25 and prac­
tically impossible to exceed 30. To ob­
tain separation numbers greater than 
25, very long plates and prohibitively 
long separation times would be needed. 
(In HPLC, separation numbers around 
150 can be achieved; in exceptional 
cases, a value of 500 can be obtained.) 
In theory, the spot capacity of forced­
flow TLC should be identical to that of 
column chromatography. In practice, 
however, shorter bed lengths and limit­
ed inlet pressures compared with those 
used in column chromatography set a 
practical limit of about 80 with com­
mercially available equipment (with a 
plate length of 30 coo, a particle size of 
5 I'm, and a pressure drop of 36 atm). 
For two-dimensional TLC under capil­
lary controlled-flow conditions it 
should be easy to achieve a spot capaci­
ty of 100-250, but it will be difficult to 
reach 400 and nearly impossible to ex­
ceed 500 except in very favorable cir­
cumstances. If forced-flow develop­
ment is used in the first direction and 
elution in the second, a spot capacity of 
a few thousand is achievable. This rep­
resents an order of magnitude increase 
in separation potential over column 
systems, but the experimental difficul-

ties in implementing such a separation 
system are formidable (27). 

The confident analysis of moderate­
to-complex mixtures requires a large 
separation capacity that is most readily 
obtained by using multidimensional 
and multimodal separation techniques 
(21, 23). In multimodal separations two 
different separation techniques are 
combined via an interface that ideally 
allows independent and optimized use 
of the two separation techniques. Ex­
amples of multimodal techniques in­
clude GCtrLC, HPLCtrLC, and SFC/ 
TLC. Spectroscopic techniques such as 
IR, Raman, and mass spectrometry can 
be used in alternative multimodal ap­
proaches in which partially separated 
sample zones are further resolved 
based on differences in their spectro­
scopic properties (23, 28). The TLC 
plate can function as a storage medium, 
enabling spectroscopic evaluation that 
is free of time constraints and time­
consuming techniques such as signal 
averaging to improve sensitivity. 

Interface requirements for coupling 
microcolumn HPLC or SFC to TLC are 
comparatively simple. With microbore 
HPLC columns that operate at flow 
rates of 5-100 I'L/min, the complete 
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column effluent can be deposited on 
the TLC plate using a modified spray­
jet band applicator (29, 30). For exam­
ple, Jaenchen used this approach to 
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face ionization MS are actually en­
hanced by entrainment of the sample 
in a sorbent matrix compared to solu­
tion spectra, and their use might well 
increase in the future (28). 

Instrumentation 
Without the commercial availability of 
reliable instrumentation for in situ 
quantitation of planar separations, 
TLC would not have made the progress 
and attained the acceptance that it has. 
Earlier methods of quantitation, such 
as visual comparison of colored or 
chemically visualized zones or excision 
of separated zones from the layer fol­
lowed by elution from the sorbent and 
spectrophotometric analysis, are too 
insensitive, imprecise, labor-intensive, 
and tedious for acceptance in a modern 
analytical laboratory. 

At low sample concentrations in a 
nonabsorbing solvent matrix there is a 
linear relationship between the sample 
concentration and the intensity of ab­
sorbed monochromatic light expressed 
by the Beer-Lambert law. However, 
this simple relationship is not applica­
ble to samples dispersed in a solid ma­
trix capable of scattering light. Indeed, 
the theoretical treatment of absorption 
of monochromatic light by sorbent-im­
mobilized solutes is complex. The most 
generally accepted theory, that of Ku­
belka and Munk, is often expressed in 
the following form (28, 33-35) 

(1 - Roo)2 2.303aC 
uc-=-S- (5) 

where Roo is the reflectance for an infi­
nitely thick opaque layer, S is the scat­
ter coefficient, a is the molar absorp­
tion coefficient of the sample, and C is 
the sample concentration. This is only 
an approximation for thin-layer plates 
as it is derived explicitly for a layer of 
infinite thickness. However, it illus­
trates the general effects of a solid-sor­
bent matrix on the observed sample re­
sponse.1t predicts, for example, a non­
linear relationship between signal and 
sample concentration in the absorption 
mode, an increase in response with in­
creasing molar absorption coefficient, 
and an increase in response for sor­
bents with low scatter coefficients. Cal­
ibration curves are individual in shape, 
generally with a pseudolinear region at 
low sample concentration curving to­
ward the concentration axis at higher 
concentration, as shown in Figure 4. 
Calibration curves are usually fitted to 
polynomial functions, based on the as­
sumption that the linear region of the 
calibration curve is too short to suffice, 
but this nonlinearity causes more 
alarm than common sense dictates. 
Too often, analysts have assumed un-

12r----------------------------------------, 
Proctolol 

10 

8 

Concentration (ng) 

Figure 4. Typical calibration curves determined in the reflectance mode by slit­
scanning densitometry at 240 nm. 
(Adapted with permission from Reference 28.) 

foreseen problems attributable to the 
curvature of some calibration curves in 
regions where others are linear, forget­
ting the individual nature of the cali­
bration curves expressed by Equation 
5. 

Fluorescence measurements are fun­
damentally different from absorption 
measurements, and in this case the 
sample can be considered a secondary 
source emitting photons of low-to­
moderate intensity but against a very 
low background. At small sample sizes 
the fluorescence intensity is usually a 
linear function of sample amount over 
2-3 orders of magnitude, expressed by 

F = q,lrPbc (6) 

where F is the fluorescence flux (emis­
sion), q, is the quantum yield, 10 is the 
intensity of the excitation source, a is 
the absorption coefficient, b is the 
thickness ofthe TLC layer, and c is the 
sample amount (28, 34-37). The mag­
nitude of the fluorescence yield is 
sometimes influenced by quenching 
from nomadiative interactions with 
the sorbent, quenching from atmo­
spheric oxygen in contact with the lay­
er, and sorbent-catalyzed reactions, 
usually oxidation, to produce new 
products of low fluorescence yield. 

These problems can often be handled 
by applying antioxidants or fluores­
cence-enhancing reagents to the sor­
bent layer (34, 35), and they occur far 
more commonly with silica gel layers 
than with chemically bonded silica lay­
ers. Also, pre- and postchromatogra­
phic derivatization reactions are com­
monly used to enhance the detection 
characteristics of those samples with 
unfavorable detection properties 
(weak or insignificant absorption or 
fluorescence in the UV-vis range) be­
cause alternative detection methods 
for routine quantitation of planar chro­
matograms are unavailable. Also, be­
cause detection is carried out in an 
open system over a fmite time, the 
sample must have negligible vapor 
pressure at room temperature. 

Progress in planar chromatography 
in the last decade resulted from a syn­
ergistic interaction of developments 
that took place in layer technology, 
sample application, development 
methods, and quantitation by densi­
tometry. The most obvious change in 
the practice of TLC during this period 
is that the processes of sample applica­
tion, chromatographic development, 
and chromatogram recording have be­
come completely "instrumentalized," 
and often automated, procedures. 
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Equipment has surrounded the plate to 
the extent that modern TLC could re­
alistically be called instrumental TLC, 
and workers wishing to practice mod­
ern TLC must "instrumentalize" their 
laboratories in the same way that those 
wishing to use HPLC had to acquire 
more than a column to realize the bene­
fits of the improved separation tech­
nology. What at first might seem obvi­
ous has been one of the primary reasons 
for the slow growth of modern TLC. 
Many analysts wanted the benefits of 
high-performance TLC without the 
price of the instrumentation, and they 
practiced TLC using homemade plates, 
jam-jar development chambers, and 
glass pipettes as sample applicators. 
Exploration of modern TLC focused on 
layer technology, and this same auxil­
iary equipment was used, often with 
disastrous results. 

Sample application. Samples to be 
analyzed by TLC must be applied to 
the layer as a spot or band sufficiently 
small so as not to degrade the efficiency 
of the layer. The sample aliquot must 
not be large enough to cause volume or 
mass overload of the layer. In addition, 
the sample must be applied in an exact­
ly known volume, at a precise location, 
without mechanically damaging the 
layer if quantitation is contemplated. 
Various mechanical devices employing 
dosimeters, microsyringes, spray-on 
techniques, and solid-phase transfer 
devices meet these goals (38-40). 

Dosimeters consist of a 100-200-nL 
platinum-iridium capillary sealed into 
a glass support capillary of larger bore. 
The capillary tip is polished to provide 
a smooth planar surface of small area 
(~0.05 mm'), which, when used with a 
mechanical applicator, does not seri­
ously damage the plate surface. (Spot­
ting by hand invariably damages the 
layer, causing the chromatogram to de­
velop irregularly and the dosimeter to 
become blocked by sorbent particles 
from the layer [41].) Both the position 
and the force with which the dosimeter 
touch the plate can be easily controlled. 
A click-stop grid mechanism is used to 
aid in spacing the samples evenly on 
the plate and to provide a frame of ref­
erence for sample location during scan­
ning densitometry. The dosimeters are 
self-loading and emptying and are lim­
ited to solutions that wet the capillary 
tubing adequately, as is the case for 
most common solvents and solutions of 
average viscosity. 

Samples can also be spotted with a 
microsyringe. To accurately dispense 
nanoliter volumes, the syringe is con­
trolled by a micrometer screw gauge 
and can be operated to provide various 
precisely selected volumes (50-230 nL) 
or, via a fixed lever mechanism, to re-

petitively dispense a selected constant 
sample volume. The microsyringe de­
livers the sample volume by displace­
ment rather than capillary action and 
therefore does not deform the plate 
surface. The microsyringe needle is 
brought just close enough to the plate 
surface for the convex sample drop of 
the ejected liquid to touch the plate 
surface. 

Samples can also be applied to 
HPTLC plates as narrow bands, of any 
desired length, by mechanically mov­
ing the plate on a stage beneath a fixed 
syringe. A controlled-nitrogen atomiz­
er sprays the sample from the syringe, 
forming narrow, homogeneous bands 
on the plate surface. Because the 
spray-on technique combines sample 
application with sample concentration, 
more than 10 I'L of solution can be ap­
plied to the layer if mass overload does 
not occur. Bands are easier to locate for 
scanning densitometry by aliquot scan­
ning (scanning with a slit width shorter 
than the band length), but fewer sam­
ples can be applied to the layer because 
bands occupy more space than spots. 
Calibration is somewhat more conve­
nient with band applicators because 
different volumes of the same solution 
can be applied to the layer compared 
with a fixed volume of different sample 
concentrations with dosimeters. 

An alternative approach to sample 
application that is particularly adapt­
able for spotting dilute, viscous, or non­
homogeneous samples (such as those 
commonly obtained from environmen­
tal and biological sample extracts) is 
the Transpot applicator. This appara­
tus is designed for the simultaneous 
solventless sample application of evap­
orated residues at precise locations on 
the thin-layer plate (42, 43). The trans­
fer medium is a fluorinated PTFE film 
coated with perfluorokerosene and po­
sitioned over a series of depressions in a 
metal platform in a line for linear chro­
matography or in a circle for circular 
development. With application of vac­
uum through orifices in the center of 
each depression, the film conforms to 
the contour of the platform's surface. 
The sample solutions, up to 100 I'L, are 
pipetted into these depressions, and 

Advantages of forced-flow TLC 

the solvent is evaporated by gentle heat 
and a flow of nitrogen. The TLC layer 
is then positioned over the film and, 
with slight pressure replacing the vacu­
um, the spots are all transferred simul­
taneously to the plate. Crystalline resi­
dues do not penetrate the sorbent lay­
er; these must be transferred in a small 
volume of nonvolatile carrier solvent 
added to the sample solution prior to 
the evaporation step. 

Automated sample applicators are 
available to minimize sample applica­
tion time. The most advanced of these 
withdraws sample from a specified vial, 
applies it to the layer as a spot or band 
in any selected volume and to any se­
lected position on the plate, rinses the 
applicator, and continues with the next 
sample vial. These devices are micro­
processor- or computer-controlled, so 
they can be programmed in advance for 
particular analyses and calibration 
routines. 

Chromatographic development. 
Several approaches are available for 
layer development, depending on 
whether capillary or forced-flow condi­
tions are employed. For ascending de­
velopment, small-scale chambers such 
as the twin trough chamber are com­
monly used (44). Because there is no 
theoretical advantage to ascending de­
velopment, horizontal developing 
chambers are becoming more common. 
These chambers allow prechromato­
graphic layer conditioning, sandwich 
configuration development, optional 
development of two sets of samples 
from either end simultaneously, and 
miserly solvent consumption (typically 
a few milliliters per plate). Some are 
even designed to be portable for field 
applications and can be easily used in 
teaching laboratories. 

Although there are theoretical ad­
vantages to forced-flow development 
in TLC (see box), the design of instru­
mentation to take advantage of this op­
erating mode is more complicated. The 
Rotachrom device (by Petazon in Zug, 
Switzerland) uses centrifugal forces by 
spinning the plate around a central axis 
to move the solvent through the layer 
(15). Other devices, including the 
Chrompres (Labor Mim, Budapest) 

Solvent velocily can be optimized independently of other experimental variables. 

Higher total efficiency can be achieved using fine-particle sorbents and longer plates 
than is possible with capillary-controlled systems. 

Separation times can be dramatically reduced. 

Mobile phases with poor sorbent welling characteristics may be used. 

Solvent gradients, either step gradients or continuous gradients. can be employed to 
optimize the separation conditions. 
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and the HPPLC 3000 (Institut fUr 
Chromatographie, Bad Durkheim, 
FRG) use a mechanical pump to force 
solvent through the layer, which in 
turn is completely closed on both sides 
and is under pressure. The HPPLC in­
strument operates in the circular or an­
ticircular mode and is limited to the use 
of 10 X 10 cm plates (45). However, no 
sealing of the plate edges is required 
and the instrument is designed to con­
form with strict engineering specifica­
tions. The Chrompres instrument is 
designed for linear development and 
requires the application of a sealant to 
the plate edges to prevent solvent leak­
ing from the sides (14). It can also use 
longer plate lengths to maximize effi­
ciency. The theoretical advantages of 
forced-flow development outweigh the 
practical problems of its implementa­
tion, and it is likely that new equip­
ment in this area will be developed. 
Figure 5 illustrates a separation of 
equine doping agents by forced-flow 
TLC and is representative of the re­
sults that can be obtained. 

A new apparatus for automated mul­
tiple development with all sequences 
under microprocessor control has also 
been developed (20, 23, 31). A typical 
separation sequence generally involves 
10-25 individual developments, and 
each development is longer than the 
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Figure 5. Separation of equine doping 
agents by forced-flow TLC. 
(Adapted with permission from Reference 46.) 

previous one by about 3-5 mm. The 
mobile phase is removed from the de­
veloping chamber and the plate dried 
under vacuum between each develop­
ment. Provision is also made for condi­
tioning the layer with an atmosphere of 
controlled composition prior to each 
development. The distinctive feature 
of this method is that development 
starts with the most polar solvent (for 
the shortest development distance) 
and concludes with the least polar sol­
vent (for the longest migration dis­
tance). The use of solvents of gradually 
decreasing solvent strength for the in­
dividual chromatographic steps leads 
to step gradients whose effect corre­
sponds to a linear solvent gradient, 
provided that a sufficient number of 
development segments are used. Thus 
the automated multiple development 
technique is suitable for the straight­
forward optimization of separation 
conditions for samples with unknown 
chromatographic behavior and for the 
identification of isocratic solvent sys­
tems for poorly resolved samples using 
gradient techniques. The separation 
potential of automated multiple devel­
opment is illustrated by the chromato­
gram in Figure 6. Presumably, a mar­
riage between forced-flow TLC and 
automated multiple development 
would provide the greatest separation 
potential of all the development tech­
niques if problems caused by the dis­
turbing zone (47) could be defeated. 

Detection_ Commercial instruments 

for scanning densitometry share many 
features in common (3,28, 31, 34, 39, 
40, 48). Different sources must be used 
to cover the entire UV -vis range: halo­
gen or tungsten lamps for visible wave­
lengths, deuterium lamps for UV wave­
lengths, and high-intensity mercury or 
xenon sources for fluorescence excita­
tion. Monochromators or filters are 
used to isolate the measuring wave­
length or fluorescence emission. Mea­
surements are commonly made in the 
reflectance mode and occasionally in 
the transmission mode by moving the 
plate on a scanning stage through the 
measuring beam shaped in the form of 
a rectangle by adjustable slits. The sig­
nal is then detected using either a pho­
tomultiplier tube or photodiode. Some 
instruments have a turntable-type 
scanning stage as an option for periph­
eral and radial scanning (used for cir­
cular or anticircular chromatograms) 
or are equipped for linear scanning in a 
zig-zag fashion to improve the quanti­
tative reliability of irregular chromato­
grams. In modern scanning densitome­
try with HPTLC plates, the relative 
standard deviation from all errors can 
be maintained below 2%; the largest 
source of experimental error occurs in 
the chromatographic and sample appli­
cation steps, and therefore does not re­
flect instrument operating capability. 

Most modern densitometers are de­
signed for automatic scanning of a 
complete plate. All required lane 
changes; spot detection; and optimiza-

Migration distance (cm) 

Figure 6. Separation of a test mixture using automated multiple development 
employing a universal step gradient from acetonitrile through dichloromethane to 
carbon disulfide on a silica gel HPTLC plate. 
The chromatogram was scanned at different wavelengths to enhance the chromatographic information. 
(Adapted with permission from Reference 20.) 
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tion of measuring conditions, calibra­
tion, and data reporting are computer­
controlled (48, 49). Digital data stored 
on floppy disks can be recalculated nu­
merous times without having to rerun 
the chromatogram. Video integration 
allows correct determination of the 
baseline under each peak as well as 
compensation for disturbances from 
matrix interferences and impurity gra­
dients in the sorbent layer. Some pro­
gress has been made in subtracting the 
entire background contribution of the 
plate to the analytical signal with the 
intent of improving detection limits by 
an order of magnitude or more (20). 

The detection process can be consid­
ered static, and all information con­
cerning the chromatographic experi­
ment can be made available as a three­
dimensional array in which the x and y 
coordinates define spot position and 
the z direction defines the sample 
amount using image analysis tech­
niques (20,28, 50, 51). Scanning takes 
place electronically, and the plate is 
held stationary using a combination of 
video digitizer, light source, monochro­
mators, and appropriate optics to ho­
mogeneously illuminate the plate and 
focus the image onto a vidicon tube or 
charged-coupled video camera. The 
main advantages of electronic scanning 
are fast acquisition of data, absence of 
moving parts, simple instrument de­
sign, and compatibility with data anal­
ysis of two-dimensional chromato­
grams that are very difficult to scan 
using conventional slit-scanning densi­
tometers. On the other hand, electronic 
scanners cannot compare with slit­
scanning densitometers in terms of 
cost, sensitivity, available wavelength 
measuring range, and dynamic signal 
range. With continuous advances in 
image analysis techniques, this situa­
tion could change. High-quality sys­
tems are available for the detection of 
radioisotopically labeled substances by 
TLC (38,52) and for flame-ionization­
based detection of chromatograms sep­
arated on sintered-layer rods (28,53). 

Separations by HPLC and TLC oc­
cur by essentially the same physical 
methods. Thus the two techniques of­
ten are viewed as competitors when it 
would be more realistic to consider 
them as complementary techniques 
(20, 28, 35). It is easier to develop a 
large number of theoretical plates and 
simpler to automate the analytical pro­
cedure using HPLC than TLC. Howev­
er, in practice, most separations per­
formed by HPLC are done with rela­
tively few theoretical plates-typically 
fewer than 20,000. Unattended analy­
sis is routine for HPLC, whereas for 
TLC the individual steps of sample ap­
plication, development, and detection 
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can be automated, but manual inter­
vention is required to move the plate 
from station to station. TLC offers a 
much higher sample throughput than 
HPLC because of the ability to per­
form separations in parallel, and crud­
er samples can be handled because the 
separation medium is used only once. 
The detection process in HPLC is dy­
namic and subject to time constraints 
that are not applicable to TLC. Using 
TLC, it is possible to apply sequential 
detection techniques, evaluate the 
chromatogram at different stages dur­
ing development (as is commonly done 
in multiple development), and to apply 
chemical reagents for greater and more 
rapid detection sensitivity and selec­
tivity. 
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tected. the electron of the ion pair (1). 
RIS is capable of detecting single at­
oms in a time-resolved fashion, and 
such sensitivity is also theoretically 
possible with RIMS. 

RIMS was first described around the 
beginning of this decade and from that 
time has been developed and adopted. 
by an increasingly larger group of sci-

copy with the extremely sensitive de­
tection capability of mass spectrome­
try. This combination yields an 
analytical technique that is applicable, 
with varying degrees of difficulty, to a 
number of fields. 

Five optical routes, or schemes, have 
been formulated (1) for RIS whereby 
most of the elements of the periodic 

Resonance ionization mass spectrome­
try (RIMS) is an analytical technique 
that uses photons from lasers to reso­
nantly excite an electron from some 
initial state of a gaseous atom (or mole­
cule) through various excited states of 
that atom (molecule) to the continuum. 
The cation formed in this manner from 
the ion pair is mass-analyzed and de­
tected. RIMS is derived from the par­
ent technique, resonance ionization 
spectroscopy (RIS), which originally 
used the same optical concept but de-

INSTRUMENTATION 
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entists. [t has been applied in fields 
such as chemistry, physics, geology, hy­
drology, and biology. The technique 
uniquely combines the elemental (mo­
lecular) selectivity of optical spectros-

@ 

chart can be resonantly ionized. The 
schemes, which involve the absorption 
oftwo or three photons to achieve ion­
ization, are depicted in the upper left 
corner of Figure 1. They are based on 

RIS schemes 
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Figure 1. Applications of RIMS to the elements, 
References to the experimental details are given elsewhere (4, 6). PiIS schemes are described in detail elsewhere (2); W1 to Wz are photons of a particular energy 
(wavelength); double-headed, wide arrows denote transitions within tre atomic state; single-headed arrows denote transitions to the continuum generating an 
electron (e-) and an ion (A +) from the atom (A). 
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optically allowed transitions between 
levels of the atom and are shown as 
wide, double-headed arrows in the fig­
ure; the term "bound-bound transi­
tion" is used in this article to describe 
such a process. The energies of the pho­
tons must lie within the energy range of 
tunable lasers; and the last photon, de­
picted as a single-headed arrow in the 
figure, must be of sufficient energy to 
exceed the ionization potential of the 
atom to promote a bound-continuum 
transition. 

These optical routes can be repre­
sented by a notation that depicts the 
number of photons absorbed to make 
the ion pair. Schemes 1 and 2 are 1 + 1 
processes; one photon excites the atom 
from some initial state (in this case, the 
ground state) to an intermediate state, 
and another photon ionizes the atom. 
Schemes 3 and 4 can be represented as 
1 + 1 + 1 processes; two separate, se­
quential bound-bound transitions 
within the atom are followed by ab­
sorption of a third photon for ioniza­
tion. Scheme 5 is a 2 + 1 process; that 
is, a two-photon step to an excited 
atomic state and absorption of another 
photon for ionization. Such summation 
notations will be used in this review. 
These photo ionization processes are 
also known by other names such as 
resonant multi photon ionization 
(REMPI) spectroscopy. 

Two reviews of RIS have appeared in 
this JOURNAL (2, 3). Figure 1 shows a 
periodic chart that depicts 70 elements 
(the blue blocks) that have been stud­
ied by some form of RIMS. The fact 
that so many elements have been stud­
ied indicates that the development of 
RIMS has reached a point where a re­
view of this technique seems timely. 

We will essentially limit our discus­
sion of RIMS to atomic applications. 
Both RIS and RIMS, however, can also 
be applied to molecules, but with COrre­
spondingly more complex problems as­
sociated with the multitudinous and 
overlapping energy levels characteris­
tic of molecules. This article comprises 
a description of RIMS, its status, and 
its future directions. References are 
cited to lead the reader to more techni­
cal detail, but an exhaustive list is not 
included here. Some excellent techni­
cal reviews of RIMS and RIS have ap­
peared recently; for technical discus­
sions, see References 4-6. 

Apparatus 

RIMS instrumentation includes a 
source of atoms (molecules), tunable 
laser(s), and a mass analyzer or detec­
tor, as shown in Figure 2. Historically, 
these components have been applied in 
many variations. 

Atom source. Atoms are often gen-

Atom source 

Laser(s) 

M=~ 
analYZW 
detector 

Figure 2. Generic experimental ar­
rangement for RIMS. 

erated from sources of a thermal na­
ture; gas-phase atoms can be generated 
from a heated filament, a graphite fur­
nace, an inductively coupled plasma 
(ICP) , or by ablation from a sample 
surface. Atoms generated from a fila­
ment, furnace, or ICP are normally 
continuous in time, so there will be a 
coupling inefficiency when such an 
atom source is used with a pulsed laser. 

Two types of pulsed atom sources 
have been developed that use either a 
pulsed laser or a pulsed particle beam 
to generate an atom plume. Either of 
these types of atom sources can be 
made to couple more efficiently than a 
continuous atom source to pulsed-laser 
excitation. Another useful atom-gener­
ating source for RIMS is a glow dis­
charge. 

Laser(s). Most types oflasers, either 
continuous-wave (CW) or pulsed, have 
been applied to RIMS. Resonant opti­
cal processes have typically included 
one, two, or more laser energies deliv­
ered by one or more lasers. For analyti­
cal simplicity, one laser is desirable. 
Using only one laser wavelength (sin­
gle-color RIMS), however, requires the 
absorption of two or more photons, of 
which at least one optical process must 
be a bound-bound transition. There 
are nonresonant optical routes to ion­
ization that can be promoted by lasers, 
and these are usually referred to as 
multiphoton ionization (MPI) routes. 
These latter processes will not be con­
sidered in this review. 

Tunable lasers are available in all 
types, from those relatively easy to op­
erate, such as dye lasers pumped by a 
Nd:YAG laser, an excimer laser, or a 
flashlamp, to those more difficult to 
operate, such as an argon ion stabilized 
ring dye laser. Easy-to-operate semi­
conductor diode lasers pave recently 
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become available. Wavelength ranges 
available to tunable lasers are very 
broad; they can be easily obtained (e.g., 
semiconductor diode) or they can in­
volve extreme complexity (e.g., if one 
wishes a wavelength in the far- or vacu­
um-UV). Table I lists several types of 
lasers and their characteristics. 

Early RIMS studies were carried out 
with nitrogen laser-pumped or flash­
lamp-pumped dye lasers (7, 8). The 
power of these lasers, when focused in 
an atom plume, is adequate to saturate 
a two or more photon process that in­
volves one or several bound-bound 
steps and a bound-continuum step (1). 
The last step is rate-limiting. Other la­
sers, CWOI' pulsed, have since been 
used alone or in various combinations 
to produce ionization. An ideal ar­
rangement is to use CW lasers of rela­
tively low power for the bound-bound 
steps and an additional energy source, 
such as a pulsed laser, high-power CO2 
laser, or electric field, for the ionization 
step. Such combined processes have 
proven to be quite satisfactory (5, 6). 
The use of a semiconductor diode laser 
in combination with another laser was 
recently reported (9); the former was 
used for excitation and the latter for 
ionization in the RIMS process. An in­
strument that incorporates a number 
of diode lasers with the ionization step 
effected by some other process is an 
interesting concept that could lead to a 
relatively small field instrument. 

Mass analyzer/detector. Most of 
the major types of mass analyzer have 
been used for RIMS studies. These in­
clude magnetic sector, quadrupole, and 
time-of-flight (TOF) instruments, each 
of which has advantages and disadvan­
tages. In the application of RIMS, it 
seems that the researcher uses whatev­
er mass analyzer is available. The com­
bination of a TOF analyzer with a 
pulsed laser is ideal in terms of match­
ing duty cycle to the characteristics of 
the mass analyzer. The pulsed laser is 
capable of generating a burst of ions in 
a short period (see Table I) suitable for 
TOF separation. In terms of most mea­
sures of mass spectrometric perform­
ance (such as resolution), magnetic sec­
tor instruments are superior to TOF 
analyzers, but modifications of the de­
tector system may be required if RIMS 
uses pulsed-laser excitation. Recent 
designs of quadrupole mass analyzers 
have demonstrated improved perform­
ance with regard to several important 
mass spectrometric parameters. An ad­
vantage for some applications is that 
these analyzers are compact and less 
costly than sector instruments. 

The choice of mass analyzer involves 
the decision of whether to use CW or 
pulsed lasers for ion generation. For 



CW lasers, the duty factor is unity, but 
the probability of ion generation is rel­
atively poor; an independent source of 
energy for the ionization step improves 
the situation. For pulsed lasers, the 
probability of ion generation ap­
proaches unity per pulse in an appro­
priately focused laser volume, but de­
tector dead time can result in errors of 
ion counting if too many ions arrive at 
the detector in a short time. Note the 
duty factors of pulsed lasers given in 
Table I; pulsed lasers are off most of 
the time. The pulsed-laser approach is 
ideal for detecting extremely small 
numbers of atoms, however, and has 
been used for such applications. In gen­
eral, obtaining analytical data by 
RIMS requires a compromise that in­
volves the selection of a sample atom­
ization method, laser, mass analyzer, 
and detector. Various studies involving 
these parameters are described in the 
literature, and the results are summa­
rized in review articles (4-6). No one 
solution is perfect in all respects, and 
the experimental arrangement must be 
considered individually for each appli­
cation. 

Analytical applications 

Figure 1 clearly demonstrates the wide 
potential for analytical applications of 
RIMS. Each element block contains (in 
a counterclockwise direction from the 
top left) the element symbol, the ion­
ization potential in electron volts, and 
a number corresponding to a predicted 
RIS scheme as given in an earlier arti­
cle (2). A key depicting the various lo­
cations of this information for the ele­
ment blocks is shown in the figure. The 
blue blocks represent the elements for 
which experimental resonance ioniza­
tion data have been obtained, and the 

number of photons absorbed to create 
an ion pair is given in the upper right 
corner of those blue blocks. This infor­
mation is taken from results summa­
rized in two recent technical reviews 
(4, 6). In some cases, more than one 
experimental route has been demon­
strated; this fact is depicted by showing 
more than one number in the experi­
mental blocks. Details of the experi­
ments and optical route(s) are in the 
references cited in the reviews. 

Every elemental group is represent­
ed experimentally, although the non­
metals have been studied least. Note 
the comparisons of RIS scheme num­
ber and the number of photons actually 
used in the experimental studies. In 
general they correspond fairly well. 
Notable exceptions are some of the 
scheme 4 elements, where it was found 
that ionization can be accomplished by 
a 2 + 1 process involving only one laser. 
Single-color methods have procedural 
advantages because only one laser is 
required. Such processes include the 
scheme 1 elements and derivations of 
the scheme S and 5 elements where 
only one wavelength is used. 

The ultimate value of any analytical 
technique is related to its unique attri­
butes that give it advantages over com­
petitive techniques. Considering the 
fact that photons are used to generate 
ions, RIMS is a relatively nonintrusive 
method; only a window into the sample 
chamber is required. RIMS has unique 
characteristics that involve its elemen­
tal selectivity, isotopic selectivity, sen­
sitivity to the initial atomic or molecu­
lar state of the gaseous sample, and the 
ability to detect and measure extreme­
ly small amounts of analyte. The opti­
cal processes involved in atomic RIMS 
make it elementally or isotopically se-

(b) 

(a) ___ ~ 

583.5 585.5 587.5 

Wavelength (nm) 

Figure 3. Determination of Pm and 
Sm isobars by RIMS. 
(a) Ionization spectrum of 152Sm and (b) ionization 
spectrum of mass 147 detecting both Pm and Sm. 
Note that the two strong lines near 584 nm are 
present only for Pm. (Adapted from Reference 10.) 

lective. Isobaric interference (same 
nominal mass but different species) is 
thus minimized or eliminated. This se­
lectivity has been demonstrated in 
many studies and holds true for ele­
ments or molecules. 

Table I. Typical characteristics of lasers useful for RIMS 

An example of the elemental selec­
tivity of RIMS for a 1 + 1 + 1 single­
color process is that of 147Pm and Sm 
(10). Pm is a man-made radioactive 
element that has several isotopes with 
the same nominal masses as those of its 
neighboring elements, Sm or Nd. Mass 
analysis of 147Pm, a {l- emitting radio­
active isotope, suffers from isobaric in­
terference from its daughter, 1.7Sm. 
The ability to measure either parent or 
daughter is demonstrated by the re­
sults shown in Figure S. By tuning the 
mass analyzer (in this case, a magnetic 
sector instrument) to mass 152, various 
wavelengths at which Sm is ionized are 
obtained over the wavelength range of 
583-588 nm (Figure Sa). By tuning the 
mass analyzer to mass 147, wave­
lengths at which either 1.7Pm or its 
daughter 147Sm are ionized can be ob­
served (Figure 3b). At a wavelength of 
584.6 nm, a selectivity factor of at least 
1000 is reported for the ability to deter­
mine Pm in the presence of Sm. 

Repetition Peak 
rate, Duty power, 

Type pulse/s factor kW 

Nd:YAGdye 10 1 X 10-7 9000 
Nitrogen dye 30 3X10-7 90 
Excimerdye 500 ax 10-' 2700 
Flashlamp dye 30 3 X lO-s 10 
Copper vapor 10,000 2X 10-' 4 

dye 
Argon ion CW 

linear dye 
Argon ion- CW 

stabilized 
ring dye 

Semiconductor CW 
diode 

Average Pulse 
power, energy, 

W mJ 

0.7 70 
0.03 1.0 

20 40 
0.3 10 
1 0.1 

0.003-0.03 

Line-
width, 
cm-1 

0.25 
0.3 
0.3 
3.0 
0.3 

1.4 

3 X 10-5 

5X 10-3 Another example where isobaric in­
terference is a problem that can be 
eliminated by RIMS is with the ele­
ments Pb and Bi (11). With natural 
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Figure 4. Resonance ionization mass 
spectra of (a) Pb and (b) Bi derived from 
a common sample. 
The ionization wavelength for (a) is 450.3 nm and 
for (b) is 456.6 nm. (Adapted from Reference 11.) 

abundance mixtures, there is no isobar­
ic interference; Bi is monoisotopic 
(mass 209), and Pb has four isotopes 
(masses 204, 206, 207, and 208). Isobar­
ic interferences occur with radioactive 
isotopes of these elements and their 
transmutation products. The mass 
spectrum of a mixture of natural Bi and 
Pb obtained by RIMS is shown in Fig­
ure 4. The mass spectra of Pb and Bi 
are obtained at wavelengths of approx­
imately 450.3 and 465.6 nm, respective­
ly; these wavelengths correspond to a 
single-color laser resonance ionization 
involving, in this case, 2 + 1 optical 
processes for both elements. By using 
RIMS at these laser wavelengths, it is 
possible to ionize either elenent, cir­
cumventing the isobaric interferences 
in radioactive mixtures. 

St!ldies of isotopic selectivity have 
been carried out by several groups (6). 
One example of such studies uses a CW 
stabilized ring dye laser to address a 
small subset of atomic velocities and 
therefore reduce Doppler broadening. 
effects. This work was pioneered at Pa­
cific Northwest Laboratory (12). Re­
cently it was found that similar sub­
Doppler spectral resolution can be at­
tained in a properly designed 
experimental arrangement that in-
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eludes a diode laser for excitation of the 
first bound-bound atomic 
preceding resonant 
to ionization (13). 
lead to enhanced 
for amenable atomic 

Another feature is unique to 
RIMS is selectivity for initial atomic 
states. Gaseous atoms as 
erated may not all be in the en­
ergy (ground) state; rather, they can 
exist in a number of excited states. 
Within less than 1 excited states 
that are coupled to states 
will lose energy 
ly, in the absence the meta­
stable states (i.e., those states that are 
not optically coupled to lower 
remain. It is often 
lem to determine the di,;trJlbtlticm 
metastable states, but it can be accom­
plished with RIMS. Not only the distri­
bution, but also the lifetime and 
branching ratios of the individual ini­
tial states can be measured by laser res­
onance ionization techniques. The 
need to obtain this information for the 
helium 2S metastable state is the rea-

been done area, it is also possible 
to determine the initial states of 
eous ions by a RIMS that 
mately generates a ion. 

There is an adverse side to the 
ence of initial atomic-state 
tions. Because gaseous atoms exist in 
various metastable the ultimate 
sensitivity of RIMS is 
optical excitation route will 
only from the atoms in one 
This fact needs to be addressed in fu­
ture studies of the atomization process. 

Earlier, we pointed out that one of 
the unique features of RIMS is its ex­
cellent sensitivity. Where elemental 
identification or determinaticn is re­
quired for trace levels of elements in 
samples, RIMS has been widely 
plied. It has, for example, been 
to very sensitive determinations Fe 
in blood serum (14). Several instru­
ments using pulsed-ion-beam sample 
ablation to generate a pulsed-atom 
plume have been applied to trace ele­
ment analysis. These specialized in­
struments have been used to determine 
various metals from aqueous 
(15) and elementallow-levelllliiJUllCH'" 
in semiconductor materials 
latter example, these in­
struments do not compete with other 
types of mass analyses in sensitivity, 
such as secondary ion mass spectrome­
try, for this application; however, they 
do give alternate routes for determina­
tion. The RIMS technique has been el­
egantly applied to ultrasensitive deter­
minations of trace elements of interest 



in geochemical studies (17). Confirma­
tion of the abrupt change in the con­
centration of both Rh and Ir in deposits 
at the Cretaceous/Tertiary geologic 
boundary has been obtained. 

The unique characteristics of RIMS 
have been applied to the study, identi­
fication, and quantification of rare ele­
ments in specific samples. An example 
of such an application is the dating of 
ground water by counting 81 Kr atoms 
(18), described at the most recent in­
ternational RIS conference. 81Kr is a 
naturally occurring radioisotope pro­
duced by cosmic rays; it has a half· life 
of 210,000 years. Because of its inert 
chemical nature, it can be used to date 
ancient water samples, such as polar ice 
or underground water sources, where 
the water is trapped and unable to 
equilibrate with the atmosphere. A 
representative mass spectrum result­
ing from the RIMS determination of 

200 

150 

100 

81Kr in an ancient groundwater sample 
is shown in Figure 5. These data were 
obtained from a 50-L sample. Radioac­
tive decay counting of 81Kr is not sensi­
tive enough for this determination be­
cause of the low concentration of Kr. 
With RIMS, the measurement of ap­
proximately 6200 atoms of 81 Kr is pos­
sible, and the results provide a date for 
this water sample. 

Short-lived or rare isotopes synthe­
sized in accelerators have been charac­
terized by RIMS (19, 20). RIMS has 
been applied to studies of as few as 109 

atoms. With such sensitivity RIMS can 
be used to identify species that are cre­
ated in nuclear processes. If the experi­
ment is properly designed with respect 
to such parameters as sample introduc­
tion and laser linewidth, not only can a 
particular isotopic species be identi­
fied, but spectral characteristics can be 
measured. 

Calibration: 
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Figure 5. Mass spectrum of krypton derived from an ancient water sample show­
ing 81Kr ions. 
Ions are generated by resonant optical ionization and mass-analyzed using a TOF instrument. (Adapted 
with permission from Reference 18.) 

An example of such an experimental 
arrangement is shown in Figure 6 for an 
apparatus in operation at the ISOLDE-
3 facility located at CERN (European 
Organization for Nuclear Research) in 
Switzerland. A pulsed beam containing 
rare atomic species is deposited on a 
graphite target wheel. The wheel can 
be rotated 1800 and the deposited spe­
cies desorbed by a pulsed-laser beam. 
The sample plume is allowed to inter­
act with a laser beam consisting of pho­
tons of one or more energies. Atomic 
species of interest, if present, are reso­
nantly ionized and determined by the 
TOF mass analyzer. The pulsed deflec­
tors, shown in the TOF instrument, are 
time·correlated to permit passage of 
the isotope under investigation. To 
prevent background signals from ra· 
dioactive emanations of the sample 
target wheel, the ions are deflected be­
fore detection. With this apparatus hy­
perfine structural and isotope shift in­
formation for 183Au and 184Au has been 
obtained (19). 

As was pointed out in the introduc­
tion, RIMS of molecules is a more com­
plex concept than is RIMS of atoms 
because of the nature of the molecular 
bond. Nevertheless, molecular RIMS 

11 Laser beams 

I I ISOLDE beam 

Figure 6. Apparatus for on-line RIMS 
at ISOLDE-3 using pulsed-laser desorp­
tion of implanted species. 
(Adapted with permission from Reference 19.) 
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onstrated isomeric interference remov-
al for molecular The radical 
was by of hydro-
gen butene. Although the resul-
tant optical spectrum was broad 
were seen from 450 to 480 the 

of the radical ions var­
with the cis- or trans-butene 

cursor and could be used to 
cis- or trans-radical 

Precision and accuracy 

RIMS has proven to be an 
sensitive technique, as evidenced 
the examples given in the previous sec­
tion, but as yet it is only moderately 
precise. A benchmark comparison can 
be made by considering the excellent 
precision of inorganic isotope ratio 
measurements (~O.05-0.2%) by tradi­
tional thermal ionization MS with 
magnetic sector instruments; that 
technique can be applied to samples of 
1 ng or less. In one study of U and Pu by 
RIMS, precisions of 0.6 ane. 0.2%, re­
spectively, were reported (23) for the 
major isotopes. Such values are not the 
general case, however. To datc, typical 
precisions for RIMS determinations 
range from 2 to 5% for sample sizes 
larger than 10 ng. There also seems to 
be increasing evidence that bias effects 
are present in some isotopic ratio mea­
surements carried out by RIMS. This 
effect was discussed in severe.] 
at the recent RIS conference 
This problem has become more appar­
ent as the technique has developed into 
a more widely applied analytical meth­
od, and sources of bias are currently 
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being imrestig,ated. 
tionMS, 
pie volatility, although this would seem 
to be only a very small effect in com­
parison to those operating in resonance 
ionization. For one-color RIMS 
cesses, one could assume the 
es are related to spectral mismatches 
that are exacerbated the character-
istics of the lasers. effects for 

saturation 
topes. 
current limitations as an ana­
lytical tool in some applications. Keep 
in mind, though, that even with these 
limitations, RIMS has relevant 
cations. It is expected that 
velopment will improve precision and 
accuracy. 

Conclusions 

RIMS is a viable, useful, 
ical technique that 
ered for many applications. As a meth­
od for the identification, characteriza­
tion, and quantification of atomic 
species and atomic it fulfills a 
definite need. It is well suit-
ed as a spectroscopic tool to measure 
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spectral properties of unusual species. 
RIMS has advanced beyond the ana­
lytical curiosity stage and is ready for 
use in situations similar to those de­
scribed here. Diode lasers will have a 
definite role in the future development 
of the technique. RIMS needs to be 
further evaluated and developed for 
improved quantification in the areas of 
precision and accuracy. Even with 
these limitations, however, it is proving 
to be useful in a variety of applications. 

This research by the U.S. Depart-
ment of Energy, of Basic Energy Sciences, 
under Contract DE-AC05-840R21400 with Martin 
Marietta 
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J.P. Young (left),R. W. Shaw (center), 
and D. H Smith (right) are research 
staff members of the Analytical Chem­
istry Division at Oak Ridge National 
Laboratory. They share a common in­
terest in the development of RIMS as 
a useful analytical tool. They also 
have individual interests in general 
applications of lasers to chemical 
analysis, application of spectral tech­
niques to the study of transuranium 
elements and their progeny, processes 
involved in vapor-phase deposition, 
and isotope ratio measurements in in­
organic MS. 
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Technical 
Communicating 

Communications Skills-they're a must for 
successful scientists, Now you can in· 
crease your effectiveness and improve 

your communication skills with this new, easy· 
to· use reference book. With 18 chapters, this 
handy guide starts with the basics, such as 
eliminating wordiness and jargon in technical 
communications, using correct punctuatIon, 
and selecting appropriate verbs, From there, 
you'll learn how to assemble your papers and 
gather data for both written and oral reports. 
You'll learn correct documenting procedures, 
including footnoting and writing a bibliog· 
raphy, You'll cover the use of visual aids and 
graphics. abstract preparation, the use of 
computers and proofreading. 
A wide variety of practical applications is cov· 
ered in this volume, including laboratory and 
business reports, journal publications, grants 
and proposals, business correspondence, reo 
sumes, and memos. The Basics of Technical 
Communicating is a convenient. essential ref· 
erence-one that you'll use time and time 
againl It complements The ACS Style Guide 
and Writing the Laboratory Notebook to give 
scientists a complete package for professional 
development in technical communication skills, 
by B. Edward Cain, Rochester institute of 
Technology 
200 pages (1988) 
ISBN 0·8412·1451·4 LC 88·3325 
Clothbound: 
US & Canada $29.95 Export $35.95 
ISBN 0·8412·1452·2 LC 88·3325 
Paperbound, 
US & Canada $19.95, Export $23.95 
Order from; 

or CALL TOLL 

800-227-5558 
and use your credlt card! 
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MEETINGS 
• 

41st Pittsburgh 
Conference 
and Exposition 
New York City, March 5-9, 1990 

The 41st Pittsburgh Conference and 
Exposition on Analytical Chemistry 
and Applied Spectroscopy will be held 
at the Jacob Javits Convention Center 
in New York City, March 5-9, 1990. 
This year 12,500 hotel rooms have been 
reserved for conference week. The 
technical program will feature 23 sym­
posia and more than 1200 contributed 
papers. The Exposition of Modern 
Laboratory Equipment, showing the 
latest instruments and related chemi­
cals, equipment, and publications, will 
include 800 different companies in 
more than 3000 booths. 

The followin" symposia are sched­
uled to be presented as part of the tech­
nical program: 

Advances in Raman Spectroscopy 
Arranged by S. A. Asher, University of 
Pittsburgh 

Application of Microdialysis in Bio­
logical Systems 
Arranged by B. G. Hoebel, Princeton 
University 

Biosensors et al.-Analysis Outside 
the Laboratory 
Arranged by S. G. Weber, University of 
Pittsburgh 

Characterization and Analysis of 
Chiral Compounds 
Arranged by J. A. Feldman, Duquesne 
University 

Characterization of High-Tem­
perature Superconducting Oxides 
Arranged by A. Pebler, Westinghouse 
Science & Technology Center 

Chromatography and Mass Spec-

trometry in Studies on Human 
Diseases 
Arranged by E. Jellum, University of 
Oslo 

Data Tools for Solving Analytical 
Chemistry Problems 
Arranged by S. R. Heller, U.S. Depart­
ment of Agriculture 

Frontiers of Analytical Toxicology 
and Substance Abuse Testing 
Arranged by S.H.Y. Wong, University 
of Connecticut School of Medicine 

Information Technology: Integrat­
ing the Laboratory into the Corpo­
ration 
Arranged by R. Mahaffey, Tennessee 
Eastman 

International Regulatory Issues on 
Chiral Drugs 
Arranged by A. F. Fell, University of 
Bradford 

Laboratory Accreditation and 
Standardization: Perspectives on 
Europe in 1992 (EC '92) 
Arranged by H. Hertz, National Insti­
tute of Standards and Technology 

Laboratory Management-An In­
ternational Perspective on Excel­
lence 
Arranged by J. H. Taylor, Jr., Analyti­
cal Technologies 

Multidimensional Analysis Systems 
Arranged by J.F.K. Huber, University 
of Vienna 

New Horizons in Planar Chroma­
tography 
Arranged by J. C. Touchstone, Univer­
sity of Pennsylvania 

Polymer Characterization in Food 
Packaging Applications 
Arranged by J. P. Auses, Aluminum 
Company of America 

Quality and Productivity with 
Chromatographic Methods 
Arranged by J. Q. Walker, IBM 

Recent Advances in High-Molecu­
lar-Weight Mass Spectrometry 
Arranged by A. G. Sharkey, University 
of Pittsburgh 

Role of Array Detectors in Spectro­
chemical Analysis 
Arranged by M. B. Denton, University 
of Arizona 

Selective Detectors for Gas Chro­
matography-Practical Aspects 
Arranged by G. D. Dupre, Exxon Re­
search & Engineering 

Selectivity in Capillary Electropho­
resis 
Arranged by D. Rose, Hewlett-Packard 

James L. Waters First Annual Sym­
posium on Development of Analyti­
cal Instrumentation 
Arranged by J. F. Coetzee, University 
of Pittsburgh 

Women in Science: A Blueprint for 
Progress 
Arranged by R. L. Garrell, University 
of Pittsburgh 

ASTM E-42: Recent Advances in 
Surface Analysis 
Arranged by S. Bryan, BP Research 

A number of award presentations 
will be made during the conference. 

William Klemperer of Harvard 
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William Klemperer 
Bomem-Michelson 

Award 

Milos Novotny 
Keene P. Dimick 

Award 

Robert L. Grob 
Dal Nogare Award 

Jean-Michel Saveant 
Charles N. Reilley 

Award 

George H. Morrison 
Pittsburgh Analytical 

Chemistry Award 

Charles B. Harris 
Pittsburgh 

Spectroscopy Award 

John F. RaboIt 
Williams- Wright 

Award 

University will receive the Bamem-Mi­
chelsan Award from the Coblentz Soci­
ety. Klemperer's research is in the areas 
of molecular structure, energy transfer, 
and intermolecular forces. 

Milos Novotny ofIndiana Universi­
ty will be presented with the Keene P. 
Dimick Award by the Society for Ana­
lytical Chemists of Pittsburgh. The 
award, sponsored by Keene P. Dimick, 
is being given to Novotny in recogni­
tion of his work on separation tech­
niques. 

Robert L. Grob of Villanova Uni­
versity will receive the Dal Nagare 
Award from the Chromatography Fo­
rum of the Delaware Valley. Grab is 
being recognized for his achievements 
in the field of chromatography, partic­
ularly for his work on theory, instru­
mentation, and applications of GC and 
LC to environmental analysis. 

Jean-Michel Saveant of the Uni­
versite de Paris VII is this year's recipi­
ent of the Charles N. Reilley Award 
from the Society for Electroanalytical 
Chemistry and Bioanalytical Systems 
(West Lafayette, Saveant's re-
search has involved study of the 
rat"s and mechanisms of chemical re­
actions that are triggered by electron 
transfer at electrodes. 

George H. Morrison of Cornell 
University will receive the Pittsburgh 
Analytical Chemistry Award from the 
Society for Analytical Chemists of 
Pittsburgh. Morrison, editor of ANA­
LYTICAL CHEMISTRY, has made sig­
nificant contributions in the fields of 
trace element chemistry and materials 
characterization, and has been a leader 
in the development of a number of ana­
lytical techniques, including ion micros­
copy and neutron activation analysis. 

Charles B. Harris of the University 
of California, Berkeley, will be presented 
with the Pittsburgh Spectroscopy 
Award by the Spectroscopy Society of 
Pittsburgh. Harris being recognized 
for his contributions in the field of 
spectroscopy, particularly in the areas 
of optically detected magnetic reso­
nance, energy transfer in solid.s, vibra­
tional relaxation, picoseconc spectros­
copy, and chemical dynamics in liquids. 

John F. RaboH of IBM's Almaden 
Research Laboratory will receive the 
Williams-Wright Award from the 
Coblentz Society for his contributions 
in the field of vibrational spectroscopy. 
Rabolt's research has involved the de­
velopment and use of Fourier trans­
form Raman spectroscopy to study mo­
lecular assemblies on surfaces. 
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The following courses are being of­
fered as part of the continuing educa­
tion program: Using Computer Spread­
sheets To Solve Ionic Equilibria; Basic 
Statistics for the Analytical Chemist; 
Introduction to Quality Assurance; On­
Line Analysis; Understanding and 
Meeting Quality Standards; Searching 
and Using Chemical Information; Pro­
fessional Analytical Chemists in Indus­
try; Application of Supercritical Fluid 
Extraction to Environmental Analysis; 
Liquid and Gas Chromatography for 
Technicians; Near-IR Spectroscopy; 
Laboratory PC Applications-Com­
bining the Power of Spreadsheet and 
Data Management Programs; LIMS 
for Laboratory Managers-Strategic 
Issues; Principles and Practice of Spec­
troscopic Calibration; Basic Introduc­
tion to Chirality and Its Impact on In­
dustrial Analytical Separations; Safety 
in Academic Laboratories; Precontrol 
as an Effective Method of Statistical 
Process Control; Supercritical Fluid 
Chromatography; and Analytical Lab­
oratory Services-Solving the Myster­
ies. Registration information will be 
available in the preliminary program. 

Advance registration is urged. 
Forms for preregistration should be 
postmarked no later than Feb. 1, 1990. 



Registration fees are $40 for advance 
and $70 on $10 for students, $35 
for advance $50 for on-site regis-
tration of spouses, and $20 for advance 
or on-site for the exposi-
tion forms will be 

the Feb. 
in 

issue of ANALYTICAL 

about the COl1Iererlce. 
For additional information about 

any aspect of the conference or exposi­
tion, contact the Pittsburgh Confer-

300 Penn Center Blvd., Suite 332, 
P;fj-<hr"rrh PA 15235 (800-825-3221). 

II OE/LASE '90: Optics, Electro­
Laser Applications in 
Engineering. Jan. 14-

CA. Contact: SPIE, 
WA 98227 

III 2nd International Conference on 
Environmental Analytical Chemis-

17-19. Honolulu, HI. Contact: 
Center tor Environmen­
Cornell University, 467 

NY 14853 (607-
Center 
Cornell 
Ithaca, 

III Short Course on Membranes and 
Dec. 13-14. New 

NJ. Contact: Joe Robles, 
Office of Continuing 

t'rllTP."Rwnm ]!'oucanOi". PO. Box 231, 

1990 
III Introduction to Laboratory 
Techniques: Biochemical Separa­
tions. Jan. 17-18. )!ew Brunswick, NJ. 
Contact: Joe Robles, Cook College, Of­
fice of Continuing Professional Edu­
cation, P.O. Box 231, New Brunswick, 
NJ 08903 (201-932-9271) 
III Design and Operation of Clean 
Rooms. March 12-13. San Francisco, 
CA; March 15-16. Los Angeles, CA; 
March 20-21. Dallas, TX; March 22-
23. FL; April 2-3. Boston, 

Newark, NJ; April 9-10. 
Contact: Contamination 

Seminars, 11844 Brookfield 
Ave., Livonia, MI 48150 (313-427-
8450) 
III Workshop on Molecular Micro­
spectroscopy. June 17-20. Oxford, 
OH. Contact: Molecular Microspec­
troscopy Laboratory, Miami Universi~ 
ty, Oxford, OH 45056 (513-529-2873) 

ACS Courses 
III The Computer-Integrated Lab­
oratory: A Hands-On Experience in 
Lab Automation. Dec. 10-15, 1989, 
and April 22-27, 1990. Blacksburg, VA. 

K Dessy 
l1li Chromatography: Packed 
ani! Capillary Columns. Feb. 12-16, 
1990. Blacksburg, VA. Harold McNair 

For information on these and other 
ACS courses, contact the Department 

Continlling Education, American 
Society, 115516th St.,N. w., 

Washington, DC 20036 (202-872-
4508). 

for Papers 
Symposium on Chemometrics 

Environmental Applications. 
NV. Oct. 30-Nov. 1, 1990. 
include quality assurance/ 

control, expert systems/artifi­
intelligence, modeling and experi­

mental design, and hypothesis testing 
and data analysis. Prospective authors 
should submit papers by May 1, 1990, 
to M. Stapanian, Lockheed Engineer-

& Sciences Co., 1050 E. Flamingo 
Las Vegas, NV 89119 (702-734-

These events are newly listed in the 
JOURNAL See back issues for other 
events 01 interest. 

Practical 
Statistics for the 
Physical ~Ielnces 

Statistical procedures can make an impor­
tant contribution to evaluating scientific 
research. Now you can get a better un­

derstanding of how to use and apply these 
procedures to obtain the maximum amount of 
information from your data. With this dynam.c 
new "how-to" book, you'll learn the concepts 
underlying the use of statistics through un­
derstandable, easy-to-follow steps. You'll cO\~r 
the basic principles and assumptions required 
for using statistical analyses. Then you'll learn 
how to select and apply statistical tech­
niques-and to properly interpret your 
results. 
A comprehensive reference, this book includes 
worked-out examples illustrating each proce­
dure. Plus, commonly used formulas have 
been printed on the inside covers and a sepa· 
rate colored section of statistical tables has 
been included for easy reference. 
Practical Statistics for the Physical Sciences of­
fers a useful and practical approach to wor~.­
ing with and understanding statistical proce­
dures. No prior knowledge of statistics is 
necessary, and only a basic knowledge of 
mathematics and algebra is required. 
Larry L. Havlicek, University of Kansas 
Ronald D. Crain, MicroAge Computer Store 
ACS Professional Reference Book 
512 pages (1988) Clothbound 
ISBN 0-8412-1453-0 LC 88-10573 
US & Canada $59.95 Export $71.95 
Order from: American Chemical Society 

Distribution Office Dept 99 
1155 Sixteenth St, NW. 
Washington, DC 20036 

or CALL TOLL FREE 

800 .. 227-5558 
and use your credit card! 
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Shows 11 injections in 90 min from a 
total sample of 5 pL, accomplished with 
PlACE;''' Migration time CV less 
than .25%. 

The P/ACE rn System 2000 from 
Beckman is designed for today and 
tomorrow. A modular system, PlACE 
leads the evolution of capillary 
electrophoresis. 

A removable detector allows multiple 
future detection options. Interchange­
able cartridges let you change capil­
laries in minutes. Temperature control 
provides unmatched reproducibility: 
And sealed vials minimize sample 
evaporation. All unique to PlACE. 
Unique too-the surprisingly afford­
able price. 
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Keep PlACE with the latest in electro­
phoretic separation techniques I And 
achieve rapid success separating pro­
teins, peptides, synthetic oligonucleo­
tides, DNA fragments, and more. 
Call 8001742-2345, or write to Beckman 
Instruments, Inc., Spinco Division, 
Customer Service Department, 1050 
Page Mill Rd., Palo Alto, CA 94304. 
Offices in major cities worldwide. 

BECI<MAN 
A SMITHKUNE BECKMAN COMPANY 

©J989 Beckman Instruments. Inc 



SOOKS 

Chromatography, MSIMS, 
NMR, and Natural Products 
Size Exclusion Chromatography. B. J. 
Hunt and S. R. Holding, Eds. x + 286 
pp. Chapman & Hall, 29 West 35th St., 
New York, NY 10001. 1989. $125 

Reviewed by Howard G. Barth, Cen­
tral Research and Development De­
partment, E. I. du Pont de Nemours 
and Company, Experimental Station, 
Wilmington, DE 19880-0228 

Although size exclusion chromatogra­
phy (SEC) is by far the most popular 
technique for determining molecular 
weight distributions of polymers, it is 
surprising that only several general 
SEC textbooks have been published 
during the past decade. The present 
book, written by a number of contribu­
tors, is a useful reference but falls short 
of being a textbook. 

The book is divided into three parts: 
Fundamentals, Applications, and Spe­
cial Techniques. The Fundamentals 
part, written by the editors, consists of 
three short chapters dealing with the­
ory, instrumentation, and calibration 
and data analysis. Although well writ­
ten, this part of the book covers ele­
mentary aspects of SEC and will be of 
value only to beginners with no back­
ground in either SEC or high-perform­
ance liquid chromatography (HPLC). 
It is essentially an overview of the field. 
For example, the chapter on calibra­
tion and data analysis is a nonmathe­
matical treatment of the topic, which 
was rather disappointing. There was 
essentially no meaningful discussion of 
band broadening except for a state­
ment that band-broadening correc­
tions are not necessary if the column is 
operated at maximum efficiency. 

Part 2, Applications, consists of 
these chapters: "High Temperature 
SEC" (M. R. Haddon and J. N. Hay), 
"Copolymer Analysis" (S. Mori), "SEC 
of Small Molecules" (D. E. Hillman 
and C. Heathcote), and "Aqueous 
SEC" (Y. Kato). The high-temperature 
SEC chapter is very informative and 

useful. Coverage includes SEC of 
polyolerms, poly(ethylene terephthal­
ate), nylon, polyether ketone, and poly­
(phenylene sulfide). The chapter on co­
polymer analysis is thorough and com­
prehensive. It contains a detailed 
discussion on calibration approaches 
for copolymers and the use of multide­
tectors for determining copolymer 
chemical heterogeneity. Briefly re­
viewed are orthogonal chromatogra­
phy, liquid adsorption chromatogra­
phy, and TLC of copolymers. 

With the high resolution, selectivity, 
and peak capacity obtained from 
HPLC, the use of SEC to separate 
small molecules « 1000 g/mol) has 
fallen into relative disuse. However, as 

ation (FFF) chapter deals mainly with 
the comparison of thermal FFF to SEC 
and covers theory, instrumentation, 
and applications. Since thermal FFF 
separates on the basis of both molecu­
lar size and chemical composition, it 
offers a number of potential advan­
tages over SEC. The treatment of this 
subject is thorough and also includes 
excellent discussions on other FFF 
subtechniques. 

The chapter on supercritical fluid 
chromatography (SFC) is a compre­
hensive survey of the theory, practice, 
and application of this technique to the 
separation of macromolecules of less 
than 105 g/mol. The authors stress both 
the advantages and limitations of SFC 

The chapter on ... SFC is a comprehensive 
survey of the theory, practice, and application of 

this technique to the separation of 
macromolecules .. 

discussed in the chapter on SEC of 
small molecules, SEC has a number of 
unique advantages. This chapter also 
covers column selection, and a number 
of application areas are reviewed. The 
aqueous SEC chapter is a brief over­
view of the field, and most key refer­
ences are not cited. What is more dis­
turbing, however, is that the only aque­
ous SEC packings mentioned by the 
author are those produced by his com­
pany. Nevertheless, this chapter does 
provide the reader with some useful 
guidelines for mobile-phase selection. 

Part 3, Special Techniques, contains 
these chapters: "Field Flow Fractiona­
tion" (J. C. Giddings), "Supercritical 
Fluid Chromatography" (K. D. Bartle, 
I. 1. Davies, and M. W. Raynor), and 
"Hydrodynamic Chromatography" (A. 
J. McHugh). The field-flow fraction-

over other liquid chromatographic 
methods. The hydrodynamic chroma­
tography (HDC) chapter provides a 
rather brief review; however, since l.he 
technique has a number of serious limi­
tations and is not widely used, a sepa­
rate chapter on HDC of particles seems 
out of place in a book on SEC. 

Overall, this is a well-edited and 
well-written book. For the most part, 
chapters are not in-depth reviews, but 
overviews. Literature coverage, which 
includes references up to 1986, is not 
comprehensive. Many of the chapters 
stress practice rather than theory and 
fundamentals, which may prove useful 
to those seeking a qualitative descrip­
tion of SEC. Experienced chromato­
graphers would benefit most from the 
chapters on high-temperature SEC, co­
polymer analysis, FFF, and SFC. 
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Mass Spectrometry/Mass Spectrome­
try: Techniques and Applications of 
Tandem Mass Spectrometry. Kenneth 
L. Busch, Gary L. G1ish, and Scott A. 
McLuckey. 333 pp. VCH Publishers, 
Suite 909, 220 East 23rd St., New York, 
NY 10010-4606. 1989. $89 

Reviewed by Kenneth B. Tomer, 
NIEHS, P.O. Box 12233, Research Tri­
angle Park, NC 27709 

This book is written by three authors 
who are very active and well versed in 
tandem mass spectrometry (MSIMS). 
Their areas of interest include both 
fundamental studies and applications. 
The authors state that their goals in 
writing this text are twofold: to offer a 
text that is useful to the novice by pro­
viding a solid foundation in MSIMS 
and to stimulate new experimental 
ideas for current practitioners of the 
technique. 

The authors have attained their 
goals with this text, which is extremely 
detailed and encompasses a large 
amount of material. In fact, the authors 
have exceeded their goals and have 
written a book that also provides a sol­
id foundation in the basics of mass 
spectrometry. 

The first three chapters cover the 
fundamental aspects of MS/MS. After 
a brief history and overview in Chapter 
1, instrumentation used to obtain MS/ 
MS data is detailed in Chapter 2. The 
authors provide brief, lucid discussions 
of the variety of mass analyzers avail­
able. This section can serve as a good 
foundation in the basics of MS instru­
mentation. The approaches that can be 
taken to obtain MSIMS data by each 
instrument type are then addressed. 
Included are comparisons of reaction 
modes, resolution, and energy regimes 
accessible. 

In Chapter 3, reactions in MSIMS 
are discussed. To provide a solid foun­
dation for this topic, MS theory in gen­
eral (the quasi-equilibrium and RRKM 
theories) is described. The authors de­
tail various means of ion activation 
with emphasis on energy deposition, 
variation, and distribution. The discus­
sion of the different processes that 
might be involved in high- and low­
energy collisions is especially useful. 

The remaining chapters turn to MS/ 
MS applications, beginning with fun­
damental studies of ion structures, re­
action mechanisms, and thermochem­
istry. The discussion of analytical ap­
plications begins with a section 
covering sampling considerations, 
choice of ionization methods, and in­
terpretation of MSIMS data. 

Chapter 6, by far the longest chapter, 
covers analytical applications. The au-

thors have admirably assembled a large 
body of knowledge in a useful and ac­
cessible manner. The power of MSIMS 
as an analytical tool for a wide variety 
of applications from petroleum chem­
istry through environmental analysis 
to biological problems is well docu­
mented. 

The lead time between writing and 
publication is such that few of the 899 
references are from 1988, and coverage 
of 1987 is incomplete. This is especially 
unfortunate in the rapidly advancing 
area of analytical applications. The 
small typeface, although permitting in­
corporation of a great deal of informa­
tion into the text, makes reading some­
what difficult. A number of the figures, 
especially in the fundamentals chap­
ters, could have used more detailed la­
beling and legends. 

The authors provide an excellent, 
detailed description of MSIMS instru­
mentation, techniques, and applica­
tions, which is backed up by a thorough 
index and table of contents. The latter 
two permit easy access to sections cov­
ering specific areas. This book, howev­
er, is not designed to cater to an indi­
vidual interested exclusively in learn­
ing about a specific instrument. Such a 
reader is, per force, led to a much fuller 
understanding of MSIMS. 

In summary, the authors have writ­
ten a book that should be useful for 
both individuals entering the field of 
MSIMS and for current practitioners. 

High-Performance Liquid Chromatog­
raphy: Advances and Perspectives, 
Vol. 5. Csaba Horvath, Ed. ix + 331 pp. 
Academic Press, Inc., 1250 Sixth Ave., 
San Diego, CA 92101. 1988. $75 

Reviewed by Willie L. Hinze, Depart­
ment of Chemistry, Wake Forest Uni­
versity, p.o. Box 7486, Winston-Sa­
lem, NC 27109 

High-Performance Liquid Chroma­
tography: Advances and Perspec­
tives is a series of small volumes dedi­
cated to providing state-of-the-art ac­
counts of various current hot topics in 
HPLC. Volume 5 of this series contin­
ues the tradition of providing high­
quality reviews that are timely, infor­
mative, thorough, and important to the 
separation scientist. In this volume 
there are three chapters, each prepared 
by two or more experts who have made 
significant contributions to the subject 
considered in the review. Overall, the 
chapters represent a wealth of practical 
(and even some theoretical) informa­
tion on the specifics of the topics sur­
veyed. 

In Chapter 1, Unger, Janzen, Jilge, 

1286 A • ANALYTICAL CHEMISTRY, VOL. 61, NO. 22, NOVEMBER 15, 1989 

Lork, and Anspach review "Bonded 
Silica Phases for the Separation of Bio­
polymers by Means of Column Liquid 
Chromatography." This chapter pro­
vides valuable information on the 
preparation, characterization, and ap­
plications of such bonded silica sta­
tionary phases in biopolymeric liquid 
chromatographic separations. Of par­
ticular interest is an exhaustive survey 
of available commercial packing mate­
rials. This 93-page review contains 14 
tables and 14 figures, and cites over 260 
references. 

Chapter 2, by Bergold, Muller, 
Hanggi, and Carr, provides an overview 
of "High-Performance Affinity Chro­
matography," HPAC. Topics covered 
include fundamental aspects of and de­
tection schemes in HP AC, preparation 
and characteristics of various affinity 
supports, and a brief survey of the liter­
ature detailing the development of 
HPAC. This review contains 16 tables 
and 19 figures, cites over 290 refer­
ences, and is 114 pages in length. 

The last chapter, by Frenz and Hor­
vath, is entitled "High-Performance 
Displacement Chromatography," 
HPDC. The review traces the develop­
ment of HPDC, discusses both the the­
oretical and experimental aspects of 
the technique, describes the instru­
mentation, and provides some repre­
sentative selected applications of pre­
parative displacement chromatogra­
phy. This chapter contains three tables 
and 65 figures, lists 189 references, and 
is 103 pages in length. 

This volume is well written, edited, 
and produced. Each chapter has a use­
ful table of contents that is judiciously 
divided into a number of subsections, 
and there is a good composite subject 
index at the end of the book. There is 
no difficulty in locating a particular 
topic. All chapters are well organized 
and documented. The literature cover­
age generally extends into early 1987. 
Although there are some citations for 
1988, many are listed as "to be pub­
lished" or "in press." Due to the usual 
publishing lag time, an addendum pre­
ceding the subject index that lists the 
pertinent papers published pursuant 
to the publication of the monograph 
should be considered for future vol­
umes. The book is generally free from 
factual and typographical errors. 

This monograph provides an excel­
lent overview of the three topics. The 
level and content of the presentation 
are such that both newcomers and 
more experienced practitioners in­
volved with high-performance affinity 
or displacement chromatography or 
biopolymeric separations on bonded 
silica phases will find this monograph 
to be very useful. In addition, as was 
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concluded in another review (J. Chro­
matogr. 1989, 472, 344), this mono­
graph "is a must for everyone who is 
doing preparative chromatography, es­
pecially in biotechnology" and related 
areas. 

Natural Products isolation: Separation 
Methods lor Anllmlcrobials, Antlvlrals, 
and Enzyme Inhibitors. Gerald H. Wag­
man and Raymond Cooper, Eds. xiii + 
619 pp. Elsevier Science Publishers, 52 
Vanderbilt Ave., New York, NY 10017. 
1989. $139 

Reviewed by Stig Allenmark, Labora­
tory of Microbiological Chemistry, 
University of GOteborg, Guldhedsga­
tan lOA, S-41346 Goteborg, Sweden 

This latest volume of the Journal of 
Chromatography Library Series con­
sists of 14 contributions from selected 
experts in the field and is intended to 
cover the most important techniques 
used today for the isolation of natural 
products of medical and related impor­
tance. An earlier volume in the series 
(No. 15) addressed the same field but 
was limited to antibiotics. Although 
the book focuses on preparative sepa­
ration methods, it also deals with struc­
ture elucidation, physical and chemical 
properties, and biological activities of 
the isolated compounds. 

The first three chapters aim at pre­
senting in some detail the important 
techniques used in natural products 
isolation and are devoted mainly to 
countercurrent chromatographic 
methods, HPLC (including the use of 
photodiode array detectors), and affin­
ity chromatography. The remainder of 
the volume (except for the last chapter) 
deals with specific classes of com­
pounds and the routes used for their 
isolation and characterization. These 
chapters are organized in a rather simi­
lar fashion; they describe producing or­
ganisms, physical and chemical proper­
ties, biological activities, isolation and 
purification methods, and structure 
determination. Most of the contribu­
tions present a summary of an enor­
mous amount of work carried out to 
elucidate the structures and properties 
of the isolated compounds, which often 
possess very complicated structures. 
The chapters are generally well written 
and readable, even for the nonspecial­
ist. As in most multiauthored publica­
tions, however, one finds a certain in­
homogeneity and overlap of facts, but 
on the whole the editors have been suc­
cessful. An excellent chapter on marine 
natural products gives a nice exposure 
to exploitation of the sea as a source of 
exciting new bioactive compounds. Re-

cent literature, up to 1988, is well cov­
ered by the references given in each 
chapter. 

The book illustrates well the difficul­
ties in isolating a particular compound 
from a complex mixture and the in­
creasing importance of liquid chro­
matographic techniques in the isola­
tion procedures. Many of the isolation 
schemes presented, developed by in­
dustrial scientists, start with several 
hundred liters of fermentation broths 
Or biological extracts and often involve 
a large number of extraction and chro­
matographic steps. Although these 
procedures obviously serve their pur­
pose) rationales for their use, in terms 
of the discussion of a purification strat­
egy, are often lacking. In the reviewer's 
opinion, an introductory chapter in 
which extraction, concentration and 
chromatographic separation steps, and 
their role in an isolation scheme are 
discussed from a more general point of 
view would have been valuable. 

A nice example of the use of high­
resolution preparative reversed-phase 
LC in the isolation of structurally very 
closely related natural products, such 
as stereoisomers, is given in the last 
chapter hy the successful separation of 
the three diastereomeric pairs of dehy­
drodiconiferyl alcohol {l-D-glucosides. 

Very few errors or typos were found, 
and the text is supported by many il­
lustrative figures and chemical formu­
las. The book should be a most valuable 
source of information, particularly for 
anyone working with or interested in 
natural product chemistry and related 
areas. 

Nuclear Magnetic Resonance, Vol. 17. 
G. A. Webb, Ed. 484 pp. Royal Society 
of Chemistry, Distribution Centre, 
Blackhorse Rd., Letchworth, Herts 
SG6 1HN, England. 1988. $220 

Reviewed by F. A. Bovey, Bell Tele­
phone Labs, Murray Hill, NJ 07974 

This volume reviews the published lit­
erature on nuclear magnetic resonance 
from June 1986 to May 1987. It was 
published in 1988 and reached this re­
viewer's hands in August 1989. Thus 
the developments reported are approx­
imately two years old, and readers 
wishing to be entirely current must 
keep this in mind. 

The following subjects are covered: 
Chapter 1, "Theoretical and Physical 
Aspects of' Nuclear Shielding" by Cyn­
thia J. Jameson; Chapter 2, "Applica­
tions of Nuclear Shielding" by Mark J. 
Foster; Chapter 3, "Theoretical As­
pects of Spin-Spin Couplings" by Jens 
Oddershede; Chapter 4, "Nuclear Spin 
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Relaxation in Liquids" by H. Wein­
gartner; Chapter 5, "Solid State NMR" 
by R. Dupree; Chapter 6, "Multiple 
Pulse NMR" by D. L. Turner; Chapter 
7, "Natural Macromolecules" by D. B. 
Davies; Chapter 8, "Synthetic Macro­
molecules" by A. Bunn; Chapter 9, 
"Conformational Analysis" by A. 
Gryff-Keller and P. Szczecinski; Chap­
ter 10, "Nuclear Magnetic Resonance 
of Living Systems" by P. G. Morris; 
Chapter 11, "Oriented Molecules" by 
C. L. Kheterepal, B. S. Awn Kumar, 
and S. Raghothama; and Chapter 12, 
"Heterogeneous Systems" by T. K. 
Halstead. 

The reviews of the cited literature 
are necessarily brief because of the 
vastness of the field. Even at that, 
these volumes have increased steadily 
in size, from 343 pages for Vol. 1 to 484 
pages for the present volume-a reflec­
tion of the growth of the literature. The 
reviews are almost entirely noncritical; 
the quality and significance of the re­
ported work usually do not come 
through, although of course all readers 
know that such variability does exist. 
Some of the chapters are mainly un­
adorned catalogues of the literature 
while others (clearly preferable) pro­
vide some background and indication 
of trends and discrepancies. 

This volume and its predecessors 
provide an extremely useful service to 
workers in this field and can save many 
hours of library work. In the immediate 
area of the researcher's interest, how­
ever, and especially in regard to the 
most recent developments, this is not a 
royal road. One must do the searching 
oneself, although with modern com­
puter methods this process is not as 
onerous as it once was. 

The excessive price of this book will 
limit its purchase to libraries rather 
than individuals. 

Advances in Chromatography, Vol. 28. 
J. Calvin Giddings, Eli Grushka, and 
Phyllis Brown, Eds. xviii + 371 pp. 
Marcel Dekker, 270 Madison Ave., 
New York, NY 10016. 1989. $100 

Reviewed by Merle Evenson, Universi­
ty of Wisconsin-Madison, 1300 Uni­
versity Ave., Madison, WI 53706 

This volume continues the long tradi­
tion of this series as a well-respected 
compendium of literature devoted to 
chromatography. Most of the volumes 
contain five to eight chapters. The 
chapters usually may be classified as 
brief reviews, as theoretical aspects of 
chromatography, or as established ap­
plications of chromatography. Volume 
28 is so organized. 
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Chapters that might be considered 
applied in this volume are entitled 
"HPLC of Penicillin Antibiotics" and 
"Gas Chromatographic Analysis of 
Plasma Lipids." Chapters that could 
be classified as reviews are entitled 
"The Use of Dynamically Modified Sil­
ica in HPLC as an Alternate to Chemi­
cally Bonded Materials," "Column 
Switching in Gas Chromatography," 
"The Use of Mixed Stationary Phases 
in Gas Chromatography," and "On­
line Small Bore Chromatography for 
Neurochemical Analysis in the Brain." 
The theoretical chapter in this volume 
is "Theoretical Aspects of Quantitative 
Affinity Chromatography: An Over­
view." 

I examined the timeliness of the ref­
erences by using a five-year cutoff. In 
two of the chapters about 50% of the 
references cited were less than five 
years old. In another two chapters 40% 
of the references were less than five 
years old, and in two other chapters 
30% of the references were less than 
five years old. In one chapter 20% of the 
citations were less than five years old, 
and in another chapter only 10% of the 
references were less than five years old. 
The review-type articles are those that 
have mostly older literature citations. 
However, none of the chapters suffer 
from being out of date even though the 
percentage of references older than five 
years is high in many of the chapters. 

In the applied chapters, my prefer­
ence is to include much more informa­
tion and detail on the sample prepara­
tions prior to chromatographic analy­
sis. I prefer chapters that put more 
emphasis on accuracy and precision of 
the analyses (including sample prepa­
ration) so readers can make quantita­
tive decisions about the various chro­
matographic methods. 

There are more typographical and 
editing errors than usual in a book of 
this type. I found three journal article 
references where the date of publica­
tion was missing. In the contents to 
other volumes, I found five misspelled 
words in 10 pages. There are several 
places in the book where an author's 
surname is misspelled at the end of a 
chapter. However, these errors do not 
significantly detract from the quality 
ofthe book. 

I believe this book's greatest value is 
in the summaries it presents on the sev­
en different subjects. The chapters are 
written for the serious and experienced 
chromatographer. Libraries should 
have several copies of this volume, and 
researchers working directly in one of 
these chromatography fields may want 
to purchase a personal copy so that 
they may refer to the literature cited in 
each area. 



Thermal Analysis: Techniques and Ap­
plications. Michael E. Brown. ix + 211 
pp. Routledge, Chapman & Hall, 29 
West 35th St., New York, NY 10001. 
1988. $40 

Reviewed by David Dollimore, Depart­
ment of Chemistry, University of To­
ledo, Toledo, OH 43606 

This book fills a gap in the literature. 
There are many erudite volumes avail­
able on thermal analysis. There are 
specialist editions dealing with individ­
ual techniques, but no text dealing with 
the subject as a whole that could serve 
as the basis for teaching a course. Well, 
here at last is such a book, written as 
the author suggests: to help someone 
with little or no knowledge of the topic, 
indicating what the subject is all about 
and giving an adequate description of 
the more common techniques. What's 
it all about? In large bold letters, the 
author sets this out at the very begin­
ning: "THERMAL ANALYSIS is the 
measurement of changes in physical 
properties of a substance as a function 
of temperature whilst the substance is 
subjected to a controlled temperature 
program." 

The book is divided into various 

chapters dealing with the different 
techniques available. However, these 
chapters are preceded by two chapters 
entitled "Introduction" and "Thermal 
Effects." The Introduction gives a his­
torical perspective and sets out the 
main techniques, and the second chap­
ter categorizes the various thermal 
events that can occur in a system. 
Thus, starting with a solid material, it 
is apparent that these techniques can 
be used to follow transitions, oxidation, 
tarnishing, combustion, volatilization, 
heterogenous catalysis, addition reac­
tions, and double decomposition reac­
tions. 

As noted, subsequent chapters deal 
with thermogravimetry (TG), differen­
tial thermal analysis (DTA) , differen­
tial scanning calorimetry (DSC), ther­
moptometry, thermodilatometry (TD), 
thermomechanical analysis (TMA), 
and dynamic mechanical analysis 
(DMA). There is a chapter dealing with 
the increasing practice of combining 
these techniques and a further chapter 
on evolved gas analysis (EGA). The less 
common techniques are not neglected, 
and a single chapter deals with emana­
tion thermal analysis (ETA), thermo­
magnetometry (TM), thermoelectro­
metry, thermosonimetry, and ther-

moacoustimetry. The author devotes a 
chapter to the use of microcomputers 
in thermal analysis but points out that 
events are moving so rapidly in this 
field that a report on the subject is soon 
out of date. The calculation of reaction 
kinetics from thermal analysis data 
rates a complete chapter that is a selec­
tive but pertinent account of the topic. 
There is a chapter concerning purity 
determination using DSC. The penulti­
mate chapter on the literature and no­
menclature of thermal analysis is very 
useful. One appendix deals with a se­
lection of experiments showing the 
scope of thermal analysis; a second ap­
pendix discusses thermal analysis soft­
ware. Various programs are given. One 
deals with data capture and storage; 
others deal with display of data, base­
line corrections, smoothing and scaling 
of data, and numerical differentiation; 
and a final program deals with peak 
integration. The last appendix explains 
the symbols used in the text. Each 
chapter has a good bibliography. 

This is a book that many people will 
use and about which the author has a 
right to be proud. I have already start­
ed using it in teaching undergraduate 
and graduate courses and in planning 
laboratory experiments. 

When Buying TitraLatlM 
be Sure to Check your Tennis Racket 
TitraLab'" Titration Systems ensure 
you more time away from tedious 
routine tasks. 

TitraLab automatically switches be· 
tween electrodes and titrant/reo 
agent burettes according to your 
methods. Time is saved and errors 
are eliminated. 

Live titration curves on the screen 
make method development faster, 
and errors during routine operation 
can be seen immediately. 

Time for instrument set·up is kept to 
a minimum by guided dialogue in 
plain English, German or French. 

Check with your Radiometer prod· 
uct specialist to determine which 
TitraLab system will suit your needs, 
and find out about Radiometer's 
application support. 

If you need precision and reliability 
in titration, be sure to contact your 
local Radiometer office and experi­
ence the convenience of TitraLab 
yourself. 

R A D 10M E T ERA N A L Y TIC A L A/S 
KROGSHOJVEJ 49 DK-2880 BAGSVAERD . DENMARK 
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J&W's new D8-5.625 column, designed for the analysis of 
base-neutral/acid (BNA) extractable compounds, makes 
your environmental analyses as easy as "a day at the 
beach"! For only $15 more than you would pay for our 
standard column, you get extensive documented testing 
that guarantees the performance of each OB-5.625 column. 

08-5.625 IS THE MOST THOROUGHL Y TESTED 
ENVIRONMENTAL COLUMN IN THE INDUSTRY. 
After a rigorous "Grob" test, EVERY 08-5.625 column 
must then pass additional tests that satisfy U.S. EPA 
criteria. A three point linearity plot and relative response 
factors are obtained for Pentachlorophenol, 2,4-0initrophe­
nol, N-Nitrosodiphenylamine and Carbazole. Results are 
included with each column. 

08-5.625 COLUMNS COME IN THE WIDEST 
SELECTION OF DIAMETERS AND FILM 
THICKNESSES AVAILABLE IN THE INDUSTRY. 
Columns are 30 meters in length with 0.25 or 0.32 mm 
internal diameter and film thickness of 0.25, 0.50 or 1.00 
micron. 

WE HA VE HUNDREDS OF DB-5.625 COLUMNS 
STOCK· READY FOR IMMEDIATE DELIVERY. 
We're so sure our 08-5.625 column will make your envi­
ronmental analyses as easy as "a day at the beach" that 
with every order we'll send you a pair of J&W neon sun­
glasses free! Hurry! Offer Expires 1/31/90. 

To order call: 
(800) 553-5837 In CA 

(800) 223-3424 Outside CA 
(916) 985-1101 FAX 

Or call your local J&W distributor 

For more information call Angela for a free 
J&W Environmental Catalog today! 
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TYPical hot, humid Florida weather 
greeted chemists arriving in Miami 
Beach for the fall national ACS 

meeting. Luckily, rain and wind from 
Hurricane Hugo held off until everyone 
had gone home following an enjoyable 
week of technical sessions, social 
events, and visits to the ACS Exposi­
tion and the multimedia event "Mole­
cules and 

The Division Analytical Chemis-
featured presentation of 

Division awards along with 
symposia and sessions on electrochem­
istry, applications of capillary chroma­
tography, ultrasensitive and ultraselec­
tive detectors in chromatography, two­
dimensional NMR, analytical measure­
ments based on piezoelectric crystal re­
sponse, expert systems, solid-state lu­
minescence, super critical fluid extrac­
tion and chromatography, and general 
topics. 

The Division of Analytical Chemis­
try Award in Electrochemistry was pre­
sented to Ralph Adams, professor of 
chemistry at the University of Kansas. 
Although Adams's early research cen­
tered on the mechanisms of organic 
electrode reactions, his interest shifted 
to problems in neuroscience in 1969. 
Both aspects of his career were repre­
sented at a three-session award sympo­
sium organized by J. Q. Chambers of 
the University of Tennessee. The first 
session, on Monday afternoon, fea­
tured talks by S. W. Feldberg (Brook­
haven National Laboratory) on simula­
tion of electrochemical phenomena, 

Chemistry 
in Miami 

\ 

M. D. Hawley (Kansas State Universi­
ty) on electrochemical oxidative decar­
boxylation of 3,4-dihydroxymandelic 
acid, R. A. Osteryoung (SUNY-Buf­
falo) on interaction of protons and di­
methylaniline in ambient-temperature 
chloroaluminate ionic liquids, Z. Galus 
(University of Warsaw) on mixed-sol­
vent effects in electrode kinetics, R. L. 
McCreery (Ohio State University) on 
surface structure and electron transfer 
activity of carbon electrodes, and R. P. 
Buck (University of North Carolina) 
on Nernst Donnan Fermi distribution 
potentials. 

FOCUS 
The symposium continued on Tues­

day morning with presentations focus­
ing on applications of electrochemistry 
to neurological problems, including 
presentations by R. M. Wightman 
(University of North Carolina), J. B. 
Justice (Emory University), A. G. Ew­
ing (Penn State University), and 1. N. 
Mefford (National Institute of Mental 
Health). Adams's award address cen­
tered on the various methods for elec­
trical pretreatment of carbon fibers for 
in vivo voltammetry. "There are proba­
bly as many pretreatments in the liter­
ature as there are kinds of fibers," said 
Adams. All produce a surface modifica­
tion that is assumed to involve some 
form of hydrous oxide surface state. AI-

though this surface normally enhances 
sensitivity to catecholamine-like spe­
cies and provides some selectivity 
among species, it also introduces un­
wanted side effects (e.g., increased 
time constants for chronoamperomet­
ric responses, adsorption). Careful con­
tro� of pretreatment parameters, said 
Adams, can minimize these side effects 
while allowing sensitive and selective 
detection of the target compounds. 

The final electrochemistry award 
session on Tuesday afternoon featured 
various applications of electrochemical 
studies to electroactive biological mol­
ecules by J. O. Schenk (Washington 
State University), G. A. Gerhardt 
(University of Colorado Health Sci­
ences Center), B. A. Feinberg (Univer­
sity of Wisconsin-Milwaukee), C. L. 
Blank (University of Oklahoma), 
Chambers, and P. J. Kulesza (Univer­
sity of Warsaw). Those who attended 
the award symposium came away with 
a clear idea of the ways in which elec­
trochemistry is helping neurochemists 
understand brain function. 

The Division's Award in Chemical 
Instrumentation was presented to M. 
Bonner Denton, professor of chemistry 
at the University of Arizona. Denton, 
known for his application of techno­
logical advances in electronics, physics, 
optics, astronomy, acoustics, mechani­
cal engineering, and computer science 
to the development of chemical instru­
mentation, was honored Monday after­
noon and Tuesday morning at a sym­
posium organized by R. B. Bilhorn of 
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FOCUS 

Eastman Kodak. 
The Monday session featured talks 

by Alexander Scheeline (University of 
illinois) on data arrays from transient 
analytical discharges, Andrew Zander 
(Varian Research Center) on the role of 
analytical chemists in instrument de­
velopment, Billiorn on atomic and mo­
lecular spectroscopy with a slow-scan 
charge transfer device, and K. J. Leiper 
(Glaxo) on the use of spectroscopy in 
process control. 

Denton's award address discussed 
some of the past successes and future 
goals of spectrochemical analysis. To­
day's demands for high sample 
throughput, increased sensitivity, en­
hanced selectivity, and improved accu­
racy, said Denton, provide strong in­
centives for continued development of 
both molecular and atomic spectrosco­
py. He pointed out that improvement 
in any specific case can best be 
achieved using a systems approach in 
which optimal results are obtained 
through integration of the best state­
of-the-art technologies. Improved sam­
ple handling, optical sources, detec­
tors, and data reduction algorithms can 
be combined to yield improved system 
performance. For example, new multi­
channel charge transfer device detec­
tors (see Denton's INSTRUMENTA­
TION articles in the February 15, 1988, 
and March 1, 1988, issues of ANAL YTI­
CAL CHEMISTRY) along with modern 
computer technology can be used to 
provide improved detectability, system 
diagnostics, and precision. 

On Tuesday morning the symposium 
concluded with talks by Gary Horlick 
(University of Alberta) on photodiode 
array systems for ICP-AES, Gary 
Hieftje (Indiana University) on elec­
tronic imaging systems in analytical 
spectrometry, J. D. Winefordner (Uni­
versity of Florida) on detection at low 
light levels, and Jonathan Sweedler 
(Stanford University) on spatial inter­
ferometry. 

Atomic and molecular spectrochemi­
cal analysis was also the topic of the 
three-session symposium honoring 
Gary Hieftje as the 1989 winner of the 
Division's Award in Spectrochemical 
Analysis. The symposium was organ­
ized by John Olesik of the University of 
North Carolina and J. E. Freeman of 
the Upjohn Company. Heiftje led off 
the symposium by addressing the ques­
tion "Analytical Atomic Spectrome­
·try-Is the End Near?" Analytical 
atomic spectrometry is inherently sim­
pIe, said Heiftje, and in its ultimate 
embodiment would involve decompos­
ing a target sample into its constituent 
atoms, separating the atoms according 
to kind, and counting the separated at­
oms. Ultimately, this procedure would 

provide single-atom detection limits, 
perfect selectivity, and a complete ab­
sence of matrix interferences; current 
reality, of course, is substantially more 
complicated. No method has yet been 
found by which samples can be quanti­
tatively atomized; techniques intended 
for distinguishing atoms of different 
elements have been limited in resolu­
tion; and detection efficiency for isolat­
ed atoms has been lower than desired. 
"Naysayers have for years been pro­
jecting the decline or demise of the 
field," said Hieftje, "but on roughly 10-
year intervals, important new tech­
niques have proven them wrong." Pros­
pects for future developments indicate 
there is no reason to believe that the 
end is near for atomic spectrometry. 

Hieftje's conviction that new devel­
opments are still taking place in atomic 
spectrometry was confirmed by the 
speakers following him on the program. 
Several new spectroscopic techniques 
were described: E. L. Wehry (Universi­
ty of Tennessee) described molecular 
photofragmentation fluorescence spec­
trometry, L. R. Layman (Los Alamos 
National Laboratory) discussed deter­
mination of trace elements in uranium 
using an ICP coupled to a high-resolu­
tion Fourier transform spectrometer, 
R. M. Miller (Unilever Research) de­
scribed spectroscopic imaging, and 
G. J. Bastiaans (Integrated Chemical 
Sensors) talked about acoustic wave­
guide sensors. 

In addition, methods for obtaining 
improved detection limits were dis­
cussed by J. M. Ramsey (Oak Ridge 
National Laboratory), Charles Boss 
(North Carolina State University), 
S. W. Downey (AT&T Bell Labs), and 
C. A. Monnig (University of North 
Carolina), while processes occurring in 
the ICP were described by M. W. 
Blades (University of British Colum­
bia), Olesik, Mao Huang (Indiana Uni­
versity), and G. D. Rayson (New Mexi­
co State University). E. S. Yeung (Iowa 
State University) spoke about im­
proved diaguostics for laser-produced 
sample plumes. 

The spectrochemical analysis award 
symposium wound up with talks fea­
turing applications of state-of-the-art 
spectroscopic techniques. R. E. Russo 
(Lawrence Berkeley Laboratory) dis­
cussed the use of pulsed-laser deposi­
tion for fabrication of thin-film high­
temperature semiconductors, A. G. 
Childers (Glaxo) discussed evaluation 
of pharmaceutical metered-dose inhal­
ers, and Frank Bright (SUNY -Buffa­
lo) talked about the use of time-re­
solved fluorescence spectroscopy for 
elucidation of supercritical fluid solvo­
dynamics. Finally, Charles Boss deliv­
ered a "roast" of Hieftje in the spirit of 

1292 A • ANALYTICAL CHEMISTRY, VOL. 61. NO. 22. NOVEMBER 15. 1989 

Bill Fateley, who was unexpectedly un­
able to attend. 

The final Division award, the Award 
for Excellence in Teaching, was pre­
sented to Theodore Williams, professor 
of chemistry at the College of Wooster 
and the first recipient of thls award 
from an undergraduate liberal arts in­
stitution, at an award symposium or­
ganized by Margaret Merritt of Welles­
ley College. Henry Blount (National 
Science Foundation) led off the sympo­
sium, noting that despite opportunities 
for analytical chemistry to have an im­
pact on a broad array of problems, from 
biotechnology to materials synthesis 
and processing, we are producing far 
fewer analytical chemists than neces­
sary to meet the growing demands in 
both academia and industry. Blount 
stressed that excellence and innovation 
in the teaching of analytical chemistry 
are key factors in attracting students to 
careers in the chemical sciences, which 
is essential to maintaining U.s. techno­
logical competitiveness. 

The rest of the symposium speakers 
reflected Williams's interest in bioana­
lytical chemistry. Isiab Warner (Emory 
University) described studies of cyclo­
dextrin complexes in the presence of 
nonionic surfactants, Lee Limbird 
(Vanderbilt University) discussed re­
ceptor sigualing, John Stults (Genen­
tech) described advances in sequencing 
peptides and proteins using tandem 
mass spectrometry, and Margaret Mer­
ritt discussed nitrogen-15 labels of ar­
ginine and aspartic acid in cyanophy­
cin granule polypeptide by GC/MS. 
Williams's award address described his 
research on the changes in chemical 
composition that occur when lenses of 
the human eye form cataracts. Differ­
ential scanning calorimetry, NMR im­
aging, and thermal gravimetric analy­
sis have been used to determine the 
nature of both diseased and normal eye 
tissues. 

The meeting was not devoted totally 
to technical topics, however. Those 
who attended the French exhibit "Mol­
ecules and Society" praised it as both 
educational and entertaining. The ex­
hibit, obtained by the ACS with gener­
ous support from RhOne-Poulenc from 
the French museum Cite des Sciences 
et de l'Industrie, tours the past 200 
years of chemistry with lasers, music, 
and light. The triumphs of chemistry, 
from the early days of alchemy to the 
use of science in space, demonstrate 
the extent to which chemistry has 
changed our society. The exhibit will 
be touring North America for the next 
year. If you missed it at the meeting, be 
sure to watch for it in your area. 

Mary Warner 
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REMEDI, designed for rapid emergency drug identification, identifies unknown drugs in 
a 500-,uL sample of serum, plasma, or urine. The system includes a computerized 
library of more than 300 prescription, OTe, and illicit drugs. Bio-Rad Laboratories 

Ozone. TG-800-KA portable ozone de­
tector contains a dedicated electro­
chemical sensor that is unaffected by 
interfering gases. The detector oper­
ates for 30 h on battery power and fea­
tures user-adjustable audio and visual 
alarms. CEA Instruments 406 

XRF. Courier 10-Exp is an explosion­
proof, on-line X-ray fluorescence ana­
lyzer that simultaneously measures up 
to seven elements from Si to U in a 
single process stream. Solutions, slur­
ries, and powders can be analyzed. 
Princeton Gamma-Tech 408 

Calorimeter. Quantitative reaction 
calorimeter, designed for analysis of 
thermal processes during chemical re­
actions, consists of a calorimeter, three 
syringe reagent delivery pumps, a re­
frigeration/heating unit, and a real­
time control/data acquisition system. 
Columbia Scientific Industries 410 

Centrifuges. L and XL Optima series 
ultracentrifuges feature Freon-free 
thermoelectric heating/cooling sys­
tems that provide operating tempera­
tures from 0 to 40 DC. Tubes can be 
checked visually for balancing rotor 
loads. Beckman Instruments 411 

Preconcentration. Trace-Con is an 
automated pre concentration system 
that interfaces to all commercial atom­
ic and plasma spectrometers. The sys-

401 

tem is supplied with pumps, valves, 
PC-compatible software, and an op­
tional autosampler/fraction collector. 
Questron 412 

X-ray. MPDI880/HR high-resolution 
X-ray diffractometer, designed for use 
in semiconductor applications, fea­
tures five-crystal diffraction capability 
and a choice of goniometer configura­
tions and sample cradles. The system's 
control software runs under MS-DOS. 
Philips Electronic Instruments 413 

Spectrophotometer. Model LPS-521 
spectrophotometer system allows de­
tailed studies of the optical and elec­
tronic properties of ceramics, super­
conductors, semiconductors, and opti­
cal materials at temperatures from 15 
to 1500 K. Features include a laser-pro­
duced plasma, laser sample heating, 
and cryogenic sample cooling. Acton 
Research Corp. 404 

Software 
IR. Quick IR data analysis software 
runs on IBM PS/2, PC/AT, and com­
patible computers. Data manipulation 
and plotting functions include quanti­
tative analysis, library search, Kra­
mers-Kronig transformation, and Fou­
rier self-deconvolution. Spectra-Tech 

415 
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Waveform editing. WavEdit is a pro­
gram for reviewing and editing experi­
mental data stored in Apple Macintosh 
files. The software allows users to cut, 
copy, and paste regions of interest to 
new files for display and analysis. 
World Precision Instruments 416 

Graphs. Techni-Curve, a software 
package for producing publication­
quality plots, includes statistics, block 
functions, and data transform routines. 
Up to six curves can be overlaid on one 
graph. Labtronics 417 

Manufacturers' Literature 
Chromatography. Brochure discusses 
chromatography systems and products 
for analysis of food and agricultural 
samples. A variety of applications are 
described. 24 pp. Waters Chromatogra­
phy Division of Millipore 418 

SFE. Literature describes the 3000 se­
ries analytical supercritical fluid ex­
tractors, which can be directly coupled 
to existing GC and SFC instruments or 
operated as free-standing extraction 
and accumulation devices. Computer 
Chemical Systems 419 

Amino acids. Technical note lists 
more than 100 literature references for 
the analysis of PTH -amino acids by 
HPLC. An index to key experimental 
variables also is included. HPLC Tech­
nology 421 

Newsletter. Biotext, Vol. II, No.2, 
features articles on separation of very 
basic compounds, purification of bio­
molecules by affinity chromatographY, 
and HPLC determination of penicil­
lins. 12 pp. Supelco 422 

LIMS. "CALS Connections" are tech­
nical information sheets that describe 
the use of CALS LIMS with various 
instruments in quality control and re­
search and development laboratories. 
Beckman Instruments 423 

For more information on listed items, 
circle the appropriate numbers on one 
of our Readers' Service Cards 



Environmental analysis. Series of ap­
plication notes includes information on 
new trends in environmental analysis, 
application ofICP /MS to the EPA con­
tract lab program, and instrumenta­
tion for organic and inorganic determi­
nations. Perkin-Elmer 420 

Newsletter. The Leeman Letter, No. 
14, includes articles on oil analysis by 
ICP and on assessment of routine lab­
oratory performance in the EPA con­
tract laboratory program. 16 pp. Lee­
man Labs 424 

NMR. Brochure discusses the MSL 
multipurpose solids and liquids NMR 
spectrometer. Applications include 
high-resolution solid-state NMR, 
wide-line FT-NMR, high-resolution 
solution-state NMR, and experiments 
that do not require an external field. 
Bruker Instruments 430 

Catalogs 
Liquid handling. Catalog includes 
Eppendorf pipets, dispensers, digital 
burets, and microcentrifuges and relat­
ed accessories. 12 pp. Brinkmann In­
struments 428 

Nucleic acids. Catalog features re­
agents, probes, instruments, and acces­
sories for nucleic acid analysis. Includ­
ed are hybridization systems and prod­
ucts for parentage/forensic analysis. 
Oncor 425 

Chromatography. Affinity chroma­
tography catalog contains matrices and 
ligands for use in the isolation and pu­
rification of biologically active com­
pounds. Sigma Chemical Co. 426 

Sample management. Catalog fea­
tures products for sample preparation, 
handling, measurement, and storage. 
Plasticware, cabinets, calculators, pH 
meters, timers, and centrifuges are in­
cluded. Whatman LabSaies 427 

Electrophoresis. Catalog contains 
BDH purified reagents for electropho­
resis, including gel media and compo­
nents, buffer systems, dyes and stains, 
and calibration standards. 22 pp. Gal­
lard-Schlesinger Industries 431 

Biochemistry. Catalog includes prod­
ucts for sequencing nucleic acids, de­
tection/purification and labeling sys­
tems, modifying enzymes, and nucleic 
acids/markers. Promega 429 

Model ST-732 Tolalab thermal analysis 
module provides simultaneous differen­
tial thermal analysis and thermogravime­
tric analysis. Temperatures as high as 
1200 °C can be attsined. Harrop Indus­
tries 402 

NO ONE UNDERSTANDS PARTICLE 
SIZING BETTER THAN MALVERN. 

MasterSizer is the result of over 12 years' ex­
perience in laser diffraction particle sizing at 
Malvern. 

Its wide size range, 0.1 to 600 microns, and fully 
automatic sample handling facilities make it ideal 
for on-line or laboratory app­
lications. The Small Volume 
Sample Presentation Unit is 
a particularly useful accessory 
for organic media as well as 
for aqueous samples. 

Automatic aligament and Malvern's acclaimed 
software make MasterSizer easy to use. And yet, 
whether you select the standard analysis or choose 
to enter the specific optical data for your sample, 
you get full Mie theory analysis - vital where 
small particles are concerned. 

Datal results storage on disk and a wide range of 
report formats are standard. Colour 

~... . display, colour plotter and 32-bit 
I processor are among the options. 
I 

Malvern Instruments, Inc., 
lO Southville Road, Southborough, MA 01772. 

Telephone: (508) 480 0200 Telex: 311397 Fax: (508) 460 9692 
U.K. Malvern Instruments Ltd., Spring Lane South, Malvern, Worcestershirc WR14 lAQ. W. Gennany Mutek GmbH, Arzbergersrrasse 10, D-8036 Herrsching. 

Telephone: (0684) 892456 Tele" 339679 MALINS G Fax: (0684) 892789 Telephone: 08152 2046 Telex: 5270249 Fax: 08152 4374 
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Pulsed Amperometric Detection of Alkanolamines following Ion 
Pair Chromatography 

William R. LaCourse,- Warren A. Jackson, and Dennis C. Johnson 

Department of Chemistry, Iowa State University, Ames, Iowa 50011 

The quantHatlve determInation of alkanolamlnes Is not always 
simple due to the lack of an Inherent chromophore or fluoro­
phore. In addHlon, separation by gas chromatography or 
liquId chromatography Is diffIcult due to the hIgh polarHy of 
these compounds. Ion paIr chromatography was demon­
strated for the separatIon of mono-, dl-, and trlalkanolamlnes 
usIng a C-18 reversed-phase column wIth a mobile phase 
consIsting of an aqueous/acetonHrlle/dodecanesulfonate saH 
mixture. On-lIne pulsed amperornetrlc detectIon (PAD) of the 
alkanolamlnes at a Au electrode followed postcolumn addHlon 
of an alkaline buffer to the column effluent. PAD utilIzed a 
three-step potential waveform that combIned amperometrlc 
detectIon with alternatIng anodIc and cathodIc polarIzations 
to maIntaIn electrode actIvIty. 

INTRODUCTION 
With the present and ever-increasing concern related to the 

levels and fates of environmental pollutants, electrochemical 
detection with liquid chromatography has gained prominence 
as a useful analytical technique (1). This popularity can be 
attributed to the efficient separations achieved by contem­
porary chromatography and the tunable selectivity and low 
detection limits of electrochemical determinations. 

A major shortcoming of amperometric detection at noble 
metal electrodes for a constant (direct current (de» applied 
potential has been the loss of activity during anodic detections 
of organic compounds resulting from adsorption of carbona­
ceous products of the ensuing reactions (e.g., radicals). Pulsed 
amperometric detection (PAD) based on a multistep waveform 
(E-t) overcomes the problem of lost activity on noble metal 
electrodes by alternating amperometric detection with anodic 
and cathodic polarizations to clean and reactivate the electrode 
surface. PAD efficiently exploits the catalytic activity of the 
clean electrode surface 0xide to oxidize aliphatic molecules, 
which typically do not have strong chromophores. Liquid 
chromatography with PAD has been shown to be a simple, 
selective, and sensitive method for the determination of al­
cohols, polyalcohols, carbohydrates (2), amino acids (3), and 
many inorganic and organic sulfur-containing compounds (4). 

The determination of alkanolamines is currently of great 
interest, as these compounds are used widely in chemical and 
pharmaceutical industries. Alkanolamines are needed for the 
production of emulsifying agents, corrosion inhibitors, laundry 
materials, dyes, medicines and for purifying gases (5). In 
addition, environmental concerns, raw material shortages, and 
rising energy costs are behind the push to remove hydro­
carbon-based solvents from coating systems. Water is now 
becoming the major solvent of choice; and in the switch from 
organic solvents to water, alkanolamines are making valuable 
contributions. 

The quantitative determination of alkanolamines is not 
always simple due to the lack of an inherent chromophore, 
fluorophore, or dc-active electrophore. Furthermore, chro­
matographic separations are difficult due to the high polarity 
of these compounds (6). In liquid chromatography, the effect 
of the amine functionality on silica-based reversed-phase 
columns can manifest itself in significant tailing of the 

chromatographic peak. Derivatization with nitroaromatic 
moieties is often used to improve both the chromatographic 
behavior and detection properties of alkanolamines (7). Ion 
pair chromatography followed by postcolumn addition of 
alkaline buffer with pulsed amperometric detection is ideally 
suited to the efficient separation and detection of alkanol­
amines. Determinations of alkanolamines in "real-world" 
sample matrices are simple, direct, and sensitive. 

Described here are the development, optimization, and 
application of LC with PAD for the determination of alka­
nolamines. The mechanism of detection is discussed to em­
phasize the basic tenets of PAD. Also, the compatibility of 
ion pair chromatography with PAD is stressed. 

EXPERIMENTAL SECTION 
Apparatus and Procedures. Voltammetric data were ob­

tsined at a Au rotated disk electrode (RDE) (Pine Instrument 
Co., Grove City, PAl with a computer-aided electroanalysis system 
(Cypress Systems, Lawrence, KS) or a Model RDE4 potentiostat 
(Pine). 

Liquid chromatographic work employed an isocratic/gradient 
chromatography system (Dionex Corp., Sunnyvale, CAl. Alkaline 
buffer, pumped by a Rabbit-HP solvent delivery pump (Rainin 
Instrument Co., Woburn, MA), was added to the column effluent 
through a tee connector followed by a woven Teflon mixing coil. 
Separations were performed with a C-18 I'Bondapak column 
(Waters Chromatography Division, Millipore Corp., Milford, MA) 
or a Hamilton PRP-l column (Phenomenex, Raocho Verdes, CAl. 
Mobile phases were filtered through a 0.45-l'm Nylon 66 filter 
(Rainin) with the use of a solvent filtration kit (Waters). 

PAD was performed with either a Model UEM or a Model 
P AD-2 detector (Dionex). Two electrochemical cell configurations 
were used interchangeably. A homemade cell consisted of a 
Au-wire working electrode, a Pt counter electrode, and a saturated 
calomel reference electrode (SCE) .. A thin-layer electrochemical 
cell (Dionex) consisted of a planar Au working electrode, a glassy 
carbon counter electrode, and a SCE. 

Reagents. All solutions were prepared from reagent grade 
chemicals as received. Mobile phase solvents were from Fisher 
Scientific Co. Water was purified in a Millipore Milli-Q system 
or a Barnstead Nanopure II system, followed by filtration (0.2 
I'll). 

RESULTS AND DISCUSSION 
Voltammetry. The current-potential (I-E) response is 

shown in Figure 1 for a Au RDE in lO% acetonitrile/90% 
water, containing 0.1 M NaOH with 1 mM sodium dodecan­
sulfonate, with (-) and without (---) ethanolamine. The 
residual response for the supporting electrolyte (---) exhibits 
anodic waves on the positive potential scan in the regions +0.2 
to +0.9 V (A) for oxide formation and E > 0.8 V (B) for O2 
evolution, and a cathodic peak on the negative scan in the 
region +0.2 to -0.2 V (C) for dissolution ofthe oxide formed 
on the positive scan. Cathodic reduction of dissolved O2 is 
observed in the region -0.2 to -1.0 V (D) for both the positive 
and negative scans. For the presence of ethanolamine (-), 
an anodic wave is observed on the positive scan in the region 
of ca. -0.2 to +0.3 V (E), where alcohols are observed to be 
oxidized, and in the region ca. +0.3 to +0.7 V (F) for oxidation 
of adsorbed amine simultaneously with the formation of 
surface oxide on the Au electrode (A). The absence of any 
anodic signal on the negative scan in the region +1.0 to +0.2 
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Figure 1. VoHammetric response (I -E) for ethanolamine at a Au 
rotating disk electrode. CondHions: 10% acetonltrile/O.l M NaOH/l 
mM sodium dodecanesulfonate. nondegassed. 1000 revolutions min-1 

rotation speed. 100 mV S-1 scan rate. Sample concentration: (---) 
o mM ethanolamine. (-) 16 mM ethanolamine. 

V is clear evidence of the absence of any reactivity of the 
oxide-covered surface for ethanolamine oxidation. When the 
oxide is cathodically dissolved on the negative scan to produce 
peak C, the surface reactivity for ethanolamine oxidation is 
immediately returned and an anodic peak G is observed for 
the alcohol functionality of ethanolamine. Anodic waves E, 
F, and G all were observed to be increased in height with 
increases in the ethanolamine concentration. 

The net anodic current in wave E for detection of the al­
cohol functionality of ethanolamine increased markedly with 
increases in electrode rotation speed, yet exhibited negligible 
change with variations in the potential scan rate. These 
observations are consistent with the conclusion that the 
mechanism producing wave E for the adsorbed amine func­
tionality of the ethanolamine is under mass-transport control. 
In contrast, wave F increased with increases in the potential 
scan rate, yet showed very little change as a result of variations 
in electrode rotation speed. These observations are consistent 
with the conclusion that the anodic reaction for wave F is 
under the control of an electrode surface process. This is 
consistent with the proposed mechanism of an oxide-catalyzed 
oxidation of the adsorbed amine. The rates of the various 
anodic processes producing waves E, F, and G all increased 
with increasing pH, and pH > ca. 11 was concluded to be 
optimum for analytical applications. 

Figure 2 shows the voltammetric responses for the pure 
mobile phase (- - -) as well as for separate solutions of mobile 
phase containing ethanol (_._), ethylamine ( ... ), and ethano­
lamine (-). Waves E. F, and G for ethanolamine (-) are the 
same as discussed for Figure 1. Ethanol present in the mobile 
phase (_. -) does not exhibit an anodic response in this media, 
even though alcohols are known to be detected anodically in 
the region of wave E in pure 0.1 M NaOH. This observation 
is concluded to be the result of an interference by acetonitrile 
(ACN) with the detection mechanism for the alcohol. ACN 
is strongly adsorbed at Au electrodes, and the adsorbed ACN 
is concluded to block surface sites required for a preadsorption 
step in the anodic detection of the alcohol. In comparison, 
the amine functionality of ethylamine ( ... ) is strongly adsorbed 
at the Au surface and exhibits an oxide-catalyzed wave on the 
positive scan in the region corresponding to wave F for eth-
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Figure 2. Voltammetric response (I -E) for ethanol. ethylamine. and 
ethanolamine at a Au rotating disk electrode. Conditions: 10% 
acetoMrile/O.l M NaOH/l mM sodium dodecanesulfonate. nonde­
gassed. 1000 revolutions min-' rotation speed. 100 mV S-1 scan rate. 
Solutions: (---) supporting electrolyte only. (_._) 16 mM ethanol. ( ... ) 
16 mM ethylamine. (-) 16 mM ethanolamine. 

anolamine (-). At extremely high concentrations of ethanol 
(i.e., > ca. 1 M), anodic waves were observed in the potential 
region corresponding to waves E and G of ethanolamine, 
confirming the conclusion that these waves for ethanolamine 
are the result of oxidative detection of the alcohol function­
ality. 

The presence of an anodic response for the alcohol func­
tionality of ethanolamine (wave E), whereas no response was 
observed for ethanol, is concluded to be a beneficial conse­
quence of the adsorption of the amine functionality of the 
ethanolamine, which occurs even in the presence of ACN on 
the oxide-free Au surface (Le., E < ca. 0.0 V). The fact that 
wave E for ethanolamine is under virtual mass-transport 
rather than surface control is consistent with the conclusion 
that the adsorption of amine groups is reversible, and following 
oxidation of the n-alcohol group to a carboxylate, rapid de­
sorption of the ionic aminocarboxylate occurs. Since surface 
oxide is not formed on the positive scan in the region of wave 
E, unreacted ethanolamine is adsorbed following desorption 
of the carboxylate product to support the continuous flow of 
anodic current. 

The oxidation of adsorbed amine requires the simultaneous 
formation of electrocatalytic surface oxide, and therefore, the 
anodic process (wave F) exhibits the characteristics of a 
surface-controlled reaction. The maximum anodic response 
for wave F for a given ethanolamine concentration is expected 
to be limited by the adsorption isotherm, vide infra, for the 
particular alkanolamine being detected. The fully developed 
oxide-covered surface exhibits insignificant catalytic reactivity, 
and detection of the amine group of ethanolamine at Au 
electrodes is only possible via a transient electrocatalytic 
mechanism achieved within a pulsed potential waveform. All 
other alkanolamines display voltammetric behavior similar 
to that of ethanolamine. At E > ca. +0.7 V on the positive 
scan, the anodic response of the amine is rapidly attenuated 
due to the unreactivity of the fully developed surface oxide. 
On the subsequent negative scan, the formation of surface 
oxide ceases with the result of a zero value of electrode current. 
The surface oxide is cathodically dissolved in the region ca. 
+0.2 to -D.2 V (wave C in Figure 1) with the result that fresh 
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Figure 3. Effect of ion pair alkyl chain length on alkanolamine separation. Mobile phase: 20% aceton~rile/2 mM paired ion reagent at 0.75 
mLlmin. Paired ion reagent: (A) sodium hexanesulfonate, (B) sodium octanesulfonate, (C) sodium decanesulfonate, (D) sodium dodecanesulfonate. 
Other cond~ns: postcolumn reagent, 0.2 M NaOH at 0.25 mL/min; column, Waters 10-lLm, C-18ILBondapak; waveform, Table J; injection volume, 
200 ILL. Samples (10 ppm): (a) 2-amino-1-ethanol, (b) 4-amino-1-butanol, (c) 5-amino-1-pentanol, (d) 2-amino-1-butanol, (e) 6-amino-1-hexanol. 

10 

CONCENTRATION (mM) 

Flg .. e 4. Effect of paired ion reagent concentration on k'. Cond~ns 
were the same as In Figure 3, except that the mobile phase was 20 % 
acetonitrile/2 mM sodium dodecanesulfonate. 

ethanolamine is adsorbed with concurrent oxidation of the 
alcohol functionality. The oxidation products of the n-alcohol 
and amine groups are tentatively concluded to be the corre­
sponding carboxylate (8) and hydroxylamine (9); however, 
proof must await further research. 

Liquid Chromatography. Alkanolamines are ideal can­
didates for ion pair separation on reversed-phase columns. 
Alkanesulfonate salts are effective ion pairing reagents, are 
PAD inactive, and can be obtained easily with variable alkyl 
chain lengths. Figure 3 illustrates the effect of changing the 
carbon number of the ion pairing reagent on the separation 
of five alkanolamines. Base-line resolution was achieved with 
dodecanesulfonate anion as the ion pairing reagent. The 
optimum ion pairing reagent concentration was found to be 
ca. 2 mM from the plots of capacity factor versus reagent 
concentration shown in Figure 4. At this concentration, 
resolution was achieved without excessive retention times. As 
expected, the capacity factor (k) was determined to decrease 
as the concentration of organic modifier (ACN) in the mobile 
phase was increased. Retention of the alkanolamines also 

T 
100 nA 

1 

L 

i j j 

40 50 60 
TIME (min) 

Figure 5. Results of the separation of several alkanolamines w~h 
pulsed amperometric detection (PAD). Cond~ions were the same as 
Figure 3, except that the mobile phase was 20% acetonitrile/2 mM 
sodium dodecanesulfonate. Samples (25 ppm): (a) 2-amino-1-ethanol, 
(b) 3-amino-1-propanol, (c) 4-amino-1-butanol, (d) 5-amino-1-pentanol, 
(e) 6-amino-1-hexanol, (f) 2-amino-1-propanol, (g) 2-amino-1-butanol, 
(h) 2-amino-1-pentanol, (i) 1-amino-2-propanol, Gl 2-amino-2-methyl-
1-propanol, (k) 2-amino-1-phenylethanol. 

decreased with an increase in pH >5, due to deprotonation 
of the amine functionality, which results in less ion pair 
formation, and the effect of an additional ionic strength of 
the mobile phase. At higher pH values, equilibration time 
of the chromatographic column appeared to be increased. The 
separation of five alkanolamines was achieved with a mobile 
phase of 20% acetonitrile/2 mM sodium dodecanesulfonate. 

The LC-PAD separation of linear, branched, and complex 
alkanolamines is shown in Figure 5 to illustrate the range and 
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Figure 6. Eflect of NaNOs concentration on k'. Cond~ions: mobile 
phase, 20% acetonitrile/2 mM paired ion reagent/NaNOs at 0.75 
mUmin flow rate; wavelorm, Table I; injection volume, 200 ilL. 
Sample (ca. 10 ppm): (a) 2-amino-1-ethanol, (b) 4-amino-1-butanol, 
(c) 5-amlno-1-pentanol, (d) 2-amino-1-butanol, (e) 6-amino-1-hexanol. 

applicability of ion pairing chromatography with pulsed am­
perometric detection of alkanolamines. Monoethanolamine 
and triethanolamine were well resolved with capacity factors 
of ca. 14 and 15, respectively. Diethanolamine coeluted with 
ethanolamine under these experimental conditions. No fur­
ther attempt was made to optimize the resolution of the 
substituted alkanolamines. 

The optimized chromatographic conditions were developed 
for the IlBondapak C-1B column. In general, the PRP-1 
column required less ion pairing reagent and less organic 
modifier to achieve comparable peak resolutions, in com­
parison to the silica-based C-1B column. The ion pairing 
technique was compatible with both silica and polymeric 
supported C-1B stationary phases. 

As we observed for the organic modifier, the capacity factor 
(k) decreased as the concentration of electrolyte (KNOs or 
NaN03) was increased in the mobile phase, as is shown in 
Figure 6. From Figure 6, it is noted that the early-eluting 
compounds were affected less than the late-eluting compounds 
by the added electrolyte. Gradient elution by addition of 
NaN03 was performed on the Hamilton PRP-1 column. the 
k'values for the late-eluting compounds were reduced sig­
nificantly, e.g., from ca. 50 to 20 for 2-amino-1-pentanol, 
whereas the resolution between all compounds was main­
tained, as shown in Figure 7. 

To obtain reproducible results when NaN03 gradient elu­
tion was employed, it was found necessary to equilibrate the 
column with the weak solvent for at least 1 h between in­
jections. The capacity factor (k) for each of the alkanolamines 
was within ±2% relative standard deviation (RSD (n = 3) 
under the proposed conditions. 

Sodium hydroxide (0.2 M) was added postcolumn at a ratio 
of 1:3 (Le., 0.25 mL/min:0.75 mL/min). The NaOH provided 
the appropriate pH > 11 and necessary ionic strength for 
efficient electrochemical detection. The necessity of high pH 
is attributed to the need to deprotonate the amine function­
ality to accommodate its adsorption on the electrode surface. 

Liquid Chromatography with Pulsed Amperometric 
Detection. Table I describes the optimized triple-step 
waveform for the pulsed amperometric detection of ethano­
lamine. Upon stepping to the detection potential (El ), the 
anodic signal was integrated for 16.7 ms after a delay of 2BO 
IDS. Since the electrode activity is diminished due to inhibition 
by the fully developing surface oxide and by fouling of the 
surface by adsorbed oxidation products, electrode activity was 
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1 
a 24 48 60 84 lOS 

TIME (min) 

Figure 7. Gradient separation of several alkanoiamines. Mobile phase: 
solvent 1, 0.75 mM dodecanesuHonate/15 % ACN; solvent 2,0.75 mM 
dodecanesulfonate/15% ACN/10 mM NaNOs. Program: 0-50 min, 
100% solvent 1 and 0% solvent 2; 50-70 min, ramp to 10% of 
solvent 2; 70-71 min, ramp to 100% of solvent 2 and hold. Other 
conditions: flow rate, 0.5 mL/min; postcolumn, 0.3 M NaOH at 0.5 
mL/min; column, PRP-1 C-18; waveform, Table I. Injection volume, 
200 Ill. Sample: (a) 2 ... mino-1-ethanol, 3 ppm; (b) 4-amino-1-butanol, 
4 ppm; (c) 5 ... mino-1-pentanol, 4 ppm; (d) 2 ... mino-1-butanol, 3 ppm; 
(e) 6-amino-1-hexanol, 2 ppm; (f) 2 ... mino-1-pentanol, 2 ppm; (g) 2-
amino-1-hexanol, 4 ppm. 

Table I. Waveform Specifications for Pulsed 
Amperometric Detection 

potential, 
mVvsSCE 

E" 200 

E2,1000 
Ea, -400 

'2 E
2
,-___ , 

time, IDS 

I" 300 
Id,280 
I" 16.7 
12,400 
la, 350 

TIME 

function 

detection 
delay 
current sampling 
oxidative cleaning 
reductive reactivation and 

adsorption of analyts 

renewed by subsequent positive and negative potential steps 
to achieve anodic (E2) and cathodic (E3) polarizations, re­
spectively. During tbe application of E3, adsorption of analyte 
can occur on the oxide-free surface prior to the next detection 
step. Figure B shows the anodic response of ethanolamine as 
a function of the duration of the third step (ta) in the wave­
form, while the other parameters of the waveform are kept 
the same as given in Table I. Clearly, the response increased 
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Figure 8. Response for pulsed amperometric detection of ethanol­
amine at a Au electrode with variation of adsorption time (13) in the 
PAD wavefonm. Condijions were the same as in Figure 5, except that 
13 in Table I was varied from 0 to 500 ms. 

0.20 --------------------------------~ 

~ 
0.10 

! 
~ 

---i---------~--~Jr~~------

---~-----i-------------~---
0.00 

-0.10 

! -0.20 

-0.30 

0.50 1.00 1.50 2.00 2.50 

LOG CONCENTRATION (ppm) 

Figure 9. Normalized calibration curve for ethanolamine. Each dot 
represents the average of six detenminations. Dots wijhout error bars 
have average deviations less than the size of the dot. t. represents 
percent deviation from linear frt of data detenmined by linear regression 
analysis (11). 

for increased time allowed for analyte adsorption and became 
constant for ta > ca. 200 ms. In a separate experiment, the 
l-t curve was recorded, and it was determined that complete 
reduction (>90%) of the surface oxide atEa = -{).4 V required 
approximately 180 ms. Hence, the data in Figure 8 are con­
cluded to indicate for this concentration of ethanolamine (22 
ppm) that the rate of analyte adsorption was controlled by 
the rate of oxide dissolution rather than analyte flux. Fur­
thermore, the value 200 ms is recommended as the lower limit 
for ta. These results are also consistent with the conclusion 
that preadsorption of the ethanolamine on the oxide-free 
surface is required for detection of the alcohol functionality 
in the presence of ACN. 

Statistical analysis of calibration data was based on a 
modified regression analysis which assumed that variance in 
the signal is proportional to concentration (10). PAD response 
was concluded to be linear for 1-100 ppm, as is indicated in 
Figure 9. This style of presentation of calibration data has 
been presented previously (11). The limit of detection was 
determined to be 40 ppb (200 /LL, 8 ng) for a signal-to-noise 
ratio of 3. Peak skew and repeatability were 1.1 ± 9.4 % RSD 
(n = 3) and ±3.2% RSD (n = 6, 0.083 mM ethanolamine) 
respectively. Synthetic water samples spiked with ethanol: 
amine were assayed in a single-blind study in order to further 
validate the LC-PAD methodology. The recovery of spiked 
ethanolamine was found to be 93-102% for concentrations 
of 0.16-7.92 ppm (Table II). As the limit of quantitation was 

Table II. Results of a Single-Blind Study of Water 
Samples Spiked with Ethanolamine 

actual, ppm found, ppm 

7.76 7.92 ± 0.18 
4.34 4.40 ± 0.03 
1.92 1.94 ± 0.Q7 
0.20 0.19 ± 0.03 
0.17 0.16 ± 0.03 

overall 

a Number of determinations. 

(al 

e'~onolomlne 

.,.--,--,---,-
0102030 

(b) 

TIME ('TlIn) 

percent of actual 

102 ± 2.3 
101 ± 0.7 
101 ± 3.5 
94 ± 13 
93 ± 19 
98 ± 4.3 

om, no-
melhylproponol , 

(,) 

nO 

4 
3 
3 
3 
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16 

Figure 10. Detection of alkanolamines in various samples by LC wnh 
PAD. Condijions were the same as in Figure 5. Samples: (a) generic 
cold tablet, (b) hand lotion, (c) hairspray. 

approached, the standard deviation increased, as expected. 
The overall percent of spiked ethanolamine was found to be 
98.2 ± 4.3%. 

The response factors for mono-, di-, and triethanolamine 
were 2.7, 4.0, and 2.7 nAj /Lmol, respectively. Since the de­
tection potential was fixed to monitor oxidative detection of 
the alcohol functionality, the increase in response of the di­
ethanolamine as compared to that of monoethanolamine is 
concluded to be the result of the presence of two alcohol 
groups versus one. However, triethanolamine, expected to 
have a response factor greater than that for the diethanol­
amine, was approximately equivalent in response to ethano­
lamine. This low sensitivity is tentatively concluded to be a 
consequence of steric hindrance from the three alkyl arms as 
well as desorption of the carboxylate product of the oxidation 
of only one alcohol group. 

The assay for alkanolamines was applied to several matrices 
to illustrate the analytical utility of the assay. The high 
selectivity and sensitivity of LC-P AD contributed to de­
creased time for sample preparation and simplified chroma­
tograms. Figure 10a~ shows chromatograms for the detection 
of ethanolamine, triethanolamine, and aminomethylpropanol 
in a cold tablet, hand lotion, and hairs pray formulation, re­
spectively. The samples were all prepared by diluting a 
weighed portion of sample, dilution to the proper level with 
mobile phase, and filtering. 

CONCLUSIONS 
The determination of underivatized alkanolamines by ion 

pair chromatography with pulsed amperometric detection is 
direct, selective, sensitive, and simple. Ion pair chromatog­
raphy is compatible with PAD with no evidence of electrode 
fouling even at high concentrations of the ion pairing reagent 
for extended run times. 
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Detection of Rat Basophilic Leukemia by Cyclic Voltammetry 
for Monitoring AllergiC Reaction 

Tadashi Matsunaga,' Akinori Shigematsu, and Noriyuki Nakamura 

Department of Biotechnology, Tokyo University of Agriculture & Technology, Koganei, Tokyo 184, Japan 

Electrochemical detection of the rat basophilic leukemia 
(RBL-l) cells has been carried out by applying cyclic vol­
tammetry. The detection system consists Of a basal plane 
pyrolyllc graphHe electrode and a porous nHrocellulose mem­
brane filter to trap RBL-l cells. When the potential of the 
graphHe electrode was run In the range of 0-1.0 V vs SeE, 
RBL-l cells gave peak currents at 0.34 V vs SeE as well as 
0.65 V vs SeE. There Is a linear relationship between the 
peak current at 0.34 V vs SCE and the cell numbers of RBL-l 
In the range of (0.4-2.0) X 10' cells. The peak current of 
RBL-l cells was attributed to serotonin. When dlnHro­
phenylated bovine serum albumin (DNP-BSA) as a model 
allergen was added to RBL-l cells sensHlzed wHh antl-DNP 
IgE, the peak current decreased because of the degranula­
tion of RBL-l cells leading to serotonin release. On the other 
hand, RBL-l cells sensHlzed wHh antl-DNP IgE did not re­
spond to egg whHe, pollens, house dust, and milk. 

INTRODUCTION 

Detection of viable cells is important in a clinical field. 
Various electrochemical methods have been developed for 
determining viable cell numbers. For example, impedance 
measurements of culture media have been used to determine 
cell numbers, although the cell numbers are measured indi­
rectly from cell metabolite, and therefore, the results obtained 
sometimes do not correlated with true cell numbers. Recently, 
a novel method for detecting microbial cells has been de­
veloped, based on cyclic voltammetry at a basal plane pyrolytic 
graphite electrode (1, 2). Electron transfer between microbial 
cells and the graphite electrode is mediated by coenzyme A 
existing in the cell. Both enumeration and classification of 
microbial cells were possible from cyclic voltammograms by 
using an electrode system composed of a graphite electrode 
and a membrane filter retaining microbial cells. However, 
cyclic voltammetry of animal cells has not been reported. 
Therefore, cyclic voltammetry using a graphite electrode was 
applied to animal cells such as rat basophilic leukemia (RBL-l) 
and mouse lymphocytes. 

The radioimmunosorbent test (RIST) (3-5), radioallergo­
sorbent test (RAST) (6), and skin test (4,7) have been used 

for sensing immediate allergic reactions. However, RIST and 
RAST are time-consuming and demand complicated proce­
dures giving results independent of clinical symptoms. The 
skin test is dangerous because it may produce anaphylaxis in 
man by means of serum antibodies. A simple and safe method 
is still required for the detection of the immediate allergic 
reactions. RBL-l cells, like normal basophils and mast cells, 
have an immunoglobulin E (IgE) receptor on their surface. 
RBL-l cells are passively sensitized by incubating homoge­
neously cells with IgE. Addition of the appropriate allergen 
to the stimulated RBL-l cells causes degranulation, thereby 
releasing histamine and serotonin (8). Therefore, RBL-l cells 
can be used for the detection of immediate allergic reactions. 
In this paper, the allergic reaction was also monitored with 
the electrode system using RBL-l cells. 

EXPERIMENTAL SECTION 
Materials. Sodium 2,4-dinitrobenzenesulfonate was purchased 

from Tokyo Chemical Industry Co., Ltd. (Tokyo, Japan). Bovine 
serum albumin (BSA), 5-hydroxytryptamine hydrochloride 
(serotonin), and compound 48/80, condensation product of N­
methyl-p-methoxyphenethylamine with formaldehyde were ob­
tained from Sigma Chemical Co. (St. Louis, MO). Monoclonal 
mouse anti-DNP IgE (9), purified from the ascitic fluid ofBALB/c 
X C5,BL-F" mice bearing the SPE-7 hybridoma, was purchased 
from Seikagaku Kogyo Co., Ltd. (Osaka, Japan). Other reagents 
were commercially available analytical reagents or laboratory grade 
materials and were used as received. Distilled-deionized water 
was used in all procedures. 

Preparation of Dinitrophenylated Bovine Serum Albumin 
(DNP-BSA), A DNP-BSA conjugate (13.8 mol of DNP Imol of 
BSA) was prepared by using sodium dinitrobenzenesulfonate and 
BSA as previously described by Eisen et al. (10). The DNP-BSA 
was employed as a model allergen. 

Preparation of Allergen Extracts. Immediate allergic re­
action was performed with allergens (egg white, yolk, common 
ragweed pollen, evening primrose pollen, house dust, cow's milk, 
and DNP-BSA) and mouse anti-DNP IgE. These allergens except 
DNP-BSA were sonicated in the phospbate buffered saline (PBS, 
1.5 mM KH,PO" 7.3 mM Na,HPO" 137 mM NaCI, 2.7 mM KCI, 
pH 7.4) for 45 min and incubated at 4 °c for 12 h. Then allergens 
were centrifuged at 4 °c and 3000g for 30 min and the super­
natants were obtained. Then, these extracts were passed through 
the sterilized membrane filter (pore size, 0.45 I'm) and dialyzed 
for 3 days against 5 L of PBS. The protein concentration of 
allergen extracts was determined by the Lowry method (11). 

0003-2700/89/0361-2471$01.50/0 © 1989 American Chemical Society 
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figure 1. Schematic diagram of the electrode system for the detection 
of the allergic reaction: 1, function generator; 2, potentiostat; 3, X-Y 
recorder; 4, reference electrode (saturated calomel electrode); 5, 
counter electrode (platinum wire); 6, working electrode (basal plane 
pyrolylic graphite), 7, RBL-1 cell; 8, membrane Mer; 9, holder. 

Preparation of RBL-I Cells. RBL-1 cells were cultured in 
Eagle's minimum essential medium with Earle's balanced salt 
solution supplemented with 10% fetal bovine serum and anti­
biotics in the atmosphere of 5% CO2 at 37°C. Cell viabilities 
were determined by using the trypan blue exclusion method. Cells 
were used for the experiments when viabilities exceeded 90%. 

Apparatus. The electrode system for the detection of the 
allergic reaction is depicted in Figure 1. The electrode system 
consisted of a basal plane pyrolytic graphite electrode (surface 
area, 0.19 cm2; Union Carbide Corp., New York), a counter 
electrode (platinum wire), and a membrane filter for retaining 
RBL-1 cells. The reference electrode was the saturated calomel 
electrode (SCE). Cyclic voltammograms were obtained by using 
a potentiostat (Model HA301, Hokuto Denko, Tokyo, Japan), a 
function generator (Model HB104, Hokuto Denko, TokYO, Japan), 
and an X-Y recorder (Model F35, Riken Denshi, Tokyo, Japan). 
After each run, the graphite electrode was polished with emery 
paper. 

Procedure for the Detection of Immediate Allergic Re­
action. The cultured RBL-1 cells were centrifuged at 100g for 
1 min and washed twice with cold (4°C) Tris-A buffer (25 mM 
Tris-base, 120 mM NaCI, 5 mM KCI, and 0.3 mg·mL -I BSA, pH 
7.6). The cells were suspended to a density of 1.0 x 10' cells·mL-1 

in 1 mL Tris-ACM buffer (Tris-A buffer containing 0.6 mM CaCI2 
and 1.0 mM MgCI2). Then monoclonal mouse anti-DNP IgE and 
allergen extracts were added to the RBL-I cell suspension for a 
final concentration of 3 I'g·mL -I and 5 I'g of protein·mL -1, re­
spectively. After the cells were incubated for 2 h at 37°C in 5% 
CO2, 0.1~.2 mL of cell suspension was dropped on the membrane 
filter (pore size, 0.45 I'm). Immediately, the cells were fixed on 
the membrane filter by filtration using an aspirator. The cells 
on the membrane fliter were attached to the basal plane pyrolytic 
graphite. Cyclic voitammetry was run in the range of 0-1.0 V 
vs SCE in 10 mL of PBS (pH 7.0). The degranulation of cells 
was confirmed by microscopy (12). 

Sonication ofRBL-1 Cells. RBL-1 cells (1.0 X 10' cells) were 
suspended in 1 mL of PBS (pH 7.0) and then disrupted by the 
ultrasonic disrupter (Model UR-200P, TOMY Seiko Co., Ltd., 
Tokyo, Japan) operated for 5 min at 0 °C over 5 times. The 
sonicated cells were centrifuged at 4 °C and 100g, and the exudate 
of sonicated cells was obtained. Collected cells were resuspended 
in 1 mL of PBS and cell suspension (0.1 mL) was dropped on the 
membrane filter and used for measurement as described above. 

Preparation of Basic Granule. RBL-1 cells (1.0 X 10' cells) 
were washed with 0.32 M sucrose solution containing 40 I'M 
EDTA·2Na and 1 mM Tris-HCI buffer (pH 7.4) and sonicated 
in sucrose solution. The sonicated solution was centrifuged at 
600g for 10 min and the supernatant containing the exudate from 
the cells was collected. The supernatant was centrifuged at 7000g 
for 10 min, and basic granules were obtained as precipitate (13). 

RESULTS AND DISCUSSION 

Cyclic Voltammetry of RBL-J Cells. Figure 2 shows the 
cyclic voltammograms of RBL-l cells and mouse lymphocytes. 
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Figure 2. Cyclic voltammograms of (A) RBL-1 cells (1.2 X 10' cells) 
and (B) mouse lymphocytes (8.0 X 10' cells) on the membrane filter. 
Scan rate was 10 mV·s-\ The measurements were performed in 10 
mL of PBS (pH 7.0). 
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Figure 3. Relationship between peak current at 0.34 V vs SCE and 
RBL-1 cell numbers. Scan rate was 10 mV·s-'. The measurements 
were performed in 10 mL of PBS (pH 7.0). 

Anodic waves appeared at 0.34 and 0.68 V vs SCE for RBL-1 
cells and 0.65 V vs SCE for mouse lymphocytes. The peak 
current at 0.34 V VB SCE was 0.76 p.A. for 1.2 X lOS RBL-l cells. 
Upon scan reversal, no corresponding reduction peak was 
obtained. This shows that the electrode reactions of RBL-l 
cells and lymphocytes were irreversible. The differential-pulse 
voltammograms of RBL-1 cells have also been obtained. The 
differential-pulse voltammograms were obtained by using a 
polarograph (Fuso Seisakusho, Model 312) and an X-V re­
corder. The peak current appeared at the same potential as 
that of the cyclic voltammograms. The sensitivity was not 
improved by the differential-pulse voltammograms. Figure 
3 shows the relationship between the peak currents at 0.34 
V vs SCE and the cells numbers of RBL-1 on the membrane 
fIlter. The peak current increased linearly with increasing the 
cell numbers up to 2.0 X 105 cells. The minimum detectable 
cell numbers were 0.4 X 105 cells. These results show that 
cell numbers of RBL-1 in the range of (0.4-2.0) X 10' cells 
can be determined from the peak current of cyclic voltam­
metry. 

Mechanism of Electrochemical Reaction in RBL-J 
Cells. Recently, it was found that an electron transfer be­
tween cells and the graphite electrode is mediated by co­
enzyme A (CoA) present in the cell wall for various mi­
croorganisms. The peak currents of the cyclic voltammograms 
of yeasts, Gram-positive bacteria, and Gram-negative bacteria 
were observed at 0.65~. 74 V vs SCE which were attributed 
to the oxidation of CoA present in the cells (1, 2, 14). The 
peak currents of lymphocyte, macrophage, ascites tumor, and 
erythrocyte were obtained around 0.65 V VB SCE (unpublished 



ANALYTICAL CHEMISTRY, VOL. 61, NO. 22, NOVEMBER 15, 1989. 2473 

20 -
~: 

« 
~ 

~ 
ID 

10 = ID 

C 
~ 
0 • 0 

g> 

0 

• 0 

ID 

0 0 
0 30 60 

Incubation time ( min) 
Figure 4. Time-course of (0) peak current and (e) serotonin content 
in RBL-1 cells when RBL-1 cells (1.4 X 10' cells) were degranulated 
with compound 48/80 in 10 mL of Tris-ACM buffer (pH 7.0). Scan rate 
was 10 mV·s-'. 

data, Matsunaga et al.). As described above, RBL-1 cells 
showed the peak currents at 0.34 V and 0.65 V vs SCE. These 
results suggest that the peak current of animal cells including 
RBL-1 cells obtained around 0.65 V vs SCE results from the 
electrochemical oxidation of CoA. However, the peak current 
at 0.34 V vs SCE obtained from RBL-1 cells seems to be 
related with other compounds. RBL-1 cells have cytoplasmic 
granules containing mediators of anaphylaxis such as hist­
amine, serotonin, eosinophil chemotactic factor, and neutrophil 
chemotactic factor. The peak current of serotonin was ob­
tained at 0.33 V vs SCE at pH 7.0 when BPG electrode was 
employed. Previous papers have reported that the peak po­
tential appeared at 0.29-{).34 V vs SCE around pH 7.0 at 
pyrolytic graphite electrodes (15) and carbon fiber microe­
lectrodes (16). The peak potential of the RBL-1 cell was 
similar to those of serotonin in our experiment and the pre­
vious papers. On the other hand, the peak current was not 
obtained from other mediators of anaphylaxis such as hist­
amine. Moreover, no corresponding reduction peak was ob­
tained in serotonin, too. The electrode reaction of serotonin 
was also irreversible. The oxidation peak currents of RBL-1 
cells and serotonin increased linearly with the square root of 
the scan rate as expected for a totally irreversible reaction. 
The slope of peak potentials vs pH line was 50-55 m V in the 
range of pH 6.0-8.0 for RBL-1 cells and serotonin. These 
experimental results support that the generation of peak 
current results from electrochemical oxidation of serotonin. 
Then, serotonin was eluted by sonicating RBL-1 cells in the 
buffer solution. As a result, the peak current from RBL-1 cells 
decreased to almost zero after 30 min of sonication. The 
amount of serotonin in the exudate of sonicated cells after 
elution was consistent with that of the RBL-1 cells before 
elution. Therefore, the serotonin concentration in the exudate 
solution of sonicated cells was determined by high-perform­
ance liquid chromatography (HPLC, Shimadzu Co. Model 
LC-6A system) on Shim-pack CLC-ODS (150 mm X 6.0 mm 
diameter). As a result, 0.90 I'M of serotonin was detected in 
the exudate of sonicated cells (1 mL). 

Next, granules in the RBL-1 cells were expelled by de­
granulation. As a result, the serotonin content of RBL-1 cells 
decreased. Figure 4 shows the time--course of the peak current 
and the serotonin content of RBL-1 cells when RBL-1 cells 
were degranulated with compound 48/80. It is employed as 
the inducer of degranulation. After degranulation, cells were 
washed and centrifuged for electrochemical measurement. 
Then, the serotonin content of cells and the amount of ser­
otonin released were determined by high-performance liquid 
chromatography (HPLC). The serotonin content of degran­
ulated RBL-l cells decreased gradually because serotonin 
eluted. The peak current at 0.34 V vs SCE also decreased with 
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Figure 5. Schematic diagram for the detection of immediate allergiC 
reaction. 
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Figure 6. Cyclic vollammograms of (A) sensitized RBL-1 cells (2.0 X 
10' cells) and (B) degranulated RBL-1 cells (2.0 X 10' cells). Scan 
rate was 10 mV-s-1. The measurements were performed in 10 mL 
of PBS (pH 7.0). 

decreasing the serotonin content of the cells. Decrease of the 
serotonin content of RBL-l cells agreed with the amount of 
serotonin released. 

Detection of Immediate Allergic Reaction by Using 
Cyclic Voltammetry of RBL-1 Cells. Allergic reactions are 
included in immunological responses. IgE antibodies, which 
are secreted by activated B lymphocytes, are responsible for 
allergic reactions. The F c region of IgE molecules binds to 
specific receptor proteins on the surface of mast cells in tissues 
and basophilic leucocytes in the blood. The bound IgE 
molecules in turn serve as receptors for allergens. Allergens 
cross-link those membrane-bound IgE antibodies with com­
plementary allergen-binding sites, thereby triggering the cells 
to secrete histamine and serotonin. Histamine and serotonin 
cause dilation and increased permeability of blood vessels and 
are largely responsible for the clinical manifestations of such 
allergic reactions as pollenosis, asthma, and hives. RBL-1 cells, 
like mast cells and basophilic leucocytes, have IgE receptor 
on their surface and show the same response to allergens (17). 
Figure 5 shows the principle for the detection of immediate 
allergic reaction. When allergen was reacted with RBL-1 cells 
sensitized with antiallergen IgE, RBL-l cells were degranu­
lated to release serotonin (8, 12). As a result, the serotonin 
content of the cell decreased, leading to the decrease of the 
peak current of cyclic voltammograms. RBL-l cells were 
reacted with mouse anti-DNP IgE. Then, when allergen, 
DNP-BSA was added to RBL-l cells sensitized with anti-DNP 
IgE, RBL-1 cells were degranulated. Figure 6 shows the cyclic 
voltammograms of passively sensitized RBL-1 cells with IgE 
and degranulated RBL-1 cells. Anodic waves of the sensitized 
RBL-1 cells appeared at the same potential as that of the 
normal RBL-l cells. The peak current was also similar to that 
of the normal RBL-l cells. However, the peak current de­
creased when the sensitized RBL-l cells were degranulated 
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Figure 7. Relationship between peak current at 0.34 V vs SCE and 
serotonin content in RBL-1 cells. Scan rate was 10 mV·s-'. The 
measurements were performed In PBS (pH 7.0). 

Table I. Peak Currents of RBL-I Cells When Anti-DNP 
IgE and DNP Derivatives as a Model Allergen Were Added" 

addition 

none 
DNP-BSA (3 p.g.mL-') 
IgE (5 p.g.mL-') 
IgE (5 p.g.mL-') + DNP (I p.g.mL-') 
IgE (5 p.g·mL-') + DNP-BSA (3 p.g·mL-') 

peak current, p.A 

1.26 
1.20 
1.34 
1.30 
0.96 

"RBL-I cells were incubated in Tris-ACM solution for 2 h and 
2.0 X 10' cells of RBL-I were employed for experiments. 

with DNP-BSA. Addition ofDNP-BSA to sensitized RBL-I 
cells with IgE brought about degranulation of cells. Figure 
7 shows the relationship between the peak current and the 
serotonin content of the degranulated RBL-I cells when 
RBL-I cells sensitized with anti-DNP IgE were degranulated 
with DNP-BSA by IgE-mediated reaction. The peak current 
obtained from the degranulated cells decreased with de­
creasing the serotonin content of the cells. This indicates that 
the peak current decrease was attributed to decrease of ser­
otonin present in the RBL-I cells after degranulation. Ser­
otonin release by immediate allergic reaction can be detected 
by measuring the peak current of cyclic voltammograms. 

Then, the relationship between the degranulation of RBL-I 
cells and the peak current was examined. RBL-I cells were 
incubated with mouse anti-DNP IgE and DNP-BSA for 2 h. 
After the incubation, the peak current decreased from 0.63 
"A/IO' cells to 0.48 "A/IO' cells. On the other hand, the peak 
current did not decrease when DNP-BSA, IgE, or DNP and 
IgE were added to RBL-I cells (Table n. These results 
suggested that cross-linking of receptor-bound IgE molecules 
by DNP-BSA decreased the peak current, while the binding 
ofIgE with the receptor or the binding of DNP with recep­
tor-bound IgE molecule did not decrease the peak current. 
Degranulation of RBL-I cells occurred by cross-linking of 
sensitized cells with DNP-BSA. Table II shows the peak 
currents of RBL-1 cells when they were stimulated with 
various allergen extracts and mouse anti-DNP IgE. Various 
allergen extracts and mouse anti-DNP IgE did not show a peak 
current when cyclic voltammograms were directly obtained 
from these samples. Stimulation ofRBL-1 cells by egg white, 
pollens (evening primrose and common ragweed), house dust, 
and cow's milk did not show the decrease of peak current. 
Only DNP-BSA and yolk decreased the peak current. How-

Table II. Peak Currents of RBL-l Cells When Various 
Allergens Were Added with Anti-DNP IgE" 

extract of allergen (3 p.g·mL-') 

none 
egg white 
yolkb 
pollen 

evening primrose 
common ragweed 

house dust 
milk 
DNP-BSA 

peak current, J.LA 

1.00 
1.02 
0.72 

0.94 
0.96 
0.90 
1.00 
0.70 

"RBL-I cells were incubated in Tris-ACM solution for 2 h and 
1.6 X 10' cells of RBL-I were employed for experiments. bThe 
yolk was similarly decreased peak currents of RBL-I cells without 
IgE. 

ever, stimulation by yolk decreased the peak current ofRBL-1 
cells without IgE. Therefore, no specific current decrease by 
yolk was discriminated from a specific current decrease by 
DNP-BSA using RBL-I cells not sensitized with IgE as a 
reference. The peak currents were reproducible with a relative 
error of 5% when RBL-l cells prepared at the same time were 
used for the experiments. These results suggested that IgE­
specific degranulation of immediate allergic reaction can be 
detected from the peak current of cyclic voltammetry. 

The novel concept described here for detecting intermediate 
allergic reaction lays the groundwork for the development of 
methods detecting specific allergens for a person. Further 
developmental studies in our laboratory are now directed 
toward detection of allergic reaction using human IgE in the 
serum. 
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Room-Temperature Phosphorescence of Compounds in Mixed 
Organized Media: Synthetic Enzyme Model-Surfactant System 
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A new kind of host molecule, the synthetic enzyme model, Is 
compared to cyclodextrln In a mixed organized medium by a 
room-temperature phosphorescence study. Lumlphors In­
cluded Inside the synthetic enzyme model compound In the 
presence of heavy atoms did not show any phosphorescence 
at room temperature, but showed phosphorescence when 
premlcellar concentrations of surfactant were added. The 
synthetic enzyme model compound employed In this system 
shows more selectivity and sensitivity than cyclodextrln due 
to the achievement of a more favorable microenvironment. 
The Interactions of lumlphors with host molecules, heavy at­
oms, and surfactant molecules are discussed In detail with 
room-temperature phosphorescence and phosphorescence 
decay IHetlme data. 

INTRODUCTION 

Room-temperature phosphorimetry (RTP) is quite different 
from the classic low-temperature phosphorescence technique, 
which is typically performed in glass matrices at liquid ni­
trogen temperature (1). Since the discovery ofRTP, numerous 
techniques have been developed to induce RTP from various 
molecules. These include solid-state RTP (2), micellar sta­
bilized RTP (3), sensitized RTP (4), cyclodextrin enhanced 
RTP (5), and colloidal or microcrystalline RTP (6). The 
probability for observing RTP (especially in solutions) is 
enhanced in a rigid molecular environment due to a reduced 
quenching effect by oxygen or other impurities and, in the 
presence of a heavy atom, due to an increase in the rate of 
intersystem crossing. 

Photophysical and photochemical properties of organic 
molecules included in the cavity of cyclodextrins (CDs) have 
been of considerable interest in the past decade (7). Cyclo­
dextrins form complexes with hydrophobic organic and or­
ganometallic molecules in aqueous solution. Although there 
is no direct proof for a fixation of the guest molecules within 
the void space of the cyclodextrin, the complexes are usually 
regarded as inclusion compounds, host-guest compounds in 
which hydrogen bonding, van der Waals forces, and hydro­
phobic interactions are the main binding forces (8). When 
lumiphores are included inside the cyclodextrin molecules, 
the resulting RTP shows enhanced intensity and lifetime 
because the cyclodextrins protect the lumiphores from 
quenchers (9). 

The synthetic macrocyclic enzyme model compounds, 
azaparacyclophanes (APCs) can act as inclusion hosts capable 
of molecular organization by forming complexes with a variety 
of hydrophobic molecules (10). Water-soluble azapara­
cyclophane, N,N,N',N',N",N",N''',N'''-octamethyl-

* Authors to whom correspondence should be addressed. 
1 Present address: 204 Pesticide Research Center, Michigan State 

University, East Lansing, MI 48824. 

0003-2700/89/0361-2475$01.50/0 

2,11,20,29-tetraaza[3.3.3.3Jparacyclophanetetraammonium 
tetrafluoroborate (methyl-APC), is an excellent inclusion host 
toward certain organic substrates. A unique substrate spe­
cificity was observed due to its cavity size and functionality 
(11). The macrocyclic cavity is surrounded by the wall, which 
is formed by four benzene rings and four quarternary am­
monium residues around the macrocyclic ring. 

In this paper, we report preliminary RTP results of 6-(p­
toluidinyl)naphthalene-2-sulfonate (TNS) and 2-bromo­
naphthalene obtained with methyl-APC and cyclodextrin in 
premicellar surfactant solutions. The binding ability and 
selectivity of methyl-APC in complex formation with anionic 
and neutral polyaromatic hydrocarbon compounds are com­
pared with those of cyclodextrin. The effects of surfactant 
and heavy atom in a mixed organized medium, methyl-APC­
surfactant, are also discussed. 

EXPERIMENTAL SECTION 
Reagents. Sodium sulfite (J. T. Baker) was recrystallized from 

warm water. Thallium(I) nitrate (99.999%, Aldrich), sodium 
bromide (99.9%, J. T. Baker), sodium dodecyl sulfate, SDS (99%, 
Sigma), 2-bromonaphthalene (97%, Aldrich), 6-(p-toluidino)-2-
naphthalenesulfonic acid potassium salt, TNS (Aldrich), 1-
anilino-&-naphthalenesulfonic acid ammonium salt, ANS (Aldrich), 
and iJ-cyciodextrin (Sigma) were used as received. Methanol (GR 
grade, EM Science) was used without further purification. 
Distilled and deionized water was used for RTP sample prepa­
ration. 

a,a'-Dibromo-p-xylene (98%, Aldrich), terephthaloyl chloride 
(97%, Aldrich), trimethyloxonium tetrafluoroborate (Aldrich), 
and methylamine (40% in water, Matheson Coleman & Bell) were 
used to synthesize the methyl-APC as discussed below. 

Apparatus. All spectra were obtained with a Perkin-Elmer 
LS-5B spectrometer. The chart recorder output (1 V maximum) 
of the spectrometer was amplified 10 times and digitized by an 
IBM-PC data acquisition board installed on an IBM-XT com­
patible computer (12). Laboratory-written software was used for 
luminescence data acquisition and data manipulation. The range 
of delay and gate times for RTP measurements was 0.03-0.05 and 
1-2 ms, respectively. 

Sample Preparation and General Procedure. The mac­
rocyclic compound, methyl-APC, was synthesized in highly dilute 
conditions according to the reported procedure by Tabushi et al. 
(11). The sample solutions for RTP were deoxygenated by adding 
sodium sulfite solutions (0.01-0.04 M) to the sample solution as 
reported by Garcia et al. (13). To a lO-mL volumetric flask, 
appropriate aliquots oflumiphor, sodium sulfite, heavy atom, and 
surfactant solutions were added and diluted to a 10-mL final 
volume with distilled and deionized water. After thorough mixing, 
the solution was transferred to a cuvette with a Teflon stopper, 
and the RTP intensity was monitored at the emission maximum 
with the appropriate excitation wavelength on the spectrometer. 
Spectra were obtained after the RTP intensity reached steady 
state and remained the same for at least 5 min. All the lu­
minescence spectra shown here are uncorrected spectra. 

RESULTS AND DISCUSSION 
The interesting characteristics of enzymes have stimulated 

chemists to design and synthesize various kinds of enzyme 

© 1989 American Chemical Society 
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Figure 1. Simplified structural representation of the synthetic enzyme 
model. methylazaparacyclophane (methyl·APC) molecule. 
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Figure 2. Fluorescence spectrum of TNS (5 X 10-5 M) in water only 
(bottom). In 1 X 10-4 M }3-cyclodextrin (middle). and in 1 X 10 .... M 
methyl-APC (upper). The excitation wavelength was 337 nm. 

models that can show enzyme-like behavior (14). Substances 
capable of functioning as enzyme models or receptors should 
have binding sites or molecular cavities and functionalities 
so as to be able to form inclusion complexes. The substrate 
specificity of enzymes is controlled largely by the specific 
reaction pathway, the geometry of the substrate, and the shape 
and size of the substrate. 

The methyl-APC molecules used in this study have a cavity 
surrounded by four positively charged active sites. The unique 
molecular shape of methyl·APC resembles a "square box" 
(Figure 1), and the cavity size is 5.5-7 A wide and 6 A deep 
(15). The boxlike opening of the methyl-APC can vary in size, 
due to the single-bond character of the four quaternary ni­
trogen atoms and adjacent hydrocarbon chains, to include 
guest molecules of various sizes by "induced-fit binding" (16). 

Fluorescence Enhancement of Lumiphors by APe. 
The compound 6-(p-toluidinyl)naphthalene-2-sulfonate (TNS) 
is one of the most widely used fluorescence probes due to the 
highly sensitive nature of hydrophobic binding. This probe 
molecule normally shows very weak fluorescence in aqueous 
solutions, but is highly fluorescent when bound to bovine 
serum albumin or to several proteins (17). The binding ability 
of the methyl-APC molecule was tested with TNS in aqueous 
solution. Figure 2 shows the change in the fluorescence 
spectrum of TNS on addition of host molecules. The 
fluorescence intensity of TNS in water was negligible (bottom), 
but it increased by a factor of 20 on addition of }3-cyclodextrin 
(1 X lO-4 M) with an emission maximum at 470 nm. Upon 
addition of methyl-APC (1 X lO"" M), the fluorescence in-
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Figure 3. Double reciprocal plot of fluorescence of ANS and the 
concentration of methy~APC. The concentration of ANS was 5 X 10--' 
M, and the excitation wavelength was 375 nm. 

tensity of TNS increased to more than twice that with }3-cy­
clodextrin (}3-CD), and the peak maximum shifted to 460 nm. 
Also, with methyl-APC, the fluorescence peak became nar­
rower than that with }3-CD. The same trend was observed 
when 1-anilino-8-naphthalenesulfonate (ANS) was used in­
stead of TNS. Upon addition of }3-CD (1 X 10"" M) to the 
ANS solution, the fluorescence intensity of ANS increased 
by a factor of 2, but when the same concentration of meth­
yl-APC was added, the fluorescence intensity increased by a 
factor of 5. The fluorescence peak blue-shifted 8 nm with 
}3-CD and 25 nm with methyl-APC when compared to the 
emission maximum of ANS alone. 

Although TNS has been reported to form 1:1 and 2:1 com­
plexes with cyclodextrin (18), we have not yet confirmed the 
details of the complexes formed in this system. However, 
preliminary results on the association constant of the meth­
yl-APC-ANS complex indicate that methyl-APC provides a 
much stronger binding site than }3-CD for ANS through hy­
drophobic and electrostatic interactions. The association 
constant of ANS was calculated from a double reciprocal plot 
(18) and was found to be 1.6 X 10' /mo!. The double reciprocal 
plot of ANS showed a linear relationship in the host con­
centration range employed, as shown in Figure 3. This as­
sociation constant was much greater than the previous value 
of nO/mol with }3-CD reported by Catena et al. (18). 

The spectral changes observed are due to changes in the 
microenvironment of the ANS or TNS molecules. In both 
cases, methyl-APC showed a larger blue shift and a greater 
fluorescence enhancement than did }3-CD. These data suggest 
that methyl-APC molecules provide stronger and more hy­
drophobic binding sites for TNS and ANS molecules than 
}3-CD does. 

RTP Enhancement of Lumiphors by Host. If the host 
molecules can provide an environment to protect excited 
triplet-state molecules from quenching, it is expected that the 
resulting phosphorescence will increase. 

Sample solutions were made for the observation of RTP 
with various amounts of methyl-APC or }3-CD. The TNS 
solutions (2.5 X lO-5 M) for RTP were deoxygenated with 
sodium sulfite (0.04 M), and thallium nitrate (0.02 M) was 
used as an external heavy-atom source. Under the above 
conditions, we could not observe any RTP of TNS. However, 
RTP of TNS began to show up when premicellar concentra­
tions of SDS were added to the solution mixture, as shown 
in Figure 4. The RTP intensity of TNS increased by a factor 
of 2 when methyl-APC (0.1 mM) was added, but it decreased 
slightly when the same concentration of }3-CD was added to 
the solution. There were not noticeable spectral changes of 
the resulting phosphorescence when either host was added. 

In the case of 2-bromonaphthalene under similar experi­
mental conditions, except for the heavy atom (NaBr was used 
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Figure 4. RTP spectrum of TNS (2.5 X 10-5 M) in 5 mM SOS: middle 
spectrum, no host; lower spectrum, upon add~ion of 0.1 mM {i-C~; 
upper spectrum, upon addttion of 0.1 mM methyl-APC. The excitation 
wavelength was 337 nm. 
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Figure 5. RTP spectrum of 2-bromonaphthalene in 5 mM SOS: lower 
spectrum, no host; middle spectrum, upon addttion of 0.3 mM (i-CD; 
upper spectrum, upon add~ion of 0.3 mM methyl-APC. The excitation 
wavelength was 293 nm. 

instead of TIN03), the RTP intensity of2-bromonaphthalene 
also increased upon addition of the host molecules. But again, 
the methyl-APC showed better RTP enhancement, as shown 
in Figure 5. The RTP of 2-bromonaphthalene could be 
observed without an external heavy atom by careful sample 
purification and solution deoxygenation, but the RTP in­
tensity in that case was much weaker than that with additional 
external heavy atoms. Although the fluorescence of ANS was 
enhanced by the addition of methyl-APC, we could not ob­
serve any RTP from ANS under similar experimental con­
ditions. 

The critical micelle concentration (cmc) for SDS is reported 
to be 8 X 10-3 M (19). Also, the cmc of SDS was found to 
increase upon addition of {i-CD in aqueous solution due to 
the association of the SDS molecules with {i-CD. This results 
in a decrease in the amount of available surfactant monomers 
for micelle formation (20). The concentration of SDS em­
ployed was 5 mM, so we expect some pre micellar aggregates 
of SDS in solution without any host. However, we should not 
expect any micelles in the above solutions containing host 
molecules. Although methyl-APC was not the only substance 
responsible for the observation of RTP, it appears that 
methyl-APC enhances RTP by efficient organization of lu­
miphors and SDS. The RTP of TNS at SDS concentrations 
above the cmc still showed enhanced intensity with methyl­
APC. 

The enhancement of RTP intensity upon addition of 
methyl-APC strongly indicates that SDS molecules aggregate 
around the TNS-APC complex through electrostatic and 
hydrophobic interaction. This provides a favorable micro­
environment that stabilizes the triplet state of the TNS 
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Figure 6. Effect of SOS on the RTP of TNS: [methyl-APe] = 0.1 mM; 
[TNS] = 2.5 X 10-5 M; [Na2SOa] = 0.04 M; [TINOa] = 0.02 M; 
excitation, 337 nm; emission, 562 nm. 

molecules. It is believed that the decrease in phosphorescence 
intensity of TNS upon addition of {i-CD is due to a preference 
for the aqueous bulk phase over the cyclodextrin by TNS 
molecules. Also, the number of available surfactant monomers 
for TNS in the bulk phase is expected to decrease due to the 
aggregation of surfactant molecules around the {i-CD. 

Effect of Host, Heavy Atom, and SDS on RTP. The 
effect of host concentration on RTP was studied at fixed 
concentrations of SDS, lumiphor, heavy atom, and sodium 
sulfite. The concentration of methyl-APC was varied from 
o to 0.6 mM, and the concentration of SDS was maintained 
at 5 mM. The RTP intensity of TNS steadily increased up 
to 0.3 mM and decreased thereafter. The same trend was 
observed with 2-bromonaphthalene. An increase in the SDS 
concentration with fixed amounts of heavy atom and sodium 
sulfite enhanced the RTP intensity of lumiphors up to an SDS 
concentration of 0.1 M. Beyond this the RTP intensity began 
to decrease, as shown in Figure 6. This type of change in RTP 
intensity was also observed in micellar stabilized RTP. But, 
the inflection point of SDS concentration at which the RTP 
intensity starts to decrease normally lies in the 0.04--0.05 M 
range, which is much lower than that of the methyl-APC-SDS 
mixed organized system. 

The exact mechanism of these RTP changes is not clear 
at this time, but it seems that the aggregation of SDS around 
the methyl-APC plays a major role. Adsorption of surfactant 
monomers on a hydrophilic solid surface such as silica has been 
observed by studying the fluorescence decay of pyrene dis­
solved in surfactant~ilica media (21). The proposed models 
on the basis of the adsorption data admit the existence of 
condensed (or organized) molecular assemblies on the surface, 
either in the form of micellar-like aggregates (hemimicelles) 
or in the form of a more extended lamellar phase (22). 

The effects of heavy atoms on the RTP were quite inter­
esting. No RTP of TNS was observed from anionic TNS with 
bromide ions as an external heavy-atom source. In the case 
of nonionic 2-bromonaphthalene, both B.- and Tl+ enhanced 
RTP, but the bromide ions enhanced the RTP intensity more 
than twice that of thallium ions, as shown in Figure 7. These 
data indicate that the effective enhancement of RTP by heavy 
atoms through intersystem crossing requires a closer approach 
of heavy atoms to the lumiphors. It is expected that thallium 
ions cannot approach close to the methyl-APC due to the 
electrostatic repulsion between the positively charged sites 
of methyl-APC and thallium ions. However, bromide ions can 
closely approach the methyl-APC due to attractive forces 
between them. It is worth noting in Figure 7 that the RTP 
development of 2-bromonaphthalene by bromide ions took 
more time than with thallium ions due to the electrostatic 
interactions of bromide ions with anionic SDS molecules 
around the methyl-APC. 



2478. ANALYTICAL CHEMISTRY, VOL. 61, NO. 22, NOVEMBER 15, 1989 

1000 

900 

BOO 

~ 
til '700 

~ 600 

w 500 

~ 400 

i 300 

200 

100 

b=~:::::="_~~~_.~ 
12 15 18 21 24 27 30 

TIME (MIN) 

Figure 7. RTP development of 2-bromonaphthalene (5 X 10-5 M) with 
0.02 M sodium bromide (upper left) and 0.02 M thallium nitrate (lower 
left): [Na.S03] = 0.04 M; [SDS] = 5 mM; [methyl-APC] = 0.1 mM; 
excitation, 293 nm; emission, 525 nm. 

Table I. Effect of Host on the RTP Lifetimes of Selected 
Aromatic Hydrocarbons 

host 

no host 
/3-cyclodextrin 
methyl-APC 

RTP lifetimes,O /-LS 

TNS 2-bromonaphthalene 

124 ± 22 
117 ± 22 
406 ± 2 

412 ± 11 
455 ± 12 
529 ± 36 

'The concentrations of lumiphors (TNS, 2-bromonaphthalene) 
and heavy atom (TINO, or NaBr) were 5 X 10-5 and 0.02 M, re­
spectively: [host] = 0.2 mM, [SDS] = 5 mM, [Na2S0,] = 0.02 M. 
Correlation coefficients of the above lifetimes were all above 0.998. 

The RTP development with time directly indicates the 
oxygen consumption process in the sample solution. It appears 
to be a two-step process in both the bromide and the thallium 
systems. These can be observed also in a highly concentrated 
micellar solution. The oxygen consumption by sulfite ions 
should be a diffusion-controlled process. Also, the diffusion 
of oxygen in the bulk phase and inside the SDS-APC-lu­
miphor complex will be different. These data suggest that 
the solution is composed of two different environments for 
lumiphors. 

RTP Decay of Lumiphors. Since the RTP lifetime is 
extremely sensitive to a molecule's microenvironment, in­
formation about the molecular interaction of the lumiphors 
in the APC-surfactant mixed media can be obtained from the 
RTP decay lifetimes. 

RTP lifetimes of TNS and 2-bromonaphthalene were 
measured in aqueous solutions containing a heavy atom and 
5 mM SDS. RTP lifetimes were calculated with the linear 
least-squares method. Table I shows the effect of host on RTP 
decay lifetimes of TNS and 2-bromonaphthalene. The RTP 
lifetime of TNS in SDS solution without any host was 124 ± 
22 I'S with a correlation coefficient of 0.999. In the 0.2 mM 
i3-CD solution, the RTP lifetime of TNS was decreased slightly 
to 117 ± 22 I'S as expected from the decreased RTP intensity 
upon addition of i3-CD. But, when 0.2 mM methyl-APC was 
added to the TNS solution, the RTP lifetime of TNS in­
creased to 406 ± 2 I's with a correlation coefficient of 0.999. 
The RTP decay of 2-bromonaphthalene under similar ex-

perimental conditions, except for the heavy atom (Br- instead 
of Tl+), showed increased lifetime upon addition of host. The 
RTP lifetime of 2-bromonaphthalene increased from 412 ± 
11 to 455 ± 121'8 upon addition of 0.1 mM i3-CD and increased 
further to 529 ± 36 I's with 0.1 mM methyl-APC. 

Differences in decay lifetimes can generally be attributed 
to changes in the deactivation pathways of the excited state 
or changes in the interaction of the excited state with the 
surroundings (23). The increase of RTP lifetime of lumiphors 
upon the addition of methyl-APC indicates that the micro­
environment of lumiphors in the methyl-APC-surfactant 
mixed organized media stabilizes the excited triplet state of 
the molecules. 

CONCLUSIONS 
This comparative RTP study of anionic and neutral lu­

miphors in a mixed organized media, surfactant-host, has 
demonstrated that synthetic enzyme model molecules can 
provide a favorable microenvironment for lumiphors through 
electrostatic and hydrophobic interactions. Since the host 
enzyme model molecules are synthetic in nature, a highly 
selective microenvironment can be obtained by designing host 
molecules for specific purposes. Consequently, the synthetic 
enzyme model molecules could open a new avenue for chemical 
analysis due to their inherent potential of controlled specific 
host-guest interaction. In the future, such synthetic enzyme 
model molecules may find applications in luminescence, 
chromatography, biological immunoassay, flow injection 
analysis, and many other research areas. 
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Data Analysis in the Shot Noise Limit. 1. Single Parameter 
Estimation with Poisson and Normal Probability Density 
Functions 

Stephen E. Bialkowski 

Department of Chemistry and Biochemistry, Utah State University, Logan, Utah 84322-0300 

This paper describes some of the basic statistics required to 
analyze data that has random variables distributed according 
to shot, or more appropriately quantum, noise statistics. This 
type of noise Is described by the Poisson and normal distri­
butions with parameters related to the parent binomial dis­
tribution. Both the Poisson and the normal distribution func­
tions are analyzed In terms of the estimation results for 
analysis of replicate data from a single process. Analytical 
solutions for the parameter that best describes data obtained 
by replicate measurements are determined from joint distri­
bution functions by the maximum likelihood method. Param­
eter estimation resuHs are different for these two distributions. 
Maximum likelihood parameter estimation using the Poisson 
distribution yields results that are equivalent to the measure­
ment mean obtained based on a normal distribution with 
constant variance. The normal distribution results in a quad­
ratic equation for the single parameter that describes both the 
variance and the average. The maximum likelihood method 
with the joint Poisson distribution Is also used to determine 
the parameter that best describes the mean of a random 
variable distributed according to an Independent parameter. 

INTRODUCTION 
Shot noise is common in many instrumental methods of 

analysis (1). It is the limiting noise in all optical spectroscopy, 
mass spectrometry, and particle counting based methods of 
chemical analysis. It is particularly important in emission 
spectroscopy, absorption spectroscopy of optically dense 
samples, and light scattering with low background (2). Shot 
noise is characterized by a variance which is proportional to 
the mean value of the measurement. In the absence of 
background signal and electronic noise, shot noise is more 
technically called quantum noise, to reflect the fact that the 
source of this noise is the discrete nature of matter (2). In 
the small signal limit, the quantum noise is distributed ac­
cording to the Poisson probability density function (PDF). 
The Poisson PDF is quite different than the normal distri­
bution and procedures of data reduction based on normally 
distributed random variables do not in general yield statis­
tically correct results for quantum noise limited data. 

Unfortunately, there is not the variety of data reduction 
and signal processing schemes that there is for normally 
distributed data with constant variance. For example, a lit­
erature search of the complete Chemical Abstracts Service 
online database using "shot" with "noise" or "Poisson" with 
"statistics" keyword identifiers recently resulted in a total of 
only 92 citations, the majority of which have little to do with 
the methods for data analysis. By comparison, the key word 
"regression" resulted in 2652 citations. There is a need for 
data processing schemes that are valid for use on these limited 
data. But the statistics governing Poisson distributed data 
do not allow for easy solutions in L2-norm, i.e. square error 
based mathematics (3). The difficulty of the solutions, coupled 
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with what has been perceived to be a reluctance on the part 
of the analytical community to address the problems of sta­
tistics (4), has no doubt resulted in the lack of available 
schemes for reduction of quantum noise limited data. 

Analysis of quantum noise limited data is not necessarily 
any more difficult than data with normally distributed random 
variables. In cases where only a single parameter is to be 
estimated, the most probable value of the sample average can 
be obtained by maximizing the probability of the Poisson 
distribution. More difficult problems arise when the data are 
a function of more than one parameter, for example, in data 
smoothing or multiple component estimation of spectra 
through regression. But even this is not necessarily a problem. 
If the analytical signal causing a variation in the count rate 
is much less than the sum of background and dark signals, 
e.g. transmission spectroscopy of optically thin samples, then 
the noise variance is practically constant, and conventional 
regression techniques based on L2-norm solutions are valid. 
However, in the absence of large background signals, e.g. 
emission spectroscopy, the variance is proportional to only 
the analytical signal, and conventional regression disregarding 
the variation in variance will not result in statistically valid 
parameter determinations. 

In this paper, the basis for analysis of data with Poisson 
distributed random variables is shown. In the theory section, 
the basic mathematical statistics for treating quantum noise 
are reviewed along with some useful results for Poisson dis­
tributions. Subsequent analysis is applied to the determi­
nation of the sample average and simple functions. 

THEORY 
What is commonly referred to as noise is a fluctuation in 

a measurement value that ultimately arises as a consequence 
of the discrete nature of matter. Measurements based on the 
number of photons, ions, electrons, or other discrete species, 
will exhibit a variance or fluctuation from the mean of the 
measurements. When a parent population is sampled, the 
mean number of particles in each sampled element is sought. 
It is easy to see that if the parent mean is noninteger, then 
there must be fluctuations in the number of particles in the 
individual samples since the expectation value estimate must 
be based on the integer valued samples. In fact, the equation 
that describes the result of sampling populations of discrete 
items is the binomial PDF 

Pn(k) = (~)pk(l - p)n-k (1) 

In this equation, ?n(k) is the sum normalized function that 
gives the probability that a particle will be observed k times 
in n independent trials or measurements, and p, 0 < P < 1, 
is the probability that the even will occur. Although the 
binomial PDF describes the outcomes of discrete events, that 
is integral number of measurements and particle counts, it 
is a function of a real continuous parameter, p. This param­
eter is the average over the parent population that one tries 
to estimate by several samples. 

Although the binomial distribution is exact in describing 
particle counting statistics, it is a difficult equation to work 

© 1989 American Chemical Society 
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with. Approximations can be used in several cases of practical 
importance. One such approximation is given by the Poisson 
theorem. The Poisson theorem states that for the limiting 
cases where p=>O and n => "', np => a, and the binomial PDF 
is approximated by (5) 

P(kla) = e-aak/k! (2) 

In the Poisson PDF, P(kla) is the normalized distribution 
giving the probability that an event will occur k times, k being 
an integer, from a distribution described by the parameter 
a. The number of measurements, n, and the probability, p, 
have been recast in terms of the parent population parameter 
a, where a = np. In this delmition, a is a positive real number 
and so can be used to account for accumulation times in 
particle and photon counting measurements. The rate is often 
sought in the analytical measurement. Sampling of a con­
tinuous rate or Poisson process for a certain amount of time 
is usually accounted for by assigning parameter a to the 
product, At, where A is the rate of particle emission or photon 
flux, and t is the sample time (2,5). Although the Poisson 
PDF is a function of one parameter, the rate can be obtained 
by dividing the total measurement in counts by the sample 
accumulation time. The Poisson PDF is correct for describing 
the statistics in quantum noise limited experiments since n 
=> '" for a continuously running event counter and a low 
particle count rate. The difference between the Poisson and 
the binomial PDF is insignificant in this limit (3, 6). 

The binomial PDF may also be approximated by the normal 
distribution in the limit of np(l - p) » 1. Thus the normal 
distribution is valid in the limit where the number of particle 
counts is high. The parameters of the normal distribution, 
often given by the Gaussian (5) 

P(Yla,") = 1/(,,(2,,-)1/2) exp[-(y - a)2/2u2] (3) 

where y is used here to indicate a continuous value mea­
surement and a and u2 are the mean and variance values of 
the parent population, respectively, are both related to the 
number of independent measurements or sample time and 
the parent probability or count rate. In this case the most 
probable value is a = np and the variance is u2 = np(l- pl. 
In this limit, the measurement y can be thought of as con­
tinuous, and the PDF is normalized through integration over 
the continuous range of measurement values. When the 
binomial probability parameter is small such that (1 - p) '" 
1, and for large n, then the normal PDF can be approximated 
as a function of only one parameter 

P(Yla) = 1/(2 ... a)I/2 exp[-(y - a)2/2a] (4) 

As with the Poisson PDF, the parameters for the normal PDF 
can be related to the rate of event occurrence and the sample 
time. Assuming again a small p, both a and u2 are equal to 
At. Finally, although both the Poisson and the normal PDF, 
as derived from the binomial distribution, are valid in their 
respective limits, the Poisson PDF is more general in that low 
and high count measurements are accurately described. 

There are two situations where joint statistics are important 
in deriving useful expressions based on a PDF. The first is 
where replicate measurements of a given set of processes are 
taken and the second is used to describe the case where there 
are several independent process giving rise to the measurement 
data. Joint statistics for measurements of independent pro­
cesses are obtained by taking the product of the individual 
PDF's. The total probability, Pto" of obtaining a particular 
set of measurements is the product 

Pto, = IIP(kjlaj) (5) , 
where each measurement has a probability of P(kjlaj). When 
the processes are concurrent, then the PDF products must 

be summed in a manner as to weight all of the ways that a 
given measurement can occur. Thus the total probability of 
obtaining a count of k from two Poisson processes with con­
stant parameters al and a2 is the sum over all products such 
that k = kl + k2 

P(klal + a2) = "LP(k - nlal)P(nla2) (6) 
n 

where n is the summation variable, yielding 

P(klal + a2) = exp[-(al + a.)J(al + a2)k/k! (7) 

Equation 7 shows that the sum of two or more independent 
processes is described by a single Poisson PDF. This im­
portant result allows for the statistical analysis not only of 
experiments where there are several simultaneous Poisson 
processes but also of independent replicate measurements of 
a single process (5). The latter case occurs when two or more 
nonoverlapping time intervals are sampled and summed in 
order to estimate a single rate process. The difference between 
two or more processes does not result in a simple expression. 
The total probability for the difference of two Poisson pro­
cesses such that k = kl - k2 is 

P(klal - a2) = exp[-(al + a2)] "Lalk+na2" /[(n + k)!n!] 

" (8) 

This equation cannot be reduced to a form identical with the 
Poisson PDF since negative difference values are possible. 
Such an event cannot occur by physical processes since neg­
ative events are not possible in the physical realm. However, 
this joint PDF describes the data obtained when subtraction 
is used in data processing. 

The PDF of the sum and differences of independent normal 
random variables is well-known (6). In this instance the sum 
or difference of two processes will result in a normal PDF. In 
particular, for y = Yl ± Y2 

P(Ylal ± a2) = 
exp[-(y - (al ± a2»2/2(al + a2)l![2 ... (a j + a2)]1/2 (9) 

Because of the relative simplicity of this PDF versus eq 8, 
describing the data by the normal distribution may be useful 
when difference data reduction procedures, such as back­
ground subtraction, are required. 

The characteristics of quantum noise can be obtained from 
the Poisson PDF by determining the mean and variance of 
distribution (7). These values can also be obtained from the 
normal PDF approximation given in the limiting expression 
in eq 4. The mean and variance obtained from the Poisson 
PDF over the range of valid outcomes are equivalent. The 
mean, (y) or (k), and the variance, ,,2, are both equal to a. 

The fact that the signal variance is equal to the same pa­
rameter as the expectation value is a feature characteristic 
of not only quantum noise but shot noise in general (2). This 
variance is the same as that of the normal distribution ap­
proximation of the binomial PDF with P => O. A final feature 
associated with shot noise is the white noise power spectrum. 
This is accounted for by the nature of a discrete event since 
the Fourier transform of a single event, or a delta function, 
is a constant independent of frequency (8). 

EXPERIMENTAL SECTION 
A stsndard pseudo-random-number generator with an uniform 

distribution between 0 and 1 was used to obtain the synthetic 
data. This pseudorandom generator required a 'seed" integer 
to operate. Different seed values were used to generate inde­
pendent samples. Since the pseudo-random-number generator 
had a isotropic distribution of returned values, the data were 
generated based on the binomial distribution. Binomial p and 
n parameters where used which would result in an a parameter 
in the normal and Poisson distributions. The p parameters were 
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0.01 or less and the a parameters ranged from 0.5 to 50. Each 
datum was generated in a routine that calls the pseudo-random­
number generator n times. Within this routine, the data count 
was incremented for each returned value that was less than or 
equal to p. Data sets were obtained by calling this routine with 
different seed values. The data were found to be Poisson dis­
tributed. This was verified by generating several hundred data 
and comparing the subsequent data distribution to that of the 
Poisson PDF. Both first and second moments of the difference 
were tested by using a x2 test. 

RESULTS AND DISCUSSION 
The results obtained for the Poisson and normal distribu­

tion approximations to the binomial PDF are significantly 
different, especially in the limit of low counta. First, the 
Poisson PDF is not a continuous distribution in that it only 
predicts the probability of discrete, positive valued events, 
not fractional events. In contrast the normal PDF places a 
probability of measuring any real continuous value of y, 
positive or negative. Second, the Poisson PDF is a function 
of only one parameter, not two as in the normal PDF. The 
latter results in the difficult expression for the PDF of the 
difference of Poisson processes. And third, the Poisson 
probability distribution is not symmetrical about the most 
probable value, that being the mean of the parent population. 
In fact, because it is a discrete PDF of a real parameter, the 
most probable value may not be directly measurable. 

The maximum likelihood method for parameter estimation 
based on the Poisson and normal PDF approximations of the 
binomial PDF is equivalent to that commonly used for nor­
mally distributed data with independent mean and variance. 
The difference here is that the variance in the normal dis­
tribution approximation, or the effective variance of the 
Poisson PDF approximation, are not independent of the 
parent population mean. Since distribution parameter, a, is 
continuous, the maximum likelihood value of this parameter 
which results in a particular data set can be obtained by 
maximization of the probability function with respect to this 
parameter. If N measurements, hi, of a scalar parameter are 
obtained, then the total probability that the measurements 
were taken from a parent distribution with a given scalar 
distribution parameter is given by 

Plot = ITP(hila) (10) 
i 

where each measurement probability is P(hila). The maximum 
likelihood estimate is obtained by maximizing the total 
probability with respect to a, or 

dPtotida = 0 (11) 

For the Poisson PDF 
N 

dPtot/da = -PtotL(k;/aml-l) 
i=l 

N 

amI = Lk;/N 
i=l 

(12a) 

(12b) 

where the subscript, ml, is used to indicate that maximum 
likelihood value. Since the PDF is itself a function of only 
one parameter, the results of eq 12b indicate not only the 
maximum likelihood rate-time product of the process but also 
the maximum likelihood variance of this process. This var­
iance should not be confused with the certainty in the estimate 
of am!' It is interesting that the result obtained by using the 
Poisson PDF is equivalent to that of the minimization of a 
constant variance normal distribution in that the mean is the 
maximum likelihood value. This may not have heen expected 
since the Poisson PDF is not symmetrical about the most 
probable value. 

Performing the same steps on the normal distribution re­
sults in expressions that are slightly more complicated. It is 

Table I. Comparison of Parameter Estimates Obtained by 
Assuming Poisson and Normal Distribution Functions for 
100 Samples· 

Binomial Parameters;b n = 500, p = 0.001 

a = 0.5 set 1 set 2 set 3 set 4 

Poisson estimateC 0.5041 0.5020 0.5016 0.5055 
RMS Poisson 0.06967 0.06737 0.06456 0.08215 

errord 

normal estimatee 0.5006 0.4958 0.5015 0.4990 
RMS normal error 0.08268 0.07605 0.07435 0,08039 

Binomial Parameters; n = 500, P = 0.01 

a=5 set 1 set 2 set 3 set 4 

Poisson estimate 5.021 4.986 5.004 4.984 
RMS Poisson error 0.2181 0.2246 0.2239 0.2449 
normal estimate 5.015 4.986 4.992 4.969 
RMS normal error 0.2329 0.2419 0.2353 0.2553 

Binomial Parameters; n = 5000, P = 0.01 

a = 50 

Poisson estimate 
RMS Poisson error 
normal estimate 
RMS normal error 

set 1 

49.91 
0.6399 

49.88 
0.6516 

set 2 

49.84 
0.6713 

49.83 
0.6681 

set 3 

49.98 
0.6794 

49.97 
0.6859 

set 4 

49.82 
0.6841 

49.80 
0.6972 

set 5 

0.4961 
0.06128 

0.4921 
0.07097 

set 5 

5.014 
0.2501 
4.999 
0.2581 

set 5 

49.88 
0.6753 

49.89 
0.6790 

<l Each data set used a different random number generator 
"seed" value. 'The data generated should follow the binomial 
distribution, eq 1. The corresponding distribution parameter is 
given as a. eUsing Equation lSb. dRMS errors are calculated from 
the sum of squared absolute errors. eUsing equation 20b. 

easy to show that for the total probability given by the normal 
PDF 

N 
Plot = (2..-a)-N/2 exp[- L(Yi - a)2/2al (13) 

i=l 

maximization results in the quadratic equation 

for which 

N 
aml2 + aml- LYi2/N = 0 (14a) 

i=l 

N 
am! = -(1/2) + [(1/4) + Ly?/N]1/2 

i=1 
(14b) 

Thus contrary to what one might predict, maximization of the 
total probability of the normal PDF of eq 4 does not result 
in the mean being the maximum likelihood value. It is in­
teresting to note that for large Yi, eq 14 may be approximated 
by 

N 
amI'" (LYi2)1/2 / N (15) 

i=l 

Minimization of only the exponential part of the normal PDF, 
typical of maximum likelihood methods, also results in eq 15, 
However, exponential minimization is not valid in this case 
since the variance is equal to the parent mean, The reason 
of the discrepancy between eq 12 and 15 is not clear since they 
are both derived from the same parent distribution and have 
the same mean and variance, 

A comparison of the two estimation equations based on the 
Poisson and normal PDF's is given in Table I. These data 
were generated using a pseudo-random-numher generator and 
binomial p and n parameters as described in the Experimental 
Section. The a parameters are obtained from the product a 
= pn, The same data sets were used to calculate the normal 
and Poisson parameter estimates. Most striking is that the 
two different estimation equations give different, and ap-
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parently independent, estimates of the a parameter. The 
independence is apparent since there is no trend for the 
Poisson estimate to be low if the normal estimate is low, or 
vise versa. However, maximum likelihood equations for both 
distributions seem to give accurate estimates of the a pa­
rameter. The root mean square (RMS) noise was calculated 
as the square root of the average squared absolute error since 
the a parameters were known. Each data set consisted of 100 
independent synthetic measurements. The RMS error does 
in fact decrease as the inverse square root of the number of 
independent measurements, vide infra. 

Another interesting case is for data that are dependent on 
another variable, for example, in the case of an emission 
spectrum. When the data are a function of an independent 
variable, x, such that the measurement k is described as the 
product of a magnitude, a,and an invariant function, {(x), then 

P(kda) = [(af(x;l)k'e-a!(x')Jjki! (16) 

The maximum likelihood parameter is again obtained by 
maximizing the total probability 

N 
dPtot/da = -Ptot'L(ki/a - f(Xi» (17a) 

i=1 

N N 
ami = 'Lki/'Lf(Xi) (17b) 

i=1 i=1 

This expression shows that the most likely parameter is di­
rectly proportional to the sum of the individual ki distributed 
according to the independent parameter. The sum over Xi is 
a constant. This somewhat curious result has previously been 
shown by Poston and Harris (9) starting with results of a 
weighted least-squares solution of a normal PDF then using 
propagation of errors and also by Bialkowski (10) using 
weighted optimal correlation filtering (11). An intuitive ex­
planation for this result is straightforward. Since there is only 
one process giving rise to the distributed data, the best es­
timate of the process occurs when all possible data are col­
lected. A practical example of this would be in the case of 
an emission spectrum where only one element is given rise 
to the spectrum. Clearly, the best possible data collection 
would be one where every photon is collected, independent 
of the particular state giving rise to the emission (10). 

The fact that the weighted least-squares (9) and optimal 
correlation filter (10, 11) methods both yield the results which 
are equivalent to those obtained by starting with Poisson PDF 
is worth examination. In both cases, the variance of the 
normal distribution was assumed to be constant in terms of 
the differentiation required for probability maximization yet 
proportional to the parameter thereby estimated. That is, 
the maximum likelihood parameter was determined by as­
suming an independent variance, then the variance was 
equated to the maximized parameter for purposes of obtaining 
a weighted average. With respect to Equation 4, this is not 
a valid assumption. The reason why this method works can 
be seen from the results of maximum likelihood parameter 
estimation based on the Poisson PDF. Starting with eq 3, that 
for a general normal distribution, and maximizing with respect 
to the constant parameter, a, for a measurement dependent 
variance, the usual weighted least-squares equation can be 
obtained 

N 

dPtot/da = -Ptot'L(Yi - a)/ui2 (18a) 
i=l 

N N 
'LYi/Ui2 = a'L1/ul (18b) 
i=l i=l 

The comparison of eq 12a to 18a shows that they are equiv­
alent if Ui2 = a, which is in fact the result obtained for the 
variance. In effect, it turns out that this method works only 

because it is equivalent to the result obtained from the Poisson 
PDF, not because it is valid to assume the variance inde­
pendence until after the maximization step! And although 
not shown here (12), this equivalence will result in solutions 
to Poisson probability distribution parameter maximization 
even for more complex models. Simply stated, inverse 
function weighted least-squares solutions are valid {or data 
with Poisson distributed data in the quantum noise limit. 

To conclude the discussion on function magnitude esti­
mation and as a final comparison of the two different prob­
ability distributions, consider again the case where the data 
set has the functional relationship, Y = a{(x). The total 
probability for the normal distribution is 

Ptot = 
(27ra)-N/2 eXP/-£[Yi - af(x;lp/2af(x;lIt1:1/(f(xi))I/2 

i=l i=l 
(19) 

In this case, maximizing the total probability with respect to 
the parameter does not result in the correct equation. The 
reader may wish to prove this by setting the derivative of the 
total probability to zero and solving the resulting equations. 
However, am] may also be found by minimizing the exponent 
part of eq 19. This results in the equation for the square 
estimated parameter 

N N 
am]2 = 'LyP!f(x;)/'Lf(Xi) (20) 

i=l i=l 

In this instance it is easier to compare the Poisson to the 
normal PDF solutions. The similarity between the latter and 
eq 17b is apparent when one considers that by definition, 
y;/{(x,) '" a. However, eq 20 is much less stable in that zeros 
in {(Xi) will result in a singularity in the upper sum. 

Finally, the standard deviation in the estimate of am] may 
be obtained from the usual Student t equation relating the 
estimate to the number of independent measurements and 
the variance (1). The standard deviation of the estimate will 
decrease as Nl/2. This can also be seen from the joint statistics. 
For N measurements, ki, obtained such that k = LA, the total 
probability that the measurements resultin in k were taken 
from a parent population with a scalar value, a, is given by 
the convolution of the N individual PDF. Extending eq 5 and 
6 to the case of N nonoverlapping measurements 

P(kINa) = P(k l la)*P(k2Ia)*P(k 3Ia) ... P(kNla) 

P(kINa) = exp[-Na](Na)k/k! 

(21a) 

(21b) 

where the individual measurement probabilities are the P(kila) 
and • is the discrete convolution given in eq 5. The maximum 
likelihood parameter is again obtained by maximizing the total 
probability with respect to a 

ami = kiN (22) 

Thus the relative standard deviation defined as the ratio of 
the standard deviation to the estimate will decrease as 1/Nl/2. 
This result is equivalent to that which would be obtained with 
a larger sample or longer sampling time. The relative standard 
deviation is in fact inversely proportional to the square root 
of the total number of events, independent of whether the data 
are obtained as one sample or in several replicate measure­
ments. This inverse root relationship is apparent in the data 
given in Table I. Since each set was comprised of 100 de­
pendent data, there should be an improvement to the pa­
rameter estimation precision of 10. So that the RMS error 
should be approximately equal to 0.la1/ 2• Inspection of the 
calculated error values in Table I will confirm this feature of 
the shot noise data. 

In summary, the equations in this paper have illustrated 
the procedures for parameter estimation by using the Poisson 
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and normal PDF's for quantum noise limited data. It was LITERATURE CITED 

2483 

shown that the maximum likelihood method yields the mean 
as being the most likely parameter for single valued data for 
the Poisson distribution but a quadratic function when 
starting with the normal PDF. The certainty of the parameter 
estimate increases in the same fashion as does the signal to 
noise ratio for quantum noise data. That is, the greater the 
number of independent measurements or the longer the signal 
averaging time, the greater will be the signal to noise ratio 
of the result. Assuming that the binomial random variable 
converges to a standard normal distribution results in esti­
mates which are not equivalent to those assuming the Poisson 
distribution limit. Subsequently, great care must be taken 
in using the normal equations to ensure that the results ob­
tained are valid in the equivalent Poisson distribution. 
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Data Analysis in the Shot Noise Limit. 2. Methods for Data 
Regression 

Stephen E. Bialkowski 

Department of Chemistry and Biochemistry, Utah State University, Logan, Utah 84322-0300 

The equations for muHlple parameter estimation are found by 
applying the method of maxlmwn likelihood to Bayes' theorem 
probabllHy distribution for data obtained In the shot noise IImH. 
Bayes' theorem IImHs the estimates by the a priori probabliHy 
restrlcllng the Poisson distribution parameters to be positive. 
Bayes' theorem Is applied prior to formulallon of the total 
probabilHy. Subsequent application of the maxlmwn likelihood 
method results In nonlinear equations describing the coeffi­
cients for the Independent processes. The main Innovation 
of these equations over the usual minimum covariance ones 
Is that there Is an addHlonal term which can take on real 
values such that the solution Is obtained within the bounds 
prescribed by the Bayes probabliHy. It Is reasoned that by 
the presence of this term, the simultaneous equations for the 
maximum likelihood estimates will be Independent of regres­
sors which would yield negative parameters by their Inclusion 
In the basis se\. Three methods for coefficient estimation 
based on these nonlinear equations using conventional matrix 
methods are tested on synthetic data. It Is found that the 
row-weighted least-squares equations do not perform as well 
as does a direct Interpolallon solution of the governing equa­
lions. 

INTRODUCTION 
Shot or quantum noise limited data is quite common in 

many instrumental methods (1,2). Analysis of data obtained 
in this limit requires methods that are quite different than 
those used to treat "white" noise limited data. White noise 
limited data are characterized by constant, normally distrib­
uted errors. Since the data have constant errors, mathematical 
treatments can be greatly simplified. On the other hand, shot 

0003-2700/69/0361-2463$01.50/0 

noise limited data have errors that are related to the mag­
nitude of the measurement and so cannot be neglected. The 
shot noise limited measurement is precisely described by the 
binomial probability density function (PDF). However, for 
describing the statistics of a "rate of particle emission", or more 
simply, Poisson processes, it is more convenient to use either 
a Poisson PDF or a normal PDF where the mean and variance 
of the parent population are equal (3, 4). The Poisson PDF 
is valid when the particle emission rate is low while the normal 
PDF is valid in the limit of high total counts. The differences 
between the binomial and the approximate PDF's are insig­
nificant in their respective limits. And although the two 
approximate distributions are different in their mathematical 
form, both are functions of a single parent population pa­
rameter and both have the same expectation and variance 
values (3, 4). This single parameter is equal to the product 
of the sample time with the emission rate. 

In another paper, the procedure for single parameter es­
timation based on the maximum likelihood (ML) method for 
shot noise limited data was examined (4). The first step in 
this procedure was to find the joint or total probability for 
replicate measurements of a single Poisson process. Starting 
with either the Poisson or the normal PDF, it was shown that 
summing the replicate measurements results in a total 
probability tbat is itself either Poisson or normally distributed 
with only one parameter. The next procedural step was to 
find the ML parent population parameter. In this step, 
different results for the ML estimate of the parent population 
parameter were found for the Poisson and normal PDF's. 
Interestingly enough, both estimates were accurate though 
apparently independent. 

Since the mean and variance are equivalent in shot noise 
limited data, it is often assumed that least-squares error (LS) 
data reduction can be accomplished by inverse weighting by 

© 1989 American Chemical Society 
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the data itself (5). However, by inspection of the equations 
leading to the ML estimate, it was shown that the ML esti­
mate obtained from the Poisson PDF was equivalent to the 
row-weighted LS (WLS) solution were the inverse weights are 
equal to the estimate itself (4-6). Thus the minimum-co­
variance, linear unbiased estimate, herein called general least 
square (GLS), is in fact valid for shot noise limited data (7). 
But it can be used only if an a priori error distribution is 
known. Implicit in using WLS and GLS is that the mean and 
nonstationary variance of a normal PDF are independent. 
This assumption is not strictly valid for shot noise. A single 
parameter describes the effective mean and variance in a 
Poisson processes. In this light, it is almost ironic that the 
ML result for Poisson distributed data is equivalent to an LS 
solution derived by using normal statistics, with independent 
mean and variance assumptions. Moreover, it was shown that 
ML parameter estimation for the normal PDF representation 
of the shot noise limited data results in equations which bear 
no relationship to conventional LS, and that could fail to yield 
feasible results (4). 

In this paper, methods for obtaining parameter estimates 
from shot noise limited data obtained from data that are a 
sum of simultaneous Poisson processes are examined. This 
is a much more difficult task than single parameter estimation 
in that simultaneous, nonlinear equations must be solved. 
Another complication is that in an attempt to regress the data 
by a linear combination of functions (5-7), zero probability 
solutions can often occur. These zero probability solutions 
are indicated by negative coefficients in the linear combina­
tions. This complication is addressed by using Bayes' theorem 
(3) probability with an a priori probability density function 
for the coefficients which restricts them to being positive 
valued. The individual measurement PDF's are restricted 
through the use of Bayes' theorem prior to formulation of the 
total probability. Rather than using the Bayes estimate, which 
would require finding the maximum of the total Bayes' 
probability, the ML method is applied to the total probability 
obtained as the product of the individual Bayes' PDF's. 

As was the case for the single parameter estimates, this 
method results in equations that are related to the normal 
equations derived in LS analysis. The results obtained by 
using the Poisson PDF imply that a LS solution, where the 
weights are iteratively updated according to previous param­
eter estimates, could converge to the correct solution. Three 
related solutions to this regression problem are explored (5-7). 
The first is the conventional WLS with iterative improvement 
to the row weight matrix (5, 6). The second method is based 
on the GLS estimation technique of Paige (8,9). Again, this 
method utilizes iterative improvement to the row weight 
matrix based on the current estimate of the variance. How­
ever, row weight singularity problems are avoided by using 
total orthogonal basis set expansion. The last method is based 
on direct calculation of the ML parameter estimates obtained 
directly from the PDF's. The parameters are determined by 
using a method similar to the method of steepest descent used 
for nonlinear parameter estimation in LS problems (5). 

THEORY 
Consider data that is described by a linear combination of 

three functions of an independent variable, x, such that Y = 
aJ,(x) + a,j2(x) + aJg(x). Since the sum of Poisson processes 
is itself a Poisson process (3,4), this functional representation 
of the data could represent three independent Poisson pro­
cesses or one process that is itself a function of three param­
eters. In either case the PDF is 

P(Yila"a2,aa) = [F(xJY'e-F(x')]/Yi! (1) 

where the index i ranges over the N individual (Xi,Yi) mea­
surements and F(Xi) = aJ,(x,) + a,j2(xi) + aJ3(xi) has been 

substituted for brevity. Restricting the derivations to the case 
of a sum of three distinct processes, the range of the coeffi­
cients, aj, must also be restricted to that which is valid for 
the Poisson distribution, that being aj ;:: 0 for each j. This 
restriction constitutes a "prior knowledge" of the coefficients 
and is easily treated by Bayes' theorem (3, 7). The Bayes' 
theorem result is 

P(al,a2,aaly) = P(Yda"a2,aa)P(a"a2,aa)/P(Yi) (2) 

where P(a"a2,aa) is the prior probability of the coefficients 
and P(Yi) is the probability that the Yi is obtained. The P(Yi) 
is essentially a normalization factor that does not influence 
the ML results since it is independent of the coefficients. For 
the present case, the total probability is first obtained from 
the individual ones in eq 1 

N 
Ptot(Yla"a2,aa) = IIP(Yda"a2,aa) (3) 

t=l 

and Bayes' theorem probability is subsequently formulated 
from the measurement set. Thus 

P tot(a"a2,aaIY) = P tot(Yla"a2,aa) U(al) U(a2) U(aa) / P(y) 
(3) 

where the U(a} is the unit step function. The latter limits 
the range of possible aj. The total probability for the set of 
measurements is the product of the N individual PDF's. 

The derivative of the total probability with respect to the 
individual parameters results in the equations 

dPtot(a"a2,aaly)/da, = 
N 

Ptot(a"a2,aaly){L:f,(Xi)[Yi/F(X) - I] + o(a,)/U(a,)1 
i=l 

dPtoia"a2,aalY)jda2 = 
N 

(5a) 

Ptoia"a2,aaly){L:fz(x)[yi/F(Xi) -I] + 0(a2)jU(a2)1 
i=l 

dPtot(a"a2,aalY)jdaa = 
N 

(5b) 

Ptot(a"a2,aaly){L:fa(xi)[yi/F(x) -I] + o(aa)/U(aa)1 
i=l 

(5c) 

where the o(aj) are delta functions. These yield the ML 
estimates when the results are zero since the PDF has a zero 
slope at the most probable value. When put into a form 
similar to the normal equations used in LS 

N 
L:V,(X)[Yi - F(x)I!F(x)1 + lJ(a,)jU(al) = 0 (6a) 
i=I 

N 
L:V2(X)[Yi - F(Xi)I!F(x)1 + o(a2)jU(a2) = 0 (6b) 
i=l 

N 
L:Va(X)[yi - F(x)I!F(Xi)1 + o(aa)/U(aa) = 0 (6c) 
i=I 

Clearly, the simplicity of the previous equations for single 
parameter estimation is lost in this higher order functional 
form of the data (4). But the feature of an inverse function 
weighting of residuals is common to both single and multiple 
parameter equations. These equations do not allow for a direct 
solution since the they are not linear in the coefficients and 
they contain a sequential division of vectors. 

Equation 6 is further complicated by the ill-defined func­
tions. The delta function is zero everywhere but at zero, where 
it takes an infmite, definite value (10). The unit step function 
is unity for all positive values of the argument, is not defined 
at zero, and is zero for negative values. For aj coefficient values 
greater than zero, the ratios on the left-hand side of eq 6 are 
zero, and the equations reduce to those of weighted LS. The 
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problem then occurs at the most critical point, that being as 
a coefficient approaches zero. Examination of the behavior 
of this ill-defined function ratio in the limit as the argument 
approaches zero may be performed by using Fourier transform 
methods (10). However, this is not necessary in this case. It 
is easy to see that the ratio serves to restrict the Uj coefficient 
to a positive or zero value and that the value of the ratio will 
take on some real positive value as the argument approaches 
zero. Thus the components to eq 6 may be summarized by 
two conditions 

N 

Ll!j(xi)[Yi-F(x,)]/F(xi)I=O aj>O (7a) 
i=l 

N 

Llfj(Xi)[Yi - F(x,)]/F(xi)l + p = 0 aj = 0 (7b) 
i=l 

where p is that positive real number that satisfies eq 7b. 
The above is more of a statement than it is an algebraic 

equation. Although the numerical value for p can be found, 
it may not be necessary to do so in practice. If an aj has a 
tendency to be negative, and so eq 7b is solved, the resulting 
Uj is always zero. Consequently, the equations for the nonzero 
coefficients become independent of the zero aj since F(Xi) is 
a linear combination. Thus a solution to eq 6 may be found 
simply by first assuming that eq 7 a is satisfied. If it is not, 
that is, if an Uj is less than zero, then the associated basis 
function is removed from the basis set, and a new solution 
is found for the reduced basis. This two-step procedure has 
been tested and appears to be equivalent to finding the so­
lution of eq 6 with the implication of eq 7 for small basis sets. 
For large basis set calculations, it may in fact be easier to solve 
eq 6 for reasons discussed below. 

To show the connection to the WLS solution, Equation 6 
is cast in matrix notation. Defining Yi as the data vector, y, 
the aj coefficients as the vector, a, and the column matrix of 
basis regressors as F = [ft(Xi) , !2(Xi), h(Xi), ... J, eq 6 and 7 can 
be rewritten in a generalized form as 

(8) 

where superscript T is the transpose and W is the row weight 
matrix defined below. The latter is a common equation in 
row-weighted LS with the exception of the additional vector, 
r, which is equal to (FTW-'Ft'p in eq 7. Incorporating pin 
this fashion makes it easy to see how one would determine 
that value which makes the coefficient positive. The rj are 
zero if the corresponding Uj is positive. If the solution to eq 
8 is such that aj + rj is negative, then the rj is equal to that 
solution, and the aj is zero. The row weight matrix is defined 
by 

W = diag(Fal (9) 

where diagll indicates that a diagonal matrix is formed from 
the vector argument. The nature of the problem is now ap­
parent. The inverse W matrix is a function of the parameters 
to be estimated. But it is not a linear function in the sense 
that there is no simple vector-matrix operation that can be 
used to express W. Subsequently, the parameters cannot be 
estimated directly. 

Equation 8 is equivalent to that obtained for the conven­
tional row-weighted LS problem (6). This may be stated as 

minimizeIlB-l(F(a + r) - y)lb (lOa) 

where 

(lOb) 

defines B. The variance matrix, W, must be positive defmite 
in order to obtain B. This too is ensured by incorporating 
r. One solution to eq 10 is to set F' = B-1F and y' = B_ly, 
and solve for the p2-norm minimum 

minimizeIIF'(a + r) y'lb 

which results in the linear equation 

a + r = (FoTF't1y' 

(11) 

(12) 

Since the F' and y are dependent on a, the final solution must 
be found through iterative methods. One such method is to 
iteratively update F' and y' based on the previous solution 
for a from eq 12, until a, and therefore B, no longer changes. 
The first solution to this iterative method is the LS solution. 

A more numerically stable method is to use the GLS so­
lution prescribed by Paige (8, 9) and Golub and Van Loan (6). 
The solution to the problem in eq 10 is recast to minimize vTv, 
subject to y = F(a + r) + Bv, where the errors are given by 
the vector, v. Assuming that the aj have been shown to be 
positive 

a = aLS - R-'Q,TsP2S-'Q2Ty (13) 

where aLS is the normal LS solution, Q and R are the full 
orthogonal factorization of F such that rank(Q,1 = ranktFl, 
and Q2 is the extended basis. Matrices P and S are defined 
such that 

QlBP = [O,S] P = [P
"

P 2] (14) 

where rank{P,} and rank{SI are equal to rank{Q21. Again, the 
solution must be iteratively updated based on the previous 
solution. But here, the inverse of B does not have to be taken, 
thus avoiding problems with zero's in the variance matrix W. 
The disadvantage is that full rank Q and P matrices must be 
calculated. Subsequently, this method is practical only for 
small data sets. And since B, P, and S must all be updated 
with each iteration, the time required to obtain the final 
solution could be prohibitively long. 

The steepest descent approach may be formulated based 
on the errors generated from the current estimates using the 
equation which is to be solved. Again assuming that all 
coefficients are positive, the error for the coefficients in eq 
6 is 

'1 = I:[!,(Xi)yjF(x,)]- L!I(Xi) 

'2 = I:[!2(x,)yjF(Xi)] - Lf.{Xi) 

'3 = I:[fs(x,)yj F(Xi)] - Lfs{x,) 

(15a) 

(15b) 

(15e) 

From this system of equations an error variation matrix can 
be derived such that 

d,,jda2 

d'2/da2 
d,s/da2 

(16) 

The update to the most recent set of parameters is calculated 
from the inverse and the error 

(17) 

and a new a vector is calculated from the past vector as the 
update a + a'. 1n practice, some fraction of the update vector 
may be added on each iteration as in the Marquardt algorithm 
(7). While this slows down convergence, it results in more 
stable calculations. In the event that a coefficient is negative, 
then the function corresponding to negative coefficient must 
be removed from the basis in order to avoid error matrix 
inversion problems. This approach has been verified by 
subsequently calculating the positive real value of eq 7b and 
using this value in a modified error similar to eq 15. 

EXPERIMENTAL SECTION 
The computer codes for the three methods of parameter es­

timation, WLS, GLS, and direct, were written in Borland's Turbo 
eversion 1.1. The WLS program was based on the QR decom-
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position method (6). The GLS and direct programs were coded 
as shown in the theory section. All calculations were performed 
in double precision using a 20-MHz clock speed 80386/80387 " AT' 
type computer. A library of software functions for matrix and 
vector mathematics was written and linked into the compiled main 
routine prior to run time in order to facilitate program devel­
opment and to ensure that all three methods used similar code. 
Performance was evaluated by the estimation accuracy, the ability 
to converge to the solution predicted by the PDF, and time or 
iterations required to obtain a solution to within a given calculation 
precision limit. The calculation limit was based on the errors given 
in eq 15. For this purpose, the individual function-parameter 
errors were summed as absolute values. The convergence limit 
was set to 0.0001 % of the LS solution error for all cases reported 
here. 

Performance parameters were normally evaluated based on 100 
synthetic data sets. The same data sets were used to test each 
method. Accuracy for each data set was calculated as the dif­
ference between parameters input to the Poisson distribution 
generating routine described below and the parameters estimated 
by the particular method. The accuracy over several data sets 
was accumulated as the squared error and reported as the root 
mean square (RMS) value. Several rules were used to indicate 
an inability of a particular to converge. The main rule was that 
the calculations had to converge in under 100 iterations for GLS 
and WLS. For the direct method, the calculations had to converge 
in under 100 with the current error correction update factor. 
Starting with an update factor of 1, the latter factor was decreased 
by 50% each time a calculation did not converge in 100 iterations. 
Other rules for failure conditions were dependent on the particular 
method. For example, not being able to take a matrix inverse 
or a convergence "stalled" at a given error. Parameter estimation 
convergence times were determined by C function calls to the 
operating system (MS-DOS). The minimum time that could be 
distinguished was 0.054 s but averages over several data sets allow 
more precise comparison. 

Test data were generated based on linear combinations of 
normalized power series functions and synthetic spectra. Spectra 
were calculated based on tables of atomic emission lines. The 
same functions were used as both the basis set and the test data. 
The test data were synthesized by using the pseudo-random­
number generator based binomial distribution function described 
in the previous paper (4). The linear combinations were used as 
a probability, scaled to have a maximum probability of less than 
0.01. The binomial PDF generator was called multiple times in 
order to obtain data accurately described by the Poisson PDF. 
Two random numbers were generated for each subsample. One 
random number was used to locate the position along the x co­
ordinate while the second was tested against the probability level 
of the linear combination of functions/spectra. If the random 
number was less than the probability level, then a "count" was 
added to that channel. Thus the synthetic data emulated an 
energy dispersive particle counting, multichannel averaging ex­
periment. The counting operation was terminated after a specified 
number of subsamples were taken. 

Evaluations tests were performed on data sets generated with 
the same linear combination of vectors but with different random 
number generator "seed" values. Different seed values resulted 
in the calculation of independent data sets based on the same 
parent population parameters. For purposes of calculating ac­
curacies, the parent population parameters were determined based 
on the combination weights, the maximum probability, and the 
total number of subsamples per data set. 

RESULTS AND DISCUSSION 
A comparison of the three methods for shot noise limited 

data processing discussed in the theory section are compared 
to conventional LS in Tables I-III. The basis for these data 
was a normalized power series 

F(Xi) = ai/50 + a2xj/1125 + a3Xj2/40425 (18) 

where the constant in the denominator of each term is the 
normalization. The length of x was 50, with a range from 0 
to 49. Thus each data set consisted of 50 separate "channeis". 
Each entry in the table represents 100 trials where each trial 

Table I. Comparison of Conventional Least Squares and 
Three Methods of Regression of High Magnitude Data' 
with Poisson Distributed Errors in Terms of Execution 
Times and Results for Using a Three-Parameter Power 
Series Model' 

LS" 
WLS(4) 
GLS(4) 
Direct(2) 

timeC 

0.019 
0.208 

49.34 
0.144 

a, 

1009 (102)' 
1009 (101) 
1009 (101) 
1009 (101) 

989 (321) 
990 (303) 
990 (303) 
990 (303) 

1001 (234) 
1001 (220) 
1001 (220) 
1001 (219) 

'Total count number was 3000 for each of 100 data sets. 'Each 
data set was 50 data (x,y) pairs. The normalized power series, y = 
a,/50 + a,x/1125 + a3x'/40425, was used. Convergence was to 
0.0001 % of the LS error. cExecution times are the average per 
trial given in seconds and averaged over the 100 trials. "Methods 
are as follows: LS, conventional least squares; WLS, weighted 
least squares; GLS, general least squares; Direct, direct interpola­
tion by steepest descent. e Results are averages over 100 trials. 
The RMS errors are in parentheses. 

Table II. Comparison of Conventional Least Squares and 
Three Methods of Regression of Low Magnitude DataO: 

time failuresb aj a, ., 
LS 0.019 34.7 (18.2)' 27.8 (58.8) 36.6 (44.8) 
WLS"(13) 0.514 33.1 (12.6) 32.1 (30.1) 34.0 (24.1) 
GLS(12) 136.0 33.1 (12.4) 32.0 (29.9) 34.0 (24.1) 
Direet(5) 0.227 32.5 (13.7) 33.3 (32.0) 33.3 (24.5) 

a Total count was 100 for each data set. Theoretical coefficients were 
all 33.3. b Failure to converge with correct weights to an error of 
0.0001 % of error of the LS calculation. C Results are averages over 100 
trials. The RMS errors are in parentheses. d Results include failures. 

Table III. Comparison of Least-Squares and Poisson 
Regression for Low Magnitude Data with a Low Constant' 

time failures' a, a, a, 

LS 0.019 9.5 (36.4)' 231.5 258.1 
(143.4) (115.3) 

WLS"(26) 0.862 63 6.8 (12.6) 241.6 250.7 
(67.6) (65.7) 

GLS(23) 199.0 18 6.3 (12.5) 244.4 248.6 
(69.1) (66.8) 

Direct(7) 0.323 0 5.8 (12.3) 244.9 248.4 
(67.3) (65.6) 

'Total count was 500 for each data set. Theoretical coefficients 
for the power series were al = 2.5, a2 = 248.75, and aa = 248.75. 
'Failure to converge with correct weights to an error of 0.0001 % of 
the LS error. 'Results are averages over 100 trials. The RMS er­
rors are in parentheses. Results include those which failed. "Of 
the total of 63 failures, only 18 were due to convergence failure. 
The balance were indicated as errors due to the addition of a small 
offset to avoid division by zero. 

was for a different data set generated from the same basis, 
but with a different random number sequence. The average 
number of event counts is listed at the bottom of each table. 
For example, the average event counts for the data of Table 
I was 3000. And so each of the coefficients is, on the average, 
equal to 1000. The average coefficients determined by the 
particular methods are listed along with their respective errors. 
Using the average to represent the coefficient is correct in 
Poisson statistics (4). The errors were calculated as the RMS 
value of the theoretical less that value determined by the 
method. 

For the high count data summarized in Table I, there is 
little difference between the LS and Poisson statistical 
methods. The average coefficient values are nearly the same 
for all four methods and, in particular, are exactly the same 
for the three Poisson statistical methods. However, the RMS 
errors for the Poisson statistical methods are significantly 
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lower than those of LS. With all methods, the RMS errors 
reflect the factor of 10 signal to noise ratio improvement 
obtained in averaging over the 100 trials. The most significant 
difference between the three Poisson statistical methods is 
in the average time required for the regression to converge. 
The factor of 30 or so in time for the GLS routine is no doubt 
due to orthogonalization and basis set expansion calculations 
that must be performed iteratively. 

WLS is perhaps the easiest method to adapt to numerical 
processing of shot noise limited data (5, 6). In this method, 
both the regressor and measurement data are weighted inverse 
to the second moment of the Poisson PDF prior to performing 
LS regression. But while the row weight methods may be 
appealing in that common regression procedures can be uti­
lized, there are some problems that can arise. In particular, 
there is always a computational problem when there are zeros 
in the estimated function describing the data. If a zero occurs 
in this estimation, then the weight matrix, being the square 
root of the inverse, cannot be calculated, and the WLS cal­
culation fails. 

This zero inverse weight matrix failure problem is apparent 
in the data summarized in Table II. These data are similar 
to those of Table I, but with only 100 counts per data set. For 
these low count data, the WLS method failed because the 
estimated data vector contained zeros. Since the basis set was 
essentially a quadratic equation restricted to positive coef­
ficients, this zero inverse weight condition occurs when the 
a , coefficient is zero. Removal of the constant {,(X) from the 
basis could not help since the range of x was 0 to 49. If the 
iterative calculation was terminated whenever a zero occurred 
in the measurement estimate vector, the failure rate would 
be much higher than that indicated in Table II. In these trials, 
the iterative calculation was performed by adding a small 
constant (10-0 count) to the estimate prior to calculating the 
current weight matrix. Clearly, the coefficients obtained with 
the addition of this constant in the last iteration were nearly 
identical with that obtained with the GLS method, which does 
not calculate the inverse of the weight matrix. Nonetheless, 
the calculation was indicated as a failure since convergence 
with the proper weighting could not be preformed. 

A more subtle problem in iterative updating of the row 
weight matrix is that it does not guarantee that the parameter 
estimates will converge to the correct result. In fact, there 
may be oscillations in the parameter estimates. These os­
cillations are difficult to detect and there is no apparent 
remedy. Parameter oscillation was found to be a source of 
failure for the data summarized in Table III. Here, the first 
coefficient was purposefully chosen to be less than the pre­
dicted variance due to the other two coefficients. In this 
instance both the WLS and the GLS methods failed due to 
oscillations in the updated parameters. The failure rate was 
18%. The problem with this type of failure is that there are 
no adjustable parameters to stop the oscillation. Oscillations 
may also occur in the direct method. But with this method, 
the rate of convergence can be adjusted by changing the 
fraction of the error correction added to the previous estimate. 
The algorithm used in these calculations did in fact decrease 
this fraction if the calculations failed to converge in a set 
number of iterations. 

In light of the three test cases summarized in Tables I-III, 
it can be seen that in all cases the methods which take into 
account the error statistics are more accurate than the con­
ventional LS method. This is apparent in both the average 
value for the 100 trials and the RMS accuracies. The three 
methods for regression of data with Poisson distributed yielded 
nearly equivalent results in cases where the calculation did 
not fail. Moreover. the zero inverse weight matrix failure 
results were nearly correct as Table II illustrates. However, 

Table IV. Comparison of Least Squares and Steepest 
Descent Poisson Regression for Low Magnitude Spectra(l 

LS 
Direct 

164.0 (23.7) 
164.6 (14.5) 

168.9 (19.9) 
166.6 (14.2) 

165.5 (18.3) 
165.9 (14.7) 

a Total count was 500 for each data set. Theoretical coefficients 
for normalized spectra illustrated in Figure 1 are aMo = 166.7, aAr(I) 
= 166.7, aAr{II) = 166.7. The data summarize 100 trials. b Average 
coefficients for component spectra. Numbers in parentheses are 
RMS errors. 

Table V. Comparison of Least Squares and Steepest 
Descent Poisson Regression for Low Magnitude Spectra 
with a Low Mo ContentG 

LS 
Direct 

-0.4 (29.6) 
0.4 (2.0) 

988.9 (41.2) 
988.1 (30.6) 

9.3 (7.6) 
9.9 (5.0) 

a Total count was 1000 for each data set. Theoretical coefficients 
for normalized spectra illustrated in Figure 1 are aMo = 0.99, aAr(l) 
= 898.1, aA«n) = 9.89. The data summarize 100 trials. b Average 
coefficients for component spectra. Numbers in parentheses are 
RMS errors. 

given the fact that the GLS and WLS methods failed due to 
non convergence while the direct method did not, the direct 
method does appear to be superior, always yielding an answer. 
Another benefit of the direct method appears to be in the time 
required to find the solution. The direct method was slightly 
faster than WLS and orders of magnitude faster than GLS. 

As a final example we consider the determination of 
coefficients for more complex data. Shown in Figure 1 are 
the three-component spectra used to simulate shot noise 
limited experimental data. These components were chosen 
to emulate those which could be obtained from an ICP atomic 
emission spectrometer. These synthetic spectra each have 512 
resolution elements. The full width at half maximum for each 
Gaussian shaped line is 0.25 nm and the relative intensities 
are for a temperature of 6000 K. The latter temperature was 
used in the calculation of the level population densities. The 
simulated spectra are used as the fi(x) in eq 8. Figure 2 
illustrates a simulated shot noise limited data set as points 
and the spectrum estimated by the steepest descent program, 
shown as a solid line. A relatively high total count was used 
to generate the data illustrated in this figure. Qualitatively 
speaking, the fit is good. 

It is perhaps more interesting to quantitatively examine 
what happens when the total number of counts of the data 
is low and when the analyte level is low relative to the in­
terferences. Tables IV and V summarize the results of using 
the steepest descent program versus conventional LS under 
these more adverse conditions. On the basis of the RMS 
errors, the method using the proper statistics clearly performs 
better than LS in both cases. The implication here is that 
using the correct statistics in the regression of shot noise 
limited spectra should result in better estimates of the con­
centrations of the components making up the analyte. 

CONCLUSIONS 
The equations describing the ML coefficients for data ar­

ising from multiple Poisson processes were examined in the 
theory section. These equations are different than the 
Markov, minimum covariance estimates by virtue of the use 
of Bayes' theorem to restrict the range of the coefficients. 
Admittedly, there is more work to be done in order to fully 
understand the implication of eq 6 and 7 to more general, 
nonlinear problems which must be solved by the steepest 
descent method. But although the equation was complicated 
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FIgure 1. Three normalized component spectra used to test the 
programs. These spectra were simulated based on persistent atomic 
emission lines. The simulations assumed a temperature of 6000 K. 
The three components are (A) Mo. (B) Ar(I). and (C) the Ar(lI) ion. 

by an ill-defined function. a solution was apparent based on 
the way this ill-conditioned function changed the coefficient 
dependence of the simultaneous equations. In effect, the 
regressor function describing the process which would result 
in a zero-probability solution can be removed from the basis 
set. The effective removal of a basis function is inherent in 
the WLS method described in eq 10-12. But the removal 
must actually be performed in the GLS and steepest descent 
methods. 

Alternatively, the real value of the ill-defined function which 
results in a finite probability solution can he determined upon 
each iteration of the GLS and direct solution estimates. In 
fact, this method may be necessary for cases in which there 
are many basis functions. In the present study, the regressor 
functions were eliminated from the basis set one at a time 
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Figure 2. Simulated shot noise lim~ed spectrum in part A was syn­
thesized using equal parts of the spectrum components in Figure 1. 
The total count for these data were 3000 and the theoretical coeffi­
cients for each component were thus 1000. The estimated spectrum 
shown as the solid line in part B was obtained by using the direct. 
steepest descent program. The coefficients determined in this case 
were 1003 for Mo. 965 for Ar(I). and 951 for Ar(II). 

when negative coefficients occurred in a given solution. This 
procedure allowed for the possibility that the elimination one 
of basis function may cause a sign change in another. As a 
practical matter, the choice of which of two, or perhaps more, 
basis functions to eliminate first is not straightforward. A 
conservative approach would be to eliminate both functions, 
one at a time, and choose that solution which resulted in the 
lesser error. It would seem that rather than testing several 
basis function elimination permutations of a multiple negative 
coefficient solution, an easier approach should no doubt be 
to determine the real values which result in nonnegative 
coefficients iteratively while allowing for these values to return 
to zero as the solution algorithm progresses. 

The ML estimate based on Bayes' probability is not limited 
to cases where the coefficients are to be greater than or equal 
to zerO. It can also be used whenever the Poisson PDF has 
a priori probability distributions. In the present case we 
restricted only the coefficients to be positive. Another im­
portant case for the analysis of shot noise limited data is where 
the regressor functions describing the measurement data are 
not known. This is the case of estimation where the coeffi­
cients can be negative, but where the estimated data are 
everywhere nonnegative. Following the procedures of ML 
parameter estimation based on Bayes' probability PDF as 
outlined in the theory section, one finds that the matrix 
equation describing estimation for data with Poisson dis­
tributed errors is 

(19) 
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where R is a diagonal matrix of real positive values or zeros. 
The utility of (I - R) is to "preweight" Fa in such a fashion 
as a disallow occurrences of (Fa)i < O. For example, eq 19 
could he used for smoothing data known to have Poisson 
distributed errors or for determining coefficients of nonlinear 
functions, such as in first-order lifetime determinations com­
mon in fluorescence and nuclear decay analysis. Iterative 
updating of R is probably the best method here. 
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Simulation of Carbon-13 Nuclear Magnetic Resonance Spectra 
of Piperidines 

Martha L. Ranc and Peter C. Jurs' 

Department of Chemistry, The Pennsylvania State University, 152 Davey Laboratory, 
University Park, Pennsylvania 16802 

The carbon-13 nuclear magnetic resonance spectra for a 
series of methyl-substituted plperldlnes have been simulated 
by USing computer-aided methodology. Numerical descriptors 
were calculated to encode structural features about each 
carbon center. Multiple linear regression techniques were 
used to generate models relating these descriptors to the 
observed chemical shifts, from the conformationally averaged 
(room temperature) spectra. These models were then used 
to simulate the complete observed spectra. The resuHlng 
spectra were accurate enough to separate conformationally 
averaged spectra from low-temperature spectra and to dis­
tinguish between cis/trans Isomers In library searches. Sim­
ulated spectra for an external prediction set were generated 
and evaluated. In addition, these models were used to pre­
dict the chemical shifts for low-temperature 13C NMR spectra. 
The spectra for the minor low-temperature conformations 
were not as accurate as those for the major conformations; 
however, the simulated spectra were accurate enough to 
differentiate between the two low-temperature conformations. 
Also Investigated were the effects of the N-H conformation, 
that Is, the placement of the hydrogen axial versus equatorial. 

INTRODUCTION 
Carbon-13 nuclear magnetic resonance spectroscopy (ISC 

NMR) is a valuable analytical technique, especially for the 
structure elucidation of organic compounds. However, such 
spectra are often complex and difficult to interpret. One 
method used to aid in interpretation is the comparison of the 
unknown (experimental) spectrum with standard reference 
spectra from a library. Library searching is useful provided 
suitable reference spectra exist; however, if such spectra are 
not available, then other methods must be employed to in­
terpret a complex spectrum. One such method, spectrum 
simulation, allows the chemist to approximate the observed 
ISC NMR spectra of organic compounds. 

One approach to spectrum simulation involves the devel­
opment of linear equations, Or models, based on structural 

0003-2700/89/0361-2489$01.50/0 

parameters which describe the structural environments of 
carbon atoms. Such models have the form 

S = bo + b,X, + b2X 2 + ... + bdXd 
where S is the predicted chemical shift for the carbon center 
of interest, the Xi are numerical descriptors which encode its 
chemical environment, the bi are coefficients determined by 
multiple linear regression analysis, and d denotes the number 
of descriptors used in the modeL 

This approach was first used with linear and branched 
alkanes (1, 2) and then extended to compounds with hetero­
atoms and unsaturations (3, 4). Similar work has been done 
with rigid alkanes, cycloalcohols, and cycloketones (5,6). An 
interactive, computer-based system (ADAPT) has been de­
veloped which allows complex descriptors to be easily calcu­
lated and managed. This system also aids in model devel­
opment and evaluation and provides spectral prediction ca­
pabilities (7,8). Spectra have been successfully simulated for 
a variety of compound classes including cyclohexanols and 
decalols (9), steroids (10), cyclopentanes and cyclopentanols 
(11), carbohydrates (12, 13), norboranols (14), cyclohexanones 
and decalones (15), and polychlorinated biphenyls (16). 

This study represents the extension of this methodology 
to compounds containing nitrogen atoms. Additional aspects 
addressed in this study include geometric isomers, orientation 
of the hydrogen attached to the nitrogen, and low-temperature 
spectra. Specifically, can models be generated which are 
accurate enough to distinguish between cis/trans isomers? 
What differences or problems arise when the hydrogen atta­
ched to the nitrogen is axial as opposed to equatorial? Also, 
can models generated by using chemical shifts from confor­
mationally averaged spectra be used to simulate the low­
temperature spectra of similar compounds? And if these 
spectra can be simulated, are they accurate enough to dif­
ferentiate low-temperature conformers? Also investigated is 
the simulation of 13C NMR spectra for pyrrolidines using 
models developed from piperidines. 

EXPERIMENTAL SECTION 
Figure 1 shows the compounds used in this study. The 35 

piperidines and their associated 'sc NMR spectra were taken from 

© 1989 American Chemical Society 
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Figure 1. Compounds used in this study. Compounds 1-30 comprise 
the training set and compounds 31-35 the prediction set. 

work presented by Eliel and co-workers (17). In the first part 
ofthis study, the spectra used were obtained at room temperature 
by using a Varian XL-100 pulsed Fourier transform spectrometer 
in IT mode. The shifts were reported relative to tetramethylsilane 
(Me,Si). In the second part of this study, low-temperature (-80 
to -95 °C) spectra of compounds 8, 12, 18, 21, and 31-35 were 
used. The N-methyl spectra were recorded in a 1:1 mixture of 
CHCI=C12 and CD3COCD3 while the NH spectra were recorded 
in CD2CI2• Again, the shifts were reported relative to Me,Si. For 
each compound in the second part of the study two 13C NMR 
spectra-the major and minor conformations of each 
compound-were recorded. These conformations are shown in 
Figure 2. For the major conformation the hydrogen attached 
to the nitrogen is equatorial, while it is axial in the minor con­
formation. The major conformation is the thermodynamically 
favored conformation. 

To begin the study the chemical structures and their associated 
13C NMR chemical shifts were entered into the computer files 
by using the ADAPT software system (18-20). Approximate 
three-dimensional atomic coordinates were obtained by using an 
interactive molecular modeling program (21) and Allinger's MM2 
program (22, 23). 

The computer programs used in this study are written in 
FORTRAN and implemented on a PRIME 750 operating in the 
Department of Chemistry at The Pennsylvania State University 
and on a Sun 4/110 workstation. Graphics capabilities are pro­
vided by Tektronix PLOT-lO software. 

RESULTS AND DISCUSSION 
Definition of Study. This study involves piperidines 1-35. 

The training set consists of 30 piperidines, 1-30, while the five 
remaining compounds, 31-35, comprise the prediction set. 
The prediction set was used in the final stage of the study to 
analyze the external predictive ability of the models generated 
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Figure 2. Conformations used in the low-temperature study. The 
number identifies the compound. Those structures labeled "a" are the 
minor conformations and those labeled "b" are the major conforma­
tions. 

from the training set. The prediction set members are five 
of the nine conformationally mobile compounds in the data 
set (17). 

The 30 training set compounds contain a total of 220 car­
bons. Duplicate carbons were removed in order to prevent 
skewing or hiasing the regression models, leaving a total of 
182 unique carbon centers. In order to simplify the problem 
of chemical shift prediction, these carbons were divided into 
suhsets. In the past subsetting based on atom connectivity 
has proven useful and this was the scheme adopted here. The 
60 primary carbons are in subset 1 and the 78 secondary 
carbons are in subset 2. Subset 3 contains 44 tertiary carbons. 
There are no quaternary carbons in the data set. 

Descriptor Generation and Model Formation. Mter 
approximate three-dimensional atomic coordinates were ob­
tained for each compound, a series of numerical descriptors 
encoding the surrounding environment were calculated for 
each carbon center. These descriptors were of three general 
types: topological, depending solely on atom type and con­
nections; electronic; and geometric, which depend on the 
three-dimensional atomic coordinates. Topological descriptors 
include atom counts and connectivity indexes. The electronic 
descriptors currently calculated are topological in nature and 
encode various sigma charge parameters. Geometric de­
scriptors tend to be the most complex and, because of their 
dependence on three-dimensional atomic coordinates, are 
sensitive to the molecular modeling process. Geometric de­
scriptors include measures of throughspace distance, shell 
counts, and van der Waals energies. Several new geometric 
descriptors were tested in this study, including van der Waals 
energy descriptors involving the nitrogen and measures of 
throughspace distance to the nitrogen atom. These descrip­
tors, adapted from those developed by McIntyre and Small 
(12), are discussed in greater detail helow. 

For each of these subsets, the descriptors were screened by 
using statistical procedures described previously (8, 9) so that 
information-poor descriptors and those with high information 
overlap (highly correlated descriptors) were eliminated from 
consideration. Descriptors that are considered information­
poor are those with less than 50% nonzero values or those with 
greater than 90% identical values. 

For each atom subset numerous models were constructed 
by submitting statistically significant descriptors to stepwise 
multiple linear regression analysis procedures. The resulting 
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Table I. Chemical Shift Models for Connectivity 
Subsetting 

p dese' mean SDb coefficient 
mean effect, 

ppm 

Modell: Primary Carbons (Subset 1) 
MNCG 1 -{l.06oo 0.00905 -125 ± 7 7.50 ± 0.42 

3.73 ± 0.52 
4.06 ± 0.76 

NTCG 2 -{l.149 0.137 -25.0 ± 3.5 
CHVD 1 0.476 0.259 8.53 ± 1.6 
intercept 10.4 

Model 2: 
1 HXVD 1 0.298 
2 CNET 1 0.977 
3 NNCA 3 1.59 
4 ARD23 0.177 
5 HHVD 1 0.536 
6 HSHL 4 2.92 
7 HSHL 3 3.36 
8 ASHL 2 0.846 
9 intercept 

1 NNCA 1 
2 HX131 
3 HXT32 
4 ICON 3 
5 NNCA2 
6 intercept 

Model 3: 
2.57 
0.114 
0.156 
1.34 
2.23 

Secondary Carbons (Subset 2) 
0.307 9.790 ± 0.90 
1.035 -7.61 ± 0.13 
0.80 16.8 ± 0.5 
0.050 -201 ± 7 
0.268 -6.09 ± 0.77 
1.14 0.914 ± 0.270 
1.48 1.27 ± 0.25 
0.646 -1.55 ± 0.35 

51.1 

Tertiary Carbons (Subset 3) 

2.92 ± 0.27 
-7.43 ± 0.13 
26.7 ± 0.8 

-35.6 ± 1.2 
-3.26 ± 0.41 

2.67 ± 0.79 
4.27 ± 0.84 

-1.31 ± 0.30 

0.50 -20.4 ± 0.4 -52.4 ± 1.0 
0.033 336 ± 16 38.3 ± 1.8 
0.038 -189 ± 12 -29.5 ± 1.87 
0.39 4.84 ± 0.60 6.49 ± 0.80 
0.08 -1.05 ± 0.31 -2.34 ± 0.69 

81.8 

a Descriptor definition ("heavy atoms" denotes all non-hydrogen 
atoms). Simple topological: NNCA 1, number of carbons one 
bond from the carbon center; NNCA 2, number of carbons two 
bonds from the carbon center; NNCA 3, number of carbons three 
bonds from the carbon center; ICON 3, the molecular connectivity 
index computed over bonds three bonds from the carbon center. 
Topological electronic: MNCG 1, most negative (1 charge among 
atoms one bond from the carbon center; NTCG 2, sum of the q 

charges for atoms two bonds from the carbon center. Geometrical: 
CHVD 1, the van der Waals energy due to interactions between 
the carbon center and hydrogen atoms in the molecule; HXVD 1, 
the van der Waals energy due to interactions between hydrogen 
atoms attached to the carbon center and heavy atoms; HHVD 1, 
the van der Waals energy due to interactions between the hydro­
gen attached to the carbon center and other hydrogens in the 
molecule; CNET 1, the van der Waals energy due to interactions 
between the carbon center and all nitrogens two or more bonds 
away; ARD2 3, sum of the inverse squared throughspace distance 
from the carbon center to all heavy atoms three bonds away; 
ASHL 2, the number of heavy atoms contained in a spherical shell 
3.4-4.1 A from the carbon center; HSHL 3, the number of hydro­
gens contained in a spherical shell 2.4-3.2 A from the carbon cen­
ter; HSHL 4, the number of hydrogens contained in a spherical 
shell 3.2-3.6 A from the carbon center; HX13 1, the average of the 
sum of the inverse cubed throughspace distances from hydrogens 
attached to the carbon center to heavy atoms three bonds away; 
HXT3 2, the average of the sum of the inverse cubed throughspace 
distances from hydrogens attached to the carbon center to all 
heavy atoms three to four bonds away. bSD, standard deviation. 

models were evaluated based on several statistical criteria 
including standard error (8), correlation coefficient (R), outlier 
detection, and internal validation (24-27). In the selection 
of superior models the models' performance as a unit in 
predicting complete simulated spectra was also considered. 

Predicted 
Chemical 
Shifts 
(ppm) 

50.00 

35.00 

20.00 

5.00 
5.00 

.,. 
.. ~ :--
.. ' 

20.00 35.00 50.00 

Observed chemical shifts (ppm) 

Figure 3. Predicted vs observed chemical shifts for primary carbons. 

The best model for each subset is shown in Table I. The 
descriptor labels are defined and the mean, the standard 
deviation, the regression coefficient, and the mean effect on 
the predicted chemical shift are presented for each descriptor 
in each model. The mean effect is a measure of the shielding 
or deshielding effects of each descriptor. 

Model Evaluation. A summary of some important sta­
tistics for each atom subset and their corresponding regression 
models is given in Table II. The low, high, mean, and 
standard deviation of the chemical shifts for each subset and 
the number of carbons in each group are presented. For all 
three models the correlation coefficients are quite good, as 
are the standard errors for models 2 and 3 which are less than 
1 ppm. The standard error for model 1 is somewhat higher 
which may be due to the fact that although the range of 
chemical shifts is comparable to those of the other atom 
subsets, in reality there are two distinct groups of carbons. 
This is illustrated in Figure 3, a plot of the predicted vs 
observed chemical shifts for the primary carbons in com· 
pounds 1-30, displaying two separate clusters of chemical shift 
values. The cluster in the upper right of this plot represents 
the chemical shifts of the primary carbons attached to nitrogen 
while the chemical shifts of the primary carbons attached to 
carbon are clustered in the lower left. An attempt to improve 
these results by further subdividing the primary carbons into 
those attached to the nitrogen atom and those attached to 
carbons, as suggested by Figure 3, did not yield superior 
models. The F value of each model is well above the statistical 
cutoff. 

The major goal of this work is to accurately simulate ob· 
served spectra. In order to evaluate how well the generated 
models work, the chemical shifts predicted by each model were 
combined to form a complete spectrum for each compound 
and the residual mean square (rms) error between the pre­
dicted and observed spectra was calculated. For the 30 pi. 
peridines the mean rms spectral error was 1.10 ppm with a 
low of 0.42 ppm and a high of 3.82 ppm. Figure 4 shows the 
predicted and observed spectra of N,2-dimethylpiperidine, 
an example typical of such spectra for this data set. As can 
be seen, the observed and predicted spectra are visually similar 

Table II. Summary of Chemical Shift Data and Model Statistics for Connectivity Subsets 

observed chemical shifts model statistics 

modela low high mean SDb n' dd R R(adj)' F' 8
' 

9.71 47.00 25.69 1.09 60 3 0.984 0.984 575 1.99 
19.30 65.36 39.98 1.19 78 8 0.998 0.997 1726 0.89 
25.28 66.16 42.29 1.24 44 5 0.998 0.997 1516 0.93 

a Modell, primary carbons; model 2, secondary carbons; model 3, tertiary carbons. b SD, standard deviation. en, number of carbons in the 
subset. d d, number of descriptors in the model. e R (adj), multiple correlation coefficient, adjusted for degrees of freedom. f F,F value for 
statistical significance of the model. g s, standard error of estimate, in ppm. 
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N,2~Dimcthylpiperidine 

SIMULATED SPECTRUM 

II 11111 
100 50 

OBSERVED SPECTRUM 

II 11111 
100 50 

Figure 4. Predicted and observed 13C NMR spectra for N ,2-di­
methylpiperidine. The spectral standard error, S, is 1.07 ppm and the 
correlation coefficient, R, is 0.998. The axis is in parts per million. 

and have a spectral standard error of 1.07 ppm. 
To further evaluate how well the simulated spectra ap­

proximate the observed spectra, a computer-aided library 
search procedure was used. This procedure uses the Euclidean 
distance metric as the measure of similarity between two 
spectra and reports the top five matches to each simulated 
spectrum. Two libraries were searched by using this method. 
The first consisted of the conformationally averaged (room­
temperature) spectra of all 35 piperidines. The second, ex­
panded, library contained 18 low-temperature (piperidine) and 
5 pyrrolidine spectra in addition to the 35 spectra found in 
the first library. 

When the first library was searched, the top match to each 
simulated spectrum was the corresponding observed spectrum 
in all 30 cases. One important question posed at the beginning 
of this study was whether the simulated spectra would be 
accurate enough to differentiate the spectra of cis/trans iso­
mers. The previous results indicate that this is the case. The 
first library contained the spectra of 12 cis/trans pairs, com­
pounds 6-15, 18-27,31,32,34, and 35. Twenty compounds 
in the training set have a cis/trans isomer, for 19 of these the 
spectrum of the isomer was included among the top five 
matches. These results indicate that spectra have successfully 
been simulated for the 30 piperidines in the training set with 
sufficient accuracy to differentiate between cis/trans isomers. 

In order to verify the preceding results, the second library 
was searched. For 29 of the 30 simulated spectra, the top 
match was the corresponding observed spectrum. For the 
remaining compound the actual spectrum was chosen as the 
second match while its low-temperature spectrum was chosen 
as the top match. For four compounds 8, 12, 18, and 21, 
corresponding low-temperature spectra were present in the 
library, and in each case that low-temperature spectrum was 
chosen among the top five matches. Fifteen of the 20 pi­
peridines that have a cis/trans isomer present in the library 
had that isomer's spectrum chosen among the top five 
matches. In addition, the low-temperature spectra of a 

Table III. Carbon Atom Distribution among Subsets 

location 

connectivity 1 bond 2 bonds 3+ bonds total 

primary 16 19 25 60 
secondary 27 32 19 78 
tertiary 19 14 11 44 
total 62 65 55 182 

cis/trans isomer was present in the library for eight com­
pounds. For five of these compounds the spectrum of the 
isomer's major conformation was chosen among the top five 
matches. 

The simulated spectra for the training set compounds have 
a mean spectral rms error of 1.10 ppm. The two library 
searches show that these simulated spectra are accurate 
enough to distinguish between cis/trans isomers and also to 
differentiate low-temperature spectra from their corresponding 
room-temperature spectra. It is interesting to note that the 
low-temperature counterparts to the observed spectra are 
chosen prior to the spectra of the geometric isomers, further 
confirming the ability to differentiate cis/trans isomers. 

Simulation of Prediction Set Spectra. To test the ex­
ternal predictive ability of these three models, the 13C NMR 
spectra of the five piperidines (31-35), not used in generating 
the regression models, were simulated. The spectra were 
generated by using the coefficients of the regression models 
discussed above with descriptor values calculated for these 
prediction compounds. The mean rms spectral error was 1.38 
ppm with a range of 0.77-1.89 ppm. When the first library 
was searched, the top match to each simulated spectrum was 
the observed spectrum for that compound, and the spectrum 
of the cis/trans isomer was also reported among the top five 
matches for the four compounds having such an isomer. When 
the expanded library was searched, the observed spectrum 
was chosen as the first or second match in every case. For 
every compound the spectrum of the major low-temperature 
conformation was also chosen as either the first or second 
match. In addition, for four of the five compounds the 
spectrum of the minor low-temperature conformation was 
identified as one of the top five matches. For three of the four 
compounds having a cis/trans isomer, the corresponding 
conformationally averaged spectrum of that isomer was in­
cluded among the top five matches. 

External predictive ability is one of the main objectives of 
this research. The results obtained from these library searches 
show that 13C NMR spectra for nitrogen-containing com­
pounds have been successfully simulated and that the models 
developed allow for a high degree of external predictive ability. 

Alternate Atom Subsetting. Since the model developed 
for primary carbons was not as good as the other models 
(based on standard error), it was decided to investigate an 
alternate atom subsetting scheme. This new approach was 
based on a carbon's location relative to the nitrogen atom. 
Three new subsets resulted: subset 4 containing 62 carbons 
located one bond from the nitrogen, subset 5 with 65 carbons 
two bonds removed from the nitrogen, and subset 6 with 55 
carbons located three or more bonds from the nitrogen. 
Further division into groups three bonds and four bonds from 
the nitrogen atom was not productive due to the small size 
of the resulting subsets. These subsets differ from the con­
nectivity groups, as can be seen in Table III, which shows the 
distribution of members for each subset. 

Models were generated and evaluated in the same manner 
as discussed above. The best model for each subset is shown 
in Table IV and the statistics for each subset and model are 
given in Table V. The correlation coefficient and the standard 
error for model 4 are good; however, the statistics for models 
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Table IV. Chemical Shift Models for Location Subsetting 

p dese" mean SDb 
mean effect, 

coefficient ppm 

Model 4: Carbons One Bond from Nitrogen (Subset 4) 
1 HHI32 0.183 0.0820 39.0 ± 5.4 7.14 ± 0.99 
2 HXVD1 0.537 0.323 4.98 ± 1.05 2.67 ± 0.56 
3 AVC13 0.855 0.721 5.16 ± 0.41 4.41 ± 0.35 
4 HXI32 0.0433 0.0218 -186± 15 -8.05 ± 0.65 
5 HHT32 0.324 0.145 19.9 ± 2.4 6.45 ± 0.78 
6 ASHL2 1.10 0.78 -1.74 ± 0.27 -1.91 ± 0.30 
7 HHVD 1 0.515 0.222 -3.23 ± 0.87 -1.66 ± 0.45 
8 intercept 42.4 

Model 5: Carbons Two Bonds from Nitrogen (Subset 5) 
HHI32 0.127 0.071 115 ± 4 14.6 ± 0.5 
AVC21 0.846 0.795 3.72 ± 0.68 3.15 ± 0.58 
HHI31 0.171 0.109 16.8 ± 4.7 4.56 ± 0.80 
AVC13 0.815 0.659 1.14 ± 0.41 0.93 ± 0.27 
intercept 8.09 

Model 6: Carbons Three or More Bonds from Nitrogen 
(Subset 6) 

1 HXVD 1 0.0922 0.154 34.7 ± 2.5 3.20 ± 0.23 
2 HHVD 1 0.402 0.043 8.90 ± 1.28 3.58 ± 0.51 
3 HHI32 0.0476 0.0428 -17.9 ± 7.8 -D.85 ± 0.37 
4 TOCG2 0.111 0.068 86.8 ± 12.1 9.63 ± 1.34 
5 AVC31 0.782 0.567 -8.61 ± 1.51 -6.73 ± 1.18 
6 intercept 16.7 

a Descriptor definition ("heavy atoms" denotes all non-hydrogen 
atoms). Simple topological: AVC1 3, number of primary beavy 
atoms three bonds from the carbon center; A VC2 1, number of 
secondary heavy atoms ODe bond from the carbon center; A Ve3 1, 
number of tertiary heavy atoms one bond from the carbon center. 
Topological electronic: TOCG 2, sum of the absolute values of u 
charges for atoms two bonds from the carbon center. Geometrical: 
HXVD 1, the van der Waals energy due to interactions between 
bydrogen atoms attached to the carbon center and heavy atoms; 
HHVD I, the van der Waals energy due to interactions between 
the hydrogen attached to the carbon centar and other hydrogens in 
the molecule; HHI3 1, sum of the inverse cubed throughspace dis· 
tance from IX hydrogens to all hydrogens three bonds away; HHI3 
2, sum of the inverse cubed throughspace distance from a hydro­
gens to all hydrogens four bonds away; HHI3 3, sum of the inverse 
cubed throughspace distance from a hydrogens to all hydrogens 
five bonds away; HHT3 2, sum of the inverse cubed throughspace 
distance from a hydrogens to all hydrogens from three to four 
bonds away; HXI3 2, sum of the inverse cubed throughspace dis· 
tance from lX hydrogens to all heavy atoms four bonds away; ASHL 
2, the number of heavy atoms contained in a spherical shell 3.4-4.1 
A from the carbon center. b SD, standard deviation. 

5 and 6 show that the fit to the observed chemical shift values 
was not as good. For all three models the F value is well above 
the statistical cutoff. 

A significant test of the models is how well they work as 
a unit to simulate observed spectra. In the case of the loca­
tion-based subsets, the mean rms spectral error was 1.46 ppm 
with a range of 0.38-3.82 ppm for the training set. The mean 
rms error is 0.36 ppm higher than that for the connectivity­
based subseta and the range of errors is slightly larger. For 
the prediction set, the mean rms spectral error was 1.69 ppm 

with a range of 0.82-2.54 ppm. As with the training set, the 
mean rms error is higher, by 0.31 ppm, and the range of errors 
is also larger. Library search resulta are essentially identical 
whether the spectra are simulated by using the connecth-i­
ty-based models or the location-based models. 

These results indicate that either method of subsetting, 
connectivity based or location based, produces simulated 
spectra with sufficient accuracy to identify an unknown pi­
peridine and to distinguish between cis/trans isomers. There 
is a slight preference toward the connectivity-based models 
due to the lower mean rms spectral eITor for both the training 
and the prediction sets. 

Assessment of New Descriptors. A total of 14 new de­
scriptors were tested in this study, 4 van der Waals energy 
descriptors and 10 throughspace distance descriptors. A 
summary of these descriptors and their fate is shown in Table 
VI. Most of the new descriptors were removed from con­
sideration in the early stages of descriptor analysis for each 
atom subset. These descriptors were considered information 
poor and not worth retaining as, individually, they had 50% 
or fewer nonzero values. In other cases, descriptors were 
eliminated due to a high information overlap; that is, the 
descriptor in question was highly correlated to another de­
scriptor. In 12 cases the descriptors were never chosen in the 
model formation process; however, in four cases a descriptor 
was chosen in this process. In one of these four cases, the 
descriptor in question survived the model evaluation phase 
and is found in the model for the secondary carbons (subset 
2). 

It appears that with this particular set of compounds the 
throughspace distance descriptors are not useful. This is 
because few of the carbons in any subset are located a suf­
ficient distance (number of bonds) from the nitrogen atom; 
that is, a given descriptor for a given subset contains a small 
percentage of nonzero values. This is especially true in the 
location-based subsets, which already take into account dis­
tance to the nitrogen. Several of the van der Waals energy 
descriptors show promise with this data set, and they will be 
further evaluated when additional nitrogen-containing data 
sets are investigated. 

Assessment of N-H Orientation. In the compounds used 
to calculate the previous models hydrogens attached to the 
nitrogen atom were equatorial (compounds 1,3-17) as were 
the hydrogens in two of the prediction set members, com­
pounds 31 and 32. Anet and Yavari (28) report the equatorial 
position to be favored (t.Go value of 0.36 kcal/mol for the N-H 
equilibrium); however, the molecular mechanics modeling 
processes that were used placed the hydrogen in the axial 
position and the lone pair electrons equatorial. As mentioned 
previously, the predictive models developed were based on 
compounds in a single, locked conformation; however, in re­
ality there exists an equilibrium between the two conforma­
tions discussed here and also the ring-flipped conformation. 
The equilibrium between the two conformations (NH equa­
torial and NH axial) arises due to nitrogen inversion. Thus 
it was decided to investigate the conformational isomers where 

Table V. Summary of Chemical Shift Data and Model Statistics for Location Subsetting 

observed chemical shifts model statistics 

modela low high mean SDb n' dd R R(adj)' Ff s' 

37.88 66.16 51.46 7.36 62 7 0.994 0.993 597 0.88 
9.71 43.98 29.65 8.21 65 4 0.971 0.969 245 2.04 

13.08 42.90 25.51 7.41 55 5 0.971 0.970 182 1.76 

aModel 4, carbons one bond from nitrogen; model 5, carbons two bonds from nitrogen; model 6, carbons three or more bonds from 
nitrogen. bSD, standard deviation. en, number of carbons in the subset. dd, number of descriptors in the model. eR(adj). multiple 
correlation coefficient, adjusted for degrees of freedom. f F,F value for statistical significance of the model. g s, standard error of estimate, 
in ppm. 
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Table VI. Evaluation of New Descriptors 

descriptoz4 set 1 set 2 set 3 set 4 set 5 set 6 

CND3l NZ' NZ NZ NC' NZ NZ 
CND32 NZ NZ NZ NZ NC NZ 
CND33 NZ NZ NZ NZ NZ NC 
CND34 NZ NZ NZ NZ NZ NZ 
CND35 NZ NZ NC NZ NZ NZ 
HND3l NZ NZ NZ CORRd NZ NZ 
HND32 NZ NZ NZ NZ CORR NZ 
HND33 NZ NZ NZ NZ NZ NC 
HND34 NZ NZ NZ NZ NZ NZ 
HND35 NZ NZ NC NZ NZ NZ 
CNELl NZ NZ NZ NZ NZ NC 
HNELl NC MODL' NC NZ NC MODL 
CNET 1 MODL MODL NC NZ CORR CORR 
HNETl CORR CORR CORR NC CORR CORR 

a Descriptor definition. eNDS n, the sum of the inverse cubed 
throughspace distance from the carbon center to nitrogens n (1-5) 
bonds away. HND3 n, the sum of the inverse cubed throughspace dis­
tance from a hydrogen(s) to nitrogens n (1-5) bonds away. CNEL I, 
the van der Waals energy between the carbon center and all nitrogens 
three or more bonds away. HNEL 1, the van der Waals energy between 
a hydrogen(s) and all nitrogens three or more bonds away. CNET 1, 
the van der Waals energy between the carbon center and all nitrogens 
two or more bonds away. HNET 1. the van der Waals energy between 
IX hydrogen(s) and all nitrogens two or more bonds away. b NZ. elimi­
nated due to 50% or less nonzero values. C NC, not chosen among the 
top models during regression analysis. d CORR, eliminated because of 
correlation with another descriptor. e MODL, chosen among the top 
models during regression analysis. 

the hydrogen in question is axial instead of equatorial to 
determine what affect this would have on the connectivity­
based models and the spectrum simulation. 

Descriptors were calculated for the new conformations of 
compounds 1 and 3-17 plus the original configurations of 2 
and 18-35. The correlation between the original and the new 
descriptor values was determined. As expected, since they 
depend only on atom types and connections, there were no 
differences in the topological or the topological electronic 
descriptors. Of the 16 descriptors used in the calculated 
models, six fall into one of these two categories. Although the 
remaining 10 descriptors are geometrical, six of these also show 
a correlation of 1.00 while three of the remaining six correlate 
at 0.96 or higher. Only one of the descriptors falls below a 
correlation of 0.90-it has a correlation of 0.S8. 

By use of the previously generated models and the new 
descriptors, the spectra of the 30 piperidines in the training 
set were simulated. The mean rms spectral error increased 
by O.OS ppm, from 1.10 to LIS ppm using the alternate con­
formations. The range of the error was 0.36-3.S2 ppm. The 
low end of the range has been decreased but the upper end 
of the range of rms errors has remained constant. When the 
original library, consisting of 35 piperidines, was searched, each 
of the simulated spectra was correctly matched to the observed 
spectrum. For each of the 20 compounds with a cis/trans 
isomer, the isomer's spectrum was also identified among the 
top five matches. Results almost identical with those obtained 
with the original conformations were found when searching 
the expanded library. 

These results indicate that the models would not have been 
greatly degraded had the NH axial conformation been used 
to generate the equations. These results also show that even 
though an equilibrium exists between the two conformations, 
excellent models can be generated from a fixed conformation. 
If these new descriptors are used to generate new coefficients 
for the regression models, the mean rms spectral error and 
the library search results are even closer to those of the original 
models, supporting the conclusions drawn here. 

Simulation of Low-Temperature Spectra. This part of 
the study involves two conformations each of nine piperidines, 
which are the conformationally mobile compounds in the data 

Table VII. Low-Temperature Spectral Statistics 

8td error, ppm correlation coefficient 

conformation high low mean high low mean 

major 2.58 0.70 1.51 0.999 0.989 0.996 
minor 5.64 2.65 3.72 0.993 0.948 0.974 
combined 5.64 0.70 2.62 0.999 0.948 0.985 

set. These IS conformations, illustrated in Figure 2, are 
treated as IS distinct compounds since the chemical shifts of 
the conformers differ, giving rise to distinct 1SC NMR spectra. 

These compounds have a total of 134 carbons, all of which 
are unique. Subsets similar to the original subsets were used, 
consisting of primary, secondary, and tertiary carbons. There 
were no quaternary carbons in this set. 

The necessary descriptors were calculated for each subset. 
The connectivity-based models, generated in the first part of 
this study (Table I), were used to predict the chemical shifts 
of the 134 carbons in the low-temperature data set, using the 
entire set as a prediction set. The mean rms spectral error 
was 2.62 ppm with the largest errors occurring for the minor 
conformations, a mean error of 3.72 ppm, and the smallest 
errors for the major conformations, a mean of 1.51 ppm. These 
and other statistics are presented in Table VII. It is not 
unexpected that the major conformations are modeled better 
than the minor conformations. The models generated earlier 
in the study, though using conformationally averaged chemical 
shifts, are based on descriptors from a single, locked con­
formation. The conformation that was determined as the 
lowest-energy conformation is identical with the major low­
temperature conformation. In addition, the low-temperature 
spectra for the minor conformations reported by Eliel et al. 
(17) were missing chemical shift data for four carbons. Values 
were estimated for these shifts based on the reported ratio 
of the major to the minor conformation at low temperatures 
(17) and the chemical shift for each carbon in the confor­
mationally averaged spectrum and in the low-temperature 
spectrum of the major conformation. However, the values 
estimated by the regression models differ from those previ­
ously estimated. This causes an increase in the rms spectral 
error for the three conformations containing these estimated 
shifts, thus increasing the mean rms error for the minor 
conformations. For these reasons it was expected the major 
conformations would have a lower mean rms spectral error 
than the minor conformations. 

To further evaluate how well the actual spectra are simu­
lated, two library searches were performed. These were similar 
to the searches described above. The first library searched 
consisted of the IS low-temperature spectra. In all cases the 
observed spectrum of the low-temperature conformer was 
among the top five matches and in 12 cases the observed 
spectrum was the top match. For 17 of the IS conformers the 
spectrum of the corresponding low-temperature conforma­
tional isomer was also among the top five matches. When the 
expanded library previously described was searched, 17 of the 
conformers had their observed low-temperature spectrum 
chosen as one of the five matches. In addition, 12 of the IS 
conformers found as a match the low-temperature spectrum 
of their conformational isomer while the conformationally 
averaged spectrum of the piperidine was included among the 
top five matches for 17 of the conformers. Of the nine com­
pounds in the low-temperature study, eight (8, 12, 18,21, 31, 
32,34,35) had cis/trans isomers among the conformationally 
averaged, that is the original, data set. In S of the possible 
16 cases the spectrum of the corresponding cis/trans isomer 
was among the top five matches. In the best case a given 
simulated, low-temperature spectrum would be matched with 
two low-temperature spectra (the conformer and the con-
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formational isomer) and two conformationally averaged 
spectra (the compound and a cis/trans isomer). This hap­
pened in 6 of the 18 cases and in one additional case there 
was no corresponding cis/trans isomer. The worst case that 
occurred involved the minor conformation of compound 33 
in which the observed low-temperature spectrum was chosen 
as the second match but neither the spectrum of the con­
formational isomer nor the conformationally averaged spec­
trum was among the top five matches. Compound 33 has no 
cis/trans isomer. For six of the remaining ten conformers the 
top five matches included three of the four possible spectra, 
while the remaining four included only two of the four possible 
"correct" spectra among the top five matches. 

This work has shown that models generated from confor­
mationally averaged spectra can be used to simulate low­
temperature spectra. The simulated spectra are accurate 
enough to distinguish between different piperidines and also 
between cis/trans isomers. In addition, in most cases the 
simulated spectra were accurate enough to differentiate low­
temperature conformational isomers. However, the confor­
mationally averaged spectrum was more similar to the simu­
lated spectrum !fan the observed spectrum was for most of 
the minor conformations and slightly more than half the major 
conformations. 

Simulation of Pyrrolidine Spectra. In the past, re­
gression models have been developed for each class of com­
pounds being investigated. An attempt was made to simulate 
the spectra of a set of pyrrolidines using the connectivity-based 
models developed from the piperidines. This seemed feasible 
since all 16 descriptors involved in the models encoded 
structural features at a distance less than that which exists 
in the pyrrolidines. 

The set of pyrrolidines contained five compounds: pyr­
rolidine, N-methylpyrrolidine, N,3-dimethylpyrrolidine, cis­
N,3,4-trimethylpyrrolidine, and trans-N,3,4-trimethyl­
pyrrolidine. The spectra for these compounds were reported 
by Hawthorne and co-workers (29). The 13C NMR spectra 
were obtained at room temperature on a Varian CFT20 
spectrometer in approximately 20% solutions in CDCI3. The 
chemical shifts are reported relative to tetramethylsilane 
(Me.Si). 

The structures were submitted to a molecular mechanics 
modeling program and the necessary descriptors (see Table 
I) were calculated. The mean rms spectral error at 5.21 ppm 
is higher than that normally accepted; however, it is acceptable 
for preliminary results since this type of spectral simulation 
has not been previously attempted. Even more encouraging 
is the fact that when searching the expanded library each of 
the pyrrolidines was correctly identified as the top match. 

In order to verify that this is not due to the fact that these 
compounds are five-membered rings as opposed to the six­
membered rings of most of the compounds, the library was 
searched taking into account the possibility that the simulated 
spectra may be missing peaks (11, 15). Three additional 
searches were performed with the following criteria: (1) the 
reference spectrum may have one peak more than the simu­
lated spectrum, (2) the reference spectrum may have up to 
two peaks more than the simulated spectrum, and (3) the 
reference spectrum may have as many as three peaks more 
than the simulated spectrum. In all three cases, each simu­
lated pyrrolidine spectrum was correctly matched to the 
corresponding reference spectrum. 

These results should be considered as preliminary only, due 
both to the high mean rms error and to the low number of 
compounds used in this portion of the study. The results are 
promising and suggest that the use of regression models de­
veloped from one class of compounds can be successfully used 
to simulate the spectra of a different, but similar, class of 

compounds. The results would be more conclusive if a larger 
prediction set of pyrrolidines were utilized. 

CONCLUSIONS 
We have succeeded in showing that this simulation meth­

odology can be extended to include nitrogen-containing com­
pounds. The simulated conformationally averaged spectra 
are accurate enough (in library searching) to distinguish 
cis/trans isomers, even when corresponding low-temperature 
spectra are present in the library. This is true whether the 
subsets used to generate the models are based on connectivity 
or on location relative to the nitrogen atom. Library search 
results for the two sets of models are essentially identical; 
however, the connectivity-based models have a lower mean 
rms spectral error, 1.10 ppm, than the location-based models, 
1.46 ppm, and are thus favored. 

Piperidines that have a hydrogen attached to the nitrogen 
exhibit two conformations, one with the hydrogen equatorial 
(the favored conformation) and one with the hydrogen axial, 
due to nitrogen inversion. The models used were generated 
on a single, locked conformation; however, the results indicate 
that spectra can be accurately simulated from such confor­
mations and still be representive of the observed conforma­
tionally averaged spectra. 

The models that have been developed can also be used to 
simulate low-temperature spectra of compounds similar to 
those used in generating the models. It was found that the 
simulated spectra for the major conformations are more ac­
curate than those for the minor conformations. In both cases 
the spectra were accurate enough to distinguish various pi­
peridines, as well as to differentiate cis/trans isomers; however 
they were not as successful in differentiating conformationally 
averaged spectra and low-temperature spectra. The models 
were also able to provide estimates for chemical shift values 
that were not reported in the literature. 

An attempt was also made to utilize the models generated 
from methyl-substituted piperidines to simulate the spectra 
of several pyrrolidines. Preliminary results indicate some 
promise for this task. The library search results are promising, 
as the pyrrolidines are consistently correctly identified, but 
the mean rms spectral error is higher than hoped. 

Use of models to simulate low-temperature spectra and also 
to simulate spectra of a class of compounds not used in gen­
erating the models shows some promise, and additional work 
in these areas should be pursued. 
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Background Illumination Filtering in Thermal Lens Spectroscopy 

Jerzy Slaby 

Institute of Experimental Physics, Warsaw University, Hoia 69, 00-681 Warsaw, Poland 

A thermal lens spectrometer with spatial filtering of a probe 
beam has been analyzed. A circular opaque mask placed in 
the probe beam significantly reduces the constant, signal-in­
dependent detector response, whereas useful thermal lens 
Signal is much less affected. In this modified configuration, 
In comparison to the classical arrangement, 5-fold enhance­
ment of signal to constant background ratio has been ex­
perimentally verified. Theory Is presented where diffraction 
at the blocking flHer Is calculatP.d and Improvement of thermal 
lens signal to constant background Is discussed. Assuming 
the typical configuration, with a detector In the center of the 
probing beam, we have obtained expressions applicable for 
both single and dual-beam arrangement. Experimental data 
are well reproduced by theoretical curves. 

1. INTRODUCTION 

The first observation of a thermal lens (TL) inside a laser 
cavity (1) led to the new technique of thermal lens spec­
troscopy. The extracavity single-beam thermal lens spec­
trometer was developed by Chenming Hu and Whinnery (2), 
and thermal lens spectroscopy (TLS) was vastly improved 
when a dual-beam version of the method was developed by 
Swofford and Morell (3). Now the TLS technique can be used 
in many various fields including molecular and solid-state 
spectroscopy, material testing, combustion studies, plasma 
diagnostics, research on heat diffusion, transport phenomena, 
and phase transitions studies. Sensitive, laser-based absor­
bance measurements have proved to be an invaluable ana­
lytical tool particularly for molecular systems, where strongly 
absorbing molecules are much more common than strongly 
fluorescent ones. 

The general scheme of the TLS (4) is usually modified in 
various ways to enhance specific features of the instrument's 
performance. A very interesting, although perhaps the sim­
plest, arrangement of the TL spectrometer ever constructed 
was presented by Imasaka et al. (5), where optical fibers are 
applied for both introducing light into the sample and mon­
itoring the outgoing light beam. In such a system no additional 
optical elements are necessary and a more simple experimental 
setup is hardly imaginable. Another configuration, one of the 
most important arrangements of the TL spectrometer, is a 

0003-2700/89/0361-2496$01.50/0 

crossed-beam instrument (6, 7) designed and particularly well 
suited for studying extremely small volume samples. A very 
elegant approach for improving classical thermal lens spec­
trometry was suggested by Janssen and Harris (8), where 
optical processing is used to directly determine the probe beam 
spot size. A radially symmetric mask, with a parabolic 
transmission profIle, ensures greater immunity to spatial noise 
and also results in more precise measurements, compared to 
the usual beam-center detection. The present paper considers 
a similar category ofTL spectrometer, with optical processing 
applied to obtain better performance characteristic of the 
instrument. 

In order to detect a thermal lens, a laser-heated sample is 
placed some distance, typically about 3' /

2 confocal parameters, 
either after or before the waist of a probe beam. In a thermal 
lens method, however, there is constant nonzero detector 
response, even when no absorption occurs and no thermal lens 
is generated. This may be a serious problem since the presence 
of a background masks the signal of interest. Moreover, strong 
background requires a large dynamic range of the detector 
to precisely recover the weak useful signal. Reducing sig­
nal-independent detector illumination is thus of practical 
interest. We have presented this sort of thermal lens detecting 
arrangement in ref 9, where we report preliminary experi­
mental data on partial separation of useful signal beam from 
the unperturbed probe beam, and we discuss its implications 
to signal/noise ratio. This approach is particularly advan­
tageous if probe beam fluctuations are the limiting noise 
source. In the case when beam wander is more important, 
reduction of the pointing noise and improvement of detection 
limit by means of spatial filtering were reported by Long and 
Bialkowski (10) for a pulsed-laser operated TL spectrometer. 

The present paper gives new experimental evidence of 
filtering out the undesired background signal, with a 5-fold 
gain in signal to background over the usual scheme of a 
thermal lens instrument. Rigorous diffraction calculations 
have been performed to supplement the propagation model 
(9) with some considerations that are necessary to give a 
proper quantitative description of fIltered detection of thermal 
lens. This new model gives a simple and satisfactory expla­
nation of filtered system operation. Moreover, as we show 
in application to experimental data, the model can be used 
to predict exactly the signal to background improvement 
expected in a filtered measurement configuration. 

© 1989 American Chemical SOCiety 
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Figure 1. Optical configuration for fi~ered probe beam system of 
thermal lensing detection: S, sample; SF, spatial fi~er; D, photode­
tector; 0, pos~ion of the waist of probing laser beam. 

2. THEORY 

2.1. Probe Beam Propagation in a Filtered System. 
The basic concepts fundamental to the thermal lens effect are 
very straightforward, but a complete quantitative description 
of this technique is quite elusive. This is so because rough 
simplifications are made on both stages of the theory necessary 
to describe the effect: first, in solving the heat diffusion 
equation, therefore in what the refractive distrihution in a 
sample illuminated by a heating beam is, and second, in the 
calculation of probing heam propagation in a medium with 
gradient index of refraction. Carter and Harris (J 1) made an 
interesting comparison of various models describing the 
thermal lens effect. The authors have demonstrated that quite 
different parameters descrihing physical properties of a sample 
can be deduced from experimental data. It is a rather con­
fusing situation, but even such an important feature as the 
time constant of thermal lens evolution turns out to be de­
pendent on the model used in the calculations. In recent years 
significant effort has been made to reach a better under­
standing of thermal lens detection. In ref 12 and 13, contrary 
to previous studies, a more rigorous diffraction approach is 
used and true phase shift, different from the ideal parabolic 
model, is assumed. The excellent results of these two papers, 
however, cannot be so easily applied for the description of a 
TLS system containing a spatial filter. These papers discuss 
the light amplitude only in the very center of a probe beam. 
Precise knowledge of light field amplitude in the whole filter 
plane is necessary to determine the signal value expected in 
the system considered in the present paper. One possible way 
to solve this problem is to use the model of a thermal lens 
presented in ref 14. If there is only small absorption and 
consequently a low rate of heat release in a sample, then for 
times shortly following the illumination onset one can assume 
that the temperature rise in the sample is proportional to the 
amount of energy deposited and is a Gaussian function of 
coordinates. For that reason a Gaussian probe behind a 
thermal lens can be decomposed into the sum of two Gaussian 
bearns, with different confocal parameters and waist locations. 
One of the beams has its amplitude proportional to thermal 
lens strength, whereas the other is just the original unper­
turbed probe. This model quite naturally suggests a detection 
scheme with a high-pass spatial filter in the path of a probing 
beam. 

The scheme of the detection system considered in the 
present paper is shown in Figure 1. A thermal lens is gen­
erated in a sample S placed in input plane 1 of the system, 
in the converging part of the probing Gaussian beam. A 
probing beam, after passing through the sample, travels to 
the second reference plane 2, containing a circular mask SF. 
This is the filter plane of the system. The filter plane can 
be located at any distance x from the waist plane ofthe probe 
beam. It is noted that at x = 0, filtering is performed in the 
spatial Fourier spectrum of the probe beam. For generality, 
however, arbitrary nonzero x is allowed in the present analysis. 
The sample is a distant Xo from the waist of the probe. Finally, 
far from the filter plane 2 is the detection plane of the system, 

with a detector D and a pinhole in front of it, centered on the 
optical axis. Propagation of the probing beam from the flISt 
reference plane to the detector plane can be described as a 
two-stage process. The first stage is Gaussian beam propa­
gation in free space, and for any position along the system 
axis, one can easily determine the beam size, its radius of 
curvature, and its amplitude (15). The second stage is the 
propagation of a wave diffracted at the mask, which is placed 
in the filter plane. The amplitude of this wave can be found 
by means of the diffraction integral. 

Light field amplitude ai of the probe beam incident onto 
the sample can be written as 

ai(r, X = -xo) = wo/w exp[i<I> - r(1/w2 - ik/2R)] (1) 

It is simply the amplitude of a Gaussian beam with a radius 
of curvature R and beam diameter 2w. Beam size at the waist 
plane is Wo and 4> denotes the initial phase shift and can be 
set to zero at the waist plane X = O. If the sample is thin, 
then the light field amplitude ab behind the thermal lens, as 
stated before, can be decomposed into the sum 

ab(r, X = -xo) = ai(r) + as(r) 

The second component, as(r), is another Gaussian beam (14), 
the magnitude of its amplitude being proportional to the 
power absorbed in the sample. This wave is thus the useful 
signal wave and, according to the assumption of small per­
turbation, las(r)1 «laMI. In the flISt plane, and on the system 
axis, the amplitude of the signal wave is equal to as(r = 0) 
= ai(r = 0)[ikWH2j4FJ. F is the focal length of the thermal 
lens that is obtained in the model of the parabolic phase shift, 
and W H is the radius of the laser beam heating the sample. 

In the filter plane 2 the amplitude of the unperturbed 
probing beam can be expressed by (1), but with another beam 
radius denoted by W. We assume that distance x measured 
along the system axis X is given in dimensionless units, where 
actual distance is normalized by the confocal parameter of 
the probing beam. For the unperturbed probing wave, one 
has thus in the filter plane (at X = x) beam parameters 

W2 = wo2(1 + x2), R = kWo2(1 + x2)/2x, 4> = arctan (x) 

Signal beam diameter 2W' can be written as (9) 

W' = wo'[1 + X'2(WO/WO')41'/2 

where 

x'= xo+ x -xo',xo' = xo/G, G = 

(2) 

1 + 2(WO/WH)2(1 + xo2) 

and 

(WO')2 = wo2(1 + xo2) /(G + xo2/G) 

In the above set of equations Wo is the signal beam diameter 
at its waist plane, and xo' is the distance from this plane to 
the sample. With these parameters known, the radius of 
curvature R' in filter plane and the phase iI>', relative to that 
of the unperturbed probing beam, can be calculated. Mter 
simple algebraic manipulations one obtains 

R' = (wo' /wo) k W'2 /2x' 

and 

4>' = 'If' /2 + arctan [xo'(wO/WO')2] + 
arctan [x'(wO/WO')2] - arctan (xo) - arctan (x) (3) 

The first three terms in (3) give the change of the phase of 
the signal beam between the first and the second reference 
plane, the last two refer to the unperturbed part of the probing 
beam. Propagation phase factor exp[ik(xo + x)] is simply 
omitted, as it is the same for both beams. Although the ratio 
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of the power carried on by the signal beam to that of un­
perturbed probe beam does not depend on X, the ratio W'/W 
does not remain constant as X is changed. Thus for any 
position between the first reference plane and the filter plane, 
the ratio of signal to unperturbed probe beam amplitudes is 
slightly different. Nevertheless, in this paper only the relative 
increase of the thermal lens signal is the point of interest. 
Therefore it can be assumed that in the filter plane, the signal 
beam amplitude is K (K « 1), and the amplitude of unper­
turbed probing beam is equal to unity. With these assump­
tions, using expressions (1-3) for beam parameters, we can 
discuss the second stage of filtered system operation. ill order 
to find an expression for the light field amplitude ad in the 
detection plane, the diffraction integral can be applied. As­
suming radial symmetry of the problem, one can write for the 
far field diffraction 

exp(ikXo) ( ik ) roo 
ad(Pd) = iAXo exp 2XPi J

D 
aipc) x 

( ik ) (kPdPC) exp 2Xpl prlo Xo dpc (4) 

In the above equation Pd and Pc are radial distances from the 
system axis, in detection and filter plane, respectively. Dis­
tance between these two planes is denoted as Xo. Spatial filter 
diameter is 2D. Finally, Jo is the Bessel function of the first 
kind and zero order, and ac is the light field amplitude in the 
filter plane. The latter can be written as 

aipc) = exp[-1)Pc2] + K exp(i4>') exp[-1)' Pc2] 

In (5) the parameters 1) and 1)' are defined to be 

1) = 1/W2 + ik/2R; 1)' = 1/W,2 + ik/2R' 

(5) 

(6) 

To compute (4) one has to perform the integration from 
D to infinity. This can be calculated as the difference of two 
integrals. The first one is from zero to infinity, and its result 
can be obtained by using formula 6.631.4 from ref 16. Then 
the integral from 0 to D has to be subtracted. The result of 
the second integral is used in the theory of diffraction on 
tapered lenses and can be found, for example, in ref 17. With 
(5) and (6) substituted to (4), assuming 1/ X ~ 0 and omitting 
constant factors, one can write the following expression for 
the light field amplitude ad in the detector plane: 

ad(Pd) = A;(Pd) + AS(Pd) (7) 

where 

A;(Pd) = exp(-1)D2) /1) L (-kpd/2XoD1)Y J,(kDpd/ Xo) 
r=O 

(8) 

Ai describes that part of light beam amplitude in the detection 
plane that originates from the unperturbed probing beam. As 
is light field amplitude resulting from the signal wave dif­
fracted at the mask and is expressed in the same way as A;, 
except that 1) is replaced by 1)'. ill (8) the term exp(ikpi/2Xo) 
is neglected as it describes a uniform spherical wave front that 
is the same for the unperturbed probe and for the signal beam 
and hence does not influence intensity measurements. 

2.2. Filtering Efficiency. It can be assumed that the 
strength of the thermal lens is monitored by means of a smaIl 
diameter detector placed in the center of the probing beam 
at Pd = O. It is worth noting that eq 8 is applicable also to 
a more general geometry and one can obtain a complete map 
of detection sensitivity, as a function of the detector's dis­
placement Pd from the axis of the detecting system. The choice 
of Pd = 0 results from the requirement to retain utmost ease 
of setting and adjusting the TL spectrometer. The formula 
(8) for Pd = 0 is just 

(9) 

It can be noted that in (8), in the limit D ~ 0 and for any Pd' 
the whole sum reduces to only one term with r = 0 and this 
term equals unity. The same is obtained, at D ~ 0, from eq 
9. 

For the signal beam one can write 

As(Pd = 0) = K exp(W) exp(-1)'D2)/1)' (10) 

If there is no heating of a sample, then the detector's signal 
is proportional to IA;l2, and with thermal lensing the signal 
is proportional to ladl2• The useful signal s, that results from 
the presence of the TL, is defined as the relative change in 
the detector's response measured in those two cases, i.e. with 
and without a thermal lens. Therefore we have 

S = qAil2 - ladl2) /IA;12 

Let this useful TLS signal be denoted as So without the spatial 
filter, and with the mask inserted as St. The ratio s';so de­
termioes the efficiency of filtering the background illumination 
IAif. From the above and usiog eq 7-10, the final expression 
can be found, which describes the signal due to thermal lensing 
and observed in the detection arrangement with spatial fil­
tering 

st(D) = 11 + K exp(W) exp[(1) - 1)')D2111/1)'12 - 1 

For small thermal lens signals (K « 1), the above can be 
written as 

(11) 

Re denotes the real part of a complex number, and 4>', 1), and 
1)' can be found by using eq 2, 3, and 6. 

3. EXPERIMENTAL SECTION 
We have performed the experiment with a sample of methylene 

blue dissolved in methyl alcohol. The absorbance of a 1 mm thick 
sample at Ix = 633 nm was equal to 0.045. We used a dual-beam 
TL spectrometer, with small modifications and details of the 
optical system listed below. The heating beam, and the ap­
proximately 20 times less intensive probing beam, were derived 
from the same He-Ne laser. In order to prevent formation of 
light-induced thermal diffraction gratings, one of the beams was 
passing an optical delay line, which was about 50 cm long. To 
ensure a spatial separation between two beams in the detection 
plane, the probe and the heatiog beam intersected at the sample 
at a small angle (approximately 0.03 rad). The confocal parameter 
of the probing beam was equal to 40 em, this figure being 
equivalent to the probe beam size 2wo = 0.57 mm at its waist piane. 
The sample was located in the converging part of the probe beam, 
two confocal distances before the waist plane. The ratio of the 
heating beam size to the size of the probe beam, measured in the 
sample plane, was equal to 0.88. 

The experimental procedure consisted of two steps. First, the 
ratio So of thermal lensing signal to the total signal from the 
detector was determined. The thermal lensing signal was mea­
sured as a time-dependent component of the detector response, 
resulting from small changes in its irradiation caused by the TL 
effect generated by the heating beam. The value of So was used 
as a reference during the next steps of the experiment. Afterward, 
a circular opaque mask was inserted in the path of the probe beam 
and then moved along the axis of the probing beam. For any 
chosen position of the mask, the ratio St ofTL signal to total signal 
was measured, but this time with constant illumination of the 
detector significantly reduced_ The experiment was repeated twice 
with the ratio of the mask diameter to the probing beam size D / Wo 
equal to 0.88 and 1.32, respectively. 

4_ RESULTS AND DISCUSSION 

The increase in TL signal-to-background ratio is of par­
ticular interest when probing-beam intensity fluctuations are 
the main source of noise, limiting sensitivity of the experi­
mental system. In Figure 2 both experimental data st! So are 
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Figure 2. Signal/background improvament 5,/50 in a spatially @ered 
thermal lens spectrometer; experimental points for x 0 = -2 and two 
blocking masks, D/w = 0.88 (0) and 1.32 (e); dotted and solid linas, 
theoretical curves. 

shown, as well as the curves resulting from theoretical con­
siderations and calculated from eq 11. As has been expected, 
the ratio of TL signal to constant background is better in the 
system with a spatial filter. In the experiment reported, the 
ratio is up to about 5 times higher when the D I Wo = 1.32 filter 
is placed close to the waist of the probe beam. It can be easily 
observed that, within the limits of experimental error (about 
10%), good similarity between theoretical and experimental 
data is obtained. In particular there is quite satisfactory 
agreement in location of the blocking mask giving maximum 
increase of signal to background. A simple model evaluating 
efficiency of filtering and presented in ref 9 gives a discrepancy 
between the best theoretical and actual position of about 
one-half confocal parameter. 

There are two independent variables describing the con­
struction of a filtered TL spectrometer, the position x of the 
mask and the ratio of the mask radius to the probe beam size. 
We have performed a numerical experiment, using eq 11 and 
calculating filtering efficiency Stl so, in order to gain insight 
into how filtering of background TL signal works. At first 
sight it could be expected that under any circumstance, the 
most effective filtering should be obtained with the filter 
placed exactly in the waist of the probing beam. This is 
expected because as the mask is moved from that position, 
the ratio of filter radius to beam size D I W decreases. 
Therefore a smaller part of probing beam is filtered out and, 
as a consequence, filtering efficiency decreases. On the other 
hand, this consideration may be oversimplified and misleading. 
Even if the same portion of the probe beam would be blocked 
for any distance x, the difference between the radii of cur­
vature of the unperturbed beam and the signal beam would 
give rise to a different diffraction of both beams. In order 
to clarify the matter, we have done calculations of st! So for 
various positions x of the mask, whereas we kept the ratio 
D I W constant. These calculations give a better understanding 
of filtered TLS operation than the simple intuitive consid­
erations presented above. 

In Figure 3 the results of calculating stl So are shown, as a 
function of the position of the blocking mask, for D I W equal 
to 1.2 and for three different locations of a sample, -Xo = 1, 

-2 

-, 
Figure 3. Dapendence of thermal lens Signal, in a single-beam de­
tection system with spatial fitter, on the position of a blocking mask, 
at any distance x always the same portion 0/ W = 1.2 of probe beam 
is blocked. 

2, and 3. A single beam version of the TL spectrometer has 
been assumed in the calculations. It can be noticed that the 
sign of the thermal lens signal is reversed when a mask is 
moved away from the probe's waist. Thus some care should 
be taken in designing a filtered thermal lens spectrometer, 
in order to avoid unexpected results. The curves plotted in 
Figure 3 indicate that diffraction at the mask is much more 
important to explain filtered system operation than pure 
energy consideration of light beam power flowing out the edge 
of a mask. However, for a system arrangement with a mask 
placed close to the waist of probe beam, simple theory con­
sidering only energetic efficiency of filtering would give sat­
isfactory results, that is the proper sign of the effect, as well 
as its approximate magnitude. 
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Abnormal (M + 1 )/M ratios In the Ion trap mass spectrometer 
were examined to resolve questions about their source. 
Compounds showing minimal fragmentation provide normal (M 
+ 1 )/M ratios except under condHlons of space charging 
(high Ion concentration). Substances providing abundant alkyl 
Ions form (M + H)+ Ions through proton transfer to neutrals. 
Concenlratlons causing this effect In the Ion trap mass 
spectrometer and the sources of the proton In the case of 
methyl decanoate are discussed. 

Formation of (M + 1)+ ions is commonly observed in 
electron impact mass spectrometry as sample pressure is raised 
(1). Onset of the ion-molecule reaction is usually earlier with 
compounds that can both readily supply and accept a proton. 
The process is particularly favored with aliphatic molecules 
containing oxygen or nitrogen (1) since the alkyl fragment ions 
of such species have relatively high gas-phase acidities (2). 
Aliphatic alcohols, amines, ketones, and esters are typical 
examples, In mass spectrometers depending on ion storage, 
such as ion traps and ion cyclotron resonance spectrometers, 
the problem is magnified since long residence times result in 
collisions even at low sample pressure. 

In recent publications, mostly in this journal, several authors 
have addressed this problem and come to somewhat different 
conclusions. Ghaderi et al. fIrst described (2) the process in 
a Fourier transform ion cyclotron resonance (FTICR) spec­
trometer and used the term "self-CI (chemical ionization)" 
in application to ion storage devices. When methyl stearate 
was used as an example, (M + H)+ was the most abundant 
ion detected at 20-ms residence time with a sample pressure 
of 10-7 Torr. When the ions were confIned for 200 ms, the 
(2M + H)+ ion was the most abundant ion. Olson and Diehl 
(3) extended the term "self-CI" to explain the enhanced (M 
+ 1) /M ratio in spectra produced on a gas chromatograph/ 
Fourier transform infrared/ion trap detector (GC/FTIR/ITD) 
combination instrument. Self-CI was seen to be a minor 
process with naphthalene but significant with dicyclohexyl­
amine and short-chain esters, Somewhat surprisingly, they 
found the effect not even noticeable with certain compounds 
of high proton affInity including phenol, aniline, alcohols, and 
nonanal. Concentration dependence was easily observed as 
the substances eluted in a gas chromatograph peak. Although 
no exact sample sizes are mentioned, it is important to note 
that much of the sample was split off prior to transfer to the 
lTD. About the same time, Ratnayake et a1. (4), examining 
the use of the lTD for certain lipids including fatty esters, 
isopropylidene derivatives, and phenolic acetates, remarked 
on increased (M + 1) /M ratios as well as other differences 
in the spectra. Since the magnitude of the (M + H)+ ions was 
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found to be concentration dependent, these authors also 
considered them due to self-CI, although they did not use the 
term. 

Eichelberger and Budde (5), surveying the use of the lTD 
for environmental analysis, noted excessive (M + 1) /M and 
(M/2) + 1 ratios using >50 ng of polycyclic aromatic hydro­
carbons. With pyrene, analysis of the peak profiles revealed 
saturation of the data system with consequent peak broad­
ening as well as a shift of the peak area toward higher mass. 
Since the lTD normally measures abundance at 1 mass unit 
intervals rather than analyzing the shape of each peak, this 
area would be incorrectly assigned to the next higher mass. 
The peak shift was attributed to space charging by C. 
Campbell of the Finnigan Corporation (personal communi­
cation in ref 5), Consequent limitation of the dynamic range 
available to the lTD was regarded by these authors as a lim­
itation of the instrument. They also noted that the manu­
facturer was about to modify the software to automatically 
adjust the ionization time appropriate to sample size (auto­
matic gain control (AGC), Finnigan MAT). 

Shortly thereafter, noting the paper by Olson and Diehl (3), 
these authors pursued the matter further (6) using both an­
thracene-d-l0 and hexachlorobenzene, i.e., compounds inca­
pable of forming (M + 1)+ ions. Since peaks continued to be 
observed at M + 1, they concluded that all of the abundance 
at this mass was caused by space charging rather than seJf-CI. 
Space charging was considered to reduce the effective radio 
frequency (rf) potential experienced by an ion, shifting it to 
higher mass. In fact, Armitage et al. (7), in agreement with 
Fisher (8), have shown that the effect of space charging is the 
same as adding a direct current (dc) potential to the ring 
electrodes of the ion trap. The resulting region of ion stability 
is both theoretically and experimentally skewed to higher 
masses. A further effect is that ions at lower mass fall outside 
the stability region and are lost. Though this conclusion was 
not specifIcally stated, the communication by Eichelberger 
et al. (6) could be read to imply that space charging is also 
the explanation for the abundant M + 1 ions observed by 
Olson and Diehl (3) using dicyclohexylamine and short-chain 
esters. 

Meanwhile, we had acquired versions of Finnigan ion traps 
equipped with the AGC software modification. Even with this 
modifIcation, we found the (M + 1)/M ratios excessive, and 
we suggested once again that the phenomenon was due to 
self-CI (ASMS Conference, June 5-10, 1988) (9). As proof, 
we pointed out that these excessive ratios were obtained only 
on the molecular ions, even when considerably more abundant 
fragment ions were present. Further experiments involving 
peak shape analysis and deuterated samples confirmed this 
point. These experiments are now discussed in detail below 
with further information on the sources of the proton. 

© 1989 American Chemical Society 
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More recently. a communication by McLuckey et al. (10) 
outlined thoroughly the conditions necessary for self-CI in the 
ion trap. Using methane, these authors obtained a rate con­
stant for its self-reaction consistent with that obtained with 
other mass spectrometers. In the case of ethyl formate, they 
showed, both by peak profile analysis and MS /MS, that the 
M + 1 ion was a true (M + H)+ ion. Furthermore, sources 
of the proton were found to include the molecular ion (m / z 
74) and the fragment ion (31) rather than water or other 
substances. A high (M + 1) /M ratio was obtained even under 
regular electron impact (EI) conditions in the trap, i.e., without 
using long ion storage times. These authors concluded that 
a 50-ng sample of any substance capable of reacting with itself 
(or its fragment ions) with a rate constant of ca. 3 x 10-9 
cm'/molecule s is expected to show about 5% excess (M + 
H)+ as it elutes from a typical gas chromatograph. These 
authors made the important point that automatic gain control, 
while preventing space charging, should cause no change in 
the (M + 1) /M ratio because, for a fixed number of ions, the 
percentage of self-CI depends only on the amount of neutrals 
present. Experiments presented below suggest that their 
theoretical estimate of the quantity of sample necessary for 
self-CI may be low. 

EXPERIMENTAL SECTION 
Chemicals used in this work were of the highest quality available 

from commercial sources and were used without purification. Both 
the Model 700 lTD and the ITMS were purchased from the 
Finnigan Corp., Sunnyvale, CA. The latter was used in the 
supplied configuration with an open split between the Hewlett­
Packard Model 5880 gas chromatograph, while the former was 
adapted with a short, direct inlet from a Hitachi gas chromato­
graph. Versions 3 and 4 of the software were used in both in­
struments. Transfer lines were maintained at 250°C, while the 
ITD was fixed at 225°C and the ITMS at 100 °C. Samples were 
run isothermally on the GC at temperatures such that the sample 
eluted in 3-4 min. The mass range was scanned at the default 
setting of 5555 amu/s. 

RESULTS AND DISCUSSION 
A 70-ng sample of naphthalene-dB was first investigated to 

replicate closely the experiments of Olson and Diehl (3) with 
ordinary naphthalene. As Figure 1a shows, without AGC a 
normal (M + 1) /M ratio was obtained with an ionization time 
of 1 ms. At 12 ms (Figure Ib) the (M + 1) /M ratio is clearly 
excessive, and by 25 ms (Figure 1c), M + 1, rather than M 
+ 2, i.e., (M + D)+ expected from self-CI, dominates the 
spectrum. Examination of the peak profiles (inset, Figure lc) 
as the compound elutes from the GC shows, in agreement with 
a similar study on pyrene by Eichelberger and Budde (5), that 
the effect is due to peak distortion from space charging. When 
the sample size is tripled (Figure 1d), still with a 25-ms ion­
ization time, the peak is broadened so that the data system 
indicates the presence of many ions beyond M·+. Further­
more, peaks at lower mass are diminished in abundance, as 
predicted by the perturbed stability diagram shown by Ar­
mitage et al. (7). Under these conditions the molecular ion 
appears to shift back to its correct position in spite of the 
excessive broadening. The reason for this is not entirely clear, 
but at this point the peak is so distorted that estimation of 
its centroid is difficult. 

Using ordinary naphthalene, Olson and Diehl (3) had found 
the (M + 1) /M ratio to be about 17% high. It appears that 
their results are best explained by the space charging phe­
nomenon. Under normal conditions, there is no evidence for 
self-CI in naphthalene before space charging occurs. 

To determine whether self-CI might occur under more 
extreme conditions with naphthalene, the sample was studied 
by using other modes available with the ITMS. Ions other 
than the candidate ion were first ejected from the trap by using 
a combination of rf and dc on the ring electrode. The selected 
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Figure 1. Mass spectra of naphthalene-dB at varying ionization tines 
with 70 ng (a. b. c) and 210 ng (d) of sample entering the ion trap. 

ion was then retained in the trap for varying times to allow 
accumulation of product ions from reaction with neutral 
naphthalene-dB' In this fashion, by isolation of m/z 136 (M'+) 
and retention in the trap for up to 50 IDS, no increase was seen 
in M + 2; the only effect noted was the appearance of about 
0.2% of the dimer (2M)"+ at m/z 272 and 5% of (2M - D)+ 
at m/z 270. Similarly, isolation of the odd-electron ion rep­
resenting loss of acetylene (C2D2) at m/z 108 resulted only 
in the production of 52% of the molecular ion by charge 
exchange, even when it was held for 50 IDS. On the other hand, 
the even-electron ion (C.D,)+ at m/z 54 whose conjugate hase 
has a low proton affinity was completely lost after 50 ms, as 
itformed a mixture of ions of m/z 108 (33%), 122 (1 %),136 
(54%), and ofM + D (11%) (self-Cl) at m/z 138. 

Compounds such as aliphatic acid methyl esters show the 
self-CI effect much more readily (2, 10). For example, Tulloch 
found it necessary to resort to trimethylsilyl rather than 
methyl esters in order to analyze the deuterium content of 
a series of specifically deuterated decanoic acids (11). When 
the chain length of the acid was increased to C16 (palmitic 
acid), self-CI of the methyl esters diminished considerably. 
We have examined both methyl decanoate and methyl pal­
mitate using an ordinary magnetic sector spectrometer (LK­
B-9000), and Figure 2A confirms Tulloch's observations re-
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Figure 2. Variation in (M + H)/M ratios wfih sample pressure (A) and 
ionizing voltage (B) obtained wfih the LKB-9000 spectrometer. 

garding the increase in the (M + 1) 1M ratio of methyl de­
canoate with sample pressure. Interestingly, even at the lowest 
pressures the (M + 1) 1M ratio was about 0.18 instead of the 
theoretical value of 0.12, and it appeared to plateau at this 
value, suggesting the existence of a second, pressure-inde­
pendent, proton-transfer process. 

In a later report (12), Tulloch and Hogge used deuterium 
labeling to show that the (M + H)+ protons derived mostly 
from protons attached to C-4, C-5, and C-6 (37, 15, and 9%, 
respectively) of the ester. They suggested that the reaction 
involved combination of rearranged forms of the molecular 
ion such as 1 with neutral ester. The failure of methyl pal-

H . \ 
CH3(CH,)sCH 0 + 

I II 
CH, C OCH3 

'C~ 
2 

mitate to show the same effect was ascribed to protection 
afforded by its longer alkyl chain as it wrapped around the 
protonated ester group, shielding it from further reaction. 
These authors also pointed out that their data did not rule 
out the possibility that rearrangement ions such as mlz 74 
and 87 might be alternative sources of the proton since these 
species are deuterated in accord with the neutral ester. On 
the other hand, Ghaderi et al. (2) ascribed the source of the 
protons to the many fragment ions occurring in these ester 
spectra whose conjugate bases have low proton affinity. In 
fact, this is the only conclusion possible from the appearance 
of their spectrum of methyl stearate confmed for 20 ms where 
(M + H)+ was by far the most abundant ion. 

Before further examination of this process using the ITMS, 
it was necessary to prove unequivocally that self-CI rather than 
space charging was responsible for the excess abundance at 
M + 1. By use of 6 ng of perdeuterated methyl palmitate, 
with AGC on, a correct (M + 1) 1M ratio is obtained (Figure 
3a), but at 24 ng M + 2, i.e., (M + D)+ at mlz 306, exceeds 
the molecular ion in intensity (Figure 3b). The peak profiles 
retain their symmetry (inset, Figure 3b) showing that under 
these conditions the AGC is correctly performing its function 
of preventing space charging. We therefore confIrm Ghaderi's 
observation that self-CI does occur with long-chain methyl 
esters, at least under ITMS conditions. As with naphtha­
lene-ds, increasing the number of ions in the trap by a factor 
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Figure 3. Spectra of methyl palmfiate-d34 in "AOC on" mode: (a) 6 
ng with 1-ms ionization time; (b) 24 ng wfih 1-ms Ionization time; (c) 
24 ng wfih 20-ms ionization time. 

of 20 by increasing the ionization time again shifts (M + D)+ 
1 mass unit higher (Figure 3c), distorting the appearance of 
the isotope cluster. Again, intensity at lower masses is lost 
under these extreme conditions of space charging. 

Under operating conditions defmed above where self-CI but 
not space charging occurs, major ions in the spectrum of 
methyl decanoate were examined to determine the extent to 
which they participate in the self-CI process. In this exper­
iment, the ionization times were adjusted for each candidate 
ion in relation to its normal abundance to ensure the same 
initial number of ions in the trap. Examining first the re­
arrangement ion at mlz 74 (Figure 4a), one can see that no 
protons are transferred to neutral ester even after 50 ms. The 
only process observed is charge exchange to form about an 
equal number of ester molecular ions at mlz 186. In contrast, 
even-electron alkyl ions such as mlz 101 do indeed supply 
protons, forming even-electron (M + H)+ ions at m I z 187 
(Figure 4b). The abundance of these ions diminishes smoothly 
with mass of the reacting ion as shown in Figure 5, reaching 
zero at M - C2Hs. Lower mass ions such as mlz 41, whose 
conjugate bases have very low proton affinity, cause subse­
quent fragmentation of the (M + H)+ ion as shown in Figure 
4c. Losses of H2, methanol, or both appear to be major 
pathways. We have also noted interesting differences in the 
nature of the fragmentation depending on the structure of 
these reactant ions. This will be discussed in a forthcoming 
publication. 

These studies fail to provide any evidence for the process 
involving 1 as suggested by Tulloch and Hogge (12). Even 
when m I z 186 was confined for 50 ms, far longer than allowed 
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Figure 4. Spectra obtained by reaction of low-mass ions with neutral 
methyl decanoate: (a) miz 74 reactant ion; (b) miz 101 reactant ion; 
(c) miz 41 reactant ion. 
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Figure 5. Tendency of fragment ions from methyl decanoate to donate 
proton to neutral ester. A 50-ng sample of methyl decanoate was 
injected on DB-I. 

under normal EI conditions with magnetic mass spectrome­
ters, the only reaction observed was ",3 % dimerization to form 
2Mo+. Essentially identical results were obtained when all the 
above experiments were repeated using methyl palmitate. 

If the fragment ions are the sources of the proton causing 
self-CI, the ratio of (M + 1) 1M should decrease as the ionizing 

energy is lowered and the fragmentation diminishes. Un­
fortunately, it is not possible to study this process in the ITMS 
where all ions are necessarily produced at > 100 e V. Using 
a magnetic spectrometer (LKB-9000) (Figure 2, curve B) shows 
that this is correct, although again, the theoretical value of 
",0.11 was not reached at the lowest voltage where ions are 
detectable. 

CONCLUSIONS 
Under suitable conditions virtually all compounds are ca­

pable of self-CI. If the process is not one of simple proton 
transfer, then either dimerization to form 2Mo+ (or (2M + H)+) 
or transfer of some other fragment may be expected. The 
proton-transfer process is important when alkyl fragments 
whose conjugate bases have low proton affinity are present 
in profusion. When the spectrum is dominated by a molecular 
ion, as in the case of naphthalene, peak distortion due to space 
charging can be expected with the ITMS and lTD long before 
self-CI occurs. This is likely the reason that Olson and Diehl 
(3) failed to observe se\f-CI with aniline and phenol although 
their results with alcohols and nonanal are not so easily ex­
plained. 

In general our results are in accord with the principle that 
odd-electron ions react with neutral compounds by forming 
odd-electron ions through charge exchange, while even-electron 
ions form even-electron products through proton or alkyl 
group transfer. These are all the products of bimolecular 
reactions, and it is perhaps not surprising that electron parity 
is maintained. Although the transferring proton can arise from 
interaction between molecular ions and neutrals as in, for 
example, methane and methyl formate, with larger molecules 
the sOurce of protons is mOre likely to be the fragment ions 
whose conjugate bases have low proton affinity. 

Finally, the point made by McLuckey et aI. (10) is worth 
reiterating: The automatic gain control feature of the ITMS 
and lTD will not affect the magnitude of se\f-CI observed in 
these spectrometers. Other measures must be taken to ensure 
that the sample load entering the trap is appropriate for the 
sample structure since this feature alone determines the 
magnitude of its tendency to exhibit se\f-CI. It is obvious that 
a good ratio can be realized even under these excessive con­
ditions if scans are examined near the base of chromatographic 
peaks. One can even envision a program that would contin­
uously examine the (M + 1) 1M ratio over a gas chromato­
graphic peak and alert the analyst to the presence of either 
phenomenon. 

Registry No. d2, 7782-39-0; naphthalene, 91-20-3; methyl 
palmitate, 112-39-0; methyl decanoate, 110-42-9. 
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The capabllHy of Interfacing coaxial continuous flow fast atom 
bombardment (CF-FAB) with tandem mass spectrometry 
(MS/MS) Is demonstrated. The goal of this research Is to 
demonstrate the ability of obtaining on-the-fly (I.e. chroma­
tographic realtime) MS/MS spectra of blomolecules and to 
demonstrate the feasibility of using open tubular CF-FAB as 
a means of Introducing and maintaining a constant flux of 
analyte Into the mass spectrometer over long periods of time. 
On-the-fly MS/MS spectra of a tripeptide, Met-Leu-Phe, were 
obtained on a 220-pg Injection and a 22-pg InJection. With 
a total acquisition time of 2 s, fragment Ions resulting from 
common backbone cleavages were observed. With a 50 I'm 
I.d. packed microcapillary column, the separation of a mixture 
was obtained and the MS/MS spectra were acquired as the 
analytes were eluting from the column. Through the use of 
the coaxial CF-F AB Interface to deliver a constant flow of 
analyte, MS/MS spectra of a variety of compounds, Including 
peptldes, sugars, falty acids, phospholipids, and steroids, were 
obtained as well as an MS/MS/MS spectrum of a tetra­
peptide. 

Since the development of fast atom bombardment mass 
spectrometry (FAB/MS) (1), FAB/MS has become a widely 
used desorption technique for the analysis of biomolecules. 
There are several disadvantages, however, associated with 
FAB/MS: (1) Due to the high concentration of matrix on the 
probe tip, mass spectra can be complicated by the high level 
of chemical background noise; (2) often, few structurally in­
formative fragment ions are produced, and those that are 
produced may be obscured by matrix ions; (3) the sample ion 
beam can be short-lived, since only small amounts of analyte 
can be used; (4) a "suppression" effect due to the hydropho­
bicity /hydrophilicity index of the compounds being analyzed 
may occur, which results in one or more of the analytes 
preferentially occupying the surface of the sample droplet, 
thus suppressing the analysis of the other compounds (2); and 
(5) quantification can be difficult and time-consuming because 
the FAB probe must be removed for each analysis. Recently, 
two techniques, tandem mass spectrometry (MS/MS) and 
continuous flow FAB (CF-FAB), have been developed to al­
leviate some of these problems associated with FAB. 

The first technique to achieve widespread attention was 
FAB used in conjunction with MS/MS. In MS/MS the ion 
of interest is selected in MS-I and allowed or forced by col-

, Authors to whom correspondence should be addressed. 
'Also at the Department of Chemistry. University of North Car­

olina at Chapel Hill, Chapel Hill, NC 27514. 

0003-2700/89/0361-2504$01.50/0 

lisional activation to fragment. The fragmentations are 
subsequently analyzed by MS-II. Thus, ions due to the matrix 
are eliminated, and parent ion-daughter ion relationships in 
mixtures can be determined. Also, collisional activation de­
composition (CAD) of FAB-desorbed ions often yields 
structurally informative fragment ions that aid in the sub­
stance identification. 

The second technique developed to overcome some of the 
disadvantages ofFAB was frit-FAB (3) and continuous flow 
fast atom bombardment (CF-FAB) (4). The continuous flow 
of aqueous solutions containing small amounts of matrix to 
the probe tip results in a significant decrease in the 'chemical 
noise. Therefore, higher sensitivities are observed due to 
improved signal-to-noise (S/N) ratios (5). In addition, the 
continuous introduction of analyte into the mass spectrometer 
leads to the production of a steady ion beam over long periods 
oftime. Also, it has been observed that the use of CF-FAB 
significantly reduces the suppression effect because there is 
a constant flow of analytes to the probe tip (6). Another 
advantage ofCF-FAB is increased reproducibility and sample 
throughput because removal of the probe from the mass 
spectrometer after each analysis is not necessary. 

We are currently involved in an ongoing research project 
in which the goal is to couple open tubular liquid chroma­
tography (OTLC) with mass spectrometry. Our initial efforts 
were successful at interfacing OTLC with MS under electron 
impact (EI) and chemical ionization (Cl) conditions (7), but 
the interface was unsuitable for peptides and other complex 
biomolecules. To analyze more polar and less volatile com­
pounds, we have utilized CF-FAB/MS. The CF-FAB/MS 
interfaces developed thus far employ a single fused silica 
capillary column to transport the analytes to the FAB probe 
tip in the mass spectrometer. Addition of the matrix is ac­
complished either by adding the matrix to the analyte solu­
tions or by postcolumn addition (3, 4, 8). However, precolumn 
addition of the matrix into the LC mobile phase can com­
promise the chromatography due to changes in the polarity 
and viscosity of the mobile phase. Postcolumn addition of 
the matrix sometimes leads to chromatographic peak broad­
ening. These problems are significantly enhanced in OTLC 
due to the lower flow rates involved «1 nL/s). 

To avoid these problems, we have recently developed a 
coaxial CF -F AB interface in which the analytes and the matrix 
are delivered separately to the probe tip (9,10). Briefly, the 
coaxial CF-FAB interface consists of a fused silica capillary 
column that is surrounded by a second fused silica column 
in which the matrix is introduced. As a result, there is no 
mixing of the matrix with the analytes until both have reached 
the FAB probe tip. This coaxial continuous flow design is 
advantageous since the chromatography is not affected by the 
matrix. In addition, the ability to independently control both 
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the OTLC flow rate and the matrix flow rate and composition 
is desirable. 

This coaxial continuous flow system is chromatographically 
advantageous since the OTLC columns being employed offer 
a greater separation efficiency than that of conventional 
columns (Le., over 1 X 106 theoretical plates can be obtained 
with these OTLC columns (11)). Compared to conventional 
columns (4 mm Ld.) and microbore columns (1 mm i.d.), these 
OTLC columns (10 I'm Ld.) and microcapillary columns (50 
I'm Ld. packed with 10-l'm particles) have a much smaller 
internal diameter. This system is more compatible with mass 
spectrometry because the smaller internal diameters allow a 
much lower flow rate. 

In our previous work using this coaxial CF-FAB interface 
(10), we have demonstrated the ability to obtain on-the-fly 
(i.e. chromatographic real time of 5-10 s) full scan mass spectra 
for a variety of compounds, including peptides, sugars, ster­
oids, and phospholipids. Detection limits of 1.8 fmol in the 
scanning acquisition mode and 500 amol in the multichannel 
analysis (MCA) acquisition mode for the tripeptide Met­
Leu-Phe were obtained. Parallel to our interest in OTLCjMS, 
we have been exploring the application of MS JMS to biom­
olecules such as modified oligonucleotides and glutathione 
conjugates (12, 13). To tie together our activities in MSjMS 
and OTLC CF-FABjMS, we have explored the compatibility 
of OTLC CF-FABjMS and tandem mass spectrometry. 

The goal of this research project has been twofold: (1) to 
demonstrate the ability of obtaining MS JMS spectra of 
biomolecules eluting;9D the OTLC time scale (Le. 5-10 s wide 
peaks) and, thus, its compatibility with OTLC columns cur­
rently under development; and (2) to demonstrate the fea­
sibility of using open tubular continuous flow F AB as a 
technique to introduce and maintain a constsnt flux of analyte 
over long time periods. We report our results here. 

EXPERIMENTAL SECTION 

Chemicals. Substaoce P, bradykinin, Met-Leu-Phe, N-acetyl 
angiotensin I, maltotetrose, dihydrostreptomycin, dipalmitoyl­
phosphatidylcholine, pahnitoleic acid, corticosterone, tauro­
lithocholic acid-3-sulfate, and Phe-Gly-Leu-Met-NHz were pur­
chased from Sigma Chemical Co. (St. Louis, MO). 

Sample Injection. Samples were injected by using a capillary 
liquid chromatography system that was developed in this labo­
ratory for use with open tubular liquid chromatography (6). A 
Valco injection valve is used to make injections. The injection 
valve is connected with stainless steel tubing to a sample tee, which 
holds the OTLC column. The other side of the sample tee is 
connected to a waste valve. To make an injection onto the OTLC 
column, the injection valve and the waste valve are opened to the 
sample tee. Approximately 200 I'L of anaiyte solution is needed 
to fill the tubing and the sample tee. The waste valve is then 
closed, and the injection valve is opened to the pressurized mo­
bile-phase reservoir, which starts the flow of the sample solution 
into the column. Opening the waste valve flushes the sample 
solution out of the sample tee and replaces it with mobile phase. 
Closing the waste valve repressurizes the system and flow 
recommences. In this manner, short injections (i.e. seconds) or 
long continuous injections (i.e. hours) can be made onto the OTLC 
column. Therefore, injections of approximately 10 pL to 10 nL 
of analyte solution can be made without any evidence of the 
chromatographic peak broadening that can sometimes occur with 
traditional loop-type LC injection systems. Therefore, this in­
jection system offers the capability of doing on-the-fly or constaot 
flux tandem mass spectrometry. Water was used as the mobile 
phase except for the analysis of bradykinin, where the mobile 
phase was 0.1 % trifluoroacetic acid (TF A) in water. 

It should be noted that this injection method is only one of 
four different methods that we have used with our microcolumns. 
While it requires 200 I'L of sample, greater than 99.99% of the 
sample is recovered in a vial from the "waste" line from our 5-8 
(4.4 nL) injection. This method is routinely used because it is 
the most facile. The second method. requires the removal of the 

in-line filter from the injector, allowing the analytical capillary 
to be positioned within a few centimeters of the injection valve. 
This permits analysis from as little as 10 I'L of sample (4.4 nL 
of sample used with 9.996 I'L recovered). Careful filtering of all 
sample solutions and mobile phases permits the use of this type 
of injection without plugging the OTLC column. The third in­
jection method uses a stainless steel pressure "bomb" which is 
of sufficient size to contain a microvial of sample solution. The 
analytical column is inserted into the filtered sample solution, 
and a pressure seal around the column is made with a 1/ win. 
fitting and a vespel ferrule. The bomb is pressurized to 1000 psi 
for the time interval required to inject the desired volume of 
sample onto the column. After injection, the analytical column 
is reconnected to the LC pumps for analysis. This method ob­
viates the need for a sample syringe, and >99.9% of the sample 
remains in the sample vial, precluding any sample loss due to 
adsorption on metal surfaces. The most efficient injection method 
used with microcolumns in our laboratories utilizes a pneumatic 
microinjector in conjunction with a microscope and microma­
nipulators for direct on-column injection of nanoliter volumes 
(14-16). The utility of this system has been exploited for the 
analysis of individual neurons by OTLC (14,16) and has dem­
onstrated a relative standard deviation of 2.7% in volume de­
livered for 10-nL injections onto an OTLC column (15). 

Coaxial Continuous Flow FAB Interface. The coaxial 
continuous flow FAB interface used in this work has been pre­
viously described (9). A fused silica capillary column is inserted 
into a sheath capillary column. The analytes flow through the 
inner column (typically 10 I'm i.d., 150 I'm o.d.) while the matrix 
simultaoeously flows through the outer column (typically 200 I'm 
Ld., 350 I'm o.d.). No mixing of the matrix with the aoaiytes occurs 
until both have reached the F AB probe tip. A microliter syringe 
pump (Isco, Inc., Lincoln, NE) was used to regulate the flow of 
the matrix through the sheath column. 

Packed Microcapillary Column. A packed microcapillary 
column was used to obtain the separation that is demonstrated. 
The column, 2.2 m X 50 I'm i.d., was packed with IO-I'm ODS2 
Spherisorb (Alltech, Inc.) particles. A gradient from 30% ace­
tonitrile/water to 90% acetonitrile/water over 15 min at a flow 
rate of approximately 85 nL/min was used as the capillary mobile 
phase. 

Mass Spectrometry. All mass spectra were acquired on a VG 
ZAB-4F mass spectrometer (17). This instrument is of BIEcEzBz 
design and is operated at 8 kV. An Ion Tech atom gun and a 
staodard VG continuous flow F AB source heated at 40-60 °C were 
used. The samples were bombarded with 8-keV xenon atoms. 
The MS /MS experiments were carried out by focusing the parent 
ion through MS-I. Daughter ion spectra were obtained by col­
lisional activation at 8 keY. The parent ions were activated by 
colliding them with helium gas (at approximately 50% beam 
reduction) in the collision cell located in the third field-free region. 
Collisionally activated decomposition (CAD) spectra of the re­
sulting daughter ions were obtained by a linear EzB2 linked scan 
of MS-II, which was typically operated at unit mass resolution. 

In the MS/MS/MS experiment, the parent ion is focused 
through BI and collisionally activated in the second field-free 
region. The resulting daughter ion is then focused through EI 
into the third field-free region. This daughter ion is collisionally 
activated, and the resulting MS' spectrum is acquired by an EzBz 
linked scan. The data acquisition system used was a VG Ana­
lyticalll-250 data system. 

RESULTS AND DISCUSSION 
We have shown that this coaxial continuous flow F AB 

interface allows for increased sensitivity over that of other 
continuous flow FAB interfaces (10). This is due to the ability 
of the capillary LC system to deliver a high concentration of 
analyte in a short period of time. This advantage as well as 
the ability to easily introduce a low and constant flux of 
analyte for an extended period of time makes this coaxial 
CF -F AB interface very useful for the acquisition of MS JMS 
data. 

MSjMS in Chromatographic Real Time_ Our primary 
goal in this study was to ascertain the compatibility of OTLC 
elution times with MS/MS data acquisition on the VG 
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Figure 1. MS/MS spectra of (A) 220 and (B) 22 pg of the (M + H)+ ion of Met-Leu-Phe acquired on-the-fly by using the OTLC column. (C) Static 
FAB MS/MS spectrum of the (M + H)+ ion of Met-Leu-Phe. 

four-sector instrument. Thus, our initial efforts centered on 
experiments designed to test MS /MS acquisitions under the 
limits imposed by OTLC (i.e. sensitivity and elution times). 
Although relatively concentrated solutions (i.e. 1 mg/mL) can 
be injected onto the OTLC columns, these columns can easily 
be overloaded. Overloading of typical OTLC columns occurs 
with analyte amounts on the order of 5-50 ng (a 5-s injection 
of a 5 mg/mL solution at a flow rate of 1 nL/s places 25 ng 
of analyte on the column). MS/MS spectra on low-nanogram 
levels of FAB-desorbed analytes have been reported for 
magnetic sector MS/MS instruments (18-20), but these 
amounts have been the exception rather than the rwe. Thus, 
there was a real question as to whether MS/MS spectra cowd 
be acquired routinely from low-picomolar amounts of analyte. 
A second limiting factor for OTLC is the elution time. In 
contrast to the wide peaks observed in microbore LC (i.e. 
minutes), OTLC peaks are on the order of 5-20 s wide at 
half-height. Thus the scan rate of MS-ll becomes critical. The 
combination of fast scan speeds and low analyte amounts, 
therefore, imposes stringent performance criteria on the 
equipment. 

Our experiments designed to ascertain the compatibility 
of MS/MS and OTLC in real time (on-the-fly) were performed 
with the tripeptide Met-Leu-Phe (MW = 409). From our 
initial experiments involving full scan spectra, a detection limit 
of 500 amol was obtained (10). We felt, therefore, that the 
coaxial CF -F AB interface wowd provide sufficient sensitivity 

for the acquisition of on-the-fly CAD data. MS /MS spectra 
of the (M + H)+ ion of Met-Leu-Phe were acquired on-the-fly 
from a 220-pg and 22-pg injection (Figure lA and Figure IB, 
respectively) of the peptide. The mass spectrometer was 
scanned from 420 to 100 amu at 3 s/decade resulting in a total 
acquisition time of 2 s. Since the peak width at half-height 
for the 22-pg injections is 6 s, the MS/MS spectrum in Figure 
lB is thus representative of <10 pg of material. The MS/MS 
spectrum of the 220-pg injection compared well with that 
obtained from 1 p.g on the direct insertion F AB probe (Figure 
lC). The (M + H)+ ion of m/z 410 fragments into the com­
mon backbone cleavages of a2, b2, and Y2 as shown. Nomen­
clature for the peptide cleavages is that of Roepstorff (21) as 
modified by Biemann (22). Although the 22 pg level spectrum 
is not clean enough to identify an unknown, it is of sufficient 
quality to confirm the identity of the compound. Thus, 
MS /MS spectral acquisition is compatible with both the 
elution times and upper concentration limits imposed by the 
capillary system using the coaxial CF -FAB interface. 

As the assignment of daughter ion masses in the MS /MS 
spectra is based on a linear interpolation rather than a cali­
brated scan, it is of interest to note the accuracy of the mass 
assignment. The mass assigned to the three major daughter 
ions of Met-Leu-Phe and one daughter of bradykinin as a 
function of scan rate is shown in Table I. These data, ac­
quired at a resolution of approximately 500 for Met-Leu-Phe 
and 1000 for bradykinin, indicate for the instrument used that 
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Figure 2. MS/MS spectrum of the (M + H)+ Ion of bradykinin acquired (A) by constant flux of analyte and (B) from the static FAB probe tip. 

the mass assignment does not degrade significantly until scan 
rates of 2 s/decade are reached. It should also be noted that 
this may vary when different mass ranges are analyzed and 
that this is also instrument dependent. 

Constant Flux MS /MS. One problem often encountered 
in the acquisition of MS /MS data is that the level of analyte 
can decrease significantly during analysis, and data acquisition 
often has to be interrupted for reloading of the sample. Using 
a continuous flow interface permits maintenance of a con· 
tinuous flux of analyte, if the analyte can be continuously 
injected. The OTLC CF-FAB injection system is designed 
such that a continuous amount of analyte solution can be 
introduced into the mass spectrometer over extended periods 
of time (i.e., hours) as well as over short time periods (i.e., 

seconds). In fact, at the typical OTLC flow rates of <1 nL/s, 
an injection volume of 200 ILL can deliver a constant amount 
of analyte for several days. Even at high analyte concentra­
tions (1 mg/mL), an hour-long acquisition would consume only 
60 ng of analyte. With the sensitivity observed from our 
on-the-fly experiments, the combination of continuous flow 
injections with the coaxial CF·FAB interface should be able 
to provide good-quality MS /MS spectra from a continuous 
flux of analyte. 

We have obtained MS /MS spectra from a variety of com­
pounds, including peptides, sugars, phospholipids, fatty acids, 
and steroids, using the coaxial CF-FAB interface to deliver 
a constant flux of analyte. The compounds for which we have 
obtained MS /MS data are listed in Table II. Data acquisition 
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Figure 3. MS/MS spectrum (A) of the (M + H)+ ion of dipalmitoylphosphatidylcholine, (B) of the (M + H)+ ion of mafiotetrose, (C) of the (M -
Ht ion of palmitoleic acid, (0) of the (M - Ht ion of corticosterone. 

times varied from 3 s to 68 min with the total amount of 
analyte consumed varying from 10 ng to 3.6 Itg. It should be 
noted that this study was not designed to test the limits of 
detection. Reasonable data can be acquired on significantly 
lower amounts (i.e., lower by 1-2 orders of magnitude). 

The MS/MS spectrum of 35 ng of bradykinin acquired over 
43 s is representative of the peptide data (Figure 2A). No 
interpretable MS /MS spectrum could be obtained from this 
level loaded on the direct insertion F AB probe. As a com­
parison the MS /MS spectrum of 1 !'g of bradykinin acquired 

from the direct probe is shown in Figure 2B. These spectra 
are similar to other published CAD spectra of bradykinin (23). 
Typical examples of other MS /MS spectra acquired are 
presented in Figure 3. These data show that the open tubular 
CF-FAB/MS interface can be used to introduce a sufficiently 
high flux of analyte over the time period necessary to obtain 
good-quality MS/MS data. 

The capability of acquiring MS /MS spectra over long pe­
riods of time is demonstrated in Figure 4. The MS/MS 
spectrum of the (M + H)+ ion of N-acetyl angiotensin I was 
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Table I. Mass Assignment of the Daughter Ions of m / z 
217,245, and 279 of Met-Leu-Phe and for the Daughter Ion 
of m / z 527 of Bradykinin at Varying Scan Speeds 

scan rate, 
sldecade mlz 217 mlz 245 mlz 279 mlz 527 

100' 217.0 244.7 278.7 526.6 
10' 217.0 244.8 278.8 526.7 
5' 217.0 244.9 278.9 527.0 
3d 217.4 245.3 279.3 527.5 
2' 217.7 245.7 279.7 530.2 

'Average of five single scans for mlz 217, 245, and 279; mea­
sured from signal averaged data of six scans for m I z 527. ' Average 
of 11 single scans for mlz 217, 245, and 279; measured from signal 
averaged data of 12 scans for mlz 527. 'Average of 22 single scans 
for mlz 217, 245, and 279; measured from signal averaged data of 
23 scans for m I z 527. d Average of 25 single scans for m I z 217, 245, 
and 279; measured from signal averaged data of 25 scans for m I z 
527. 'Average of 22 single scans for mlz 217, 245, and 279; mea­
sured from signal averaged data of 22 scans for m I z 527. 

acquired over 68 min and is representative of 3.6 I'g of ma­
terial. This demonstrates that the coaxial CF-F AB interface 
is useful in obtaining MS/MS data over long as well as short 
acquisition time periods. 

Table II. Compounds for Which MS/MS Spectra Have 
Been Acquired by Using Coaxial Continuous Flow FAB in 
Conjunction with Tandem Mass Spectrometry 

pos ion neg ion 

compound time, s amt time, s amt 

Met-Leu-Phe 2 22 pg 335 1.8 )Lg 
dihydrostreptomycin 3 33 ng 
bradykinin (acidified) 43 38 ng 
maltotetrose 10 110 ng 
corticosterone 42 231 ng 246 2.7 ~g 
taurolithocholic acid-3-sulfate 45 495 ng 156 1.7 ~g 
dipalmitoylphosphatidylcholine 27 2.3 Mg 
palmitoleic acid 230 2.5 Mg 
N~acetyl angiotensin I 4070 3.61'g 

MS/MS/MS Acquisition. In addition to its capability 
for obtaining MS /MS spectra of biomolecules, the potential 
of this coaxial CF-FAB interface for the acquisition of 
MS/MS/MS data has also been studied. We have shown 
previously that MSn experiments are feasible using the VG 
ZAB-4F mass spectrometer (11). By following the fragmen­
tation pattern, one can verify the sequence of building blocks 
within a biomolecule. These experiments, however, can be 
cumbersome if the daughter ions are of relatively low abun-
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dance. Much time can be involved due to the need to re­
plenish the F AB probe tip with fresh sample. Therefore, the 
constant flow of analyte to the probe tip via a continuous flow 
FAB probe makes this interface ideal for such experiments. 

The sequencing of the tetrapeptide Phe-Gly-Leu-Met-NH2 
is shown in Figure 5. Upon collisional activation, the (M + 
H)+ ion ofmjz 466 fragments to give the ion of mjz 318, which 
corresponds to the loss of HMetNH2• In the MSjMSjMS 
experiment (Figure 5), the (M + H - HMetNH2)+ ion frag­
ments to give the loss of CO and the Leu residue (fragment 
b2). The daughter ion of mjz 120 (fragment a,) corresponds 
to the loss of CO from the Phe residue. The mass spectrom-
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eter was scanned at 50 s j decade for a period of approximately 
6 min. The analyte concentration was 5 mgjmL, and the flow 
rate was 50 nLjmin. Therefore, approximately 500 ng of 
material was used for the acquisition of the MSjMSjMS 
spectrum. 

MSjMS from Column Separation. Using the packed 
microcapillary column, a separation of a mixture of Met­
enkephalin and Met-Leu-Phe was obtained and is shown in 
Figure 6. The peaks represent 2 pmol of Met-enkepha\in and 
3 pmol of Met-Leu-Phe, and peak widths at one-half peak 
height are on the average of 40 s. The MS jMS spectra of the 
analytes (Figure 7) were obtained while the mass spectrometer 
was scanned at 5 sjdecade. Fragmentations resulting from 
typical backbone cleavages were observed for both of the 
analytes studied. 

CONCLUSIONS 

Coaxial continuous flow FAB has proven to be very useful 
for combining liquid chromatography with tandem mass 
spectrometry. The ability to obtain on-the-fly MS jMS data 
makes this coaxial CF-FAB interface compatible with time 
restraints encountered in chromatography. With the use of 
packed microcapillary columns, the MS jMS spectra can be 
obtained on the analytes of a mixture as they are separated 
and elute from the column. In addition, the MSjMS spectra 
of a variety of compounds, such as peptides, sugars, fatty acids, 
phospholipids, and steroids, have been acquired by delivering 
a constant flow of analyte into the mass spectrometer. This 
constant flux of analyte can be advantageous for the acqui­
sition of CAD spectra that are otherwise cumbersome (e.g., 
MSjMSjMS spectra). 

M/Z 

Figure 7. MS/MS spectra of the (M + H)+ ion of (A) Met-enkephalin (single scan) and (B) Met-Leu-Phe (summation of five scans) acquired from 
the separation of the mixture using the coaxial CF-FAB interface w~h a packed microcapillary column. 
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Separation of the Reagent Ions from the Reagent Gas in 
Ammonia Chemical Ionization Mass Spectrometry 

Robert B. Cody 

Nicolet Analytical Instruments, 6416 Schroeder Road, Madison, Wisconsin 53711 

Competitive reactions can occur between neutral ammonia 
and the [M + Ht and [M + NH.l+ species produced In am­
monia chemical Ionization mass spectrometry, For some 
compounds, these competHlve reactions can resuH In the loss 
of the [M + Hj+ and [M + NH.j+ species; however, these 
undesirable reactions can be avoided by using a Fourier 
transform mass spectrometer wHh a dual trapped-Ion cell to 
separate the reagent Ions from the reagent gas. Aqueous 
ammonia ("ammonium hydroxide") Is shown to be a con­
venient and Inexpensive subsIHute for anhydrous ammonia as 
a reagent for low-pressure chemical Ionization mass spec­
trometry. 

INTRODUCTION 
Anhydrous ammonia is widely used as a reagent gas for 

chemical ionization mass spectrometry (CIMS) (1-7). For 
analytes that have a proton affinity greater than the proton 
affinity of ammonia (204 kcal/mol) (8), ammonia chemical 
ionization occurs by proton transfer to produce the [M + Hj+ 
species, For analytes that have polar functional groups, 
chemical ionization occurs by [NH.j+ attachment to produce 
the [M + NH.J+ species. Under high-pressure chemical ion­
ization conditions (0,5 Torr), ammonia chemical ionization 
may occur by complex mechanisms involving reactions of 
[NH.j+ and solvated ammonium ions of the type [(NH3)n,Hj+ 
(6,7), 

Low-pressure chemical ionization mass spectrometry 
(LPCIMS) (9-12) is performed with trapped-ion mass spec­
trometers at pressures in the 10~ 10-< Torr range and reaction 
periods ranging from a few milliseconds to several seconds, 
Under these conditions, ionization of the analyte occurs by 
simple bimolecular ion/molecule reactions such as proton 

0003-2700/89/0361-2511 $01.50/0 

transfer, charge exchange, or condensation and elimination 
of a neutral product. Low-pressure chemical ionization mass 
spectrometry is particularly useful for ionizing compounds that 
have low vapor pressures, 

Anhydrous ammonia has been used as a reagent for 
LPCIMS in several studies (10-12), In all of these reports, 
the reactions involved proton transfer between [NH.j+ and 
an analyte with a high proton affinity. Reactions involving 
the attachment of an ammonium cation to a polar functional 
groups were not reported. Such cation attachment reactions 
are not expected to occur at low pressures because the adduct 
ions usually require stabilizing collisions to remove the excess 
energy released by bond formation (9, 11, 12), 

A few reports of bimolecular attachment reactions have 
appeared in the literature, Complexes between [SiH3j+ and 
ethylene were studied by using an ion-beam scattering ap­
paratus (13-15). Bimolecular attachment reactions of the 
trimethylsilyl cation with acetone and methanol were studied 
by using ion cyclotron resonance (16-20). Adducts are formed 
under low-pressure conditions by reactions of aromatic com­
pounds or protonated ester compounds with neutral ammonia; 
these adducts were studied by using Fourier transform mass 
spectrometry (FTMS) and by using a quadrupole mass 
spectrometer and a hybrid sector mass spectrometer (21), 

In this report, we show that the ammonium ion undergoes 
bimolecular attachment to compounds that have polar 
functional groups, Competitive reactions between analyte ions 
and ammonia will be identified, and we show that these 
competitive reactions can be avoided by a Fourier transform 
mass spectrometer with a dual trapped-ion cell (22, 23) to 
separate the reagent ions from the reagent gas, In addition, 
we show that aqueous ammonia is a convenient and inex­
pensive substitute for anhydrous ammonia as a reagent for 
low-pressure chemical ionization mass spectrometry. 

© 1989 American Chemical Society 
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Figure 1. Schematic representation of the dual trapped-ion cell chemical ionization experiment. 

EXPERIMENTAL SECTION 

Experiments were performed by using a Nicolet FTMS-2000 
dual-cell.Fourier trans~orm mass spectrometer. For the single 
trapped-IOn cell experiments, reagent gases were introduced 
through a batch inlet system to provide a pressure of 2 X 10-6 
Torr in the mass spectrometer vacuum chamber. The compounds 
studied were introduced via the septum inlet or the automatic 
direct insertion probe; the partial pressure of each sample was 
less than 1 X 10-7 Torr. Low-pressure chemical ionization was 
accomplished by confming the reagent gas, the analyte molecules 
and the reagent ions in the trapped-ion cell for a reaction period 
of 300 ms. The same conditions (300 ms reaction time and an 
anal~ pressure of 1 X 10-7 Torr) were used for the "self-CI" (I 1) 
experiments, except that no reagent gas was added; reagent ions 
were formed by electron ionization of the analyte. 

F~r the dual trapped-ion cell experiments, the aqueous am­
moma reagent gas was introduced through a leak valve into one 
of the trapped-ion cells (cell 1, normally referred to as the 
~analyzer" ~ell) at a pressure of 1.0 X 10-6 Torr. The analyte was 
mtroduced mto the other trapped-ion cell (cell 2, normally referred 
to as the "source" cell). During the ionization event, the partition 
between the t."'o cells (the conductance limit), trapping plates, 
and th", trapp~ng plate for cell.1 were kept at a positive trapping 
potential, whl!e cell 2. was SWitched to a negative trapping po­
tential. In thiS way, IOns formed by electron ionization of the 
reagent gas were trapped in celli, while ions formed by electron 
ionization of the analyte were removed ("quenched") from cell 
2. Following a reaction period, the trapping plate in cell 2 was 

restored to the trapping potential and the [NH.]+ reagent species 
produced in celli were transferred into cell 2 by grounding the 
conductance limit. Chemical ionization of the analyte occurred 
in cell 2 by reactions of the reagent ions with the neutral analyte 
molecules. In order to study the reactions of the protonated ions 
with neutral ammonia, the protonated analyte ions were trans­
ferred to celli by grounding the conductance limit a second time. 
A schematic representation of the experiment is shown in Figure 
1. 

All compounds and reagents were obtained from commercial 
sources, and they were used without additional purification. 
Reagent grade aqueous ammonia (NH, content 28-30%) was used 
as the reagent for aqueous ammonia chemical ionization. After 
two freeze-pump-thaw cycles, the ammonia-rich vapor in the 
headspace above the liquid aqueous ammonia was introduced into 
the inlet system of the mass spectrometer by rapidly opening and 
closing the isolation valve between the sample container and the 
inlet system expansion volume. 

RESULTS AND DISCUSSION 
Chemical Ionization with a Single Trapped-Ion Cell. 

Because molecular ions are not formed from tertiary alcohols 
under electron ionization conditions, these compounds are 
often analyzed by CIMS. Therefore, tert-pentyl alcohol was 
chosen for a comparison of reagent gases for low-pressure 
chemical ionization. The results are shown in Figure 2. 
Self-CI (Figure 2a) results in the formation of a small amount 
of [M + H]+, but fragment ions from electron ionization 
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Figure 2. (a) "Self-CI" mass spectrum of tert-pentyl alcohol. (b) 
Methane chemical ionization spectrum of tert-pentyl alcohol. (c) 
Pentane chemical ionization mass spectrum of tert-pentyl alcohol. (d) 
Aqueous ammonia chemical ionization mass spectrum of tert -pentyl 
alcohol. (e) Anhydrous ammonia chemical ionization mass spectrum 
of tert-pentyl alcohol. 

dominate the spectrum. Chemical ionization with methane 
reagent gas (Figure 2b) also results in the formation of [M 
+ Hj+, but the dominant species are [CSHllj+. The [M + Hj+ 
species are slightly more abundant when pentane is used as 
the reagent gas (Figure 2c), but the spectrum is still dominated 
by [CSHllj+. 

If anhydrous ammonia is used as the reagent gas (Figure 
2d), the most abundant species are [M + NH.j+; the other 
significant ions are [NH.j+ and [(NH3}.·Hj+. The absolute 
abundance of the [M + NHj+ species produced by ammonia 
chemical ionization is a factor of 4.5 greater than that of the 
[M + Ht species produced by pentane chemical ionization, 
and it is 35 times greater than the absolute abundance of the 
[M + Hj+ species produced by self-CI or methane CI. If 
aqueous ammonia is substituted for anhydrous ammonia as 
the reagent gas, the results are virtually identical (Figure 2e). 

A high-resolution mass spectrum (resolving power = 27000) 
obtained with aqueous ammonia present in the mass spec­
trometer vacuum chamber at a pressure of 2 x 10-6 Torr 
verified that the reactive species in aqueous ammonia chemical 
ionization are predominantly [NH3j'+ and [NH.j+. Water 
vapor is present to a lesser extent; the abundances of [H20j'+ 
and [H30j+ are less than 10% of the abundance of the [NH.j+ 
species. If the reaction time (i.e., the ion-trapping time) is 
increased to 300 ms, the only significant ionic species re­
maining in the trapped-ion cell are [NH.j+. It is significant 
that the proton-bound dimer of ammonia [(NH3)2·Hj+ is not 
formed under these conditions although it is present in a 
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Figure 3. Variation in [NH.j+, [(NHsh'Hj+, and [M + NH.j+ abun­
dance with reaction time for aqueous ammonia chemical ionization of 
tert -pentyl alcohol. 

significant amount in the ammonia and aqueous ammonia 
chemical ionization mass spectra of tert-pentyl alcohol. 

The presence of the proton-bound dimer of ammonia in the 
ammonia and aqueous ammonia chemical ionization spectra 
of tert-pentyl alcohol may be explained by reactions of [M 
+ NH.j+ with neutral ammonia, as proposed by Rudewicz and 
Munson (6, 7) 

[M + NH.j+ + NH3 ~ [(NH3)2·Hj+ + M (1) 

Figure 3 shows the variation of the [NH.j +, [(NH3).· Hj +, and 
[M + NH.j+ abundances with reaction time for aqueous am­
monia chemical ionization of tert-pentyl alcohol at a total 
pressure of 1 x 10-6 Torr. The abundances of the [(NH3)2·Hj+ 
and [M + NH.j+ species increase at the same rate, while the 
[NH.j+ abundance decreases. 

Ion ejection experiments (also known as "double resonance" 
experiments) may be used to elucidate ion/molecule reaction 
pathways (24). In order to determine the mechanism for 
ammonia and aqueous ammonia chemical ionization, each 
selected reactant ion was ejected during the reaction period 
by continuous excitation at its cyclotron frequency. Product 
ions were identified by subtracting the mass spectrum ob­
tained with reactant ion ejection from a mass spectrum ob­
tained without reactant ion ejection. The resulting "reaction 
product spectrum» shows only those ions that decrease or 
disappear when the reactant ion is ejected. It should be 
recognized that the reactant ion will appear in its reaction 
product spectrum along with any product ions that are formed 
(either directly or indirectly) as result of ion/molecule reac­
tions of the reactant ion. 

The [(NH3)2·Hj+ and the [M + NH.j+ species are both 
observed in the reaction product spectrum for reactions of 
[NH.j+. This indicates that the proton-bound dimer of am­
monia and the [M + NH.j+ are produced by reactions of 
[NH.j+; this observation is supported by the variation of ion 
abundance with reaction time (Figure 3). The adduct species 
are the only products observed in the reaction product 
spectrum for reactions of [(NH3}.·Hj+, while the [(NH3}.·Ht 
species are the only products observed in the reaction product 
spectrum of [M + NH.j+. These results suggest the following 
reaction scheme: 
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Figure 4. (a) Reaction product spectrum for examples of the [M + 
NH,l+ species in the single trappecHon cell aqueous ammonia chemical 
ionization of phenetole. This spectrum was obtained by continuous 
ejection at the cyclotron frequency for the [M + NH,l+ species. (b) 
Single trapped-ion cell aqueous ammonia chemical ionization mass 
spectrum for phenetole. (c) Dual trapped-ion cell aqueous ammonia 
chemical ionization mass spectrum for phenetole. 

where the rate constant k, for the forward reaction is ap­
proximately equal to the rate constant k, for the reverse re­
action. Depending on the amount of water vapor present, a 
small amount of [(NHa)-(H,O)Hl+ may be observed in the 
aqueous ammonia chemical ionization spectra. However, 
reactions of this species are not significant in aqueous am­
monia chemical ionization. 

Reactions of the analyte ions with ammonia can result in 
a significant loss of sensitivity for ammonia or aqueous am­
monia chemical ionization of some compounds. The [M + 
NH.l+ species was previously observed by Munson and Ru­
dewicz for high-pressure ammonia chemical ionization of 
anisole and phenetole (6). However, in our FTMS studies, 
no [M + NH.l+ is directly observed for low-pressure ammonia 
chemical ionization mass spectra for these compounds when 
the reactions are carried out in a single trapped-ion cell. 

Although the [M + NH,l+ species were not observed for 
ammonia or aqueous ammonia chemical ionization of phen­
etole with a single trapped-ion cell, indirect evidence for their 
existence was obtained by an ion ejection experiment. The 
[M + NH.l+ was ejected by applying a continuous excitation 
at its resonant frequency. By subtraction of a background 
spectrum obtained without continuous ejection, the resulting 
reaction product spectrum (Figure 4a) shows that the phen­
etole [M + NH.l+ species lose [NH.l+ or react to product 
[(NHal.·Hl+. 

Chemical Ionization with the Dual Trapped-Ion Cell. 
In order to avoid the problem of the [M + NH,l+ species 
undergoing a reaction with neutral ammonia, the dual trap­
ped-ion cell can be used to separate the reagent ions from the 
reagent gas. The key feature of these experiments is that 
[NH,l+ is isolated and allowed to react with the analyte in 
the absence of neutral ammonia. The [M + NH.l+ species 
formed during chemical ionization of the analyte are stable, 
because no neutral ammonia is present. Significant differences 
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Figure 5. (a) Mass spectrum showing the species present in cell 1 
immediately following transfer of the phenetole [M + Hr species from 
cell 2 to cell 1. (b) Mass spectrum showin~ the species present in cell 
1 at 300 ms after the phenetole [M + H 1 was transferred from cell 
2 to cell 1. The [M + Hl+ species has reacted with neutral ammonia 
to produce the [NH,l + species. 

are evident in a comparison of the aqueous ammonia chemical 
ionization mass spectrum of phenetole obtsined in this manner 
(Figure 4c) with the mass spectrum obtained when both am­
monia and phenetole are present in the cell simultaneously 
(Figure 4b). The major analyte species in the dual-cell 
chemical ionization mass spectrum are [M + NH,l+ and [M 
+ Hr. The predominant analyte species in the single-cell 
chemical ionization mass spectrum is the molecular ion; a small 
amount of [(NHa),·H]+ is also observed. 

The striking differences between these two spectra may be 
explained as follows. In the single-cell experiment, the [M 
+ NH,]+ is not observed because it undergoes a fast reaction 
with neutral ammonia to produce the [(NHa).·Hl+ species. 
Because the ionization potential of [NHa]·+ is 10.18 eV and 
the ionization potential of C8H lOO·+ is 8.42 eV (25), the mo­
lecular ion, M·" is produced by charge exchange between 
[NHa]·+ and phenetole. This was confirmed by obtaining a 
reaction product spectrum for [NHa]·+. The [M + H]+ species 
are not observed in the single-cell experiment because it can 
undergo a reaction with neutral ammonia to produce [NH,J+ 

he 
[NH,l+ + C8H lOO <=> [(CsHlOO)·Hl+ + NHa (4) 

h, 

This reaction can be demonstrated (Figure 5) by grounding 
the conductance limit a second time so that the [M + Hl+ 
species produced in cell 2 are transferred to cellI, where they 
undergo a reaction with neutral ammonia to produce [NH,]+. 

Analytical Utility. The results for low-pressure aqueous 
ammonia chemical ionization of 20 polar or basic compounds 
are summarized in Table L The [M + Hl+ species are ob­
served for compounds that have proton affinities that are 
larger tha 204 kcalj mol. Although the proton affinities for 
isophorone and methylsalicylate are not known, these results 
indicate that the two compounds must have proton affmities 
that are greater than 204 kcalj mol. The fact that the [M + 
Hl+ species can be observed for ammonia chemical ionization 
of anisole suggests that the literature value for the proton 
affinities of this compound may be low. 

Provided that the dual trapped-ion cell conditions are used, 
the [M + NH.]+ species are observed for all but two com­
pounds; the two remaining compounds (aniline and ethyl­
propylamine) have high proton affinities and only produce 
[M + H]+. For the analyis of compounds such as alcohols by 
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Table I. Molecular-Like Species Produced by Aqueous 
Ammonia Chemical Ionization of Various Compoundso 

compound 

acetophenone 
amyl acetate 
aniline 
anisole 
benzonitrile 
cyclohexanone 
n-decyl alcohol 
ethylpropylamine 
n-heptaldehyde 
isophorone 
methyl alcohol 
methyl benzoate 
methyl salicylate 
methyl stearate 
tert-pentyl alcohol 
phenetole 
isopropyl alcohol 
n-propyl nitrate 
sucrose 
triolein 

proton 
affinity 

205.4 
198 
209.5 
200.3 
195.9 
201.4 

227.4 

181.9 
203.7 

191.2 

M'+ 1M + Hj+ 

X 

X 
X 

X 

X 

X 
X 

X 

IM+ 
NH,l+ 

X 
X 

X 
X 
X 

X 
X 

X 
X 
X 
X 

• (weak) 
X 
X 

'Proton affinities were obtained from ref 8. The proton affinity 
for amyl acetate was obtained from ref 26. An asterisk indicates 
that the 1M + NH,l+ species is only observed if the reagent gas is 
separated from the analyte by using the dual ion-trapping cells. 
Electron-impact fragment ions can also be observed in the ammo­
nium hydroxide chemical ionization mass spectra for many of 
these compounds if single trapped-ion cell conditions are used. 

low-pressure chemical ionization, the tert-pentyl alcohol results 
show that ammonia or aqueous ammonia chemical ionization 
is more efficient than many other common reagent gases for 
producing molecular-like species. Therefore, ammonia or 
aqueous ammonia chemical ionization can provide increased 
sensitivity for analysis of these compounds. 

The results for anisole and phenetole are a special case. The 
spectra obtained with single trapped-ion cell and dual trap­
ped-ion cell conditions are markedly different. In the single 
trapped-ion cell experiment, the primary analyte species 
produced by chemical ionization are M'+; this is produced by 
charge exchange from NH;+. However, in the dual trap­
ped-ion cell experiment, the primary analyte species are [M 
+ Hj+ and [M + NH,j+. In the latter experiment, the [NH,j+ 
reagent is separated from the reagent gas and also from other 
reagent ions (i.e., [NHaj·+). For ammonia or aqueous ammonia 
chemical ionization, the [NH,j + species can be easily isolated 
by choosing a long reaction time before the reagent ions are 
transferred to cell 2. For other reagent gases, where a variety 
of reactive species might exist in cell 1, a variety of methods 
are available to provide additional reagent ion selectivity. 
With the dual trapped-ion cell geometry, reagent ion selection 
may be easily accomplished by combining the mass-selective 
ion partition method proposed by Russell and co-workers (27) 
with the "timed-ion-transfer" method described by Giancaspro 
and Verdun (28). Stored-waveform inverse Fourier transform 
(SWIFT) excitation (29-32) can also be used or combined with 
these methods to provide a high degree of selectivity for one 
Or more reagent ions. 

The value of "selected reagent ion chemical ionization" has 
been discussed by Brodbelt and co-workers (12) and also by 
Glish and co-workers (31). The dual trapped-ion cell FTMS 
experiments show that it is also important to control the 
identity of neutral species present during chemical ionization. 
Similar experiments can be performed by using pulsed-valves 
to introduce the reagent gas. However, in a pulsed-valve 
experiment, the partial pressure of the reagent gas varies with 
time, and it cannot easily be measured. In addition, it is more 

difficult to control the reactive species in a pulsed-valve ex­
periment because ions are initially formed by electron ioni­
zation of both the reagent gas and the analyte. The dual 
trapped-ion cell approach provides a convenient solution to 
both of these problems. 

The data in Table I show that aqueous ammonia is an 
effective reagent for low-pressure chemical ionization of polar 
or basic compounds. Because it is a liquid at room temper­
ature, aqueous ammonia is safer and more convenient to 
handle than anhydrous ammonia, which is a gas at room 
temperature. Aqueous ammonia is also less expensive than 
anhydrous ammonia, and it does not require the hardware 
necessary for handling gases. Therefore, aqueous ammonia 
is a desirable substitute for anhydrous ammonia for most 
applications that require low-pressure chemical ionization. 

Registry No. NHa, 7664-41-7; NH,OH, 1336-21-6. 
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Laser Mass Spectrometric Analysis of Compounds Separated 
by Thin-Layer Chromatography 

Alan J. Kubis, Kasi V. Somayaiula, Andrew G. Sharkey, and David M. Hercules' 

Department of Chemistry, University of Pittsburgh, Pittsburgh, Pennsylvania 15260 

The combination of thin-layer chromatography (TLC) and la­
ser mass spectrometry (LMS) Is established as a potentially 
powerful analytical technique. LMS Is used to detect the 
separated compounds directly from the polyamide TLC plate. 
One can analyze directly from polyamide because II does not 
alter compound Identification, and polyamide does not Inter­
fere with the mass spectrum owing to lis low mass fragment 
Ions «m/z 150). The spatial resolution of the laser Ionization 
Is only limited by the diameter of the laser beam ("'5 f.£m). 
The application of TLC-LMS to the separation of aromatic 
hydrocarbons and purine bases Is demonstrated. R, values 
can be measured accurately with TLC-LMS. The technique 
can determine If broad TLC spots are due simply to tailing or 
to overlapping spots from two compounds. 

INTRODUCTION 
The combination of mass spectrometry with chromatog­

raphy has been particularly powerful for the analysis of 
complex mixtures. The ability of mass spectrometry to yield 
structural and molecular weight information makes it ideally 
suited to characterizing materials that are eluted from chro­
matographs. 

Gas chromatography-mass spectrometry (GC-MS) was the 
fIrSt such hyphenated technique to be demonstrated. Its use 
has become commonplace in many areas of science and 
technology (1). Liquid chromatography is an even better 
separations method for coupling to mass spectrometry because 
of the greater number of compounds it can potentially handle 
(2). Interfacing liquid chromatography to mass spectrometry 
(LC-MS) has been more difficult, but LC-MS has become 
more widely adopted as the interfacing problems have been 
solved (3). The combination of supercritical fluid chroma­
trography and mass spectrometry shows considerable potential 
(4). 

Thin-layer chromatography (TLC) is probably the most 
widely used separations technique (5). Of course there has 
been much interest in interfacing TLC with mass spectrom­
etry. However, the problems involved in such coupling are 
more difficult than for GC and LC. In the latter two the 
component of interest is eluted from a column, whereas in 
TLC the analyte is not eluted from the stationary phase. 
Therefore, compounds separated by TLC cannot be intro­
duced into a mass spectrometer by using continuous flow. The 
most widely used technique has been to locate the desired spot 
on a TLC plate, extract it, and then introduce the extract (or 
its residue) into the mass spectrometer (6-8). However, this 
procedure suffers from a number of faults, such as possible 
contamination during transfer and loss of material. 

Coupling TLC with mass spectrometry is best accomplished 
by using one of the solid-state mass spectrometric methods 
developed over the last decade. Indeed, several authors have 
reported coupling fast atom bombardment (FAB) and sec­
ondary ion mass spectrometry (SIMS) with TLC (9-12). One 
technique was to visualize spots on the plate, remove a spot 
for analysis from the TLC plate by adhesive tape, add glycerol, 

0003-2700/89/0361-2516$01.50/0 

and do FAB analysis (13). Busch et al. have been particularly 
active in adapting SIMS for analysis ofTLC plates (14, 15). 

Laser mass spectrometry is ideally suited to coupling with 
TLC. The laser can be focused to a small spot size (~5 I'm), 
and large (7 cm diameter) samples can be handled by modern 
microprobes (LAMMA-1000) and positioned accurately (1 
I'm). Thus, laser mass spectrometry can be used to analyze 
TLC plates directly with good spatial resolution (16). It is 
also possible to map samples for organic fragments (17), a 
capability ideally suited to characterization of TLC plates by 
laser mass spectrometry. 

In this communication we report a detailed study of the 
coupling of TLC with laser mass spectrometry using the laser 
microprobe, which we will call TLC-LMS. We present a study 
of a variety of organic functionalities obtained directly from 
TLC plates and show that the relevant ions for compound 
identification are the same as those obtained from metal foils. 
We also present several examples of measurements on TLC 
plates in which a separation has been carried out by con­
ventional, one-dimensional development. We show that the 
laser microprobe can be used to determine if the "tail" of a 
TLC peak is simply due to broadening of the spot of a single 
compound or is caused by the overlap of two components. 

EXPERIMENTAL SECTION 

Laser mass spectra were obtained by using a LAMMA-lOOO 
laser microprobe mass spectrometer. The basic instrument has 
been described in detail elsewhere (18). The ionization source 
consists of a Q-switched and pulsed (pulse width 15 ns), frequency 
quadrupled (I-. = 265 nm) Nd: Y AG laser in the 450 /900 config­
uration. The laser irradiance can be varied continuously by a pair 
of twisted polarizers. The beam diameter at its focal point is 
elliptically shaped; the long axis is typically 5 I'm. The ions are 
accelerated by using 4-kV potential into a time-of-flight (TOF) 
mass analyzer (1.8 m), which is equipped with a second-order 
energy focusing ion reflector to compensate for the initial spread 
of ion kinetic energies. The resolution of the instrument is 800 
at m/z 350. The ions are postaccelerated at a potential of 15 kV 
and detected by a Cu-Be secondary electron multiplier (Thorn­
EMI 9643/4A). The signal is preamplified (LeCroy 100 BTB) 
in two stages providing lX, lOx, or 100x amplification. The 
preamplified signal is fed to a Biomation 8100 transient recorder 
(100 MHz, 8 bit, 2 kbyte). The digitized data are transferred and 
processed by a Hewlett-Packard l()oo'E series minicomputer. The 
sample plate is mounted on an x, y, z micromanipulator having 
a maximum scanning range of 50 mm X 50 mm x 70 mm, re­
spectively; because of sample holder geometry, 31 mm is the 
practical limit of the scan range in the y direction. 

Al! compounds studied were obtained from Aldrich Chemical 
Co. (Milwaukee, WI) except for the polyaromatic hydrocarbons 
(PAHs), which were obtained from Chemical Services, Inc. (West 
Chester, PAl, and the amino acids and alkaloids, which were 
obtained from Sigma Chemical Co. (St. Louis, MO). All com­
pounds were used as received without further purification. The 
TLC plates used were Polyamide A-l700 backed with aluminum 
obtained from Schleicher and Schuell, Inc. (Keene, NH). The 
plates were prerinsed with methanol to remove contamination. 
These TLC plates were chosen because they gave more intense 
moleculsr ions for most compounds studied than did other thicker 
plates (0.1-{).2 mm), such as silica and cellulose. Approximately 
0.02 g of each compound was dissolved individually in 20 mL of 
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chloroform; the PARs were disssolved in benzene. One drop of 
each solution was deposited on zinc foil or the polyamide TLC 
plate to obtain a reference mass spectrum for each medium. The 
laser irradianee was increased until ions appeared (threshold). 
Laser power and focusing conditions were optimized to obtain 
strong molecular or quasimolecular ion peaks and to minimize 
fragmentation. When spectra were obtained from zinc. low to 
moderate energy (2.0-4.0 iW) was usually needed, and the sample 
was moved 50 I'm away from the laser focal plane. To obtain 
comparison spectra of the compounds from TLC plates, the op­
timum conditions required higher energy (1&-18 iW) with the TLC 
plate surface in focus. Usually laser mass spectra are reported 
as averages of several spectra to minimize variations in peak 
height. Because the tracing of TLC plates is of interest, all spectra 
shown here are single-shot spectra. 

Separation procedures for PARs and nitrogen-containing 
compounds using TLC have been described (1lf--2J). Separations 
were performed on mixtures prepared from equal volumes of the 
individual solutions; 0.2 ILL of a mixture was spotted onto the plate 
so that ~ 50 pg of each compound was deposited. Four purine 
derivatives, adenine, guanine, methyladenine, and purine, were 
separated by using methylene chloride as the mobile phase (22). 
The separation took approximately 15 min and reached 3.5 cm 
from the starting position when development was concluded. The 
spots were visualized by using iodine vapor for comparison with 
LMS results. Three PAHs, coronene, methylanthracene, and 
rubrene, were separated by using methylene chloride/methanol 
(60:40 v Iv) as the mobile phase (23). The separation was COn­
cluded when the solvent reached 3.5 cm, and the compounds were 
visualized with UV fluorescence. In both cases the literature cited 
was used as a general guide, and conditions were optimized for 
the individual separations. 

When one is mapping for the presence of the ions after the 
separation of a mixture, the sample area is viewed by a light 
microscope at a magnification of 250x, and the TLC plate is 
positioned manually on the sample stage so that the laser is 
initially focused where the sample was first spotted (Rf = 0). The 
laser is then fIred and a complete spectrum taken and stored along 
with the position on the TLC plate. The TLC plate is then moved 
a fixed distance along the separation path and another spectrum 
taken. This procedure is repeated until the path length of the 
TLC plate is traced. Care needs to be taken that the step size 
is small enough that compounds are not missed and that enough 
data points are obtained for each compound to give well-defined 
positions for all components. Initially, total ion current (TIC), 
the sum of the areas of all peaks in each spectrum, can be plotted 
versus position on the TLC plate. The compounds separated are 
detected as increases in TIC above background, and a chromo­
tagram is generated. This procedure permits location of the 
compounds. The spectra corresponding to these peaks can then 
be analyzed and characteristic masses assigned. This procedure 
uses very little material, and if needed, the TLC plate can be 
repositioned so that more spectra can be obtained and conditions 
changed to induce fragmentation so structural information can 
be obtained. Once peaks characteristic of a given compound are 
identified, the intensity of a characteristic peak is plotted versus 
position on the plate and the Rf values are calculated. To max­
imize the reproducibility of the step size, the stage movement is 
performed by using stepper motors (Superior Electric Corp.) 
controlled by a Daedel, Inc., Model PC410 controller. For these 
experiments, spectra were taken at intervals of 250 and 500 I'm. 
Steps of intervals of 1.25 I'm are possible. This procedure can 
be performed manually or under computer control. Computer 
control of sample manipulation, spectra acquisition, and data 
display has been demonstrated previously (24) for the LAM­
MA-l000. Initial and final analysis positions on the TLC plate, 
along with distance between analysis points, are given as input 
to the computer, and no other operator assistance is needed. The 
computer controls laser fIring and sample manipulation so spectra 
are obtained at the positions selected. The data can then be 
searched and displayed as required by the operator. 

RESULTS AND DISCUSSION 
Organic compounds having different functionalities were 

surveyed to determine the general applicability of TLC-LMS. 
The compounds studied are listed in Table I, along with their 
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Figure 1. Positive 100 spectra of pyrene 00 zmc, defocused (laser focal 
plane 50 I'm behind sample). Laser energy: (a) 2.3 and (b) 14.7 pJ. 

molecular weights and the ions observed in their laser mass 
spectra (LMS). To obtain reference spectra, compounds were 
first studied on zinc foil and were subsequently studied on 
TLC plates to compare the spectra and to optimize experi­
mental conditions. Two larger groups of compounds were 
investigated to demonstrate mapping of TLC plates to locate 
organic compounds on developed plates and to identify them. 
The compounds separated by TLC were polyaromatic hy­
drocarbons and purine derivatives. 

Survey of Compounds Desorbed from Zinc Foils_ 
Alcohols, aldehydes, amino acids, amines, ethers, ketones, and 
phenols show protonated molecular ions (M + H)+ in their 
positive ion spectra, along with carbon clusters at low masses. 
The peaks observed are summarized in Table 1. Two ex­
ceptions are norcamphor and cresol, which also give molecular 
ions M+. The carboxylic acids show only carbon clusters at 
alI laser irradiances in their positive ion spectra. Brucine 
shows both a protonated molecular ion and an (M - 15)+ peak 
due to loss of a methyl group. Erythromycin gives a base peak 
at (M + 23)+ due to sodium cationization, along with a weaker 
(M + H)+ peak at mlz 736. Strychnine gives only the (M + 
H)+ peak in its positive ion spectra. The sugars all give base 
peaks at (M + 23)+ in their positive ion spectra. 

Alcohols, aldehydes, amino acids, amines, ethers, ketones, 
and phenols show only deprotonated molecular ions (M - H)­
in their negative ion spectra. The negative ion spectra of the 
acids show both (M - H)- and (M - CO,Ht peaks. Brucine 
and strychnine show (M - Ht ions; only carbon clusters are 
seen for erythromycin and the sugars in the negative ion mode. 

Figure lA shows the LMS of pyrene on zinc at threshold 
irradiance with the sample defocused 50 I'm away from the 
laser focus. When the laser irradiance is increased to 7 times 
threshold, carbon clusters dominate the spectra, as seen in 
Figure IB. The cluster of peaks at m/z 64 is due to zinc ions. 
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Table I, Compilation of Compounds Studied and Ions Observed from both Zinc and Polyamide TLC Plates 

acids 
benzoic acid 
trans-cinnamic acid 
phthalic acid 
succinic acid 

alcohols 
cinnamyl alcohol 
3(4-hydroxyphenyl)-1-propanol 
hydroquinone 

alkaloids 
brucine 
erythromycin 
strychnine 

aldehydes 
p-hydroxybenzaldehyde 
benzaldehyde 

amino acids 
histidine 
isoleucine 
phenylalanine 
tyrosine 

amines 
aminophenol 
3-hydroxypyridine 
phthalimide 

esters 
ethyl hydroxybenzoate 
methyl hydroxybenzoate 
methyl anisate 

ethers 
1,3-dithiane 
benzoin ethyl ether 

ketones 
4-aminobenzophenone 
1,3-cyclohexadione 
cyclooctanone 
norcamphor 

phenols 
cresol 
naphthol 
nitrophenol 
resorcinol 

polyaromatic hydrocarbons 
anthracene 
2,3-benzofluorene 
benzo[aJpyrene 
coronene 
decacyclene 
9,10-diphenylanthracene 
2-methylanthracene 
9-methylanthracene 
3-methylcholanthrene 
9-phenylanthracene 
pyrene 
rubrene 

triptycene 

purines 
adenine 
2-aminopurene 
2-amino-6-purinethiol 
caffeine 
6-cyanopurine hydrate 
cytosine 
guanine 

MW 

135 
135 
167 
194 
145 
111 
151 

peak mass 

MW pos ion (M + H)+ neg ion (M - H) 

122 
148 
166 
118 

134 
152 
110 

430 
735 
334 

122 
106 

155 
131 
165 
181 

109 
95 

147 

166 
152 
152 

120 
240 

197 
112 
126 
110 

108 
144 
139 
110 

MW 

178 
216 
252 
300 
450 
332 
192 
192 
268 
254 
202 
532 

254 

(M+H)+ 

136 
136 
168 
195 
146 
112 
152 

135 
153 
111 

431 
736 
335 

123 
107 

156 
132 
166 
182 

110 
96 

148 

167 
153 
153 

121 
263 

198 
113 
127 
111 

109 
145 
140 
111 

121 
147 
165 
117 

133 
151 
109 

429 

333 

121 
105 

154 
130 
164 
180 

108 
94 

146 

165 
151 
151 

120 
239 

196 
111 
125 
109 

107 
143 
138 
109 

(M - C02Ht (77) 
(M - C02Ht (103) 
(M - C02Ht (121) 
(M - C02Ht (74) 

(M - CH,)+ (415) 
(M + Na)+ (757) 

M+ (110) 

M+ (108) 

peak mass for pos ion 

pas ion 

178 
216 
252 
300 
450 
332 
192 
192 
268 
254 
202 
532 

254 

other 

peak mass 

(M - NH2)+ (119) 

(M - NH2)+ (135) 

other 

(M - C,H,)+ (255) 
(M - CH,)+ (177) 

(M - CH,)+ (253) 

(M - C6H,)+ (455) 
(M - C,H,)+ (378) 

neg ion 

(M-Ht other 

134 
134 
166 
193 
144 
110 
150 

(M - CNt (119) 
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Table I (Continued) 

peak mass 

pos ion neg ion 
MW (M + H)+ 

3-methyladenine 149 150 
6-methylpurine 134 135 
purine 120 121 
uracil 112 113 
uric acid 168 169 

sugars 
galactose 180 
glucose 180 
mannose 180 

Table II. Background Ions from Polyamide TLC Plates 
and Their Relative Intensities 

positive ion spectra 

mjz rei int 

27 AI+ 11 
40 Ca+ 6 

Titanium Isotopes 
46 22 
47 22 
48 100 
49 44 
50 28 
56 (CaO)+ 3 

Titanium Oxide 
62 11 
63 11 
64 100 
65 20 
66 22 

negative ion spectra 

mjz rei int 

24 C,-
26 (CNt 
42 (CNOt 
58 (C,H,NOt 
64 (C,H,Nt 
117 
132 

14 
100 

18 
8 

11 
19 
9 

These spectra are shown to emphasize the importance of 
operating near the threshold condition when one is obtaining 
LMS of organic compounds to gain molecular weight and 
structural information, This applies equally well to spectra 
obtained from metal foils or from TLC plates. 

The positive ion spectra of the PAHs all show molecular 
ions, and several show loss of substituent groups. For example, 
9,10-diphenylanthracene shows a loss of one of its phenyl 
groups at mjz 255, and 2-methylanthracene and 3-methyl­
cholanthrene show loss of methyl groups. Rubrene gives peaks 
for loss of one and two of its phenyl groups at mjz 455 and 
378. The polyaromatic hydrocarbons gave no negative ions 
other than carbon clusters at any laser irradiance. 

Purine and pyrimidine derivatives gave protonated mo­
lecular ions (M + H)+ in their positive ion spectra; adenine 
and guanine give (M - NH,)+ peaks also. In the negative ion 
spectra all compounds showed a deprotonated molecular ion 
(M - H)-. Uric acid gave a peak corresponding to (M - NCO)", 
and 6-cyanopurine shows an (M - CN)- peak in its negative 
ion spectrum. 

Spectra of Compounds Desorbed from TLC Plates. 
Laser mass spectra of all compounds were obtained individ­
ually from TLC plates. The spectra obtained from TLC plates 
were compared to spectra obtained from zinc to see if there 
were any significant differences in fragmentation and to 
compare experimental conditions used to obtain spectra. The 
spectra obtained from TLC plates were also used to identify 
major peaks for subsequent tracing of TLC separations. When 
spectra were obtained from TLC plates, the conditions used 
were significantly different than when the same compounds 
were desorbed from zinc, as discussed above. At laser power 
densities comparable to those used to obtain spectra from zinc 
(2.0-4.0 )LJ), laser mass spectra could not be observed from 

other (M-H) other 

148 (M - CHat (134) 
133 (M - CHat (119) 
119 
111 
167 (M - CNOt (126) 

(M + Na)+ (203) 
(M + Na)+ (203) 
(M + Na)+ (203) 

Figure 2. Background spectra from polyamide TLC plates: (a) posnive 
ion spectrum, focused laser energy 16.4 p.,J; (b) negative ion spectrum, 
focused laser energy 13.8 p.,J. 

TLC plates. In all cases the laser irradiance needed to be 
higher (15-18 J,LJ) to produce spectra from TLC plates. This 
may be due to a combination of scattering and absorption by 
the TLC plate. Many functional groups could interact with 
the polyamide stationary phase, making desorption of the 
compounds more difficult. Also, it was necessary to focus the 
laser On the TLC plate, as opposed to defocusing 50 Jill1 behind 
the Zn foil. 

The background spectra (both positive and negative) ob­
served for TLC plates are shown in Figure 2. The peaks that 
are seen consistently are listed in Table II, along with their 
approximate relative intensities. In the positive and negative 
background spectra, peaks are not seen above mjz 150 and 
so do not interfere with any of the molecular ion species 
observed in this study. Since high irradiance and focused 
conditions are needed for all compounds, minimal optimization 
of conditions is required to obtain spectra from TLC plates. 
This is an advantage when one is recording a series of spectra 
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Figure 3. Positive ion spectra of decacyclene: (a) from zinc. defa­
cused (laser focal plane 50 !Lm behind sample). laser energy 3.2 iLJ; 
(b) from TLC plate. focused at sample. laser energy 18.1 iLJ. 

from a TLC plate. Experimental conditions can be held 
constant while the spectra of a series of compounds are ob­
tained; as a result minimal operator assistance is needed. 

Characteristic peaks in the laser mass spectra obtained from 
TLC plates and from zinc foils were the same for all com­
pounds studied. Several sets of both positive and negative 
ion spectra will be presented here (for widely differing com­
pound types) to illustrate this point. In total, spectra were 
obtained for a group of 55 compounds; this set is tabulated 
as an appendix to the M.S. thesis of Kubis (25). Anyone 
desiring a set of those spectra should contact one of the au­
thors. 

The positive ion spectra of 2-amino-6-purinethiol were 
obtained from zinc and TLC plates. This compound gives 
an (M + H)+ peak at m/z 168; background peaks were ob­
served below m / z 100, but no interferences occur near the 
protonated molecular ion. A cluster at m/z 64 resulted from 
zinc. 

The positive ion spectrum of ethyl hydroxybenzoate shows 
more interferences on the Zn foil than on the TLC plate. The 
(M + H)+ peak at m/z 167 was easily seen. In both cases, the 
peak is about the same absolute intensity for Zn foil and TLC. 
Figure 3 shows the spectrum for decacyclene; the M+ peak 
is clearly visible at m / z 450. In this case, the absolute intensity 
for the TLC plate is lower than for the Zn foil (15 vs 50 m V). 

In the negative ion spectra of 2-amino-6-purinethiol from 
both Zn foil and the TLC plate, an (M - H)- ion is seen at 
m / z 166. Figure 4 shows similar spectra for histidine; the peak 
at m/z 154 is due to (M - Ht. It can be seen that the negative 
ion spectra show no significant interference with peaks from 
the organic compounds at m / z > 100. 
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80 
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B 

:> a 

50 

NEG. ION LMS OF HISTIDINE 
(M.W.: 155) FROM Zn PLATE 

75 150 225 

= / = 
300 

NEG. ION LMS OF HISTIDINE 
(M.W.: 155) FROM He PLATE 

100 150 200 250 000 
= / z 

Figure 4. Negative ion spectra from histidine: (a) from zinc. defocused 
(laser focal plane 50 !Lm behind sample). laser energy 2.8 iLJ; (b) from 
TLC plate. focused at sample. laser energy 12.8 iLJ. 

Typically the intensity of the molecular ion species from 
TLC plates is the same or less than that for spectra obtained 
from a zinc surface. Exceptions to this seem to be purine 
derivatives; several gave more intense molecular ion species 
from TLC plates than from zinc. In general, matrix effects 
caused large changes in both relative and absolute intensities 
of ions formed in LMS (26). The absolute intensities of the 
analyte peaks varied less when obtained from a TLC plate 
than from a zinc substrate. This may be due to the fact that 
the analyte is more homogeneously dispersed in the TLC 
matrix than on zinc, giving more reproducible conditions from 
shot to shot. 

Combined TLC-LMS Experiments. Polynuclear Aro­
matic Hydrocarbons. Several PAHs were separated on po­
lyamide TLC plates to demonstrate interfacing of TLC with 
LMS. In all cases the molecular ion was the most intense peak 
and could be used to determine the positions of compounds 
on the TLC plate. Figure 5 shows a plot of the absolute 
intensity of the molecular ions versus distance along the path 
of development for three PARs: coronene, 2-methyl­
anthracene, and rubrene. Although there is a certain amount 
of scatter in the molecular ion intensities, the peaks of all three 
components could be clearly seen. Using a step size of 250 
!Lm gives enough data points that Rf values of 0.27, 0.52, and 
0.79 can easily be calculated for coronene, 2-methylanthracene, 
and rubrene, respectively. The values are the same as those 
obtained by using UV fluorescence, except for coronene, which 
gave an Rf value of 0.23 with fluorescence. Coronene shows 
tailing in this separation, which made defining its shape and 
calculating an R f value difficult when UV fluorescence was 
used. In Figure 5 the plot of intensity of the molecular ion 
versus position for coronene clearly shows the tailing, and an 
accurate Rf value can be calculated, even though visually no 
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Figure 6. Positive Ion TLC-LMS of four purine derivatives: 3-methyladenine mlz = 150, purine mlz = 121, adenine mlz = 136, guanine mlz 
= 152. Plot shows intens~ of the protonated molecular ion versus distance along the TLC plate. Spectra were taken every 500 I'm. 

clear peak is defined by UV fluorescence. LMS has the ad­
vantage of being able to distinguish between tailing of a single 
compound and overlapping of two or more compounds to 
produce a broad TLC peak. Hence, mutually interfering 
compounds can be distinguished from poor transfer of a single 
compound along the plate, minimizing confusion in identifying 
different components of a mixture. In the case of coronene, 
no peaks other than the M+ at mlz 300 could be observed 
between 4.0 and 10.5 mm along the TLC plate, clearly indi­
cating that the broad peak was due to tailing. 

Purine Derivatives. Figure 6 shows a plot of peak intensity 
versus distance along the separation path of four purine de­
rivatives: guanine, adenine, purine, and 3-methyladenine. Ri 
values of 0.00, 0.11, 0.29, and 0.90 can be calculated for the 

four compounds, respectively. A step size of 500 I'm was 
needed to fully define the peaks. To trace the separation 
shown in Figure 6, the TLC plate was offset 2 cm during 
analysis because the sample stage used has a range of only 
3.1 cm, and the separation took 3.5 cm to complete. The Ri 
values for purine and 3-methyladenine are the same as those 
measured when iodine vapor is used to visualize the spots, 
within experimental error. No Ri values could be obtsined 
by iodine for adenine and guanine due to overlap. 

Adenine and guanine can be resolved by using their (M + 
H)+ ions, and their Ri values can be calculated. Figure 7 shows 
eight spectra taken from 0 to 3.5 mm at O.5-mm intervals along 
the TLC plate. The protonated molecular ion for guanine at 
mlz 151 decreases in intensity as the protonated molecular 
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Figure 7. Pos~ive ion LMS of guanine (MW = 151) and adenine (MW = 135) obtained from a TLC plate. Spectra were taken every 0.5 mm 
for 0-3.5 mm. 

ion for adenine at mlz 135 increases. When one is analyzing 
an unknown, this information would be valuable for finding 
a section of the TLC plate having only one component. This 
region could then be further analyzed to induce fragmentation 
in the mass spectra and gain structural information to aid in 
compound identification. The intensities of fragment ions 
and molecular ion species for a single compound will increase 
and decrease together. For example, in Figure 7 the peak seen 
at m I z 119 is a fragment ion of adenine because the relative 
intensity change follows that of the protonated molecular ion. 
Therefore, one can clearly establish that the elongated spot 
on the TLC plate arises from two components, and their 
spectra can be obtained independently of each other. Also, 
it is clear that the peak at mlz 119 is a fragment of the ion 
at mlz 136. 

It has been demonstrated that interfacing laser mass 
spectrometry with thin-layer chromatography is a useful 
technique for obtaining both molecular weight and structural 
information about compounds on a TLC plate. Rf values 

measured by TLC-LMS are the same as those measured by 
other means. No special sample preparation is needed for 
TLC-LMS, avoiding the loss of material and introduction of 
contaminants that are possible with other TLC-MS combi­
nations. The limit of detection of TLC-LMS is at the pico­
gram level or below. Because TLC-LMS is a microprobe 
technique, it has the ability to perform mapping of the TLC 
plate to obtain spatial information about compound distri­
bution. This is especially important when separation is not 
complete, as demonstrated for adenine and guanine. The 
microprobe capability of LMS can be used to determine if 
tailing is real or due to a mixed spot. 

The examples shown demonstrate that TLC-LMS has a 
wide variety of potential applications. A large number of 
organic molecules can be desorbed from a TLC plate by LMS, 
and by use of appropriate separation conditions, difficult 
mixtures can be analyzed. This information can augment 
retention information from the separation itself, helping to 
identify unknown compounds. These advantages make 
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TLC-LMS a potentially very useful analytical technique. 
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Elimination of Unexpected Ions in Electron Capture Mass 
Spectrometry Using Carbon Dioxide Buffer Gas 

L. J. Sears and E. P. Grimsrud* 

Department of Chemistry, Montana State University, Bozeman, Montana 59717 

The high-pressure electron capture (HPEC) mass spectra of 
tetracyanoethylene (lCNE), tetracyanoqulnodlmethane 
(lCNQ), perfluoro-p-benzoqulnone (fluoranll), perchloro-p­
benzoquinone (chloranll), and perchloro-5,5-bls(cyclo­
pentadlene) (pentac) are shown to be greatly slmplHIed when 
carbon dioxide, rather than methane, Is used as the buffer 
gas. These compounds have previously been shown to be 
particularly susceptible to reaction with gas-phase or sur­
face-bound radical species, which are prevalent In an Ion 
source containing methane. Through these secondary pro­
cesses and subsequent electron capture (EC) reactions, 
unexpected Ions of major IntensHy are observed with the use 
of CH. buffer gas. With CO. buffer gas these unusual Ions are 
eliminated, and only Ions that can be explained In terms of 
Simple resonance and dissociative EC processes are ob­
served. The high level of sensitivity normally expected of 
HPEC mass spectrometry Is also maintained with CO. buffer 
gas. Other non-hydrocarbon buffer gases, Including helium, 
argon, xenon, and nitrogen, are found to yield greatly dimin­
Ished sensitivity relative to that observed with CH. and CO •. 

INTRODUCTION 

The high-pressure electron capture (HPEC) ion source has 
demonstrated extraordinarily high chemical specificity and 
sensitivity in the mass spectrometric (MS) analysis of nu­
merous molecules of environmental and biomedical impor­
tance (1-3). In HPECMS negative ions are generally formed 
in thermal electron capture (EC) reactions by either the 
dissociative or resonance EC mechanisms (4,5), shown in re-

0003-2700/89/0361-2523$01.50/0 

actions 1a and 1b, respectively. A considerable body of 

e- + MX 

M + X­--
--.... MX-

(la) 

(lb) 

knowledge exists concerning these two EC mechanisms, and 
HPEC mass spectra can be readily interpreted or predicted 
for a given molecule when these reactions, alone, are operative. 
An inspection of the literature reveals, however, that HPEC 
spectra are often not explainable in terms of the simple dis­
sociative and resonance EC reactions alone (6-11). In order 
to account for the HPECMS spectra reported in several 
studies, it has been necessary to suggest the occurrence of 
various secondary processes often involving the participation 
of gas-phase (6) or surface-bound (10) free radicals. These 
reactive species originate from the e-beam irradiation of the 
buffer gas and are thought to react with the analyte molecule 
prior to electron capture. The terminal negative ions thereby 
formed often include all or part of the reactive free radicals 
along with all or part of the analyte molecule. These secondary 
reactions invariably complicate the spectra of molecules that 
undergo these reactions and can greatly confuse their iden­
tification by HPECMS. 

In this paper we report recent attempts in our laboratory 
to eliminate secondary reactions of free radicals in a high­
pressure ion source while maintaining the high level of sen­
sitivity normally achieved by HPECMS. Since previous 
studies have indicated the participation of hydrocarbon-de­
rived free radicals in secondary ion source processes (6-10), 
we will focus here on the use of several non-hydrocarbon buffer 
gases-helium, argon, xenon, nitrogen, and carbon dioxide; 
and we will compare the results obtained with those observed 

© 1989 American Chemical Society 
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Figure 1. HPECMS spectra of tetracyanoethylene (A and C) and tetracyanoquinodimethane (B and OJ obtained by using methane (A and Bj and 
carbon dioxide (C and OJ buffer gases. The ion source pressure was 0.5 Torr, and its temperature was 150°C. 

in methane. In view of several previous studies in which 
carbon dioxide has been reported to be particularly effective 
for thermalizing low-energy electrons (12-16), special con­
sideration will be given to the use of this buffer gas. 

The EC-active molecules selected for study here have been 
previously shown to be particularly sensitive to prior reactions 
of gas-phase and surface-bound free radicals in a HPECMS 
ion source. These include tetracyanoethylene (TCNE) and 
tetracyanoquinodimethane (TCNE), which McEwen and 
Rudat (6) have shown to react rapidly with many gas-phase 
hydrocarbon-derived free radicals prior to EC; and per­
fluoro-p-benzoquinone (fluoranil), perchloro-p-benzoquinone 
(chloranil), and perchloro-5,5'-bis(cyclopentadiene) (pentac), 
which Sears et al. (10) have shown to react rapidly with 
surface-bound hydrogen atoms, but not gas-phase radicals, 
prior to EC. The relatively well-documented behavior of these 
selected molecules in a HPECMS ion source undoubtedly also 
accounts for unusual and unexpected ions observed in the 
HPEC spectra of numerous other molecules; many such ex­
amples can be noted by careful inspection of the recent com­
pilation of 361 HPEC mass spectra determined in methane 
buffer gas by Stemmler and Hites (17). 

EXPERIMENTAL SECTION 

All spectra reported here were obtained by using a double­
focusing, medium-resolution mass spectrometer (VG Model 7070 
E-HF). The pressure within the ion source was measured with 
a capacitance manometer and was maintained at 0.5 Torr. The 
temperature of the ion source was 150 °C. The fIlament emission 
current was 200,..A, and the electron energy was 150 eV. Fluoranil, 
chloranil, and pentac (about 1 ng of each per analysis) were 
introduced to the ion source by a capillary gas chromatographic 
column, which was threaded through the GC IMS interface and 

into the ion source block. The flow rate of helium carrier gas was 
1-2 atm cm3 min-', and the flow rate of the buffer gas was about 
10 times greater. Tetracyanoethylene and tetracyanoquinodi­
methane (about 50 ng of each per analysis) were introduced to 
the ion source by a temperature-programmed direct insertion 
probe. All assignments of ion identity were verified by accurate 
mass measurements to within 1.0 millimass unit. 

The buffer gases used in this study were obtained as follows: 
CO2 (99.99%), CH, (99.97%), and Xe (99.9%) from Matheson; 
N, (Prepurified Grade), Ar (Prepurified Grade), and He (High 
Purity Grade) from Linde Specialty Gases. Nitrogen, argon, and 
helium were passed through an oxygen-removing trap (Alltech 
Associates) and molecular sieve filter (Alltech) prior to their 
introduction to the ion source. Methane was passed through an 
oxygen-removing trap, only, and xenon and carbon dioxide were 
used as received. 

In addition to the experiments to be reported here, each was 
also performed by using an ion source block in which a layer of 
gold had been electroplated on all interior surfaces. The mass 
spectral results obtained with this ion source using methane buffer 
gas, as well as the non-hydrocarbon gases, were essentially identical 
with those obtained with the normal stainless steel ion source. 

RESULTS AND DISCUSSION 

Of the five non-hydrocarbon gases examined here for their 
potential use as buffer gases in HPECMS, only carbon dioxide 
was found to provide detection sensitivities comparable to 
those obtained in methane. The results obtained with carbon 
dioxide will be presented first, followed by a discussion of 
results and problems associated with use of the other non­
hydrocarbon gases. 

Carbon Dioxide as Buffer Gas. The HPEC mass spectra 
of tetracyanoethylene (TCNE) and tetracyanoquinodimethane 
(TCNQ) obtained with methane buffer gas are shown in Figure 
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Figure 2, HPECMS spectra of fluoranil (A and C) and chloranil (B and 0) obtained by using methane (A and B) and carbon dioxide (C and 0) buffer 
gases, 

IA,B, McEwen and Rudat (6) have shown that in hydro­
carbon buffer gases these two molecules react rapidly with 
gas-phase free radicals prior to electron capture, as shown in 
generalized form in reactions 2 and 3 where M is TCNE or 

R" + M - (R + M) (2) 

(R + M) + e- - (R + M - CNt + eN (3) 

TCNQ, R" is one of several free radicals formed by the con­
tinuous e-beam irradiation of the buffer gas, and (R + M­
CN)- is a negative ion that contains R" and a major fragment 
of TCNE (or TCNQ), In spectra A and B of Figure 1, the 
occurrence of reactions 2 and 3 is evident, where the radical 
species involved are primarily H", CHi, and C2Hs", all of which 
are expected in the irradiation of methane gas (6), Ions that 
indicate the attachment of two radical species to TCNE and 
TCNQ and the loss of two CN groups are also observed in 
spectra A and B. The precise sequence of the multiple re­
actions that lead to these ions is not known, The abundance 
of the molecular negative ions for TCNE and TCNQ in 
methane buffer gas is relatively low in both cases, As we have 
previously shown (IO), this reflects a relatively low EC rate 
coefficient for the TCNE and TCNQ parent molecules, while 
the radical adducts of these molecules, (R + M), undergo 
electron attachment much more rapidly, 

The HPEC mass spectra for TCNE and TCNQ obtained 
by using CO2 buffer gas are shown in Figure IC,D, In striking 
contrast to the spectra obtained in CH., both of these CO2 

HPEC spectra are very simple, consisting of a dominant 
molecular negative ion for both compounds and a low-abun­
dance fragment ion for TCNE. These spectra clearly indicate 
that with carbon dioxide, only resonance and dissociative EC 
leads to negative ions of significant relative abundance for 

these two compounds, One would expect that some reactive 
neutral species, particularly atomic oxygen, would also be 
formed in the e-beam irradiation of CO2, and that atomic 
oxygen might also have led to unusual ions by reactions 2 and 
3 for TCNE and TCNQ, The fact that processes of this type 
are not observed in spectra lC and ID may be due to a rapid 
removal of atomic oxygen by their reaction with CO2 to form 
C03, This suggestion is supported by the continuous obser­
vation of a low-abundance background ion at mjz 60, which 
may result from electron attachment to C03 by virtue of its 
large electron affinity (I8), 

In Figure 2 the HPECMS spectra of fluoranil and chloranil 
are shown, In spectra A and B, obtained by using CH. as a 
buffer gas, several unexpected ions of significant relative 
abundance are observed, in addition to the parent molecular 
negative ions, In contrast to the mass spectra shown in Figure 
1, the unusual ions in these spectra indicate the incorporation 
of H atoms, only, and no hydrocarbon radicals into the 
fragment ions, We have shown (IO) that these unusual ions 
of fluoranil and chlorani1 are formed by a mechanism involving 
a prior wall reaction in which two hydrogen atoms are added 
to a double bond of the molecule as shown in reaction sequence 
4, where X is either an F or Cl atom, As this reaction sequence 

(4) 

MW~ (M + 2H) ~ [M - 2X]- + 2HX 

indicates, even the [M - 2X]- species observed for these 
molecules is not due to simple dissociative EC of the parent 
molecule, but it is formed along with the [M + H - X)- species 
through the prior wall reaction, The [M + 2H - 2Clt species 
observed for chloranil in spectra 2B was shown to occur by 
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Figure 3. HPECMS spectra of pentac obtained by using methane and carbon dioxide buffer gases. 

a repetition of sequence 4 following neutralization of the 
dominant ion in that sequence, as follows: 

P+ wall 
1M + H - ell" - 1M + H - ell -

wall 

1M + 3H - ell"::' [M + 2H - 2ell- + Hel (5) 

It was shown in our previous study (10) of HPECMS dynamics 
that these wall processes can be much faster than the gas­
phase radical reactions discussed above for the cases of TCNE 
and TCNQ and can lead to unexpected ions of significant 
abundance even when the direct EC by the parent molecule 
is extremely fast. 

The HPEC spectra for fluoranil and chloranil obtained by 
using CO2 as buffer gas are shown in Figure 2C,D. Again, a 
remarkable simplification of the spectra is noted; the only ions 
detected are those due to resonance EC to form the parent 
molecular negative ions. The secondary processes described 
by sequences 4 and 5 are clearly not operative in CO2 buffer 
gas. 

Stemmler and Hites (9) have shown that the methane 

HPEC spectra of numerous highly chlorinated, unsaturated 
hydrocarbons exhibit unusual ions that cannot be explained 
by simple EC processes. In Figure 3 the HPEC spectra of one 
compound included in their study group, pentac, is shown. 
With use of methane as the buffer gas, a large number of ions 
are observed. Particularly surprising are the group of ions 
from mjz 196 to 366, which differ by 34 mass units (+H - Cl) 
from the next larger isotope cluster of ions in the sequence. 
We have suggested (10) a mechanism for the HPEC methane 
spectrum ofpentac in which the ions at mjz 35, 235, 400, and 
435 were thought to result from a branched dissociative EC 
process in which all of these ions are simultaneously formed 
upon EC by pentac. We suggested (see Figure 12 of ref 10 
and accompanying discussion) that the group of ions from m j z 
196 to 366 were formed by a repeated sequence of wall-related 
reactions similar to that shown above in sequences 4 and 5 
for the case of chloranil. The CO2 HPEC spectrum of pentac 
in Figure 3 indicates absolutely no formation of the unusual 
ion series between m j z 196 and 366. The only ions observed 
in carbon dioxide buffer gas are those which were previously 
suggested (10) to result from the branched, dissociative EC 
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Figure 4. HPECMS spectra of fluoranil obtained by using methane buffer gas (A) and at various times, 0.5 min (B), 1.2 min (C), and 5.0 min (0), 
after swHching from methane to carbon dioxide buffer gas. 

Table I. Relative HPECMS Sensitivities· of Fluoranil and 
Nitrobenzene Derivatives Obtained with Various Buffer 
Gasesb 

buffer gas 
compd He Ar Xe N, CH, CO, 

fluoranil 0.011 0.04 0.0004 0.12 0.90 1.00 
nitrobenzene (NB) 0.005 0.01 0.0006 0.03 1.00 0.86 
p-fluoro NB 0.005 0.Q2 0.0012 0.03 0.98 1.00 
p-bromo NB 0.007 0.05 0.0003 0.04 1.00 0.82 
p-nitro NB 0.012 0.04 - 0.02 0.52 1.00 
m-CF,NB 0.007 0.03 0.0013 0.04 0.86 1.00 
m-chloro NB 0.009 0.Q7 0.0010 0.04 0.93 1.00 

(I Based on the detection of the molecular negative ion, which 
was the most abundant ion observed for all compounds listed. 
b The ion source pressure was 0.5 Torr, and the temperature was 
150°c' 

reaction of the parent molecule. We have also measured the 
HPEC spectra of other highly chlorinated hydrocarbons in­
cluded in the study group of Stemmler and Hites (9). These 
include hexachlorocyclopentadiene and several of its deriva­
tives: mirex, dieldrin, endrin, heptachlor, and heptachor 
epoxide. The HPEC spectra of these compounds were sim­
ilarly simplified when carhon dioxide, rather than methane, 
was used as the buffer gas. 

We have shown (10) that the walls of a high-pressure ion 
source will retain hydrogen atoms after e-beam irradiation of 
methane buffer gas even if the ion source is allowed to rest 
under high-vacuum conditions at 150°C for many hours. In 
Figure 4A, the HPECMS spectrum of fluoranil obtained by 
using methane buffer gas is shown, and Figure 4B-D shows 
spectra obtained at several time intervals after switching to 
carbon dioxide buffer gas. The unexpected ions at mjz 142 
and 162 disappear quite rapidly after switching to CO2; after 
5 min, no wall reactions of fluoranil are observable in spectra 
4D. From this result, we conclude that CO2 has the desirable 
effect of rapidly removing hydrogen atoms from the walls of 
an ion source in which methane buffer gas has recently been 
used. 

Other Non-Hydrocarbon Buffer Gases. Other non­
hydrocarbon buffer gases, including helium, argon, xenon, and 
nitrogen, were also tested for use in BPECMS. While some 
simplifications of EC spectra were neted with some of these 
gases, the level of sensitivity achieved with them was con­
sistently very much lower than that achieved with either CH. 

Table II. Electron Thermalization Rates and Number of 
Collisions Required for Vibrational Quenching in Various 
Buffer Gases 

gas Ke. cm3 s-la Z· gas Ke. cm3 S-10 Z· 

Ar 1.3 X 10-13 77 N, 2.2 X 10-11 70 
Ne 2.5 X 10-13 100 CH, 8.6 X 10-1• 40 
He 6,4 X 10-12 150 CO, 5.8 X 10'" 18 

a Electron thermalization rates taken from ref 12. bNumber of 
collisions required for quenching of photoexcited bromobenzene 
positive ions, taken from ref 20. 

or CO2, Comparisons of HPECMS sensitivities achieved with 
the various buffer gases are provided in Table I. The com­
pounds listed in Table I are known to undergo EC rapidly by 
the resonance mechanism to form the molecular negative ion. 
It is seen that the magnitude of responses observed in CO2 
was consistently competitive with that observed in CH •. 
Detection sensitivities in N2, He, Ar, and Xe, however, were 
at least 1 and up to 3 orders of magnitude lower than those 
observed with CO2 and CH, for all compounds studied here. 

The high sensitivity obtained by CO2 HPECMS for all of 
the compounds listed in Table I can be understood in terms 
of reaction sequence 6 in which the formation of a stable 

k, k.IB] 
M + e-(Ek ) kd M-' - M- (6) 

negative ion, M-, proceeds through an excited intermediate, 
M-'. The rate constant, h" for the initial formation of this 
intermediate ion will depend strongly on the kinetic energy, 
Ek , of the electron and will be greatest for the high-elec­
tron-affinity compounds studied here if Ek has been reduced 
to near-thermal energy by collisions with the buffer gas 
molecules (19). In Table II, the second-order rate constants 
of Warman and Sauer (12) for the thermalization oflow-energy 
electrons in various gases are listed. These thermalization 
coefficients, obtained with CCI. as a probe of electron energy, 
indicate that the rate of electron thermalization is particularly 
great for CO2; it exceeds that of methane by almost 1 order 
of magnitude, that of nitrogen by more than 2 orders of 
magnitude, and those of the three noble gases by 3-4 orders 
of magnitude. In addition, several other investigations have 
also shown CO2 to be particularly effective relative to other 
simple gases for the thermalization of electrons. These studies 
have involved a range of experimental methods including 
electron swarms (13), ion cyclotron resonance mass spec-
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trometry (14, 15), and high-pressure negative ion mass spec­
trometry (16). It is expected, therefore, that CO2 will most 
effectively thermalize the electrons formed in a HPECMS ion 
source and that kr will be greatest with this buffer gas. 

A second factor that may affect the relative formation rates 
of stable molecular anions in a HPECMS ion source is k" the 
second-order rate constant for collisional stabilization of the 
excited intermediate in reaction 6. Ideally, the pseudo­
first-order rate for this process, k,[B], should be fast with 
respect to the autodetachment rate constant, k d• In order to 
gain a qualitative assessment of this factor for the various gases 
used here, a quantity called collision number, Z, is also listed 
for each buffer gas in Table II. This quantity is the number 
of collisions, reported by Ahmed and Dunbar (20), required 
to quench a population of vibrationally photoexcited bro­
mobenzene positive ions contained within an ion cycloton 
resonance cavity. Of the gases included in Table II, CO2 was 
found to most effectively remove excess internal energy from 
the excited ion. It seems reasonable to suggest, therefore, that 
CO2 might also be relatively effective as a buffer gas in 
HPECMS for removing excess internal energy from excited 
polyatomic negative ions, as shown in the second step of 
sequence 6. 

SUMMARY 

With respect to use of CO2 as a buffer gas for HPECMS, 
the following conclusions can be drawn: (1) Simple EC spectra 
reflecting resonance and dissociative EC processes, alone, can 
be observed for compounds that are susceptible to secondary 
ion sourCe reactions that involve gas-phase and surface-bound 
free radicals. (2) The high level of sensitivity normally ex­
pected of HPECMS is maintained. (3) The walls of the ion 

source will be rapidly cleansed of hydrogen atoms that are 
deposited by prior use of hydrocarbon buffer gases. 
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Axial MagnetiC Inhomogeneities and Low Energy Ion Injection 
in Fourier Transform Ion Cyclotron Resonance Spectrometry 
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Material choice In celillens construction Is crucial lor systems 
that must be used In strong magnetic fields. MagnetiC Inho­
mogeneilies generated by stray fields present near para­
magnetic lenses can dramatically aHer the trajectories of low 
momentum Ions. In this paper, low energy Ion Injection Into 
a Fourier transtonn Ion cyclotron resonance spectrometry cell 
Is studied by using empirical and theoretical data for a two­
section cell constructed of paramagnetic and diamagnetic 
materials. 

INTRODUCTION 
To achieve maximum performance in Fourier transform ion 

cyclotron resonance (FT-ICR) mass spectrometry, ion de­
tection must occur in the absence of ion-neutral collisions. 
Because the duration of observation of the time domain ICR 
signal directly determines sensitivity and resolution, ICR 
detection is most effective at pressures of 10-8 Torr or less. 
The pressure limitations ofFT-ICR detection can be circum­
vented by separating sample introduction and mass analysis, 

0003-2700/89/0361-2528$01.50/0 

Separation of these steps can be achieved either temporally 
(e.g, by the use of pulsed valves (1,2)) or spatially (e.g. by the 
use of external ion sources (3--fi) and the two-section cell (7)). 
In each of these approaches, the desired result is coupling of 
a high-pressure (10-7 Torr or greater) experimental step (e.g., 
ionization, ion-molecule reaction, or collision-induced disso­
ciation) with ion detection at low pressure (10-" Torr). Remote 
source techniques require that ions move from the source into 
the detection region; however, movement of ions from one 
region to another requires that the ions be accelerated toward 
the detection cell. That is, ions that have relatively low 
translational energy along the axis between source and cell 
(Z axis) are accelerated, Thus the process of Z-axis excitation 
changes the conditions under which ion detection is performed. 

Ideally, ions trapped in the ICR cell have very low trans­
lational energies (thermal in the X - Y plane, a few electronvolts 
maximum along the Z axis). The Z-axis energy is higher 
because ions must be trapped in an electrostatic trapping well 
such that their Z-axis motion is restricted. In order to trap 
sufficient numbers of ions for detection, trapping potentials 
that trap translationally suprathermal ions are employed. Ions 

© 1989 American Chemical Society 
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entering the FT-ICR cell from a remote source (either an 
external source or another cell) can have up to 10 eV of 
translational energy along the Z (magnetic) axis. Another 
factor to consider is the effects of Z-axis energy on motion 
of the ions in the X - Y plane. If during the ion injection 
process Z-axis energy is transferred into the X - Y plane, then 
the injected ion ensemble is trapped with significant spatial 
and energetic distribution resulting in loss of signal (8). 
Although collisional relaxation of injected ions is effective in 
reducing ion translational energy (9), collisional relaxation does 
not eliminate problems arising from spatial distribution. Ions 
encountering magnetically inhomogeneous regions during 
Z-axis ion injection can be deflected into the X - Y plane. 

In this paper, we attempt to describe the effects of axial 
magnetic inhomogeneities on ion partitioning and subsequent 
trapping of the ions in a two-section cell FT-ICR mass 
spectrometer. Axial inhomogeneities arise because of the 
weakly ferromagnetic or strongly paramagnetic properties of 
the materials used for construction of ICR cells. The effects 
of axial inhomogeneities on the FT-ICR signal have been 
studied previously and were found to have little effect on 
resolution or signal broadening (10). Factors influencing ion 
partitioning in two-section cells have also been considered (e.g. 
pressure or ion mass) but without considering the effects of 
magnetic inhomogeneities (11-13). Axial magnetic inhomo­
geneities localized in the conductance limit aperture of a 
two-section cell constructed of high magnetic susceptibility 
material cause significant redirection and spatial distribution 
of low-energy ions entering the ion cell. Therefore, a semi­
quantitative description of trapped ion distributions due to 
low-energy injection through an axially inhomogeneous 
magnetic region is useful for considering the design require­
ments for external ion source FT-ICR instruments. For ex­
ample, some type of ion guide (either rf only quadrupoles or 
electrostatic lens elements) is required for external ion source 
instruments. The effect of a given means of injection on ion 
detection must be considered. Ions that are injected into the 
ion cell must have relatively low Z-axis kinetic energies. Thus, 
at some point along the ion path (source to ion cell) low-energy 
ions must pass through a potentially inhomogeneous magnetic 
field resulting in ill-defined ion trapping conditions and re­
duced instrument performance. 

EXPERIMENTAL SECTION 
Fourier Transform Ion Cyclotron Resonance Spectrom­

eter. All experiments reported here were performed on a pro­
totype Fourier transform ion cyclotron resonance mass spec­
trometer constructed at TAMU. The system is centered around 
a Nicolet 1280 computer system and is equipped with an Oxford 
3-T large bore superconducting magnet described previously (14). 
The vacuum system and electronics have been modified to ac­
commodate a two-section cell. The two-section cell consists of 
two cubic cells (3.8 x 3.8 x 3.8 cm) mounted collinearly along the 
central axis of the magnetic field. The two cells share a common 
trap plate that also serves as a conductance limit for the differ­
ential pumping system. No modifications to cell geometry were 
made to the cell with the exception of the thickness and aperture 
configuration in the conductance limit as specified below. The 
vacuum is maintained by two 200 L S-1 oil diffusion pumps. 
Background pressures for both sections of the vacuum system 
were 1 x 10-8 Torr or less. Ionization was performed by electron 
impact (50-eV electrons). The electron gun consisted of a re­
sistively heated rhenium ribbon (1 mm) mounted approximately 
5 mm from the source region trap plate. An extractor having a 
2-rom aperture was placed between the filament and the trap plate 
and was maintained at ground potential. Trapping potentials 
were maintained between 0.5 and 10 V. Excitation of the ions 
in either the source or the analyzer region of the cell was performed 
by electronically switching the rf excite pulses between the cell 
regions. 

Ion Partitioning Studies. Ion partitioning was performed 
by pulsing the conductance limit trap plate from the normal ion 

trapping potential to some potential less than the trapping po­
tential for 60 I's to 1 s. In most cases, the conductance limit was 
pulsed to ground. Ions formed in the analyzer region were re­
moved by rf sweeps. The condition of an ion-free analyzer region 
was verified by detecting in the analyzer region with a partitioning 
pulse duration of zero. Benzene and argon were the neutral 
reagents in all studies with the molecular ion being the ion of 
interest for benzene. The emission current was maintained at 
less than 100 nA for all studies in order to avoid ion partitioning 
as a result of space-charge explosion along the Z axis. In addition, 
at sample pressures of 1 X 10-7 Torr and emission currents of 100 
nA, the number of ions formed (ca 10") is small and ion trapping 
and detection are not complicated by space charge effects. 

The quantitative signal-to-noise study was performed by es­
timating the noise level as the arithmetic mean of the magnitude 
of the signal at 10 points of the base line near the peak of interest. 
The mean noise level was then compared to the peak height of 
interest. It was assumed that for a constant number of scans that 
the signal is directly related to the number of ions (15). 

Magnetic Field Calculations. Magnetic field topologies for 
various two-section cell materials were calculated by using the 
Poisson/Superfish codes. (POISSON/SUPERFISH was developed by 
R. F. Holsinger and K. Halbach. The codes are distributed R. 
K. Cooper, Accelerator Theory and Simulation Group, AT-6, Los 
Alamos National Laboratory, Los Alamos, NM 87545.) The 
Poisson representation of the magnetic field was solved numer­
ically by implementing a nonuniform triangular mesh (16). Input 
for the program consists of defining the parent magnetic field 
strength (H), the geometry of the two-section cell, and the 
magnetic permeability (1 + Xm) of the cell material. Magnetic 
susceptibilities (Xm) were measured by the Gouy method (J 7). 
Calculations were performed on a VAX 11/780 computer. 

Ion Trajectories. Ion trajectories were calculated and dis­
played by using the trajectory calculation program SIMlON (V 4_0) 
(SIMION PC/PS2 V4.0 was developed by D. C. McGilvery and 
modified by D. A Dahl. The program is distributed by D. A. Dahl, 
MS 2208, EG&G Idaho, Inc., Idaho National Engineering Lab­
oratory, P.O. Box 1625, Idaho Falls, ID 83415.) on a math co­
processor equipped PC/AT type IBM compatible computer. 
SIMION allows placement of electrodes in a user-defined array as 
well as allowing magnetic fields to be defined along any axis within 
the array. The array used for all calculations was 90 x 25 points 
(X, Y in SIMION; Z, Y in FT-ICR conventions). The spacing between 
grid points corresponds to 1 mm in the actual system. The array 
was defined for positive values of the ordinate; the remainder of 
the cell was generated by rotation. Maximum deviation in the 
refmement of the array was set to 0.0001 V. Magnetic fields were 
vectorially added by coordinate as estimated from the Poisson 
plots. 

RESULTS AND DISCUSSION 
The original two-section ICR cell configuration used by this 

group for the study of ion partitioning was constructed entirely 
of 2.54 mm thick 304 stainless steel plate. The conductance 
limit aperture was 4 mm in diameter and tapered from both 
sides at approximately 30°. No benzene positive ion parti­
tioning into an ion-free analyzer region was observed for 
benzene ions formed by electron impact at an emission current 
of 100 nA, ionization periods of up to 10 ms, and trap po­
tentials ranging from 0.5 to 10 V. On the basis of signal-to­
noise (8/N) measurements, most of the ions initially located 
in the source region were lost when the conductance limit was 
pulsed to ground. 

The original cell configuration was modified for the fol­
lowing experiment by enlarging the conductance limit and 
placing a 70% transmittance gold grid across the enlarged 
aperture (grid diameter = 23 rom). This cell yielded inefficient 
ion partitioning at trapping potentials of 7-8 V. No parti­
tioning was observed for lower or higher trapping potentials. 
The two-section cell was tilted approximately 5° in all di­
rections with respect to the Z axis with no significant effect 
on ion partitioning efficiency. By comparison of signal-to-noise 
ratio measurements for ions detected in the source region 
(prior to partitioning) and in the analyzer region (after par-
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titioning), it appeared that approximately 90% of the ions 
initially located in the source region were lost when the con­
ductance limit was pulsed, but the remaining ions (ca. 10%) 
were partitioned almost evenly between the source and ana­
lyzer regions. Significant ion losses can be attributed to the 
transmissive properties of the gold grid because approximately 
30% of the ions will be lost on each pass through the grid. 

In the subsequent attempt to efficiently partition ions, the 
stainless steel analyzer and source region trap plates were 
replaced with oxygen-free high conductivity copper plates. 
This cell has a square-edge conductance limit aperture of 6 
mm diameter. On the basis of comparative SjN ratio mea­
surements, we estimate that at least 80% of the Ar+ ions 
formed in source region partition to the analyzer region. Ion 
partitioning was observed for this cell at trap potentials of 
1-4 V. The effects of higher trapping potential on ion par­
titioning were not studied. 

We performed an experiment to qualitatively investigate 
the effects of space charge on Ar+ partitioning at 2 X 10-7 Torr 
source pressure. The trap voltage was set to 4 V, the ionization 
event lasted 5 ms, and the partitioning pulse duration was set 
to zero. The emission current was varied in subsequent ex­
periments between 35, 60, and 110 nA. No Ar+ partitioned 
to the analyzer region at an emission current of 35 nA, hut 
at 110 nA of emission current, the signal for ion partitioning 
of Ar+ was intense. The analyzer cell was quenched during 
the ionization event; hence this signal was not due to Ar+ 
formation in the analyzer cell. This result implies that par­
titioning experiments performed with emission currents in the 
high nanoamperes to the microamperes range must be per­
formed carefully to avoid space-charge ion partitioning. While 
partitioning by Coulombic repulsion could be of some utility 
in analytical studies, it is undesirable for controlled probes 
of ion chemistry. Overall, space charge partitioning would 
result in poor control ion location and is avoided in all ex­
periments reported here. 

Magnetic Materials, All materials possess magnetic 
properties that alter the shape and local intensity of a mag­
netic field into which the material is placed. The induced 
magnetic flux density (magnetic induction, B (kg A-I S-2, the 
tesla» inside a material placed within a homogeneous mag­
netic field is given by eq 1 where H (A m-I) is the magnetic 
force within the material, I (A m-I) is the intensity of 
magnetization within the material, and 1'0 (411' X 10-7 N A-2) 
is the magnetic permeability of a vacuum. H is due to the 
prevailing field into which the object has been placed. The 
material composing the object interacts with the magnetic 
force in order to increase or decrease the magnetic induction 
within the body. This effect can be quantified as the magnetic 
susceptibility, Xm, defined in eq 2. Xm is, of course, unitless 
as formulated here. 

B = l'o(H + I) 
Xm = I/H 

(1) 

(2) 

Materials fall into one of several categories. If the magnetic 
susceptibility of a substance is positive, the substance is 
termed paramagnetic. If Xm is negative, the material is dia­
magnetic. Ferromagnetic materials have very large positive 
susceptibilities resulting from cooperative coupling among the 
electron spins of such materials. The origin and dependence 
of para- and ferromagnetism are different; consequently, 
ferromagnetism is not simply a special case of paramagnetism. 
Ferromagnetic materials become paramagnetic above the 
Curie tempertaure. The materials considered in this paper 
are diamagnetic (copper) or paramagnetic (304 stainless steel) 
only. It must be noted that 304 (or 18-8) stainless steel has 
a Curie point that is below 0 °C if the amount of cold work 
performed in machining the parts has not been excessive (18). 

Figure 1. Poisson plot of two-section cell constructed of paramagnetic 
material (Xm = 0.16) bathed in a 3-T magnetic field. The magnetic 
Z axis is the abscissa; the Yaxis is the ordinate. 

Both diamagnetic and paramagnetic susceptibilities are 
roughly constant for increasing H, whereas ferromagnetic 
susceptibilities decrease significantly as H increases. At the 
saturation point, B - H and I level off and a break in B occurs. 
As H is increased past the saturation point, B increases slowly 
and indefinitely (18). 

Values for the magnetic susceptibility of 304 stainless steel 
vary widely depending upon the exact composition and history 
of the sample. To obtain a reasonable estimate of the mag­
nitude of Xm for the stainless steel used for the construction 
of our ICR cells, the magnetic susceptibility of a sample of 
raw cell material was measured by using the Gouy method 
(see Experimental Section); a magnetic susceptibility of 0.16 
was obtained. This compares favorably with the lower end 
of literature values which range from 119 (indicating a fer­
romagnetic component) to 0.4 (18). Consequently, the con­
clusions drawn in this study could represent a lower limit of 
the effects observed. As a control, the susceptibility of the 
oxygen-free high conductivity copper stock used in cell con­
struction was also measured; a value of 0.00 was obtained. 

Mapping Inhomogeneities. Equations 1 and 2 describe 
the magnetic induction on the interior of a substance placed 
in a magnetic field. These fields are directly related to the 
fringing fields of interest generated outside of the ICR cell 
plates. Calculations of magnetic fields outside of materials 
submersed in parent fields are not simple because the geom­
etry of an object placed in the field plays a significant role 
in the perturbed form of the field. In most cases, the equations 
describing these stray fields cannot be solved explicitly. The 
PoissonjSuperfish codes allow the calculation of the topology 
of a magnetic system given values for the susceptibility of the 
material of choice, the geometry of the system of interest, and 
the parent field magnitude and direction. 

Figure 1 contains the result of Poisson computations for 
a 304 stainless steel cell of the geometry employed for these 
partitioning studies. The value of Xm used for the calculation 
was 0.16; the value measured by the Gouy method. The 
highest intensity of magnetization i. found wherever the length 
of the material along the parent field (Z) axis is larger than 
the width (X or Y dimension) of the object. For example, the 
excite-receive plates in Figure 1 show significantly increased 
magnetic induction, whereas the trap plates have increased 
induction only near the edges in the X - Y plane. An expla­
nation for this increased induction (and, hence, axial inho­
mogeneity) near the trap plate apertures can be rationalized 
by considering the region of the plates immediately sur­
rounding the apertures as thin cylinders with lengths greater 
than their widths. The inhomogeneity for the center aperture 
is somewhat more intense than those for the outer trap plates; 
a result of two effects. The field topology calculation takes 
into account magnetic homogeneity of the field due to the 
superconducting magnet. This field is somewhat weaker at 
the outer trap plates than at the center of the cell resulting 
in reduced aberration. Secondly, the field interacting with 
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the outer trap plates is less affected by the excite-receive 
plates than is the center trap plate. It is imperative to realize 
that the cell geometry synergistically contributes to local 
magnetic topologies. Local, axial inhomogeneities as those 
depicted in Figure 1 would have little effect on the single cell 
FT-ICR experiment because ion interaction with these regions 
would be minimal in this case. Such inhomogeneities are 
destructive, however, to experiments requiring ions to pass 
through the inhomogeneous regions near the trap plate 
apertures (e.g., an ion partition experiment). A Poisson plot 
of the two-section cell system with oxygen-free high con­
ductivity copper (not shown) used for cell construction (Xm 
= 0.00) demonstrates that the cell is effectively transparent 
with respect to the parent magnetic field giving rise to no 
significant magnetic inhomogeneities throughout the cell. 

Trajectory Calculations. SIMION was used to model ion 
trajectories during partitioning in a two-section cell with a 304 
stainless steel conductance limit trap plate. This version of 
SIMION can be used to "paint" magnetic fields along any axis 
and with any reasonable magnitude. For the trajectory cal­
culations, a homogeneous parent magnetic flux density of 3 
T was defmed throughout the entire cell along the Z axis. The 
magnetic field inhomogeneities in the region of the conduc­
tance limit aperture were estimated from Figure 1 and added 
to the parent field. 

It is important to understand that there is little benefit in 
trying to rigorously mimic the axial magnetic inhomogeneities 
near the conductance limit aperture of the actual two-section 
cell used here for two reasons. First, the magnetic suscep­
tibility of the stainless steel composing a given part can be 
known only approximately. This is due to the fact that ma­
chining of parts may lead to precipitation of magnetic phases 
within the material. Also, slight variances in alloy composition 
lead to large changes in Xm' It is probably not possible to know 
the magnetic susceptibility of a given part (assuming that it 
is homogeneous in composition) to better than a factor of 3. 
Thus, two identical items machined from the same stock could 
have significantly different magnetic properties. Secondly, 
as mentioned above, the magnitude of fields generated outside 
of materials bathed in magnetic fields are strongly geometry 
dependent such that in describing one real case explicitly, the 
principles of interest would be obscured. Furthermore, varying 
operating parameters (trapping potential, for example) for a 
given system significantly changes the effect of magnetic in­
homogeneities. In this paper, the thrust will be to represent 
the form of the inhomogeneity near the aperture with in­
tensities that are considered to be reasonable. 

With SIMION, several specific examples of the interaction 
of ions with the magnetic inhomogeneity of the aperture region 
depicted in Figure 1 are considered below. These examples 
are based on ion partitioning in a two-section cell. In all cases 
considered, the cell consisted of two 3.8-cm3 cells joined by 
a conductance limit. The conductance limit was 3 mm thick 
and had a 4 mm diameter squared-edge aperture. The sym­
metry of the system was considered to be cylindrical along 
the Z axis. The outer trap plates were set to a potential of 
4 V while the conductance limit was maintained at ground. 
Four volts was chosen as the trapping potential because this 
is the maximum potential used for ion partitioning for two­
section cell studies performed on this instrument. Ions placed 
near the Z axis of one cell travel toward the aperture where 
they encounter the magnetically inhomogeneous region de­
fined above. SIMION provides views of the resulting trajectories 
in all three planes. 

The perturbation of the trajectories of the ionizing electrons 
will not be considered here. The momentum of the electrons 
piercing the defined magnetic inhomogeneities is about 1 % 
of the lowest momentum ion considered below. Intuitively, 
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Figure 2. Y-Zplane projection of the trajectories of ten mlz 100 ions 
with Ez varying from 0.19 to 3.48 eV as they partition through an axial 
inhomogeneity as described in the text. 

Table I. Effects on Ion Partitioning Through a Stainless Steel 
Conductance Limit Trap PlateQ 

S,' (1':,)-1/2, ilE., a", 
ion E"eV fate trapped? mm eV-1/ 2 eV mm 

1 3.485 XP' yes 0.9 0.56 0.70 0.8 
2 2.763 QP' no 
3 2.125 QP no 
4 1.593 QP no 
5 1.171 XP yes 2.9 1.1 0.63 2.4 
6 0.848 XP yes 2.8 1.3 0.47 1.6 
7 0.604 XP' no 4.1 1.8 0.56 1.9 
8 0.478 XP yes 3.7 1.4 0 1.2 
9 0.290 RQ' no 

10 0.190 QP no 

Q See text for a description of the parameters: Sp, (£zt1/ 2, AE"" and 
~. bXP = ion center-of-motion shift upon successful partitioning. 
C QP = ion quench during partitioning through aperture. d Ion 7 suc­
cessfully partitioned with a center-of-orbit shift, but collided with the 
conductance limit in < 60 pS. e RQ = reflect then quench. 

it would seem that lower momentum would result in increased 
charged particle deflection and preliminary SIMION trajectories 
performed in this lab indicate this to be the case. As one 
referee has pointed out, such deflection of the electron beam 
could result in the formation of ions that are spatially di­
sallowed from partitioning to the analyzer region of the 
two-section cell. 

Energy, Partitioning, and Inhomogeneity. In order to 
study the effect of Z-axis energy on low-energy ion parti­
tioning, SIMION calculations were performed on ten mjz 100 
ions initially placed uniformly across the Z axis of the cell. 
The initial placement of ions in the gradient electric trapping 
field determines the ion's Z-axis energy on reaching the 
conductance limit (0.01 e V in the X - Y plane). Ions beginning 
closer to the outer trap plate have up to 4 e V of Z-axis 
translational energy when they reach the conductance limit. 
Ions placed near the conductance limit have near zero 
translational energy in the Z axis when they reach the aper­
ture. The ions were placed such that their cyclotron orbit 
guiding centers coincided with the Z axis. Figure 2 shows a 
trajectory plot of 10 ions ranging from 0.19 to 3.48 e V as they 
are allowed to undergo partitioning through the axial inho­
mogeneity defined above. Figure 2 qualitatively portrays the 
spatial and energetic distribution of ions arising from low­
energy interaction with a magnetic inhomogeneity. Table I 
quantitatively summarizes the conditions and fate of the 10 
ions in this study. The trajectories were terminated at 60 I's 
if collision with an electrode had not occurred. This time limit 
represents the minimum period for an event on the Nicolet 
FTMS-I000 and, therefore, the shortest partitioning pulse. 
The plot corresponds to a projection of the trajectories at X 
= 0 (Z is the horizontal coordinate; Y is the vertical coordi­
nate). It is apparent that the aperture inhomogeneity dra-
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Figure 3. Enlarged view of the conductance limit trap plate aperture 
during ion partitioning: (A) ion collision on partttioning (for example, 
ion 2 in Table I), (B) ion guiding center shift and gain of energy in the 
X - Y coordinate on partITioning (for example, ion 1 in Table I), (C) the 
ion reflects off the axial inhomogeneity and returns to the first cell 
region (ion 9 in Table I). 

maticallyaffects ion partitioning trajectories. It is noteworthy 
that no deflection of the ion paths is observed for the same 
calculations performed on an oxygen free high conductivity 
copper cell (not shown). Three basic trajectories (or com­
bination of these) are observed for the stainless steel cell: (i) 
(Figure 3A) the ion collides with the conductance limit during 
the first pass, (ii) (Figure 38) the ion partitions but gains 
energy in the X - Y plane usually followed by collision with 
the conductance limit, or (iii) (Figure 3C) the ion undergoes 
reflection and subsequent collision with the conductance limit. 
In the first case, ions can normally be trapped in the second 
cell region by proper timing of the conductance limit 
grounding pulse. Guiding center shifts occur for all ions 
entering the inhomogeneity within the aperture. 

Figure 4 shows the projection of the trajectories for the ions 
that partition in Figure 2 onto the X - Y plane. It should be 
clear from the figure that the axial inhomogeneity due to the 
stainless steel conductance limit induces significant complexity 
on ion partitioning trajectories at low translational energy. 
In addition, one observes that ions formed with little spatial 
distribution and equal energy in the cyclotron orbit (X - Y 
plane energy) are distributed spatially and can gain significant 
energy in the X - Y plane upon partitioning through the axial 
inhomogeneity. The mechanism for cyclotron orbit energy 
gain is deflection into the X - Y plane due to the X - Y com­
ponent of the magnetic field in the conductance limit aperture. 
These latter effects are summarized in Table I (Lle is the 
center-of-orbit shift upon partitioning, /lEw is the energy 
gained in the X - Y plane). From the figures and Table I, one 
sees that only four of the ten ions partition such that the ions 
are trapped in the second cell region. Ion no. 7 partitions but 
collides with an electrode before 60 !,S. These five ions have 
an appreciable energy spread (0.7 e V) with respect to the 
defined energy spread of zero before partitioning. On ex­
trapolation of this result to the observable experiment, it 
appears that much of the ion signal would be lost on parti­
tioning ions in the cell for this example. In addition, ions that 
are partitioned to the second cell region are not as detectable 
as before partitioning due to the large resultant energy and 
spatial distributions of the ions (8). 

The dependence of ion trajectories on Z-axis energy can be 
determined upon examination of the trajectories of the five 
ions that partition to the second cell region in the 10-ion study 
above (Figures 3 and 5 and Table I). Figure 5 shows pro-
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Figure 4. X - Y plane projection of the ions that partttion in the ion 
energy study. Ions a-e correspond to ions 1, and 5-8 in Table I, 
respectively. 

Figure 5. SIMlON plot of the Y -Z plane projection of an ion injected 
into an ICR cell. The ion begins wtth 8 eV in the Z direction, the left 
trap plate is maintained at 5.0 V, and the right trap plate is at 5.4 V. 
The ion reflects off magnetic inhomogeneITies in the trap plate aper­
tures. 

jections of the ion trajectories onto the X - Y plane for these 
five ions as well as the physical definitions of some of the 
parameters in Table I (Sp, /lEw, and Lle). 

Physically, Sp is a measure of how well the ion cyclotron 
guiding center follows a given flux line in the axially inho­
mogeneous region. Sp is defmed as the path length of the X - Y 
plane projection of the trajectory from the cessation of stable 
cyclotron oscillation in the source region to the resumption 
of a stable orbit in the analyzer region. Upon examination, 
one observes that the ion orbit guiding center generally follows 
a magnetic flux line on entering and leaving the inhomogeneity 
but tends to cross field lines in the central region of the 
inhomogeneity where the field lines are parallel to the parent 
field. Therefore, Sp is a measure of the perpendicular com­
ponent of ion motion with respect to the portion of the 
magnetic inhomogeneity that is parallel to the parent field 
(see Figure 1). In two cases discussed below, the ion guiding 
center crosses field lines in the entry region of the inhomog­
eneity (where the flux lines are approximately oriented 45° 
off the Z axis) and the projection of the ion trajectory into 
the X -Z plane must be considered. 

/lEw is the energy transferred from the Z-axis component 
to the X - Y plane during partitioning through the aperture 



ANALYTICAL CHEMISTRY, VOL. 61, NO. 22, NOVEMBER 15, 1989 • 2533 

Table II. Effects of Mass on Ion Partitioning through a 
Stainless Steel Conductance Limit Trap Plate' 

Sp, !;E., dO' (ME,t' /
2 

mass fate trapped? mm eV mm (amu·eVt' /
2 

100 XP yes 3.3' 0.63 1.6 0.15 
200 QP no 
300 QP no 
400 QP no 
500 XP yes 1.6 0.32 1.8 0.058 
600 XP yes 2.3 0.46 2.7 0.056 
700 XP yes 1.7 0.21 1.9 0.047 
800 XP yes 1.7 0.34 1.8 0.046 
900 XP yes 1.2 0.05 1.4 0.039 

1000 QP yes 1.6' 0.05 0.2 0.037 

'Legend is as for Table I. ' Adjusted for X -Z plane component, 
see text. 

axial inhomogeneity. In addition, the arithmetic mean of the 
z-axis energy on entering and leaving the axial inhomogeneity, 
E" is dermed by eq 3. f>, is the shift of ion cyclotron guiding 

E, = (2Ez - L>E.) /2 (3) 

centers in the x-y plane on partitioning from the source region 
to the analyzer region. Two trends are observed for the 
partitioning of five mjz 100 ions through the inhomogeneity: 
(i) the x-y plane projection of the path through the inho­
mogeneous region becomes less linear with increasing energy, 
and (ii) Sp correlates well with (E,)-1/2. If the magnetically 
inhomogeneous region is considered to be a crude magnetic 
analyzer and E, to be a reasonable estimate of the actual mean 
z-axis energy within the inhomogeneity, then Sp can be ex­
pressed as a function of the reciprocal of ion momentum. 
Because mass is c~nstant in this study, Sp can ~e expressed 
as a function of (E,)-'/2. A plot of Sp versus (Ez)-1/2 is rea­
sonably linear (r = 0.980), and the first-order regression of 
the plot very nearly passes through 0,0 (b = -0.12 mm) as 
would be expected. A higher order of correlation between Sp 
and Z-axis energy could only be approached through more 
rigorous treatment of the form of the inhomogeneous magnetic 
field within the aperture and the magnitude of Ez with respect 
to position in the aperture region. 

Mass, Partitioning, and Inhomogeneity. In a study 
precisely analogous to the energy study above, the mass de­
pendence on ion partitioning was examined. Ions of mjz 
100-1000 were "partitioned" through the paramagnetic con­
ductance limit using SIMION calculations with the same array 
definitions as before. All ions were placed 21 mm from the 
outer trap so that the energy upon reaching the magnetically 
inhomogeneous aperture region would be 0.758 eV. Ions were 
given 0.01 e V of energy in the X - Y plane and placed such that 
the guiding center of each ion's orbit before partitioning co­
incided with the Z axis (X = Y = 0) of the cell. The results 
of this study are summarized in Table II. As mentioned 
earlier, Sp represents the component of the ion's path (while 
within the inhomogeneous region) that is perpendicular to the 
local magnetic field. Analysis of the trajectories of the mj z 
100 and the mjz 1000 ions in this study indicate that a large 
fraction of this perpendicular component is in the X -Z plane. 
In this case, the X - Y plane projection of an ion's trajectory 
gives poor Sp values. Table II reflects adjusted values for these 
ions which consider the X -Z plane components. Again, two 
trends emerge: (i) trajectories are more linear for higher 
momentum ions, and (ii) Sp correlates with mo~entum. For 
this study, Sp varies linearly wit!,J. respect to (MEz)-1/2, where 
M is the ion's mass in amu. Ez must be included in this 
correlation because it is related to both the ion's initial and 
final energy. A plot of Sp versus (ME,)-'/2 is roughly linear 
(r = 0.915) with a y intercept of 0.60 mm. 

Magnetic Trapping, Magnetic inhomogeneities in the 
entry aperture of a cell can give rise to ion trapping effects 
for ions injected from external sources. This trapping arises 
from the ability of magnetic inhomogeneities to redirect the 
energy component distribution along other axes. For example, 
Figure 5 is the Y-Z plane projection of an ion being injected 
into a rectangular ICR cell at 8.0 e V along the Z axis and 0.01 
e V in the X - Y plane. The left trap plate is biased to 5.0 V 
while the right plate is held at a potential of 5.4 V. A magnetic 
field of 3.0 T was placed over the entire potential array or­
iented along the Z axis (horizontal). The inhomogeneity used 
for the two-section cell studies above was doubled in mag­
nitude and placed in both apertures. The form of the inho­
mogeneity was not altered. It is important to note that 
doubling the inhomogeneity intensity still results in a very 
weak aberration with respect to that possible for 304 stainless 
steel (see Magnetic Materials, above). 

The ion enters the cell at about 3.0 e V along the Z axis and 
approximately 2.6 e V of this energy is transferred into the 
X - Y plane resulting in a significant gain in cyclotron orbit 
radius. The ion guiding center is also shifted as the ion is 
deflected into the X - Y plane. The ion falls into the cell 
trapping well accelerating to roughly the cell's center (as 
evidenced by the projection of an expanding helix). As the 
ion approaches the right trap plate, it decelerates along the 
Z axis, encounters the inhomogeneity in the aperture region, 
and is reflected back along the Z direction. Upon reflection, 
the ion guiding center shifts in the X - Y plane and the ion 
loses approximately 1 e V of energy from the X - Y plane into 
Z-axis motion. It is obvious in this example that the ion is 
not actually trapped in the cell and would most likely collide 
with the left trap plate, but it remains equally obvious that 
the inhomogeneities of this cell would assist in ion trapping. 
Stronger inhomogeneities or geometrically optimized inho­
mogeneities would result in efficient trapping. 

CONCLUSIONS 

Several conclusions emerge on considering the partitioning 
of ions in a two-section FT-ICR cell with an axial magnetic 
inhomogeneity in the region of the conductance limit aperture. 
First, ion deflection in the X - Y plane (measured as Sp or f>,) 
increases with increasing ion momentum. f>, only roughly 
correlates with momentum and is highly path sensitive. L>E. 
roughly decreases with increasing ion momentum and is also 
highly path sensitive. Whether energy was varied with a set 
mjz ratio or mjz was varied for a given injection energy, it 
is apparent that significant energy gain and ion deflection 
results under the low-momentum conditions defined above. 
The resulting ion packets trapped after such ill-defined in­
jection will have poor spatial (5-10 mm diameter) and sig­
nificant energy (0.7eV) distributions. 

The implications of this work are far-reaching throughout 
FT-ICR. In the two-section cell experiment, one must choose 
to optimize geometry or use low susceptibility materials in 
order to build cells that perform well under the conditions 
of the experiment. Optimizing geometry largely centers 
around the use of plates that are thin in the Z direction. This 
increases the demagnetizing effect which causes the induced 
magnetization, I, to approach the field due to the parent 
magnetic force, !LoH. This group has opted to use oxygen-free 
high conductivity copper for cell construction. The two-section 
cell in use here has worked well with good partitioning effi­
ciency for approximately 2 years. 

The implications of ion dispersion due to axial magnetic 
inhomogeneities are important for external ion source FT-ICR. 
For the same number of ions, the detectable signal is degraded 
as the spatial and energetic definition of an ion packet becomes 
less defined. This effect could be particularly dramatic for 
cells using fine grids of high magnetic permeability materials 
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where the wire thickness approaches the mesh size. In this 
case, ions that partition must be intimate with axial inho­
mogeneities. This effect is offset somewhat by the fact that 
the grids are normally thin along the Z axis. However, if the 
wire's thickness along the Z and X (or Y) axes is comparable, 
local inhomogeneities could be quite strong. 

Finally, the performance degradation of stainless steel single 
cell instruments (19) could largely be due to the effects dis­
cussed above. The signal would degrade due to the cell's 
decreasing ability to trap ions properly (small energetic and 
spatial distribution), as the permeability of the material in­
creases with time. 
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Measurement of Linear Alkylbenzenesulfonates in Aqueous 
Environmental Matrices by Liquid Chromatography with 
Fluorescence Detection 
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A high-performance liquid chromatography method for the 
determination of linear alkylbenzenesuHonate (LAS) In com­
plex environmental matrices has been developed. The me­
thod takes advantage of the Inherent sensitivity of fluores­
cence detection, as compared to that obtained wHh conven­
tional UV detection or the popular desuHonation-gas chro­
matography method for determining LAS In complex matrices. 
The chromatography has been designed to combine aft of the 
Isomers of each homologue Into single peaks representing the 
respective C'G-C'4 LAS constituents. This serves to enhance 
the detection levels, as well as the overall accuracy and 
precision of the measurement. Solid-phase extraction pro­
cedures have been employed to Isolate the LAS from such 
matrices as sewage treatment plant InDuent, final effluent, and 
the subsequent receiving river water. The average recovery 
of LAS from Influents and effluents and river waters was found 
to be 95%,85%, and 81%, respectively. The precision of 
the method, In terms of the relative standard deviation for 
Influent, effluent, and river water was determined to be 1.4 %, 
4.6%, and 13.5%, respectively. The limit of detection (SIN 
~ 3) was found to be 1.5 ng per component Injected onto the 
column or 2 ppb of total LAS concentrated from a 200-mL 
sample volume. Therefore, the limit of quantltatlon (SIN ~ 
10) was found to be 7-10 ppb. A dlscusslon of the analytical 
method and the resuHs from the analysis of various samples 
Is presented. 

* Author to whom correspondence should be addressed. 
1 Current address: Degussa Corp., Mobile, AL. 

Linear alkylbenzenesulfonates (LAS), shown in Figure 1, 
are water-soluble materials used extensively in detergent 
formulations as surface-active agents. Ionic surfactants are 
unique in the sense they possess both hydrophobic and hy­
drophilic characteristics, due to the ionic and long chain alkyl 
portions of the molecule. This property promotes considerable 
concentrations of the surfactant at interfaces, thus dissolving 
hydrophobic materials into the aqueous phase. These prop­
erties account for the widespread use of LAS as an active 
cleaning agent in detergent formulations. 

Commercial LAS materials consist of a mixture of homo­
logues and isomers. Individual LAS homologues and isomers 
are identified by the length of the hydrophobic alkyl sub­
stituent and by the position of attachment of the alkyl chain 
to the benzene ring. The predominant formulation consists 
of alkyl chain lengths from C,o to C,., with the average dis­
tribution being approximately C12• Isomer configurations 
range from the 2-phenyl position to the 7 -phenyl position, 
depending on alkyl chain length. 

Due to the nature of anionic surfactant product usage, the 
majority of LAS is disposed to sewage treatment facilities. 
LAS is highly removed (e.g. ~95% for activated sludge pro­
cesses) during the sewage treatment process as result of bio­
degradation processes (1) and adsorption to solids (2). Due 
to the high removability of LAS, only very small quantities 
(i.e. low parts per billion levels) are discharged from waste­
water treatment plants into the receiving waters. Analytical 
methodology to quantitate low parts per billion levels in en­
vironmental matrices is required to validate mathematical 
models designed to predict environmental concentrations of 

0003-2700/89/0361-2534$01.50/0 © 1989 American Chemical Society 
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Figure 1. Structure of the 2"(;,, linear alkylbenzenesuffonate (C,MS) 
homologue. Commercial mixtures range from C,o to C" in alkyl chain 
length. 

target materials (3), as well as detect and quantify target 
materials in their natural environment in support of a wide 
range of biodegradation and ecotoxicological studies. 

Various analytical methods are available for the measure­
ment of LAS. These include simple colorimetric methods, 
gas and liquid chromatography, as well as mass spectrometry. 
Colorimetric methods are one of the oldest methods used for 
the measurement of anionic surfactants in aqueous samples 
(4). In general, colorimetric methods are based on the for­
mation of an ion pair between the anionic surfactant and a 
cationic dye. The complex is extractable into a nonpolar 
solvent, whereas both the free surfactant and dye remain in 
the aqueous phase. Methylene blue cationic dye is generally 
the colorimetric dye of choice, due to its surfactant complexing 
ability and the intense blue color that develops upon extraction 
of the complex into the organic phase. Obviously, any sub­
stance that can form an extractable complex with the dye 
yields a positive bias to the quantitation of anionic surfactants, 
in particular LAS. 

In addition, the presence of various cationic compounds (e.g. 
quaternary amines) will compete with the methylene blue dye 
for the ion pairing of anionic materials present. Depending 
upon both the strength of the ion pair formed and the con­
centration of the competing ions, LAS may be extracted into 
the nonpolar phase as the ion pair of an interfering cationic 
compound rather than that of the methylene blue dye. As 
a result, a color enhancement would not result and a negative 
bias in the quantitation of LAS would be present. 

Colorimetric methods are not specific to any particular 
anionic surfactant (1), thus colorimetric results are expressed 
as concentrations of methylene blue active substances (MBAS) 
per unit volume. As a result, MBAS results contain only 
minimal useful information regarding the concentration of a 
specific anionic material in an aqueous sample. This is 
particularly true for complex mixtures, such as sewage in­
fluents, effluents, and river water samples. 

Various modifications have been implemented to improve 
the specificity of colorimetric methods. Among these modi­
fications are the implementation of hydrolysis steps and cation 
exchange resins prior to the MBAS measurement (5). The 
hydrolysis step is used to remove organic sulfates and the 
cation exchange resins are used to eliminate interfering 
quaternary amines. These implementations do enhance the 
selectivity of the MBAS method; however, the results should 
still be considered as an approximation of the levels of anionic 
surfactant present and not an absolute measurement of LAS 
concentration. 

Gas chromatography techniques have been used for the 
specific determination of LAS in environmental matrices. 
LAS is not sufficiently volatile to permit direct measurement 
by GC. As a result, LAS must be either derivatized to form 
a volatile compound or desulfonated to form the respective 
linear alkylbenzenes (LAB). The desulfonation technique has 
generally been regarded as the technique of choice for 
measuring LAS. As early as 1963, Setzkorn and Carel (6) 

described a microdeSulfonation procedure for generating the 
volatile LAB. The alkylbenzenes were generated by heating 
the LAS in concentrated phosphoric acid. Modifications of 
this technique have been used by Swisher (7) for the exam­
ination of wastewater samples. Waters and Garrigan (8) have 
described a desulfonation-GC procedure for the determination 
of LAS in a river water matrix. Detection levels of 25-50 ppb 
were reported from an initial sample volume of approximately 
2 L. Osburn (5) extended the methodology to include solid 
matrices, such as, digester sludge and stream sediments. A 
Soxhlet extraction procedure, using acidic methanol, was used 
to extract the LAS from the particles. 

Various other methods, using gas chromatography with 
mass spectral detection, have been carried out (9). In addition 
to the desulfonation procedure, the surfactant molecules may 
be transformed into a volatile product through conversions 
to the respective sulfonyl chloride (10) or sulfonate ester (11) 
derivatives. 

High-performance liquid chromatography (HPLC) has been 
widely applied to the measurement of LAS. Various appli­
cations of HPLC have appeared in the literature. The main 
advantage of HPLC over other analytical techniques is its 
simplicity. LAS can be separated and detected without prior 
derivatization or desulfonation. Various chromatographic 
approaches to the separation of LAS into the homologues and 
respective isomers have been reported. 

One of the initial accounts on the use of reverse-phase 
chromatography, with fluorescence detection, to quantitate 
LAS in aqueous environmental samples was by Nakae et al. 
(12,13). He was able to quantitate the levels of LAS in river 
waters without prior preconcentration or sample cleanup. In 
this approach, a CIS column was employed with a metha­
nol/water mobile phase containing 0.1 M sodium perchlorate 
ion-pair phase modifier. The method yielded a partial isomer 
separation per respective homologue constituent but was 
unable to yield resolutions comparable to various GC methods. 
In addition, this method was somewhat limited to relatively 
clean aqueous samples with> 100 ppb of LAS, since there was 
no attempt to implement any type of cleanup/preconcen­
tration steps prior to the HPLC analysis. 

Linder and Allen (14) used HPLC with fluorescence de­
tection to follow the progress of LAS biodegradation in a 
simulated river die away study. Using tetrahydrofuran and 
water with a CIS column, they were able to monitor the dis­
appearance of the parent LAS and the appearance of the 
sulfophenyl carboxylates intermediates. 

Matthijs and De Henau (15), as well as Kikuchi (16), have 
reported on an HPLC method based on the chromatographic 
procedure of Nakae et al. (12, 13), but they modified the 
method to make use of gradient elution with acetonitrile and 
water with a sodium perchlorate modifier and UV detection. 
In addition, a solid-phase extraction cleanup procedure was 
employed prior to the chromatographic analysis in order to 
extend the methodology to the measurement of LAS in both 
aqueous and solid environmental matrices. 

Marcomini et al. (17) recently reported on an HPLC method 
for simultaneous quantitation of LAS and alkylphenol eth­
oxylates in solid environmental compartments (e.g. sewage 
sludge, river sediments, soils, etc.). Soxhlet extraction pro­
cedures were used to extract the LAS and ethoxylates from 
the solid particles, as well as from detergent powders. 

This paper presents a modified chromatographic and sol­
id-phase extraction (i.e. sample cleanup) approach to the 
determination of LAS in aqueous environmental samples. The 
methodology offers a simple, specific, and sensitive procedure 
for quantitatively measuring the aromatic surfactant at trace 
levels (low parts per billion) within complex environmental 
matrices. 
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Figure 2. Flow diagram of the LAS isolation and preconcentration 
procedure. 

EXPERIMENTAL SECTION 

Reagents and Materials. The C2 and SAX solid-phase ex­
traction cartridges were purchased from Analytichem Interna­
tional. Both resins consisted of 40 ILm based silica particles and 
contained 500 mg of the bonded phase material. Both cartridges 
were first preconditioned with 5 mL of methanol followed by 10 
mL of Milli-Q water. HPLC grade sodium perchlorate and tet­
rabydrofuran were obtained from Aldrich Chemical and Fisher 
Scientific, respectively. The LAS standards (both commercial 
and I·C labeled material) and the Cs and C,5LAS internal 
standards were synthesized and purified at the Miami Valley 
Laboratories, Procter & Gamble Co. Scintillation cocktail was 
prepared with equal parts of Reagent Grade ethanol from Fisher 
Scientific and ACS Scintanalyzed Fisher Scientific toluene to 
which was added 214 giL PPO-dimethyl-POPOP from Research 
Products International Corp. 

Samples. The influent, effluent, and river water samples were 
24-h composites taken over a 3-5-day period. The samples were 
taken from different sewage treatment facilities and receiving 
waters across the U.S. All samples were immediately preserved 
with 1 % formalin (37% formaldehyde) to prevent further mi­
crobial degradation of the LAS present in the sample. 

Isolation and Concentration Procedures. Prior to ex­
traction, each sample was shaken to ensure adequate mixing and 
suspension of particulate material. Depending on the nature of 
the sample, the appropriate volume of sample was removed from 
the container, acidified to a pH of 3-4 with glacial acetic acid, 
and spiked with the CgLAS internal standard. The acidification 
of the sample aided in the retention of the CgLAS on the C2 resin. 

In general, river waters, sewage treatment plant effluent, and 
primary influent samples required the preconcentration of 200 
mL, 150 mL, and 10 mL, respectively. However, the volume of 
sample used is directly dependent on LAS concentration and can 
be adjusted accordingly. The LAS concentration in the sample 
can only be estimated; thus a knowledge of the sampling site 
characterisitics and sewage treatment facility removal efficiency 
would be helpful when making this estimate for the volume of 
original sample to be used. 

The concentration of internal standard spiked into the sample 
was approximately 5-fold less than the estimated concentration 
of the total LAS in the sample. The 5-fold decrease was deemed 
necessary to ensure that the internal standard peak area was 
similar in magnitude to that of the separate LAS homologues. 
Thus, yielding a linear molar correlation between the concentration 
of the internal standard and the LAS homologues being measured. 
The sample was then allowed to equilibrate overnight, although 
significantly different extraction efficiencies were not encountered 
after an equilibration time of 3 h (2). 

The procedure used to preferentially isolate and preconcentrate 
the LAS from the environmental matrices is shown in the flow 
diagram in Figure 2. The first step in the extraction scheme was 
the preconditioning of the solid-phase extraction resins to ensure 
uniform wetting of the hydrophobic bonded phases. This was 

accomplished by passing a minimum of 5 mL of methanol through 
each C2 cartridge and each strong anion exchange (SAX) cartridge. 
The methanol rinse was followed by 10 mL of MiIIi-Q water. 

Following preconditioning, a maximum of 50-mL a1iquots of 
the sample were passed through a single C2 cartridge and the 
eluant was discarded. Each cartridge was then rinsed with 5 mL 
of a 70:30 water to methanol solution to rid the resin of loosely 
bound material. The retained LAS was then eluted from each 
C2 cartridge with 10 mL of methanol. The methanol eluates were 
combined and passed through a single preconditioned SAX 
cartridge. The SAX resin was then rinsed with 5 mL of a 2% 
acetic acid in methanol solution, followed by 5 mL of methanol. 
The LAS was eluted with 15 mL of a 1:1 2 N HCI (in high-purity 
water) and methanol. At this point, an additional standard, 
C,5LAS, was added into the SAX eluate. It is important to note 
that the addition of C,5LAS prior to this point in the extraction 
procedure yields unpredictable results due to the low solubility 
of the C,5LAS homologue in water. 

The eluate was evaporated to dryness on a steam bath and 
reconstituted in a solution of 50:50 methanol and water and 0.025 
M sodium dodecyl sulfate (SDS). The SDS was used to aid in 
the resolubilization of the LAS after evaporation of the solvent. 
The reconstitution volume was 5 mL but may be varied in order 
to increase or decrease the concentration of the LAS in the extract. 

Spike and Recovery Procedures. The overall efficiency of 
the isolation procedure was determined with both radiolabeled 
and nonradiolabeled LAS. The radiolabeled LAS was used in 
the initial experiments. A 0.15-ILCi quantity of radiolabeled LAS 
was added to the sample and the mixture was allowed to equil­
ibrate overnight. The sample was then treated as described in 
the isolation and concentration section. The final eluate was 
redissolved in scintillation cocktail and quantitatively measured 
with a Beckman Model LS 7800 liquid scintillation counter. 

The efficiency of the isolation procedure was also determined 
with nonradiolabeled LAS. The procedure was the same as de­
scribed for the radiolabeled material, but instead, the chroma­
tographic system was used for the quantitation. The recovery 
of the spiked material was determined by direct comparison to 
an internal standard of known concentration. 

Chromatographic Analysis. The method development work 
was performed on a Waters 840 system, which consisted of dual 
Model 510 pumps and the WISP Model 710 autosampler. The 
data were collected and manipulated with a DEC Pro 380 com­
puter, containing the Waters, Version 5.1 Expert Chromatography 
Software. Fluorescence detection was performed by a Hitachi 
Model Fl000 dual grating fluorescence spectrophotometer. The 
detector was operated at an excitation wavelength of 225 nm and 
an emission wavelength of 290 nm, with a spectral band-pass of 
10 nm. The volume of the flow cell was 12 ILL. 

The chromatographic separation was performed in the re­
verse-phase mode with a 5-ILm, C, Spherisorb analytical column 
(25 em X 4 mm i.d.) from Alltech Associates. The analytical 
column was preceded by a cyano guard column (3 em X 4 mm 
i.d.) from Brownlee Laboratories. A binary solvent system was 
employed by using tetrabydrofuran (THF) and water and 0.1 M 
sodium perchlorate as a phase modifier. The separation was 
carried out in the isocratic mode using 45% THF and 55% water 
and a flow rate of 1 mL/min. To prevent crystalization of the 
inorganic phase modifier, the chromatographic system was rinsed 
thoroughly with water at the end of the day. This preventative 
measure extended the life of the chromatographic system, in­
cluding the autosampler and the flow cell in the fluorescence 
detector. In the event the system was going to be idle for more 
than 3 days, it was stored in 50/50 methanol-water to prevent 
microbial growth within the system. 

Quantitation. CgLAS and C,5LAS internal standards were 
used to accurately determine the concentration of LAS in the 
environmental samples. Each of the LAS homologues with an 
alkyl chain greater than six carbons possesses the same molar 
absorptivities, as well as the same fluorescence quantum effi­
ciencies (16, 18). Thus, peak area ratios are directly proportional 
to the molar ratios of the various homologues. Each of the peak 
areas was corrected for differences in the molecular weight between 
the individual homologues and the internal standard. The mo­
lecular weight correction factor was simply derived by taking the 
ratio of the molecular weight (in the sodium salt form) of the 
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individual homologues (C'o-C14) to that of the internal standard 
and multiplying the peak area of each homologue by the respective 
correction factor. This correction yields a mole to mole rela­
tionship between the individual homologues and the internal 
standard. 

The peak areas associated with the C,o through C14 homologues 
were summed and the ratio of the total area was compared with 
that of the two internal standards. This ratio was then multiplied 
by the known concentration of the internal standard to yield the 
concentration of total LAS in the sample. The relative homologue 
distribution was obtained by simply ratioing the peak area of each 
individual homologue with that of the total peak area (excluding 
the internal standard). 

RESULTS AND DISCUSSION 

Solid-Phase Extraction. Solid-phase extraction (SPE) 
procedures are becoming increasingly popular for the ex­
traction and isolation of a target compound from a complex 
matrix. SPE has proven to be quite versatile in terms of the 
range of resin polarities and functionalities available. Various 
investigators have used SPE procedures to isolate and pre­
concentrate surfactant-type compounds. In general, hydro­
phobic and ion exchange resins are used due to the hydro­
phobic and ionic nature inherent to many surfactants. The 
isolation and preconcentration schemes were divided into two 
distinct sections. The first step constitutes isolation based 
on hydrophobic character and the second based On the ionic 
nature of anionic surfactants. 

The three hydrophobic resins examined were the C,s, Cs, 
and C2 stationary phases. Initial isolation experiments were 
conducted with radiolabeled (14C) LAS. The use of radio­
labeled tracers make initial isolation experiments very efficient 
and straightforward. With the quantity of 14C LAS placed 
in the original sample known, the amount of LAS that resides 
in each step of the extraction procedure can be quantitatively 
measured. Thus, one can readily track the pathway of the 
analyte through the isolation scheme. 

Although radiolabeled tracers provide a rapid and con­
venient means of developing an isolation scheme, it should 
be noted that confirmation of the efficiency of the procedure 
must also be demonstrated with nonlabeled analyte for each 
analytical method being developed. In the case of LAS, each 
of the hydrophobic resins showed a high level of analyte re­
tention and subsequent recovery. However, upon analysis of 
the extract by HPLC with fluorescence detection, it was im­
mediately recognized that both the C,s and Cs resins had 
retained a high quantity of fluorescing interferences. These 
interferences eluted at the beginning of the chromatogram 
and in many cases overwhelmed the fluorescence signal ori­
ginating from the desired LAS. Therefore, it is difficult to 
determine the quantity of interferences present by using ra­
diolabeled tracers only. 

Of the hydrophobic resins examined, the C2 functional 
group yielded the best results in terms of specific isolation 
of LAS. Although the C,s and Cs resins quantitatively retained 
the LAS in the sample, they also retained many of the hy­
drophobic materials(e.g. humic materials, alkylphenol eth­
oxylates, natural surfactants, etc.). These materials gave rise 
to a strongly fluorescing background signal, which interfered 
with the accurate measurement of low levels of LAS. The C2 
resin offered sufficient hydrophobic character to quantitatively 
retain the LAS, but allowed the more polar materials to pass 
through the resin. The result was an eluate that contained 
significantly lower levels of the interfering components, as 
compared to that obtained for the Cs and C,s resins. 

Strong anion exchange was used for the final clean up 
portion of the LAS isolation scheme. The ion exchange step 
was included in order to rid the C2 eluate of various nonionic 
fluorescers which may have coeluted with LAS. Of these 
nonionic materials, a1kylphenol ethoxylates have the highest 

potential of interfering with the quantitation of LAS. This 
is due to the fact that alkylphenol ethoxylates exhibit similar 
spectral characteristics and, therefore, could potentially bias 
the quantitation of LAS high. A quaternary amine functional 
group was used for the ion exchange portion of the LAS 
isolation scheme. Matthijs et al. (15) used the SAX resin as 
the initial step in the cleanup procedure, followed by a hy­
drophobic resin for final isolation of the analyte. However, 
it was observed that upon using the SAX initially, many of 
the fluorescing interferences remained, even after repeated 
rinsings of the resin with solvents ranging from methanol to 
tetrahydrofuran to 2 % acetic acid in methanol. 

The conclusion drawn from this observation was that the 
interferences present in the environmental samples were ionic 
in nature and were strongly retained on the SAX resin. In 
addition, an induced hydrophobic retention mechanism re­
sulting from the interaction of the hydrophobic portion of the 
interfering molecules with the alkyl chain of the ionically 
bound LAS may have contributed to the retention of the 
interferents. However, this type of retention mechanism was 
not considered to be the controlling factor, since nonpolar 
solvents, such as tetrahydrofuran, did not remove significant 
quantities of the interferences from the SAX resin. 

On the basis of the retention mechanisms previously de­
scribed, one would predict a similar end product, regardless 
of the order in which the SAX and C2 resin are used. This, 
however, was not observed to be the case. The procedure 
which called for the C2 resin to be placed first in the isolation 
scheme yielded a more interference-free chromatogram than 
did the reverse situation. This observation is not thoroughly 
understood; however, one could speculate that the high con­
centration of interfering compounds in the SAX eluate re­
sulted in an overall change in hydrophobic character. The 
components providing interences were likely converted from 
salts to acids by the highly acidic eluate and therefore were 
more hydrophic and retained by the C2 SPE resin. Apparently 
acidification of the original sample solution to a pH of 3-4 
with glacial acidic acid was not acidic enough to provide this 
effect and therefore the interferences were not adsorbed on 
the C2 SPE resin when the described sample preparation 
scheme was followed. The potential agglomeration or micellar 
formation of these naturally occurring materials, such as humic 
acids and lignin sulfonates, may have also resulted in a sig­
nificantly more hydrophobic character. This, in effect, would 
hinder the elution of these materials off of the C2 resin. 

Chromatography. The most common procedure (12-17) 
for separating the homologous components of LAS by HPLC 
consists of using a C,s column and acetonitrile (or tetra­
hydrofuran) and water, with approximately 0.1 M of a coun­
terion salt as the phase modifier. Both isocratic and gradient 
elution are used; the choice of which is dependent upon the 
pertinent experimental constraints. Shown in Figure 3A is 
a chromatogram of a C'3LAS standard obtained with a C,s 
(5 I'm) column and acetonitrile and water. Each ofthe LAS 
homologues is partially separated into the respective isomer 
distribution. The major drawback of this approch is that only 
partial isomer separation is achievable with liquid chroma­
tography, contrary to the total isomer separation attainable 
after desulfonation and capillary GC analysis. As a result, 
the chromatography was modified such that each of the isomer 
constituents, per homologue component, would elute as a 
single peak representing each LAS homologue. For example, 
the 1-5 phenyl isomers of ClOLAS will be represented as a 
single peak, etc. These conditions are contrary to the partial 
isomer separation achieved with the C,s column. 

Shown in Figure 3B is a chromatogram of the LAS reference 
material obtained by using the C, column and isocratic elution 
with tetrahydrofuran and water (45:55) and a 0.05 M sodium 
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Figure 3. HPLC chromatograms of a standard mixture of LAS ho­
mologues. The average chain length is C'3: (A) gradient elution of 
LAS using a C" (5 I'm). 25 em column. wijh acetonitrile and water 
(gradient elution). (B) isocratic separation of LAS using a C, (5 I'm). 
25 em column. wijh tetrahydrofuran and water. Both were monijored 
wijh a fluorescence detector. 

perchlorate modifier. The main advantages of coeluting all 
of the isomers into a single peak that represents a respective 
LAS homologue are 2-fold. The first is an improvement in 
detection limits. With the isomers of each homologue lumped 
into a single peak, the peak representing that homologue 
increases proportionally in intensity, thus increasing sensitivity 
of the method and providing a means of measuring lower 
concentrations of LAS. This is especially appreciated at the 
low concentrations that are encountered in environmental 
matrices. 

The second advantage is one of simple interpretation and 
quantitation. By designing the chromatography such that each 
homologue of the LAS mixture is represented by a single peak, 
quantitation and interpretation of the chromatograms are 
greatly simplified. It was assumed that all of the isomers per 
homologue had the same fluorescent quantum yield. Samples 
of the individual isomers were not available to conduct a 
relative sensitivity study. 

Quantitation and Detection. The quantity of LAS 
present in the various environmental samples was measured 
through use of internal standards. The two standards used 
were CsLAS and C1sLAS. These were chosen since they do 
not exist as components of environmental samples. Since LAS 
with alkyl chain lengths of greater than or equal to six carbons 
have the same molar absorptivities and fluorescence quantum 
efficiencies (16, 18), the peak area ratios ofthe measured LAS 
to that of the internal standards are directly proportional to 
the molar ratios of the LAS components. Thus, the average 
molecular weight and concentration of the LAS present in the 

Table I. Accuracy of the Overall Isolation and 
Chromatographic Procedures for the Determination of LAS 
in Aqueous Environmental Matrices 

av 
back· 

ground 
level, spike levels, no. of av % 

sample mg/L mg/L samples recoveryG 

sewage 6.2 5.0/8.0 95 ± 5 
influent 

final effluent 0.066 0.15/0.60 85 ± 6 
water 0.025 0.02/0.050/0.20 81 ± 10 

a Arithmetic mean ± one standard deviation. 

Table II. Precision of the Overall Isolation and 
Chromatographic Procedures for the Determination of LAS 
in Aqueous Environmental Matrices 

sample 

sewage influent 
final effluent 
river water 

replicates 

6 
6 
6 

sample can be easily determined. 

reI 8td deviatioD,Q. % 

1.4 
4.6 

13.5 

The detection level (LOD), based on a signal-to-noise ratio 
of 3 is approximately 1.5 ng per component injected on the 
column. This correlated with a detection limit of 2 ppb of 
the total LAS, derived from an initial sample volume of 200 
mL, concentrated to 5 mL, of which 100 I'L is injected onto 
the column. Therefore, the limit of quantitation (LOQ), based 
on a signal-to-noise ratio of 10, was found to be 7-10 ppb. 

The stated detection and quantitation levels are very much 
dependent on the level of interferences present in the original 
sample. Although the previously described cleanup procedures 
are effective in preferentially isolating LAS from environ­
mental matrices, unknown components may still be present 
at levels that would interfere with the quantitation of LAS. 
In such case, the detection levels may increase. For very clean 
samples (e.g. groundwater) the detection levels may decrease 
to 1 ppb or less. Therefore, the 7-10 ppb level stated above 
is basically an average concentration which may vary de­
pending on the level of interferences present in the sample. 

Accuracy and Precision. The spike recoveries of the 
overall isolation and chromatographic procedures are listed 
in Table I. Nonlabeled LAS was added at the indicated 
concentrations to the individual samples of each matrix and 
analyzed, as described above, to determine the accuracy of 
the method. The average recovery for influents, effluents, and 
river waters was determined to be 95%, 85%, and 81 %, re­
spectively. The precision of the method is shown in Table 
II. Replicate analyses were performed on the same sample 
of each matrix to determine the precision of the method. The 
average relative standard deviation (n = 6) for influents, 
effluents, and river waters was found to be 1.4%, 4.6%, and 
13.5%, respectively. 

Application to Environmental Samples. The HPLC 
method described in this paper has been used to quantify the 
levels of LAS in various types of environmental samples, 
including sewage influent, final sewage treatment plant ef­
fluent, and the receiving river water. Shown in Figure 4 are 
typical chromatograms resulting from the isolation of LAS 
from sewage influent, effluent, and river water. The LAS 
contained in each sample, which was calculated from the 
CsLAS and C1sLAS internal standards, was determined to be 
4.5, 0.08, and 0.01 pm, respectively. The average LAS chain 
length for the influent was 12.1 carbon units. The chain length 
for the effluent and river water shown in Figure 4 was de­
termined to be 12.0 and 11.7 carbon units, respectively. Both 
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Figure 4. HPLC chromatograms of LAS isolated from various envi­
ronmental matrices: (A) sewage influent, (B) final effluent, (C) receMng 
river water. 

the measured and predicted levels of LAS found in these 
samples were consistent with the values previously reported 
for anionic surfactants (1, 3), in environmental matrices. The 
identification of LAS was based on the measured retention 
times and the homologue distribution pattern of LAS. 

The LAS homologue distribution varies markedly between 
influents, effluents, and river waters due to both the sorption 
of LAS to particulate matter and biodegradation of LAS 
during sewage treatment and in the receiving river waters. 
The homologue distribution is considered a very important 
parameter in the study of the ecotoxicological effects of LAS 
on various aquatic species, due to the relationship between 
increased toxicity and increasing alkYl chain length (19). As 
a result, the accurate determination of the alkyl chain length 
of LAS in each of the environmental matrices was an absolute 
requirement of the HPLC method. Both spikes and replicates 
were run on a routine basis to ensure the accuracy and pre­
cision of the analysis were within the limits shown in Table 
I and Table II. 

The major problem encountered with the measurement of 
LAS in environmental matrices was strongly fluorescing in-

terferences that coeluted with the C.LAS internal standard. 
The sewage treatment effluent samples were the most prone 
to these type of interferences, even though they are generally 
several times higher in LAS content than the river water 
samples. In cases where the interferences rendered the CgLAS 
internal standard useless, the quantitation was based on the 
ClI;LAS internal standard. Since the CI5 homologue is more 
hydrophobic in nature than the C. homologue, it elutes last 
within the homologous series and is free from the early eluting 
interferences. Therefore, in cases where interferences are 
present, quantitation based on the ClsLAS standard yields 
the more accurate result. 

CONCLUSIONS 
The analytical method that has been described has proven 

to be particularly useful for the measurement of the anionic 
surfactant LAS in a variety of aqueous environmental ma­
trices. The reproducibility of the overall isolation and chro­
matographic procedures, expressed in terms of the relative 
standard deviation, was found to be 1.4 % for sewage influents, 
4.6% for sewage effluents, and 13.5% for river water samples 
taken below the outfall of a wastewater treatment facility. The 
average recovery of LAS from influents, effluents, and river 
waters was 95%, 85%, and 81 %, respectively. The detection 
limits based on a signal-to-noise ratio of 3:1 is 1.5 ng per 
homologue injected on the column. This correlates with an 
average detection limit of approximately 2 ppb and a limit 
of quantitation of 7-10 ppb of total LAS concentrated from 
a 200-mL sample. Since the detection level is dependent on 
the quantity of interferences present, the 7-10 ppb level will 
vary depending on the nature of the sample. 

The method offers several distinct advantages over other 
reported methods. First is the coelution of the isomers of each 
homologue in a single chromatographic peak. This not only 
simplifies the interpretation and quantitation of the chro­
matographic peaks but also enhances the sensitivity of the 
measurement by increasing the total quantity of analyte 
present in the detector flow cell in a specified elution volume. 
This attribute is of special significance at the low parts per 
billion concentration levels that are routinely encountered in 
environmental matrices. 

The second enhancement over previously described meth­
ods is the isolation and preconcentration scheme. By use of 
the C2 resin as the first step in the isolation procedure, 
preferential retention of LAS is obtained while the more polar 
constituents pass through the resin unretained. Although this 
procedure works well for the majority of environmental sam­
ples, there are certain samples, such as final effluents, that 
contain interfering components that are not removed by the 
C2 resin. In such cases, the later eluting CI5LAS standard is 
used for quantitation purposes. 

Although the only applications reported in this commu­
nication have been aqueous matrices, the general principles 
are directly applicable to the measurement of LAS extracted 
from such solid matrices as sludge, sediment, soil, etc. Several 
accounts of successful extraction procedures (e.g. Soxhlet, acid 
hydrolysis/ethyl ether liquid extraction, etc.) have been re­
ported in the literature (5, 14-16). Thus, direct implemen­
tation of the described procedures would be relatively 
straightforward. 
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Retention Mechanisms of Reversed-Phase Liquid 
Chromatography: Determination of Solute-Solvent Interaction 
Free Energies 
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Mean-Ileld statistical thermodynamics theory has recently 
been developed to account lor the parlHloning 01 solutes trom 
aqueous mobile phases Into reversed-phase liquid chroma­
tography stationary phases. Several predictions are tested 
here against an extensive data base 01 nearly 350 sets 01 
experiments. In agreement wHh theory, we lind that (I) the 
dependence 01 retention on mobile phase composition can 
ollen be suHably linearized through use 01 a type 01 compo­
sition plot recently suggested by 0111, (i1) retention measure­
ments can be used to determine the binary interaction con­
stants of solutes with solvents, and (ill) ET-30 solvent probe 
experiments appear to provide a direct measure of the binary 
Interaction constants. This work suggests that the simple 
random-mlxlng approximation for solutes wHh solvents Is olten 
useful even for complex chromatographic solutions. 

INTRODUCTION 
An important goal in separation science is to develop a 

quantitative understanding of the molecular mecbanism of 
retention in reversed-phase liquid chromatography. This 
would not only permit prediction of retention and separation 
behavior from molecular structures, but also permit the de­
velopment of chromatographic methods for the purpose of 
exact physicochemical measurements of properties of solutions 
and for the purpose of better understanding of interphases 
of chain molecules, including Langmuir-Blodgett films, mi­
celles, and bilayer membranes. 

Two different lattice statistical thermodynamic theories 
have recently been developed to account for retention and 
selecti,ity of solutes in reversed-phase liquid chromatography 

1 Present address: Wesley-Jessen, 400 West Superior St., Chicago, 
IL 60610. 

2 Present address: Department of Chemistry, University of Cin­
cinnati, Cincinnati, OH 45221. 

0003-2700/89/0361-2540$01.50/0 

(1, 2). It emerges from these theories that two driving forces 
dominate the retention process; (i) the difference in the 
chemistry of the contacts of the solute with its surrounding 
molecular neighbors in the stationary and mobile phase sol­
vents, these contact forces are the same as those which drive 
the oil/water partitioning process, and (ii) the partial ordering 
of the grafted chains which leads to an entropic expulsion of 
solute relative to that which would be expected in a simpler 
amorphous oil phase/water partitioning process. Contribution 
ii appears only if the chains are grafted at sufficiently high 
surface densities. The more recent theory (2) provides a more 
satisfactory treatment of ii, but both approaches are similar 
in their accounting fllr i, the solution contact interactions. 
Here, we present a compilation of data from the literature to 
assess the adequacy of these treatments of i. Limitations of 
our data base prevent us from testing the effects of organi­
zation of the stationary phase ii. We assume that we can 
neglect ii for present purposes, since the two contributions 
are approximately independent, thus the free energy of ii is 
assumed simply additive to that of i. An experimental as­
sessment of the treatment ofii is reported elsewhere (3). We 
conclude that these simple solution theories work well for a 
wide range of systems, but we also note the few weaknesses. 
In addition, we show that an experimental method developed 
earlier, using a solvatochromic dye molecule referred to as 
ET-30 (4), provides a measure of the fundamental binary 
interaction constants. 

THEORY 
The details of the theories have been presented elsewhere 

(1, 2, 5, 6). Here we present a summary of the lattice theories 
pertinent to the role of the contact interactions and the role 
of cavities in the mobile and stationary phases. The solute 
transfer process, from water to oil or from a mobile pbase to 
a stationary phase is characterized by a change in the envi­
ronment of the solute. In the mobile phase the solute, S, at 
infinite dilution is surrounded by neighboring molecules of 
water, solvent A, plus molecules of any organic modifier 

© 1989 American Chemical Society 
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Figure 1. Part~jonjng process when solute molecule S is larger than 
solvents A and C. 

present, solvent B. In the stationary phase, neglecting for the 
moment any penetrant solvent molecules, the solute, at high 
dilution, is surrounded by neighboring molecules of the grafted 
chain phase C. The difference in these contact interactions 
in the two different solvent environments is responsible for 
the oil/water partitioning driving force. These driving forces 
are described in terms of binary interaction constants, Xxv 
(5-9). We briefly describe their meaning here. 

The reversible work, WXy, required to bring a spherical 
molecule X to within an average equilibrium separation r* 

of spherical molecule Y in the gas phase, from an infinite 
separation, is the pair potential, WXy = UXy(r*). Of course, 
the oil/water partitioning process is not a gas-phase process 
characterized only by a pair potential; it occurs in the liquid 
state, where there are other neighboring molecules (see Figure 
1). This process is comprised of three steps: (1) the opening 
of a cavity in solvent C, (2) the transfer from solvent A to 
solvent C, and (3) the closing of the cavity in solvent A. Each 
of these steps involves several pair interactions of the type 
described above. For many years, lattices have provided a 
simple tool for counting the average number of relevant 
contacts (7-9). The coordination number, z, is the number 
of neighbors of each molecule or of each lattice site (z = 6 for 
the simple cubic lattice, for example). Thus, when the solute 
is inserted into the cavity in C in the transfer step 2, it con­
tributes ZWsc to the free energy. The cavity opening process 
leaves z sides, or z/2 contacts (pair ofsides), without contact. 
Thus this contributes (-z/2)wcc to the free energy. The same 
reasoning shows that (Z/2)WAA is contributed to the free energy 
from the closing of the cavity in A, step 3. Thus the total free 
energy change due to the contact interactions of the solute 
with solvents A and C is 

( 
wAA WCc) MO transfer = Z Wsc - WSA + -2- - 2 (1) 

It is generally more convenient to express this free energy in 
terms of the binary interaction parameters, Xsc and XSA 

M°transfe,/kT = Xsc - XSA (2) 

where kT is Boltzmann's constant multiplied by the absolute 
temperature and 

z ( Wxx + WYY) 
XXV = KT wXY - 2 (3) 

This treatment is premised on the assumption that the 
various solutions are randomly mixed: (i) that the solute, S, 
is randomly dispersed in solvent C, and (ii) that the solute 
and the mobile phase solvent molecules, A and B, are ran­
domly distributed in the mobile phase solution. There are 
solute/mobile phase combinations for which the random­
mixing approximation does not appear to hold (10, 11). In 
such cases, better approximations requiring additional pa­
rameters, such as the UNIFAC method (12), may be useful. 
Because of the assumption of rotational symmetry of the 

1-+-+-+--lr-11--1 association I-+-+-+-I-H 

Figure 2. "Solvophobic" theory (10, 11) is based on an association 
rather than a partitioning process. 

molecules and the neglect of the orientation dependence of 
hydrogen-bond interactions, this simple solution theory, if 
applied to water, methanol, and acetonitrile, the solvents of 
chromatographic interest, describes only effective and aver­
aged interactions among those molecules. For that reason, 
additional considerations than those presented here would be 
required to account for temperature dependences of parti­
tioning, for example. 

A further approximation can be introduced, although we 
do not do so here. It is common to treat solution properties 
through use of the regular solution theory, and with the 
solubility parameters of Hildebrand (9). In this case, the 
binary interaction constant is further approximated as the 
geometric mean product of two unitary interaction constants, 
the solubility parameters 

Xxy = constant (ox - Oy)2 (4) 

which are often derived from enthalpies of vaporization of the 
pure materials. Although the solubility parameter approach 
offers the advantage of requiring a smaller data base of con­
stants, the predictions are often not particularly good unless 
interactions are principally due to dispersion forces {13). 
Nevertheless, solubility parameters have been widely used in 
various models of chromatographic retention (13-17). 

It will be shown below that the chromatographic experiment 
can be used to obtain the binary interaction parameters. 
Inasmuch as these binary interaction constants should better 
characterize binary solutions than solubility parameters since 
they are not subject to the geometric mean approximation, 
we do not resort to this approximation here. 

These binary interaction constants are useful by virtue of 
their widespread utility describing basic thermodynamic 
processes of solution. Thus, the oil/water partitioning process 
is given in terms of the equilibrium constant 

-t:Ji'0 transfer /-L0 SA - Jl o 
SC 

In KC/A = kT = XSA - Xsc = kT 
(5) 

Hence the basic thermodynamic process involved in chro­
matographic retention is (i) the creation of a cavity in the 
stationary phase, (ii) the transfer of solute into that cavity 
from the mobile phase, and (iii) the closing of the cavity in 
the mobile phase left behind by the solute. Martire and 
Jaroniec have shown that this lattice approach provides the 
microscopic underpinnings for the thermodynamic theory of 
Oscik (18). 

A popular model for the chromatographic partitioning 
process has been that of the "solvophobic theory" (19,20), 
which was modeled after the binary association process of two 
solute molecules in a single solvent, originally described by 
Sinanoglu (21, 22); see Figure 2. This association process 
involves (il the creation of a cavity adjacent to a solute 
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molecule, (ii) the insertion of a second solute molecule next 
to the first, and then (iii) the closing of the cavity left behind 
by the associating solute molecule. The driving force for solute 
association in a single solvent is given by 

In K MBOO = In (::~ ) = (2WAS -:;s - WAA) (6) 

The solute association process can be described partly in 
terms of the surface tension of the mobile phase 

'"fA = -wAA/2a (7) 

where a is the area per lattice contact. 
Inasmuch as the formation of a cavity in the mobile phase 

is common to both solute association and partitioning pro­
cesses, then the quantity W AA, which can be characterized by 
the solvent surface tension, '"fA, will often correlate with certain 
properties of each process. Hence correlations between re­
tention and solvent surface tension are readily observed (19, 
20,23,24). Nevertheless, the surface tension of the solvent 
only characterizes the solvent cavity and does not provide a 
complete description of the partitioning process. 

The solute association process is thus not an appropriate 
model for the partitioning process. The solute association 
process, eq 6, involves only the changing of the cavity size in 
a single solvent, whereas the transfer process, eq 5, involves 
the creation of a cavity in one solvent and the closing of a 
cavity in another. Hence the solvophobic theory considers 
the free energy costs of size changes of solute cavities in the 
mobile phase only and neglects effects of the stationary phase 
cavity, which are of fundamental importance for any parti­
tioning process. 

When the mobile phase is a mixed solvent of components 
A and B, distributed randomly with respect to each other, then 
the equilibrium constant is given as a simple quadratic 
function of the mobile phase composition (see for example 
eq 13a, ref 2) 

In KC/AB = 
(XSA - XSC) + ¢B(XSB - XSA - XAB) + ¢B2XAB (8) 

where 0 '" rf>B '" 1 is the fraction of the mobile phase sites 
occupied by B molecules. It is clear that the quadratic term 
in this expression is due to interactions of the two mobile 
phase solvents, A (water) with B (organic modifier). This 
quadratic dependence has previously been shown by 
Schoenmakers and his colleagues using solubility parameter 
theory (13, 14, 16). Quadratic dependences may also be ob­
served when solution behavior is dominated by long-range 
electrostatic interactions (25,26). Also curvature in plots of 
In k' VB rf>s may derive from insufficient end-capping of silanols, 
leaving substantial exposure (27, 28). This can result in a 
mixed adsorption/partition process for some solutes. 

The quadratic form of eq 8 has previously suggested a useful 
form for plotting chromatographic data, which should linearize 
retention measurements as a function of mobile phase com­
position (2) 

(:J In (:J = (XSB - XSA - XAB) + ¢BXAB (9) 

where k'o = k'(rf>B - 0). 
This equation indicates that when the two mobile phase 

solvents are compatible with each other (XAS small), as for 
methanol and water, a plot of In k' VB rf>B should be linear, or 
(lNB) In (k'/k'o) vs rf>s should be constant. When the mobile 
phases are less compatible with each other (XAS large), then 
In k'will be a quadratic function of ¢B and (lNB) In (k'/k'o) 
will depend linearly on rf>B. Linear and quadratic dependences 
of In k' on rf>B for methanol/water and acetonitrile/water 

mixtures have been observed (2, 12, 16, 29, 30). 
It is clear from Figure 1 that if the solute molecules are 

larger than molecules of solvents A and C, a case not con­
sidered in the earlier theory (2), then the transfer process 
would now be described approximately by 

( :B) In (:~) = (XSB - XSA - XAB) + n¢BXAB (10) 

(with z replaced with z - 2 in eq 3 and neglecting small end 
effects). Here n is the ratio of the size of a solute molecule 
to the size of a molecule of either solvent, A or B, presumed 
to be of equal size. For typical solvent mixtures, of water with 
methanol or acetonitrile, this equal-size approximation is 
probably the best assumption currently possible consistent 
with the simplicity of the lattice treatment and the require­
ment of a minimum number of adjustable parameters. Of 
course, if the two solvents were of considerably different size, 
then Flory-Huggins treatment is more appropriate. However, 
for the typical chromatographic cosolvents of interest here, 
which differ by a factor of only 2 or 3, then Flory-Huggins 
offers no improvement, and merely introduces extra param­
eters (the ratio of solvent sizes and a lattice-dependent ro­
tational partition function) which are of questionable value 
for size disparities this small. On other grounds as well, the 
distinction between equal-volume and Flory-Huggins as­
sumptions for the mobile phase solvents in unwarranted, since 
differences between these assumptions are considerably 
smaller than more important inherent errors in both lattice 
methods, due to the neglect of solvent orientation, the 
mean-field and random mixing approximations, and effects 
of solvent association, for example. Hence for the problem 
at hand for which mean-field lattice theories are currently 
used, the eqUal-volume approximation made here is as good 
as any other. Also 

In k'o = In of> (q) + n(XSA - XSC) (11) 

where iP is the volume phase ratio (stationary/mobile) and 
(q) accounts for the change in conformational entropy of the 
constrained chains upon uptake of the solute (2, 5). This 
expression follows since the number of contacts of solute with 
solvents, and the sizes of the cavities all scale directly in 
proportion to the size of the solute molecule. Hence, for a 
plot of 

vs rf>B' we have 

slope = nxAS (l1a) 

intercept at (¢B = 1) = n(XSB - XSA) (l1b) 

intercept at (rf>s = 0) = n(XSB - XSA - XAB) (l1c) 

For a plot of In k' vs rf>B the intercept at rf>B = 0 

should equal In of> (q) + n(XSA - XSC) (l1d) 

In agreement with these predictions, a linear dependence 
of In k' on surface area or van der Waals volume of the solute 
molecule, and hence on the size ofthe cavity, has been widely 
observed (19,20,23,24,31-34). It is these eq 10 and 11 which 
we further test here against experimental data bases. 

The factor k '0 in eq 9-11 contains the entire stationary 
phase contribution to retention. This follows from (i) the 
separability of the free energy contributions due to the contact 
and chain ordering interactions, which is a central assumption 
of the lattice theories, and iii) the simplest implementation 
of the lattice theory here, according to which penetration of 
either solvent, A or B, into the stationary phase is assumed 
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Figure 3. Histogram of coefficient of determination, (', for the plots 
of 114>. In (k'lk'o) vs 4>. for all the data sets. 

to be a second-order contribution to partitioning (2). Such 
effects do exist (11, 35), and can be readily taken into account 
in the lattice theories. The principal result of solvent pene­
tration would be effectively concentration dependent x's, 
leading to nonlinear composition plots. In contrast, since we 
generally observe linear composition plots (see below), then 
it is justified to assume these effects are small. Moreover, there 
is good reason that they should be small. The magnitude of 
any errors are limited by thermodynamic driving forces. 
Cosolvent B can only become increasingly concentrated in the 
stationary phase as it increases its compatibility with the 
stationary phase, but this immediately implies that the sta­
tionary-phase environment for the solute becomes increasingly 
similar to the pure stationary phase with changes in the 
chemistry of B. In other words, consider two cases: (i) If the 
mobile phase modifier is chemically very different than the 
stationary phase, then it will not partition and will not much 
affect the chemical potential of the solute probe in the sta­
tionary phase. On the other hand (ii) if the mobile phase 
modifier is chemically very similar to the stationary phase, 
then it will partition, but it will be so similar to the stationary 
phase that it will also not much affect the chemical potential 
of the solute probe in tbe stationary phase. Thus over the 
full range of possible mobile phase cosolvents, the chemical 
potential of the solute in the stationary phase should be af­
fected to only a relatively small degree by the cosolvent. 
Evidence presented elsewhere (2) shows that the free energies 
obtained chromatographically according to eq 8-11 are in close 
agreement with data taken independently from partitioning 
experiments. 

EXPERIMENTAL DATA BASE 
Here we test these predictions with a large data base we 

have previously used for correlations of solvatochromic solvent 
polarity measurements with reversed phase retention (4). The 
data base is used here in its entirety, with the omission of six 
data sets which had retention values at only three mobile 
phase compositions. Additional data sets generated in t~is 
laboratory (36) with ethanol-water and propanol--water mobile 
phases are also included. . 

Linear regression calculations were performed by usmg the 
program CURVE FITTER (Interactive Microware, State College, 
PAl on an Apple II Plus 48K microcomputer. The program 
was used to calculate the coefficient of correlation of the data 
and was modified to allow calculation of confidence intervals 
for the slope and intercept values. This program was also used 
to extrapolate k'to the composition of pure water, denoted 
k '0 herein. This value is seldom reported in the literature as 
it is not easily experimentally determined. We extrapolated 
plots of log k' vs Er(30) polarity to the polarity value of 100% 
water to obtain the values used here. This method has been 
shown to give accurate k '0 values, as the value calculated for 
a given solute is self-consistent among methanol-water, eth­
anol-water, and acetonitrile-water mobile phases (37). F 
values were obtained from the program STATWORKS (Heydon 
& Sons, Inc., Philadelphia, PAl on an Apple Macintosh SE 
computer. 
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Figure 4. Plot of slopes from eq 10 vs hydrocarbonaceous surface 
area (HSA) for the Sepralyte C-18 column with acetonitrile as modifier 
(see eq 12 and 13). 

RESULTS AND DISCUSSION 
The extensive data base presented here permits certain tests 

of the cavity contributions to the retention theory described 
above. Figure 3 shows a histogram of the coefficient of de­
termination, r', for the plots of (1/ 4>B) In k '/ k '0 vs 4>B for the 
346 data sets tested here. From the figure, it is clear that this 
plot provides a linear representation of the experimental data. 
More than 80% of the data sets are found to have r2 values 
of 0.9 or higher and almost 50% with r' of 0.99 and higher. 
An F value, which is used to compare the significance level 
of fitting the data to a quadratic model, is calculated and 
expressed as ex in Table I for all data sets. The quadratic 
model fit the data significantly better (at the 90% confidence 
level) in 148 out of 346 sets. Table I (available as supple­
mentary material) presents an extensive compilation of the 
results of plotting data in this form, for a wide range of solutes 
and stationary phases, for principally acetonitrile/water and 
methanol/water mixtures. From the correlation coefficients 
shown, it is clear that, with a small number of exceptions, the 
degree of linearity of this type of plot is extremely good. The 
principal exception is the Sepralyte C2 column, with methanol 
as mobile-phase modifier, for which r' varies from 0.4660 to 
0.9162, with an average value of 0.7287. These poor correla­
tions may be because for these short-chain phases, adsorption 
is expected to be the dominant retention mechanism rather 
than partitioning, treated above. Another possibility is that 
non-end-capped silanols may contribute more significantly 
for these short-chain phases than for longer chains. Where 
linearity is found to be good, it implies that the random-mixing 
approximation is valid. This linearity is expected to be limited 
to the intermediate compositions explored here; the random­
mixing approximation is not expected to be generally viable 
in the limits of extreme composition (16), less than a few 
percent of either mobile phase component. In those cases, 
solutes or the minor component of the mobile phase may 
associate to form nonrandom mixtures. It is also important 
to note that if the range of compositions measured involves 
less than a 10-fold change in concentrations, as is generally 
the case here, then small amounts of curvature can readily 
go undetected within the experimental errors of these plots. 

According to eq 10, the slope of the line of tbis composition 
plot equals the binary interaction constant characterizing the 
pair interaction between molecules of the A and B solvents, 
multiplied by the size of the cavity occupied by the solute. 
Tests of this prediction of the cavity-size dependence are 
shown in Figure 4. The slopes of the composition plots are 
found to be linear with increasing cavity size. That is 

(1 k') slope of 4>B In k'o vs 4>B = nXAB (12) 

oslope/on = XAB (13) 

It is the derivative in eq 13 that is represented in Tables II 
and III, i.e., XAB. Because the range of solute sizes is limited, 
this linearity is observed when cavity "size" is either the cavity 
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Table II. Linear Regression Results of Slope from 
Equation 10 vs van der Waals Volume (V.) 

column modifier slope (XI02) r' 

Sepralyte C-2 acetonitrile 16.51 0.9561 
Sepralyte C-4 acetonitrile 16.61 0.9263 
Sepralyte C-8 acetonitrile 7.817 0.7897 
Sepralyte C-18 acetonitrile 9.582 0.9164 
Sepralyte C-4 methanol 7.286 0.9189 
Sepralyte C-8 methanol 6.228 0.9305 
Hypersil ODS acetonitrile 12.78 0.5499 
Unisil Q C-18 acetonitrile 8.640 0.4106 
Ultrasphere ODS methanol 10.33 0.9977 
Ultrasphere ODS ethanol 5.948 0.2490 
Ultrasphere ODS I-propanol 4.662 0.0495 
Ultrasphere ODS acetonitrile 18.57 0.8091 
Silasorb C-8 methanol 3.051 0.2339 
Silasorb C-8 acetonitrile 2.595 0.2083 

Table III. Linear Regression Results of Slope from 
Equation 10 vs Hydrocarbonaceous Surface Area (HSA) 

column 

Sepralyte C-2 
Sepralyte C-4 
Sepralyte C-8 
Sepralyte C-18 
Sepralyte C-4 
Sepralyte C-8 

modifier 

acetonitrile 
acetonitrile 
acetonitrile 
acetonitrile 
methanol 
methanol 

slope (XIO') 

8.511 
8.785 
4.115 
5.099 
3.817 
3.358 

0.9642 
0.9465 
0.8226 
0.9280 
0.9068 
0.9520 

volume (slopes in Table II) or cavity area, as measured by the 
accessible surface area of the solute molecule (Figure 4; slopes 
in Table III). (Note that the x values will have different units 
depending on whether cavity size is taken to be that of volume 
or area). This linearity is found to be generally good; with 
the r2 values for many of these plots found to be better than 
0.9. This linearity implies that the slopes of the composition 
plot are proportional to the size of the cavity occupied by the 
solute. The slope of Figure 4 represents the contact-free 
energy of the solvent A with B per unit area of the cavity. For 
the Sepralyte CIS column, shown in Figure 4 and Table III, 
the quantity XAB is found to equal 

(5.099 X 1O-2)kT = (5.099 X 10-2)(592 cal/mol) = 
30.2 cal/(mol N) (14) 

for these data taken at ca. 25°C. 
Several column/ mobile phase combinations gave poor 

correlations for the slope of eq 9 vs van der Waals volume. 
For the Hypersil/ acetonitrile case, most of the solutes were 
nitrogenous compounds such as aniline, pyridine, and ami­
no-substituted PAH's. Their retention is most likely a mixed 
partition/ adsorption process, and would not be expected to 
fit the theory tested here. The Unisil Q C-1S data include 
many isomers of substituted benzene. The van der Waals 
volumes for geometric isomers are identical, yet they give 
different slopes for eq 9. The failure of the correlations shown 
in Table II is likely a manifestation of this calculational 
anomaly for the van der Waals volume, rather than a break­
down of the retention theory. It has been previously shown 
that isomeric alkylbenzenes give relatively poor correlation 
with van der Waals volume (43, 44). The poor correlations 
for the ethanol and propanol data on the Ultrasphere ODS 
column may be due to the changing stationary phase envi­
ronment as these more hydrophobic modifiers are used in the 
mobile phase. Theory has yet to account for the uptake of 
solvent by the stationary phase chains. We have recently 
shown that propanol appears to saturate the stationary phase 
at a very low mobile phase percentage of propanol (37). We 
cannot yet account for the poor correlations with the Silasorb 
data. 
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Figure 5. Plot of y intercepts at 4>. = 1 from eq 10 vs hydro­
carbonaceous surface area (HSA) for the Sepralyte C-18 column with 
acetonitrile as modifier (see eq 15 and 16). 

Table IV. Linear Regression Results of y Intercept at <1>8 = 
I from Equation 10 vs van der Waals Volume (V.) 

column modifier slope (XI02) r' 

Sepralyte C-2 acetonitrile -8.523 0.9542 
Sepralyte C-4 acetonitrile -7.484 0.9344 
Sepralyte C-8 acetonitrile -9.793 0.9112 
Sepralyte C-18 acetonitrile -6.936 0.9178 
Sepralyte C-4 methanol -12.73 0.9489 
Sepralyte C-8 methanol -12.17 0.9136 
Hypersil ODS acetonitrile -377.2 0.7089 
Unisil Q C-18 acetonitrile -109.0 0.5035 
Ultrasphere ODS methanol -22.23 0.9993 
Ultrasphere ODS ethanol 10.96 0.2696 
Ultrasphere ODS I-propanol 95.35 0.1945 
Ultrasphere ODS acetonitrile -345.8 0.5705 
Silasorb C-8 methanol 721.2 0.2434 
Silasorb C·8 acetonitrile 629.9 0.2139 

Table V. Linear Regression Results of y Intercept at <1>8 = 
1 from Equation 10 vs Hydrocarbonaceous Surface Area 
(HSA) 

column modifier slope (xI02) r' 

Sepralyte C-2 acetonitrile -4.383 0.9658 
Sepralyte C-4 acetonitrile -3.957 0.9389 
Sepralyte C-8 acetonitrile -5.118 0.9052 
Sepralyte C-18 acetonitrile -3.689 0.9282 
Sepralyte C-4 methanol -6.752 0.9460 
Sepralyte C-8 methanol -6.378 0.9489 

The theory predicts that the intercepts (at 4>6 = 1) of these 
composition plots equal the free energy of transfer of the solute 
between pure A and B solvents, multiplied by the cavity size, 
i.e. 

{ 1 k'} intercept of 4>6 In k '0 vs 4>B at (4)B = 1) = 

n(XSB - XSA) (15) 

We have determined these intercepts as a function of cavity 
volume and cavity area (Figure 5). Figure 5 shows a typical 
case, the Sepralyte CIS column, with acetonitrile as the organic 
modifier (B) of the water solvent (A). These intercepts of the 
composition plots are found to increase linearly with cavity 
size (either volume or area), as expected from the theory; the 
correlation coefficients are generally greater than 0.9 (see 
Tables IV and V) with the exceptions noted above. The value 
of 

a intercept / an = XSB - XSA 

is obtained from Figure 5 (and Table V) as 

XSB - XSA = -(3.6S9 X 10-2)(592 cal/mol) = 

(16) 

-21.S cal/(mol A2) (17) 

and is approximately constant. This test confirms the pre-
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of Metbylene Units of the Alkylbenzene Homologue 

column 

Sepralyte C-2 
Sepralyte C-4 
Sepralyte C-8 
Sepralyte C-18 
Sepralyte C-2 
Sepralyte C-4 
Sepralyte C-8 

modifier 

acetonitrile 
acetonitrile 
acetonitrile 
acetonitrile 
methanol 
methanol 
methanol 

slope 

0.5598 
0.6719 
06404 
, 5493 
U.6419 
0.8205 
0.7348 

0.9996 
0.9923 
0.9725 
0.9999 
0.9936 
0.9912 
0.9992 

Table VII. Linear Regression Results of log k'. vs Number 
of Phenyl Units of the Homologue Benzene, Naphthalene, 
and Anthracene 

column modifier slope r' 

Sepralyte C-2 acetonitrile 1.175 0.9999 
Sepralyte C-4 acetonitrile 1.120 0.9997 
Sepralyte C-8 acetonitrile 1.300 0.9794 
Sepralyte C-18 acetonitrile 1.044 0.9997 
Sepralyte C-2 methanol 1.307 0.9998 
Sepralyte C-4 methanol 1.415 0.9963 

dicted dependence on cavity size and suggests that this is a 
convenient way to experimentally determine binary interaction 
constants. 

Two other principal tests of these composition plots are 
shown through comparison of different parts of Table 1. First, 
the slope of the composition plot (eq 12) divided by n (see 
eq 13) should equal XAB and be independent of the nature of 
both the solute and the stationary phase and dependent on 
the nature of the organic modifier in the mobile phase. 

In agreement with this prediction, we observe that the 
slo~s .are independent of solute and dependent on the organic 
modIfIer. However, the slopes differ by about a factor of 2 
for ~hort-~hain stationary phases in comparison with long­
cham statIOnary phases. This variation may be due to two 
factors: (i) surface silanols may be more exposed in the 
short-chain phases; their interactions with the solutes are not 
taken into account here, and/ or (ii) the retention mechanism 
for short-chain phases should be dominated by adsorption, 
rather than partitioning (2); this factor is also neglected here. 
These factors can be readily taken into account in the lattice 
partitioning theories (2). It should be noted that this observed 
difference could not be accounted for if the retention mech­
anism were based on an association process, such as that 
envisioned in the solvophobic theory. 

Second, the intercepts of the composition plot (at <PB = 1) 
(see eq 15) divided by n (eq 16) should be dependent on solute 
and organic modifier and independent of the stationary phase. 
This is confirmed by the data summarized in Table IV. The 
large differences in column 3 of that table are seen to be 
principally due to differences in solutes rather than differences 
in stationary phases. 

The intercept (at <Ps = 0) of In k' equals In k '0 given by eq 
11, which represents the free energy of transfer of solute 
between pure A solvent (water) and the stationary phase, 
multiplied by the cavity size, added to a term which includes 
the phase ratio and multiplied by a factor due to the chain 
organization, (q). The chain conformational factor (q) will 
also depend on n, but detailed theory for this dependence is 
not yet available. In accord with the theory, this intercept 
is observed to be linearly dependent upon the number of 
methylene groups in a series of alkylbenzenes. Different cases 
of this linearity are given in Table VI for different stationary 
phases and organic modifiers. This linearity also holds for 
a homologous series of molecules of different numbers of 
phenyl units; see Table VII. 

Table VIII. Linear Regression Results of Slopes from 
Equation 10 vs Slopes from Er(30) Plots 

column modifier slope (XI02) r' 

Sepralyte C-2 acetonitrile 3.238 0.9996 
Sepralyte C-4 acetonitrile 2.699 0.9909 
Sepralyte C-8 acetonitrile 5.396 0.8796 
Sepralyte C-18 acetonitrile 4.047 0.9997 
Sepralyte C-2 methanol 14.67 0.9956 
Sepralyte C-4 methanol 9.315 0.9820 
Sepralyte C-8 methanol 11.03 0.9955 
Silasorb C-8 methanol 7.342 0.8369 
Silasorb C-8 acetonitrile 5.137 0.9987 
Unisil Q C-18 acetonitrile 4.913 0.9303 
Hypersil ODS acetonitrile 3.671 0.9187 
U1trasphere ODS methanol 8.055 0.9997 
U1trasphere ODS ethanol 6.166 0.8827 
U1trasphere ODS I-propanol 2.467 0.2630 
Ultrasphere ODS acetonitrile 4.066 0.8702 

As the solute surface area approaches zero, Figures 4 and 
5 show that the transfer-free energy does not equal zero. These 
sh~uld not be expected to equal zero, however, because so­
lutIOn processes cannot be meaningfully extrapolated to zero 
cavit~ size. Minimum sizes of cavities are dictated by the 
packmg problems of molecules. This is reflected in nonzero 
intercepts generally observed for partition coefficients of 
homologous series' of solutes. 

We have previously shown that a solvatochromic dye 
mole~ule, referred to as ET-30, can be used to probe the 
chemIcal nature of the mobile phase and measure its strength 
(4). Plots of In k'vs E T(30) polarity are generally found to 
be better descriptors of retention than commonly used plots 
ofln k'vs percent organic modifier (4). The reason for the 
utility of this dye is that for water and the organic modifiers 
studied here it appears to provide a direct measure of the free 
energy of transfer of the solute between solvents A and B. The 
visible spectral shift of the dye is linearly proportional to the 
binary interaction parameter, XAB' 

For the Sepralyte C18 column with acetonitrile as organic 
modifier, this slope is observed to be (4.047 X 10-2) X (592) 
= 23.96 units/(cal mol). We observe the same linearity on 
other stationary phases and with other organic modifiers; see 
Table VIII. While perhaps only a convenient covariance, this 
ma~ represent a simple, direct way to measure binary inter­
actIOn parameters. 

Extensive as it is, our data base is nevertheless limited to 
the middle solvent composition ranges and therefore cannot 
provide a full test of the theory at the extremes. Severe 
practical experimental limitations prohibit a given experiment 
from covering a much wider range than those we report here 
of.3Q-50% variation in solvent composition. Moreover, thes~ 
mId-ranges are of much greater experimental interest for 
practical chromatography, for whatever reasons, and this 
undoubtedly accounts for the abundance of data in that range. 
In any case, the data for testing these extremes are simply 
largely unavailable. It clearly would be desirable to have more 
~xperimental data in these extremes of solvent compositions 
m order to better explore the limitations of theory and the 
random-mixing approximation. 

Since most of the intrinsic weaknesses of the theory should 
be reflected in nonlinearities in the composition plot, we find 
it surprising that linearity holds as often as it does. When 
nonlinearity is observed in the composition plot, it is a sign 
that the theoretical premises have failed. When linearity is 
observed, then the various slopes and intercepts described here 
of these composition plots will reflect, at least approximately, 
the free energies of binary interactions of solutes and solvents. 

Supplementary Material Available: Linear regression re­
sults of eq 9 and results of slopes and intercepts (17 pages). 
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Laser-Enhanced Ionization as a Diagnostic Tool in 
Laser-Generated Plumes 

Ho-ming Pang and Edward S. Yeung* 
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Laser-enhanced ionization can be used to generate Ions In the 
laser microprobe when the vaporization wavelength Is tuned 
In resonance wHh the analyte absorption band. A 70-fold 
enhancement of the Ion Intensity has been observed. Ab­
normal spectral band broadening and absorption peak shift 
are found. In order to correct for pulse-to-pulse variations In 
the formation of the laser plasma, the acoustic wave gener­
ated from the laser plume In He was used as the Internal 
standard to monitor the total amount of malerlal vaporized 
during each pulse. Linear correlation between the acoustic 
wave and the Ion Signal at dlfterent laser energies and fo­
cusing conditions has been obtained. 

INTRODUCTION 

The laser microprobe technique is an important solid 
sample introduction method in atomic spectroscopy (1-3) and 
mass spectrometry (4-6). With the use of different power and 
wavelength conditions, neutral particles (such as atoms, 
c1ustars, and molecules) and ions can be generatad in the laser 
plasma. However, laser microprobe analysis still remains a 

0003-2700/89/0361-2546$01.50/0 

qualitative or semiquantitative method (3, 7) due to the un­
certainties arising from the laser power fluctuations, matrix 
effects, surface conditions, and focusing conditions. Since the 
amount of mataria1 produced by the laser vaporization process 
depends on the pulse-to-pulse laser power stability (most 
modern pulsed lasers provide <5% fluctuation), a large error 
can still be obtained by normalizing the amount of material 
evaporated to the laser power (8,9). The matrix effects (7, 
10-12) caused by the different physical and chemical prop­
erties provide different environmenta for the vaporization 
process in which different temperatures and excitation pro­
cesses can occur. In addition, the local power density resulting 
from different focusing conditions and incidence angles is 
difficult to control and measure. Although there are several 
methoda to improve the precision of laser microprobe analysis, 
such as signal averaging (3), crater size measurement (13), 
standard matarials calibrations (14), etc., each one has ita own 
limitations. 

One of the natural phenomena of the laser-generatad plume 
is the plasma expansion process. When this plasma is gen­
erated in an inert gas environment, collisions between the 
evaporated particles and the inert gas molecules will create 
acoustic waves. Since this acoustic signal is correlated to the 

© 1989 American Chemical Society 
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Figure 1. Schematic of experimental setup: HV, bias power supply; 
A, anode; C, cathode; S, sample; M, motor; MP, microphone; L, lens; 
B, boxcar averager; 0, oscilloscope; R, recorder. 

total amount of material vaporized, one can use this signal 
as an internal calibration to monitor the vaporization process. 
It has been demonstrated that the acoustic wave measurement 
can normalize the atomic emission signal generated from the 
laser plume so that the influence from laser power fluctuations 
and matrix effects is minimized (15). 

Another characteristic feature of the laser plasma is that 
ions can be formed through either thermal ionization (16,17) 
or laser-induced ionization processes (18-22). The thermal 
ionization process under these experimenteI conditions only 
induces very small amounts of atomic ions. According to the 
Saha-Eygert equation, n+ In value will be on the order ofless 
than 10-". However, if the excitation laser wavelength is tuned 
in resonance with the absorption band of the analyte, the 
ionization process is enhanced significantly. The atoms or 
the molecules can be excited by absorbing one or more pho­
tons. These highly excited atoms or molecules can be ionized 
subsequently by collisions or by absorbing more photons to 
reach the ionization continuum. The first process has been 
referred to as laser-enhanced ionization (LEI) (18-20). LEI 
combined with an analytical flame, which serves as an atom 
reservoir, has been used for trace elemental analysis. The 
second process, multiphoton ionization (MP!), has been used 
in mass spectrometric analysis (21,22). The advantages of 
using LEI or MPI are the high sensitivity and selectivity. 
Since the ionization efficiency is relatively high within the laser 
probe zone (18,23) and all ions can be collected and measured 
efficiently, high sensitivity can be obtained. In addition, since 
both ionization methods are based on the resonant transitions 
of the analytes, a relatively high degree of selectivity is ob­
tained. In conjunction with mass spectrometry, Muller et aI. 
(24) have demonstrated that one laser can be used for both 
vaporization and resonant two-photon ionization using UV 
radiation. However, in most laser vaporization-laser resonant 
ionization experiments (25--27), two lasers are used to separate 
the vaporization and the ionization process. 

In this report, the possibility of using LEI to directly probe 
the dense plasma formed by laser vaporization (without mass 
spectrometry) is examined. Only one visible-tunable dye laser 
is used for both vaporization and ionization. In addition, the 
correlation of the ion signal and the acoustic signal are in­
vestigated under different focusing conditions and different 
laser energies. The results provide insight into the processes 
that occur at the early stages of the formation of the plume. 

EXPERIMENTAL SECTION 
Figure 1 shows the schematic diagram of the experimental 

setup. A pulsed excimer laser (Lumonics, Ottswa, Canada, Model 
Hyper EX460) running at the 308-nm XeCI transition with 10-Hz 
repetition rate and 25-ns pulse duration is used to pump a tunable 
dye laser (Lambda Physik, Fl 3001). The dyes used in these 
experiments are Rhodamine 6G and Coumarin 102. A 32 em focal 
length lens is used to focus the visible laser into a spot with <0.1 
mm in diameter upon the sample surface. This lens is mounted 
on a translation stage with a movement of 1/64 mm resolution so 
that the focusing conditions can be finely adjusted. The pulsed 

dye laser energy output is regulated by varying the operating 
voltage on the excimer laser. The laser beam energy levels are 
measured with an energy ratiometer (Laser Precision, Utica, NY, 
Model Rj-72oo) with an energy probe (Laser Precision, Utica, NY, 
Model RjP734) just before the objectives. Typical laser energies 
used are between 10 and 900 I'J Ipulse. 

The samples, N"o.7WO, and Cu, are cut to 6 mm X 6 mm X 
1.5 mm disks and then mounted to a stainless rod which is at­
tached to a motor so that the sample can be rotated during the 
spectroscopic experiments. All samples are polished with the use 
of #600 gritpaper and carefully cleaned with methanol to avoid 
imbedded grit. A +300 V potential is applied to a copper electrode 
to serve as an ion repeller. The positive potential used here is 
low enough to prevent any perturbation of the atomic transition 
or arcing caused by the high local plasma density but high enough 
to repel the ion efficiently. Another copper electrode is grounded 
through a load resistor to serve as an ion collector. The electrodes 
are square plates 1 cm X 1 cm and are separated by 1 em. In order 
to measure the ion intensity formed from the laser plume, the 
voltage across the resistor is measured. A 1-MO resistor is used 
in order to measure the small amount of current formed from the 
ion collection, even though the use of 1-MO load resistor increases 
the time of the detection of ions, which are eventually integrated. 
The optical excitation process, naturally, occurs only during the 
laser pulse. The electronic signal thus reflects what happened 
during the laser pulse. A 0.5 in. diameter condenser microphone 
(Knowles, Franklin Park, IL, Model BT-1759) is mounted to a 
Pyrex cell for measuring the acoustic signal. A quartz window 
is glued to this cell to allow the laser light to irradiate the sample. 
This Pyrex cell is then attached to a copper chamber which 
contains the motor so that the entire system is enclosed and the 
sample chamber can be changed from vacuum to an inert gas 
environment. A two-stage glass diffusion pump backed by a 
mechanical pump is used to maintain the low pressure (10-4 Torr) 
for the spectroscopic experiments. 

For the wavelength-dependence studies, the ion signal is 
monitored with a boxcar averager and gated integrator (EG&G 
Model 162 boxcar averager and Model 164 gated integrator) as 
a function of the dye laser wavelength. An effective time constsnt 
of 4 s is used to achieve reasonable signal to noise (SIN) ratio 
and scan time. The averaged output from the boxcar averager 
is plotted on a strip-chart recorder. 

In order to measure the acoustic signal, 50 Torr of He gas is 
filled into the cell to transfer the acoustic wave. It has been 
demonstrated (15) that at this pressure range, a linear correlation 
between the acoustic signal and the amount of the evaporated 
material can be obtsined. The same sample surface is irradiated 
with different laser energies and focusing conditions to obtein 
the ion and acoustic signals for the correlation studies. The signal 
outputs from the cathode and the microphone are sent to a 
two-channel waveform preamplifier (Data Precision, Danvers, MA, 
Model D1000). Then a waveform analyzer with a 9-bit amplitude 
resolution and a sampling rate of 18 MHz for each channel (Data 
Precision, Danvers, MA, Model D6000 with Model 630) is used 
to process the signals. The peak area of the ion current and the 
height of the acoustic signal are measured by the mathematical 
functions built into the waveform analyzer. A 1-ms time gate is 
used to determine the peak area that represents the total ion 
signal. An IBM PCI AT computer is used to perform the linear 
regression. 

RESULTS AND DISCUSSION 
Figure 2 shows the laser vaporization-laser-enhanced ion­

ization spectrum of Na at the D line region. When the dye 
laser wavelength is tuned to 589 nm, the ion signal is enhanced 
substantially. Compared with the nonresonant transition 
regions, the resonant excitation provides over a factor of 70 
enhancement of sensitivity (larger signal). In spite of the use 
of low laser energies «10 I'J), thermal processes are still 
sufficient to vaporize the neutral atoms or molecules into the 
gas phase. These superheated atoms then can absorb one or 
more photons in the same laser pulse for the ionization process. 
However, for Na, a three-photon (589 nm, hv = 2.11 eV) 
absorption is required to provide enough energy to excite into 
the ionization continuum (ionization potential (IP) = 5.1 e V). 
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Figure 2. Laser vaporization-laser-enhanced ionization spectrum of 
Na obtained by using a laser energy of ~ 1 0 iW/pulse in vacuum. Dots 
represent the dye laser gain curve. 
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Figure 3. Laser vaporization-Iaser-enhanced ionization spectrum of 
Cu obtained by using a laser energy of ~10 iW/pulse in vacuum. Dots 
represent the dye laser gain curve. 

This process is unlikely because of the use of low laser energies 
and the small cross section for three-photon absorption even 
when the first photon is in resonance. Also. a log-log plot of 
ion intensity vs laser energy reveals a linear dependence. From 
the acoustic wave measurements, vide infra, we found that 
the amount of material produced per laser shot is linearly 
dependent on the laser energy in this range. This implies a 
zeroth-order dependence on the laser energy for the ionization 
process. So, the resonant absorption transition is saturated 
at these power levels, which are at least 1000 times larger than 
the critical power of 22 W cm-2 (28). Therefore, collisional 
ionization is needed to ionize these excited Na atoms. This 
is also true for the Cu transition at 578 nm as shown in Figure 
3. Copper has a 7.7-eV ionization potential; a sum of three 
photon (578 nm) energies (hv = 2.15 eV) is required to reach 
the ionization continuum from this state. This three-photon 
absorption process will be unfavorable compared to the 

Table I. Maximum Ionization Signal for Sodium Dimer at 
Different Focusing Conditions 

distance, ionization distance, ionization 
mm maximum,nm mm maximurn,nm 

0 476 1.5 484 
0.5 478 2.0 484 
1.0 479 

one-photon event. In addition, the log-log plot of ion intensity 
vs laser energy for Cu also indicates a linear dependence over 
2 orders of magnitude. Therefore, multiphoton ionization is 
not the main mechanism for these two elements. Since the 
laser plasma has a relatively high density, thermal collisions 
occur much more frequently between the excited atoms with 
other atoms than in analytical flames (18). There are certainly 
enough collisions to provide enough energy for the ionization 
of the excited atoms. 

In Figures 2 and 3, an unusual broadening (a full width at 
half maximum (fwhm) of 2.2 and 1.4 nm for Na and Cu, 
respectively) is observed. The sodium D lines cannot be re­
solved. Spectral broadening has also been observed by Muller 
(24) in the UV region for Cd- and Cu-doped epoxy resin 
samples. However, the line widths here are about 10-fold 
broader. In addition, the transition bandwidth is found to 
increase with the use of higher laser powers or higher buffer 
gas pressures. Line widths as broad as 6 and 7 nm for Na and 
Cu, respectively, have been observed in 1 atm He gas. This 
broadening is too large to be due to the Doppler effect. Other 
researchers have used similar laser powers in flames and ob­
served narrow spectral features (18). This rules out contri­
butions of this magnitude (several nanometers) from power 
broadening. A collisional broadening effect can explain this 
phenomenon (29). The plasma density can be increased either 
by evaporating more material under higher laser power or by 
confining the plasma under higher pressure conditions. 
Therefore, large broadening effects are observed. The la­
ser-generated plasma could be so dense that it may attain a 
liquid-like density. The collisions of excited atoms with other 
atoms (not the inert gas, which is at a much lower density) 
result in a serious broadening. The Lorentzian line width for 
Na at 1 atm is around 0.003 nm for 2500 K (30). Since liquids 
are roughly 1000 times denser than atmospheric pressure gases 
(Na metal has a density 1000 times that of Na gas at 1 atm 
at 273 K), widths of several nanometers are reasonable here. 
This larger broadening phenomenon indicates that the initial 
moments of the laser plume formation are being monitored. 
Because of the use of short laser pulses (~25 ns), only in this 
time period can the neutral atoms ahsorb the photons to 
induce ionization. At longer times, after the plasma expands, 
the density as well as the collision frequency decreases sig­
nificantly. Less broadening effect should then be obtained. 

Figure 4 shows the vaporization-ionization spectrum of 
N80.7W03 in the 470-5OO-nm region. This represents the B(l) 
17ru ~ X(1) 1~/ transition region (31) of the sodium dimer. 
Since the sum of energies of two photons is larger than the 
ionization potential of Na2 (IP = 4.9 e V), resonant two-photon 
ionization or collision-induced ionization can occur. Sodium 
atoms do not absorb in this region; therefore, the ions formed 
at this laser wavelength should be mainly due to the ionization 
of sodium dimer. A linear correlation between the ion signal 
and the laser energy is observed. A very broad spectral feature 
with fwhm = 10 nm is observed in this study. This is caused 
by the overlap among the many rovibronic transitions in this 
wavelength region. Another interesting result was observed 
in which the Na dimer absorption maximum shifts when the 
relative distsnce between the laser focal point and the sample 
surface changes. When the distance increases, a red shift 
occurs, as listed in Table I. One explanation of this abnormal 
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Figure 4. Laser vaporization-laser-enhanced ionization spectrum of 
Na dimer obtained by using a laser energy of ,-...,., 10 ,uJ/pulse in vacuum. 
Dots represent the dye laser gain curve. 

shift is collisions which will change the vibrational amplitudes 
and cause the absorption band to shift. When the focusing 
condition changes, the density of the laser plume will also vary. 
As a result, the molecular interactions are altered too. Since 
this perturbation depends on the collision frequency or the 
density of the plasma, the magnitude of the shift is difficult 
to estimate. This shift cannot be observed for the Na D line 
transition or for the Cu transition at 578 nm. This is due to 
the presence of rovibronic transitions in Na dimers, while for 
Na and Cu only a single transition is allowed. 

Another possible explanation for this abnormal shift is 
plasma absorption (prefilter effect). If the maximum ab­
sorption occurs for the 0-0 transition at 492 nm under low 
denisty conditions (32), a large amount of excitation intensity 
at this wavelength will be lost due to the highly absorbing 
outer layer of the plasma. Therefore, less of the dimers inside 
the plasma are irradiated by the laser. Although the ab­
sorption coefficient at 478 nm is smaller, the blue light can 
penetrate the plasma more easily and induce more ionization. 
Therefore, the maximum ionization signal shifts to the blue 
wavelength in a higher density plasma when the laser focal 
point is moved closer to the surface. However, further ex­
periments will be necessary to confirm this explanation. 

To further understand the ionization process, the acoustic 
wave associated with each plume is recorded. Although the 
ion will decrease and pressure broadening will be-
come more serious in the presence of 50 Torr He (which 
is required for the acoustic wave measurement), the enhanced 
ionization efficiency by the resonant transition process can 
easily compensate for this loss and provide a reasonable sig­
nal-to-noise ratio for the measurements. The detection limit 
for hath ion and acoustic signals (at the minimum laser energy) 
is the noise. The former is associated with the 
plasma the latter is due to vibrations. The maximum 
measurable signal has not been explored because of the limited 
energies provided by our pulsed dye laser «1 mJ /pulse). No 
saturation of either signal was observed at these power levels. 

Figure 5a shows a typical screen display on the waveform 
analyzer. The upper trace is the Na ion signal while the lower 
trace shows several early acoustic waves with the laser op-

Figure 5. Waveform analyzer screen display obtained from vapori­
zation of NaO.7WO, at 50 Torr He buffer gas: (upper trace) Na ion 
signal; (lower trace) acoustic wave; (a) 589 nm, (b) 580 nm. 

erated at 589 nm. Figure 5b shows the same traces but the 
dye laser is tuned to 580 nm. It is clear from the acoustic 
signals that the same amount of material is generated at these 
two wavelengths but much larger ion formation is obtained 
when the dye laser is tuned to the Na resonant line. This 
result also indicates that the vaporization and ionization 
processes are separated events; otherwise, the acoustic signal 
obtained at 580 nm should be much smaller than that at 589 
nm. In addition, if these two processes occurred simultane­
ously, a much broader spectral band would be obtained to 
reflect the absorption characteristics of the solid phase, which 
is essentially flat in this region. 

Among the acoustic peaks, the first several peaks are found 
to have a good linear correlation with the ion peak area. This 
is consistent with earlier studies on atomic emission (15). 
Although the first peak originates for the first impulse without 
complications from wave reflection and mixing that follow, 
the largest peak provides a very good correlation with the ion 
signal and, more importantly, a better sensitivity. So, the 
maximum acoustic peak height is used throughout the entire 
investigation. 

Figure 6 shows the correlation between the laser-enhanced 
ionization signal and the acoustic signal for Na at 589 nm for 
a series of plumes produced at different laser energies on the 
same Nao.7W03 crystal surface. A good linear correlation at 
the lower energy range with r" = 0.993 is obtained. At higher 
laser energies, a significant negative deviation occurs. One 
may suspect that the condenser microphone is saturated. 
However, a good linear correlation between the ion signal 
(0-4600 jl. V s) and the acoustic signal (0-250 m V) with r2 = 
0.996 (21 data points) is obtained for eu at 578 nm. This 
indicates that another process must be responsible for the 
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Figure 6. Ion peak area vs acoustic peak height at different laser 
energies on the same sample surface spot: sample, Nao.,WO,; laser, 
589 nm, 1 Hz, 0.9-0.04 mJ/puise, focal point 2 mm above the surface; 
50 Torr He buffer gas. 
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Figure 7. Ion peak area vs acoustic peak height at different laser 
energies on the same sample surface spot: sample, Nao.,W03; laser, 
480 nm, 1 Hz, 0.6-0.04 mJ/pulse; 50 Torr He buffer gas; focal point 
posttlon, (a) 0 mm, (b) 1 mm, (c) 2 mm, (d) 3 mm. 

deviation at high energies for N a, This may be explained by 
the fact that at a high laser energy, more Na atoms are gen­
erated. Ail the density of this plasma increases, larger numbers 
of collisions will be experienced by the Na atoms following 
laser excitation. Collision-induced ionization will be enhanced. 
This process therefore creates a larger ion signal for the same 
amount of material vaporized (same acoustic signal). For Cu, 
even more collisions are needed to bring about a similar effect, 
since the IP is much higher. So, a negative deviation is not 
observed in these experiments. 

Neutral Na dimers can be formed as a result of conden­
sation or through a sputtering process in which the dimers 
are formed directly from the violent vaporization event. These 
dimers can then absorb laser photons to produce ions. If the 
Na dimer is formed from condensation, the yield of Na2 + will 
be expected to have a quadratic dependence on the atomic 
vapor density (Na + Na - Na0. However, as shown in Figure 
7, a linear correlation is found throughout the entire range 
between the acoustic signal and the ion peak area produced 
by different laser powers at 480 nm. This result indicates that 
the dimer is formed directly during vaporization. A similar 
mechanism for dimer formation has also been observed pre­
viously by using a spatial mapping technique (33). 

Different focusing conditions have been used to study the 
spatial dependence of the ionization process. A very good 
linear correlation between the Na" + ion signal and the acoustic 
signal with r2 = 0.997 is obtained (as shown in Figure 7) when 
the laser focal point is adjusted right on the surface or 1 mm 
above the sample surface. However, when the focal point is 

moved further away from the surface, the correlation degrades 
but a fairly linear relationship still remains with ,2 = 0.983. 
Na and Cu ions show a similar linear correlation with the 
acoustic signal regardless of the focusing conditions. 

From Figure 7, one notes that for the same acoustic signal 
intensity, which indicates the same amount of material has 
been vaporized, higher Na2+ ion intensity can be obtained if 
the focal point is moved closer to the sample surface. This 
can be simply explained by the fact that the ionization effi­
ciency in the laser plasma depends on the collisions. When 
the laser beam is focused in the high-density region, the overall 
ionization efficiency will be increased substantially. This is 
also true for Na and Cu ion formation, since collisional ex­
citation is also involved in the overall ionization process. 

CONCLUSION 
Laser vaporization and laser-enhanced ionization can be 

easily achieved with use of one laser. Enhanced ion signals 
have been obtained if the laser wavelength is tuned in reso­
nance with an analyte transition band, whether it involves a 
ground-state atom (Na), an excited-state atom (Cu), or a dimer 
(Na2)' Substantial broadenings of the transition and wave­
length shift have been observed as a result of the high plasma 
density. A very good linear correlation (over 3 orders of 
magnitude) between the ion peak area and the acoustic signal 
for Cu, Na dimer and for Na at the low laser energy region 
has been obtained. The acoustic wave intensity can be used 
to monitor the amount of material evaporated to elucidate 
the ionization mechanism. Future work will be based on two 
lasers so that the ionization process can be studied as a 
function of time delay and height above the surface. LEI may 
well be one of very few techniques that can be used to probe 
very dense plasmas with good spatial and temporal resolution. 
An article on this topic (34) appeared after the present study 
was completed. Those authors concluded both experimentally 
and theoretically that LEI detection directly in a laser-pro­
duced plasma at atmospheric pressure is not feasible. That 
is a two-laser experiment with different vaporization and 
ionization beams. This is in variance with the results here 
and can be explained by the smaller pulse energies (3.5 11<1) 
of the ionization beam and the longer time delays (30 ns to 
20 /Ls) between the two lasers used there. 

Registry No. Na, 7440-23-5; Cu, 7440-50-8; N .... 7WO" 
111569-08-5; He, 7440-59-7; Na dimer, 25681-79-2. 
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Characteristics of Methods for the Simultaneous Determination 
of Catalysts by First-Order Inhibition Kinetics 

Carol p, Fitzpatrick and Harry L. Pardue' 

Department of Chemistry, Purdue University, West Lafayette, Indiana 47907 

Factors that affect the slmuHaneous kinetic determination of 
catalysts based on dHferences In rates of Inhibition by a 
common InhlbHor are Investigated by computer simulation. 
Both derivative and Integral models for the kinetic responses 
are studied. Nonlinear regression Is used to fH data wHh a 
fixed level of noise for the combined responses due to the 
first-order InhlbHlon of two catalysts. Effects of rate con­
stants, ratios of rate constants, fHtlng ranges, data denSity, 
and number of replicate determinations on rellabllHy, useful 
activity range, sensHlvHy, scatter, IImHs of detection, and 
measurement/data-processlng times are considered. It Is 
found that values for rate constants, ratios of rate constants, 
and fHtlng ranges which provide resuHs wHh desired rellabilHy 
are restricted. Small ratios of rate constants and short fHtlng 
ranges were observed to produce the largest useful acllvHy 
ranges and shortest measurement times but also gave the 
worst accuracy and most dependence on InHlal estimates of 
fitting parameters. Values of the coefficients of correlation 
between the Individual flrst-order responses can aid In the 
selection of the smallest ratio of rate constants and fHllng 
range which will yield suHable resuHs. 

Differences in kinetic behavior have been used extensively 
for the simultaneous determination of two or more compo­
nents in mixtures (1-3). These methods have been used to 
resolve mixtures of both reactants and catalysts. The reso­
lution of reactants depends upon differences in rate constants 
for reaction with a common reagent; the resolution of catalysts 
depends on differences in rate constants for inhibition by some 
common reagent. Although there have been studies of op­
timum conditions for the simultaneous determination of 
reactants (4, 5), there have been no analogous studies for 
catalytic species quantified in this manner. Such studies are 
needed because there are substantive differences between the 
two groups of methods. 

The most significant difference relates to effects of rate 
constants and other kinetic parameters on the maximum signal 
change obtainable from each type of system. Whereas the 

0003-2700/89/0361-2551$01.50/0 

maximum possible signal change is independent of kinetic 
parameters when reactants are quantified, it is very dependent 
on rate constants when catalysts are quantified via inhibition 
of their catalytic activities. For example, if the rate of in­
hibition of a catalyst is very fast relative to the catalytic 
reaction, then the signal change will be very small compared 
to that observed if the rate of inhibition is slow relative to the 
rate of the catalytic reaction. Thus performance character­
istics such as sensitivity, imprecision, detection limits, and 
useful activity range are more dependent on kinetic param­
eters when catalysts are quantified than when reactants are 
quantified. 

To date, most methods for resolution of catalysts have relied 
on fixed-time, single-point determinations of activity in which 
catalysts are differentiated by extents of inhibition rather than 
by inhibition rate constants. Multipoint methods, however, 
reduce errors due to variability in rate constants (6), produce 
statistics which can be used to detect model errors (7), and 
provide data for the determination of three or more catalysts 
from a single set of kinetic data (8). The last advantage is 
particularly significant because single-point, fixed-time 
methods require measurements for the same number of dif­
ferent conditions as there are catalysts to be resolved. Not 
only is this labor intensive, but also errors inherent in the 
individual steps are propagated to the fmal result (9). Several 
examples of multipoint methods for the simultaneous de­
termination of two or more catalysts have been demonstrated 
and include first- and zero-order (10), parallel first- and 
zero-order (11), and simultaneous first-order kinetic models 
(8,12). 

This study was undertaken to better understand the effects 
of variables such as rate constants, ratios of rate constants, 
data rates and data-fitting ranges on the performance char­
acteristics of a nonlinear regression method for the simulta­
neous determinations of catalysts based on different rates of 
inhibition. Synthetic data were used to permit better control 
of the variables to be studied. 

MATHEMATICAL DESCRIPTION 
The mathematical model is developed for two components 

that catalyze a common reaction to form a common product. 

© 1989 American Chemical SOCiety 
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It is assumed that the progress of the reaction is monitored Table I. Parameters Used To Generate Synthetic Data 
by a signal, S, that changes in proportion to changes in product 
concentration, that the two catalysts behave independently, 
so that the rates are additive, and that the rate for each 
catalyst is proportional to the uninhibited concentration of 
the catalyst. It follows that the rate of signal change can be 
represented by 

dS/dt = (k".)(C
"
,) + (k 2,.)(C2,') (1) 

in which k
"
• and k2,. are the pseudo-zero-order rate constants 

for components 1 and 2 and C
"
, and C2" are the time-de­

pendent concentrations of the two catalysts. 
It is assumed that inhibitor is present in excess, that each 

catalyst is inhibited completely and irreversibly, and that the 
inhibition processes follow pseudo-first-order kinetics as 
follows 

Ci" = Ci,. exp(-ki,lt) (2) 

in which ki" is the pseudo-first-order rate constant for the 
inhibition of the ith component. Substitution of eq 2 into eq 
1 and recognizing that the product, (ki,.HCi,.), is the initial 
(zero-order) velocity, Vi., for the ith component, the resulting 
equation is ' 

dS/dt = V". exp(-k",t) + V2,. exp(-k2,lt) (3) 

By fitting this model to time-dependent rate data, it is possible 
to compute values of initial velocities and rate constants that 
give the best fit of the model to the data. This is called the 
derivative model. 

Equation 3 can be integrated to obtain 

S, = So + (V
"
o/k

"
l)[l - exp(-k",t)] + 

(V2,./k2,l)[1 - exp(-k2,lt)] (4) 

By fitting eq 4 to data for signal vs time it is possible to 
calculate values of S., V"., V2o.' k, ) , and k201 that give the best 
fit of the model to the data. Actually, the fitting process 
evaluates Vi,./ ki,.; Vi,. is computed by multiplying that 
quantity by ki •• When the inhibition processes are complete 
(t = "'), the signal is given by 

Soo = So + V.,./k.,l + V2,./k2,l (5) 

and it is apparent that the contribution to the change in signal 
from the ith component is proportional to the initial velocity 
divided by the inhibition rate constant for that component. 

EXPERIMENTAL SECTION 
Nonlinear Regression. Nonlinear least-squares fits were 

obtained by using the gradient-expansion method developed by 
Marquardt (13). Implementation of the algorithm on the 
MASSCOMP 5500 supermicrocomputer is based on Bevington's 
CURFlT program (14) and has been described elsewhere (15). Signal 
values, S" were measured directly; rate data (dS,/dt) were com­
puted from signal values by using the method of Savitzky and 
Golay (16). Unless stated otherwise, initial estimates of initial 
velocities (eq 3) or ratios of initial velocities to rate constants (eq 
4) were obtained by dividing the total by two (e.g. (V.,. + V2,.)/2); 
initial estimates of rate constants were obtained by underesti­
mating the larger rate constant by 20% and by overestimating 
the smaller rate constant by 20%. The initial signal, So, was 
estimated as the signal at the fIrst data point. In this study, the 
true values of all the fitting parameters were known. However, 
the differences between initial estimates and true values simulate 
guesses that might be made under real conditions when ap­
proximate values are known. The nonlinear fitting algorithm was 
allowed to continue for as many iterations as necessary to meet 
the convergence criterion of successive values of x2 (sum of the 
squared differences between observed and computed signals) 
within 0.01 %. 

Synthetic Data. Synthetic data sets were obtained by using 
eq 4 and parameters shown in Table I. Parameter values were 
determined from the ratio of rate constants and fitting range of 
interest for each study; the fitting range is reported as the number 
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Figure 1. Simulated signal and rate responses for two-component 
sample: signal vs time for individual (a, b) and combined (c) reactions 
(right ordinate); derivatives (d) for 5- ( ... ) and 25- (-) point smooths 
(left ordinate); projected response of 25-point smooth (---); rate con­
stants (a) 0.002 s-" (b) 0.0004 s-'. 

of half-lives, t 1 t'/2, for the component with the smaller inhibition 
rate constant, kl,l' At each ratio and range, three replicates at 
each of three concentration ratios (1 to 1, 1 to 4, 4 to 1) were 
generated, thus selection of a single ratio of rate constants and 
fitting range led to the generation of nine data fIles. Kinetic data 
within a fIle were generated for a fixed data rate and Gaussian­
distributed noise was added at a level of 0.001 unit of signal 
response. Parameters were chosen so that the minimum signal 
change for a single component was 0.07, well above the minimum 
(0.03) required to obtain a reasonable fIrSt-order fit. All data sets 
for which the effects of two factors were investigated included 
a full factorial of at least 72 different combinations of factor levels. 

RESULTS AND DISCUSSION 
Unless stated otherwise, imprecision in computed quantities 

is quoted at the level of one standard deviation and values 
of imprecision are included in parentheses after the numerical 
values of the computed quantities. All errors refer to dif­
ferences between computed values of different parameters and 
the values of these parameters used to generate the response 
curves. Data ranges are expressed in multiples of the half-life 
of the component with the smallest inhibition rate constant. 

Response Curves. Data in Figure 1 will help to illustrate 
some important features of methods based on inhibition of 
catalytic activity. Data in curves a and b are for equal con­
centrations of two catalysts with different rate constants for 
the inhibition process (k •.• = 2 X 10-3 s-', k b,. = 4 X 10-< S-l). 

Even though the data are for equal concentrations of the two 
catalysts, the signal change produced by component a with 
the larger inhibition rate constant is much smaller than the 
signal change for component b with the smaller rate constant. 
Thus, to the extent that one can vary the inhibition rate 
constants independently, the optimum value for the ratio of 
rate constants will involve a compromise between larger values 
of the ratio needed to give good kinetic resolution of the two 
components and a value of the larger rate constant that is 
small enough to give adequate sensitivity for that component. 
This is very different than the situation in which two reactants 
are resolved kinetically; in that case, equal concentrations of 
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Figure 2. Effects of fitting range and ratio of rate constants on ac­
curacy of computed catalytic velocities. 

the two components would produce the same total signal 
change regardless of the relative magnitudes of the rate 
constants. This and other features that influence the quan­
titative resolution of two catalysts from signal vs time (curve 
c) or rate vs time (curve d) for simultaneous inhibition re­
actions are discussed in more detail below. 

Factors That Affect Accuracy and Precision. Fitting 
Range and Ratio of Rate Constants. Ratios of rate constants 
studied ranged from 1.5 to 10.1 and fitting ranges were varied 
from 1 to 10 half-lives of the response due to the component 
with the smaller rate constant. It should be noted that most 
data sets involved the same number of data points and, ac­
cordingly, different data ranges involved different data den­
sities. Initial estimates of parameters were obtained as de­
scribed in the Experimental Section except for data with a 
ratio of rate constants of 1.5, for which initial estimates of rate 
constants were ±15% of true values. Activities were computed 
from the nine files at each fitting range and ratio of rate 
constants and the absolute values of the errors were averaged. 
Fits with a runs statistic (the number of times the plot of 
residuals VB time crosses 0) ofless than 80 (40% of total points) 
were considered to have diverged or to have converged on a 
local minimum and these results are excluded from the av­
erages. Although the value of 80 used in the decision rule is 
based on visual inspection of the fits and mean square errors, 
this choice is somewhat arbitrary. 

Effects of lower limits for fitting range and ratios of rate 
constants on average errors are illustrated in Figure 2. Not 
surprisingly, errors are largest at low ratios of rate constants 
and fitting ranges where first-order responses are highly 
correlated. The largest correlation coefficient between re­
sponses (0.9990) occurred at a fitting range of one half-life and 
a ratio of rate constants of 1.5; the average error for this 
combination was 65%. Evaluation of a reduced range of ratios 
of rate constants (3 to 7) and fitting ranges (1 to 8 half-lives) 
showed that the accuracy of fits to data which had correlation 
coefficients of 0.87 or less was always within 2 % of true values 
with average errors of 0.82% (0.27%). This is illustrated in 
Figure 3 in which a transition between errors less than 2 % 
and greater than 10 % occurs in a narrow region of correlation 
coefficients between 0.87 and 0.90. 

The relationship between correlation of the first-order re­
sponses and accuracy suggests a method for determining lower 
limits for fitting range and ratio of rate constants. From 
Figure 2 it can be seen that the minimum fitting range re­
quired to predict catalytic activities within 2 % increases in 
a nonlinear fashion as the ratio of rate constants decreases. 
For a fixed ratio of rate constants, the shortest fitting range 
which has a correlation coefficient of first-order responses of 
0.87 or less should produce acceptable results. Conversely, 
if the data-collection parameters are fixed (analogous to the 
optimized data-collection routines suggested by Margerum 
(4) or Meites (17), correlation coefficients can be used to 
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Figure 3. Relationship between accuracy of computed velocHies and 
degree of correlation between individual first-order responses. 
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Figure 4. Effects of fitting range and ratio of rate constants on the 
differences in mean errors between fits of all data sets and those for 
which residuals changed signs at least 80 times in the fitting range. 

evaluate the smallest ratio of rate constants for which catalytic 
activities can be determined reliably. The cutoff value of 0.87 
assumes no model error, a signal-to-noise ratio of 70 or greater, 
and convergence of the fitting routine such that the number 
of runs of residuals is at least 40% of the number of data 
points. 

Poor fits were common when fitting ranges were less than 
three half-lives. Plots in Figure 4 show differences between 
errors determined by using all fits and those using only fits 
that converged to reasonable estimates. The region in which 
differences are large (ratios of rate constants from 4 to 10 and 
fitting rauges ofless than 3) indicates situations for which the 
fitting algorithm broke down either due to divergence or 
convergence on a local minimum, despite the fact that cor­
relation coefficients were as small as 0.67 in some cases. It 
should be noted, however, that it is a relatively simple matter 
to screen for poor fits by using test statistics such as the mean 
square error (MSE) or the number of runs of residuals. Also, 
the fits would likely have improved if initial estimates of rate 
constants and signal changes had been more accurate. 

Upper limits for the fitting range were found to be so large 
that any reasonable choice should provide reliable fits. In 
Figure 2, the mean error is 0.79 % for a ratio of rate constants 
of 10.1 and fitting range of 10 half-lives despite the fact that 
the faster response for the component with the larger rate 
constant (95% completion) is represented by only eight data 
points. In a separate study, computed activities were de­
termined for a 4 to 1 (CI •O to C,.o) ratio of catalytic concen­
trations with a ratio of rate constants of 10 to 1 and fitting 
ranges varying from 8 to 61 half-lives. For this ratio of con­
centrations, the response due to C,.o is relatively small com­
pared to that of CI•O' For example, in the extreme case of 61 
half-lives, the response due to C2,O is 2.5% of the total response 
and is complete in 1500 s which is only lA-fold the time per 
data point. Linear regression of the mean errors resulting from 
triplicate determinations against fitting range gave a 95 % 
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Table II. Comparison of Results for Fits with Derivative 
and Integral Models 

ratio of 
averaged results rate 

constants reI error, no. of 
kulk ... model RSD." % % iterations 

5 integral 0.63 0.66 21 
derivative, 5 ptb 1.4 1.0 4.8 
derivative, 25 ptb 1.8 8.8 5.7 

integral 1.9 1.5 10 
derivative, 5 ptb 5.5 4.6 6.1 
derivative, 25 ptb 1.2 3.7 6.1 

• Values reported are the pooled relative standard deviations 
calculated from triplicate determinations at each of three ratios of 
initial velocities; 1 to 1. 1 to 4. and 4 to 1. b Smoothing window 
(16). 

confidence interval for the slope of 0.0078 to 0.086. Accord­
ingly. there is at most a 4.6% increase in mean error from 8 
to 61 half-lives. 

For inhibition processes. equal catalytic activities do not 
produce equal signal changes (see Figure 1) and the larger the 
ratio of rate constants, the larger the difference. This con­
dition places an upper limit on the ratio of rate constants 
which will give signal changes in a measurable range. If the 
signals for both components are monitored to completion, then 
the upper limit for the ratio of rate constants can be deter­
mined from the equation 

(k2.dkl.l)max = [(VI.o/V2.0)minl![(~S)min/(~S)maxl (6) 

where (VI•O/V2•O)min is the smallest ratio of catalytic velocities 
to be determined and ~Sm"" and ~Smin are the largest and 
smallest signal changes that can be accurately measured. For 
this study, the smallest catalytic ratio was 1 to 4, ~Smox was 
2 signal units, and ~min was approximately 0.07 signal unit. 
These parameters suggest a maximum ratio of rate constants 
of 7. For the ratio of 10 investigated earlier in this study, the 
limit was exceeded and the total signal change was 2.9 in some 
cases. Although this large change in signal is satisfactory when 
using synthetic data, it is outside the linear range for some 
spectrophotometers. It is interesting to note that if ratios of 
initial velocities of 1 to 10 or 1 to 50 were to be determined 
and ~Smin is 0.02 signal unit, the maximum ratio of rate 
constants for this system would be 10 to 1 and 2 to 1, re­
spectively. Determination of velocities in the ratio 1 to 50 is 
essentially prohibited under these conditions; however, it 
might be feasible to accurately determine velocities in this 
ratio with an instrument for which the noise, and consequently 
IlSmin> was very small. 

Derivative vs Integral Model. The derivative and integral 
models (eq 3 and 4) were compared by using data sets rep­
resenting ratios of rate constants of 5 and 3 with a fitting range 
of 6 half-lives. Results are summarized in Table II. The 
integral method gave the smallest errors for both groups of 
data as well as the smallest imprecision for the larger ratio 
of rate constants. The derivative model gave slightly smaller 
imprecision for the smaller ratio of rate constants and required 
fewer iterations for convergence due to the smaller number 
of fitting parameters (4 vs 5). 

Although this latter effect is predictable, it is not clear that 
the integral model should yield parameter estimates with less 
error. For fits with the integral model, initial catalytic ve­
locities are predicted by multiplying two of the estimated 
parameters «Vi.o/ki.l)ki.I), whereas with the derivative model, 
catalytic activities are estimated directly. Derivatization, 
however, tends to increase signal noise and although large 
smoothing windows reduce this effect, some distortion of the 
rate is evident early in the reaction when 5-point and 25-point 
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Figure 6. Effects of data density and number of replicate determina­
tions on impreciSion. 

smoothing windows are compared (see curve d in Figure 1). 
A comparison of the accuracy of derivative and integral 

fitting methods was also made for a fixed ratio of rate con­
stants with different fitting ranges and these results are shown 
in Figure 5. For a ratio of rate constants of 5 and fitting 
ranges varying from 1 to 8 half-lives, the model that gave the 
best fits depended on whether the fitting range was below or 
above two half-lives. Below two half-lives, the 25-point de­
rivative smooth gave the best results although all mean errors 
were above 7% in this range. For fits that included at least 
two half-lives, the integral fit was best in all cases, with errors 
not exceeding 2% and averaging 0.82% (0.32%). For 5-point 
derivative fits, errors did not exceed 4 % in this same range 
and averaged 1.6% (0.72%). The fits to 25-point derivative 
data were progressively worse with increased fitting range, with 
the principal source of error being the computed signal change, 
!!.S, for the faster-reacting component. It seems probable that 
the increasing error is due to the facts that the first rate value 
is obtained late in the process (the 13th point for a 25-point 
smooth) and that the faster response is represented in pro­
portionally fewer data points as the fitting range is increased 
with the same number of data points in each fit. 

Point Density and Number of Replicates. The effect of 
increasing the density of data points and number of replicate 
determinations on imprecision, expressed in terms of average 
differences between observed and mean values for initial 
velocities, is illustrated in Figure 6. For this study the ratio 
of rate constants and fitting range was fixed at four and five, 
respectively. The number of data points ranged from 20 to 
500 and the number of replicate files (each with a different 
sequence of random noise) varied from 1 to 10. For each data 
density and number of replicates, the absolute values of 
differences between the observed and true velocities for ten 
determinations were averaged. Results show that imprecision 
was only 2.1 % for 20 data points and 1 run and decreased 
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exponentially with both the data density and the number of 
replicates. In order to determine whether imprecision de­
creased in proportion to 1/nl/' as expected, simple linear 
regressions of mean differences vs 1/nl/2 were obtained for 
fixed data densities with n being the number of replicates. 
The average coefficient of determination (R') for the 27 linear 
fits was 0.927 (0.058) and visual inspection of the plots showed 
no obvious deviations from linearity. When data for a fixed 
number of replicates and variable numbers of data points were 
processed the same way, R2 averaged 0.885 (0.035) for the 10 
regressions and plots of the data were slightly curved in all 
cases. It appears that to a first approximation only, precision 
will improve as 1/nl /' with increased data density and num­
bers of replicate determinations. A more accurate estimate 
of the improvement with data density might be obtained by 
the method of Meites (I8). 

Effects of Initial Estimates. A reduced data set of the type 
illustrated in Figure 2 was chosen to study the effects of initial 
estimates on accuracy of computed activities. Fits to data 
representing ratios of rate constants from 3 to 7 and fitting 
ranges from 1 to 8 half-lives were done by using perfect initial 
estimates in one case and imperfect (as described previously) 
initial estimates in another case. For all situations in which 
correlation coefficients among responses were 0.87 or less, the 
mean errors with both perfect and imperfect initial estimates 
were within 0.01 %. When responses were highly correlated 
(r > 0.87), the mean error ranged from 1.5 % to 18 % and from 
1.6% to 79% for perfect and imperfect initial estimates, re­
spectively. 

Optimal Values for Inhibition Rate Constants. For a 
two-component system, the optimal value of the inhibition 
rate constant for the faster-reacting component is determined 
by the minimum detectable signal and the lowest activity to 
be determined, kl ., = (V,.o)minl LlSmin• These values will be 
influenced by the turnover number, k, for the catalyst and 
the sensitivity factor, , (e.g. molar absorptivity), between signal 
and detected species as follows: 

where C,.o is the concentration of the catalyst. The optim:nn 
value for the inhibition rate constant for the slower-reactmg 
component will be determined by the desired ratio of rate 
constants as discussed above. 

Lower Limit of Detection for Catalytic Activities. 
Lower limits of detection for catalytic activity can be predicted 
and optimized by considering the relationship between signal 
changes, initial velocity, and rate constant stated previously; 
namely LlS, = (Vi•O) I k'.I' The minimum initial velocity which 
can be determined can be predicted from the product of the 
rate constant and the minimum signal change which produces 
a good fit. The only problem is that the minimum signal 
changes which produces a good fit can be substantially larger 
than the detection limit of the signal. For this study it was 
observed that mean errors in activity computed from ten 
replicate fits to first-order data (measured though 8 half-lives, 
noise = 0.001 unit) were between 2% and 3% when signal 
changes were on the order of 0.03 unit. This is a 10-fold 
increase over the expected detection limit for a good spec­
trophotometer. 

The minimum catalyst concentration that can be deter­
mined can be decreased by adjusting experimental conditions 
to maximize the signal change for a fixed concentration of 
catalyst. Often, catalytic activities and inhibition rate con­
stants both vary with factors such as temperature, pH, ionic 
strength, substrate concentration, and inhibitor concentration. 
Levels of these factors, which increase the ratio of initial 
velocity to rate constant, will simultaneously increase the 
sensitivity (dLlS I dC) and decrease the minimum catalytic 
concentration that can be detected. 

Useful Activity Range. The range over which two com­
ponents can be quantified simultaneously is less than the 
useful range for either component quantified by itself. The 
minimum and maximum activities which can be reliably de­
termined for a single component system can be predicted by 
eq 8a and 8b. The term enclosed in braces in eq 8b is a 

(V,.o)min = (k,.I)(LlSmin) (8a) 

(Vi.O)max = (ki•I)!(LlSmax)/[l- exp(-(t/tl / 2) In 2)]1 (8b) 

straightforward result of the integrated equation for first-order 
kinetics and represents the change in signal that would be 
observed for the component with the smaller rate constant 
if the reaction were monitored to completion. 

For the simultaneous determination of two catalysts, the 
minimum velocity is determined by the component with the 
larger rate constant and the maximum velocity is determined 
by the component with the smaller rate constant. Equations 
to compute the combined activity range are obtained by 
substitution of the larger (kl.9J and smaller (k l •l ) rate constants 
into eq 8a and 8b, respectively. It is easily shown that the 
range between these limits is less than for one component or 
the other taken alone. In order to generalize the relationships, 
we evaluated the ratios of the maximum and minimum ve­
locities rather than differences because the ratios of velocities 
depend upon the ratios of rate constants and are therefore 
representative of any combination of rate constants that give 
the indicated ratios. The ratio of the maximum to the min­
imum velocity contained in the useful range for the two­
component system, termed the activity ratio (AR), is as fol­
lows: 

AR = (LlSmax/ LlSmin)(kl.dk2.1)[1 - exp(-(t/tl / 2) In 2)]"1 
(9) 

Equation 9 was used to evaluate the activity ratio for 
combinations of ratios of rate constants (1.5 to 10) and fitting 
ranges (1 to 10). Values for the maximum and minimum signal 
change used in the calculation were 2 and 0.02. These results 
indicate that the activity ratio is largest at the smallest values 
of fitting range and decreases exponentially with increased 
values of each parameter. For example, at the smallest ratio 
of rate constants and fitting range evaluated, the activity ratio 
is 130, whereas for less-correlated conditions such as a ratio 
of rate constants of 4 and fitting range of 6 half-lives, the 
activity ratio is 25. At conditions for which both the ratio and 
fitting range are equal to 10, the activity ratio is only 10. 
Again, these values would be increased if the noise in the data 
were reduced. 

Comparison with Parallel First-Order Responses for 
Reactants. Results from the data set, which included ratios 
of rate constants from 3 to 7 and fitting ranges from 1 to 8 
half-lives, were compared with results for simultaneous de­
terminations of reactants based on fits of a parallel first-order 
model to kinetic data for the same ratios of rate constants and 
fitting ranges. For the noncatalytic system, the total signal 
change was 1.05 in each case with concentration ratios of 1 
to 1, 1 to 4, and 4 to 1, analogous to the initial velocity ratios 
for the catalytic system. Imperfect initial estimates were used 
to begin the fitting procedures. The mean and standard 
deviations of average errors in computed concentration and 
component fractions were 2.4 (6.0) and 0.68 (1.7) for the 
noncatalytic system and 7.0 (16) and 2.4 (5.5) for the catalytic 
system. The smaller errors in computed concentrations for 
the noncatalytic system result from the fact that the total 
signal change is independent of kinetic parameters. 

CONCLUSION 
The results of these studies suggest guidelines for deter­

mining conditions that produce optimal est~ates. of cata1~ic 
activities. The most important of these conditions IS the chOice 
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of inhibitor and its concentration. The most significant issue 
in this choice is the tradeoff between a sufficiently large ratio 
of inhibition rate constants to distinguish between the cata­
lysts, and a sufficiently small ratio to ensure adequate signal 
for the faster-reacting component relative to the slower-re­
acting component. The optimal choice for the ratio of rate 
constants is the smallest value which produces a kinetic re­
sponse which can be accurately resolved. It was observed 
empirically that first-order responses that had correlation 
coefficients of 0.87 or less met this criterion and that the 
optimum ratio of rate constants is approximately 3, depending 
on the number of replicates, data density, fitting range, and 
noise. Larger ratios of rate constants led to smaller values 
of the useful activity ratio. The optimal concentration of the 
inhibitor will give a value for the larger rate constant for which 
the minimum initial velocity to be determined yields the 
minimum detectable signal change, t.Smin (see eq 8a). Any 
other value will give a suboptimal activity ratio. 

Reaction conditions can also be varied in such a way as to 
increase the sensitivity and decrease the lower limit of de­
tection for the catalysts. Condition that increase the ratio 
of initial velocity to the rate constant for a fixed amount of 
catalyst will improve these parameters but may cause others 
to deteriorate. If the signal due to a fixed amount of catalyst 
increases because the rate constant for inhibition decreases 
while the initial velocity remains constant, the detection limit 
is reduced at the expense of the measurement time. If, 
however, the initial velocities can be increased without in­
creasing the inhibition rate constant, the minimum concen­
tration of catalyst that can be determined will decrease 
without affecting the measurement time. 

To optimize the measurement/data-processing time, the 
kinetic response for the component with the smaller rate 
constant need only be followed for as many half-lives as is 
required to produce individual responses with correlation 
coefficients of 0.87 or less. For the ratio of rate constants of 
3 suggested earlier, fitting ranges in excess of eight half-lives 
of the slower component are required for optimum perform­
ance. If the fitting range is reduced to four half-lives, however, 
the error for a single determination is not expected to exceed 
3-5%. Not only does the shorter fitting range reduce the 
measurement time, but it also increases the useful activity 
ratio, 

The time required to process the data can be reduced by 
using the minimum number of data points necessary to obtain 

the desired precision. For a ratio of rate constants of 4 and 
fitting range of 5 half-lives, it was observed that 20 data points 
and 1 run were sufficient to predict the catalytic velocities 
with reasonable precision. Data processing times are also 
shorter when the derivative model is used. This advantage 
is offset somewhat by the time required to derivatize the data 
and the decreased accuracy. Derivatization methods such as 
the fixed-time integrating ratemeter (19), which is said to be 
robust toward instrumental noise, might increase speed 
without degrading accuracy. 

In practice, optimization may be difficult because rate 
constants, ratios of rate constants, and initial velocities often 
vary in the same ways with reaction conditions. However, 
results of this study should be useful in predicting the fea­
sibility of determinations based on differences in rates of 
inhibition of catalytic species. 
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Elemental Analysis Based on Chemiluminescence in the Laser 
Microprobe 
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Chemiluminescence produced by the reactions 01 SI, Ge, AI, 
and Cu atoms wHh F 2 or Iluorine-contalning compounds such 
as SF. and NF3 was observed In laser-generated plumes. The 
emission spec1ra correspond to the Individual monolluorldes. 
The reaction 01 SI with SF. was examined, and the chemilu­
minescence IntensHy was lound to be Ilrst order wHh respec1 
to SF. pressure lor low pressures. Chemiluminescence as an 
elemental detec1lon method lor laser microprobe analysis was 
evaluated. The IlmH 01 detec1lon 01 SI was around 10 pg. The 
acoustic signal associated with the laser-generated plume 
was linearly related to the chemiluminescence IntensHy over 
2 orders 01 magnHude. The acoustic signal can thus be used 
as an Internal standard lor chemiluminescence determination 
01 elements, even though the amount 01 material vaporized 
Is different lor each laser pulse. 

INTRODUCTION 
Direct solid analysis to provide local concentrations and 

depth profiles of trace elements has become one of the im­
portant applications of lasers (1, 2). Because of the high 
irradiance, the laser microprobe is able to interrogate a variety 
of samples: electrically conductive or nonconductive. The 
ability to focus the beam to a diffraction-limited spot size 
allows two-dimensional profiling on the micrometer scale. 
Thus, the laser microprobe technique has been used for the 
identification of inclusions and for the analysis of elemental 
distributions in solid samples, such as alloys, semiconductors, 
wood, ores, polymers, ceramics, and glass (3-6). 

Laser microprobe analysis includes two processes: sample 
vaporization and signal detection. Upon irradiation, material 
is removed from the surface and a microplasma is formed. 
This contains atoms, ions, electrons, molecular fragments, and 
particles. Signals related to the analyte species in the plasma 
are then measured. Detection methods include mass spec­
trometry (7), atomic emission (8-10), atomic absorption (11, 
12), Raman spectrometry (13), inductively coupled plasma 
atomic emission (14, 15), and atomic fluorescence (16), etc. 
Among them, direct atomic emission is probably the simplest 
and the most straightforward detection scheme, since analyte 
atoms and ions contained in the plume are excited without 
additional sophisticated instruments. Moreover, no sample­
transfer process is involved, and thus the amount of sample 
vaporized can be reduced to a minimum (nanograms or even 
picograms) to obtain high spatial resolution. 

Direct observation of the atomic emission from the plume, 
unfortunately, often suffers from high background due to the 
continuum plasma emission, and from self-absorption by the 
cooler vapor (ground-state atoms) at the edge of the plasma. 
Consequently, the sensitivity is poor (9). To improve that, 
cross-excitation by a spark discharge was developed, where 
a pair of electrodes is placed a few millimeters apart above 
the sample surface (8). This brings additional energy to excite 
the cooler wings of the plume and results in higher emission. 
Improvement of the signal-to-noise ratio (SIN) by a factor 
of 10 is achieved (9). However, some disadvantages are 
present, for example, contamination by the electrode im-
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purities. The reproducibility was reported to be twice as bad 
because additional discharge fluctuation is introduced upon 
laser vaporization (9). The variation in the fraction of sample 
reaching the spark region has also contributed to the uncer­
tainty. The mass sensitivity may also be affected by the 
sample-transfer efficiency (1). 

A new detection method, chemiluminescence, is explored 
in this study for laser microprobe analysis. The chemilu­
minescence is produced by the reactions of the analyte atoms 
formed in the laser-generated plume with an ambient gas 
reagent. The potential advantages of this method are as 
follows. First, the chemiluminescence can be directly mea­
sured without additional excitation and without sample 
transfer. Therefore it is simple and potentially quite sensitive. 
Second, the emission bands are broad, so spectral selectivity 
is not as good as in atomic emission. However, chemical 
selectivity is introduced by the selection of the reagent gas. 
Third, the chemiluminescence may be spatially separated from 
the plasma emission, since the reactions most likely take place 
at the top periphery of the plume where the atoms encounter 
the gas reagents, while the plasma emission is mainly localized 
near the sample surface. Fourth, temporal discrimination can 
also be used because of the time delay of the reaction (col­
lisions) and the longer lifetimes of the chemiluminescent 
species, while the plasma emission lasts only a very short time. 
It is hoped that one can eventually decrease the background 
to attain better signal-to-noise ratio by chemiluminescence 
detection vs atomic emission. 

The spectroscopy of diatomic fluorides has been of long­
standing interest due to both the fundamental reactions and 
the potential development of chemical lasers (17-21). The 
generally high reaction exoergicity frequently entails the ap­
pearance of electronically excited products and produces 
chemiluminescence. Numerous examples of reactions 

M + F2~ MF* + F (a) 

MF*~MF+hv 

where M is a metal atom have been studied. The emission 
spectra of many fluorides (AIF, CuF, GeF, SiF, etc.) were 
reported, where the atoms were usually generated by oven­
heating or prepared in volatile forms (metal hydrides) (22-26). 
Therefore, it is our goal to explore fluoride chemiluminescence 
in a laser-generated plume. Hopefully, the study may provide 
further understanding of the reaction and potential use as a 
detection scheme in laser microprobe analysis. 

Quantitation is an important consideration for surface 
analyses. However, many factors such as laser power, focusing, 
sample composition, and mechanical properties as well as 
sample surface conditions have contributed to the irrepro­
dicibility of the sampling process (27). Much effort has been 
made in recent years to improve the precision. Techniques 
including signal averaging, monitoring the laser power fluc­
tuations or the size of the crater, use of standard material, 
and use of internal reference lines were employed (28-32). 
Recently, the acoustic wave generated in each laser shot has 
been used to correct for variations of the total amount of 
material evaporated (33). It was shown that variations in the 
intensity of atomic emission (without auxiliary electrodes) can 

© 1989 American Chemical Society 
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Figure 1. Experimental arrangement for chemiluminescence mea­
surement in a laser-generated plume: A, aperture; M, mirror; L 1 and 
L2, lens; S, sample; Mo, motor; F, fitters; WA, waveform analyzer; HV, 
high vofiage supply; PMT, photomuttiplier tube. The dashed line indi­
cates a microphone coupled from the back. 

be normalized by the acoustic signals over 3 orders of mag­
nitude, regardless of experimental conditions. So, the cor­
relation between the chemiluminescence and the acoustic 
signals is also investigated here to evaluate the utility of the 
latter as an internal standard for quantitation. 

EXPERIMENTAL SECTION 
The schematic diagram of the experimental arrangement is 

shown in Figure 1. A pulsed excimer laser (Lumonics, Ottawa, 
Canada, Model Hyper EX 460) operating at the 308-nm XeCI 
transition was used. The size of the laser beam was confmed by 
either a 6 or a 10 mm diameter aperature. The laser energy was 
directly regulated by varying the operating voltage and was 
measured by an energy ratiometer (Laser Precision, Utica, NY, 
Model Rj-7200) with an energy probe (Laser Precision, Model 
Rap-734) right after the aperture. The pulse duration was about 
25 ns, and the pulse repetition rate was set typically at 1 Hz. The 
laser pulse-to-pulse fluctuation was found to be ±2% at an op­
erating voltage of 20 kV. The reproducibility deteriorates to ±5% 
at the minimum operating voltage of 16 kV. The laser energies 
used varied from 0.5 to 5 mJ. The laser beam was focused onto 
the sample surface by a 5 em diameter and 15 em focal length 
UV lens, which has been mounted in a micrometer translational 
stage so that the focusing condition can be precisely adjusted. 

The sample cell, made from a bar of 3 em X 3 em X 8 em brass, 
has a 2.5 em internal diameter X 8 em cylindrical chamber with 
three 2 em diameter side windows. A 0.5 in. diameter condenser 
microphone (Knowles, Franklin Park, IL, Model BT-1759) was 
attached to one of the side windows to measure the acoustic signal. 
The top of the cell (where the laser beam is introduced) and the 
other two side windows, one for emission measurement and the 
other for visual observation, were sealed with 3 X 3 X 0.2 (em) 
quartz plates by 5-min epoxy. The sample cell was mounted 
against an O-ring on the bottom to an aluminum chamber where 
a stepping motor (Hurst, Princeton, IN) was accommodated, so 
that the whole system could remain airtight. A fmely adjustable 
needle valve was connected to a gas islet of the sample cell to 
control the gas pressure. The vacuum was maintained through 
a two-stage glass diffusion pump. The sample cut to 1 X 1 X 0.1 
(em) was placed on top of the axis of the motor and right in the 
middle of the cell. The stepping motor, driven by a motor con­
troller (Hurst), was rotated at 0.1 deg/s to produce a new sample 
surface for each laser shot. 

To ensure interference-free spectroscopy, several pure materials 
were used: silicon wafer (99.999%, SEH, Inc.), germanium wafer 
(99.99%, Semiconductor Processing Co.), copper (>99.5%), and 
aluminum (>99.5%). Three reference standard aluminum alloy 
samples were purchased (National Institute of Standards and 
Technology, SRM 1256a, SRM 1258, and SRM 1241a containing 
9.2%,0.78%, and 0.16% of Si, respectively). Samples were 
polished by No. 600 gritpaper and cleaned by methanol before 
use. F2 (5% in Ne), SF, (99.99%), and NF3 (99.9%) were exam­
ined as chemiluminescence reagents. The 5 % SF, and 5 % NF 3 
were made with He as a buffer gas and stored in glass chambers. 

All gases were obtained from Matheson (Seacaucas, NJ) and used 
as received. 

The chemiluminescence emission was collected with a 1 in. 
diameter UV lens (focal length, 2.5 em) to assure better collection 
efficiency. Only the region of the plume 10-20 mm above the 
sample surface was imaged on the photomultiplier tube (PMT) 
to achieve spatial resolution and to avoid saturation by the intense 
plasma emission which was confined to a few millimeters from 
the surface. The PMT (RCA Electron Optics, Mount Joy, PA, 
ModellP28) used was more sensitive in the blue to UV region. 
The high-voltage power supply was normally set at 500 V. For 
SiF chemiluminescence detection, two 44O-nm interference fIlters 
were used to collect the A 22;-X2 .. band emission and to block most 
of the continuum background. The signal was directly sent to 
a waveform analyser (Data Precision, Davers, MA, Model D6000) 
with a 1.4-k!l terminator. The system capacitance is estimated 
to be less than 0.5 nF, providing a time constant below 0.5 pS. 

The peak area can be calculated in any selected time period by 
using the mathematical functions built into the waveform analyzer. 
The microphone signal was measured by an oscilloscope (Tek­
tronix, Inc., Beaverton, OR, Model 7904 and 7 A22) with a sensitive 
differential amplifier. 

To acquire the chemiluminescence spectra, a monochromator 
(Heath Co., St. Joseph, MI, Model EU-700) was used to replace 
the fIlters. A 10 em focal length borosilicate glass lens was used 
to match the {-number of the monochromator. The signal of the 
PMT was sent to a boxcar averager (EG&G Model 162 with Model 
164 gated integrator) in which the amplifier was gated at l-fi pS. 

An effective time constant of 1 s and a laser pulse rate of 20 Hz 
were used to obtain a reasonable signal-to-noise ratio. Plots were 
made on a strip chart recorder. The sample chamber and all the 
optical components were rigidly mounted on an optical table 
(Newport, Fountain Valley, CA, Model NRCXS-46). 

RESULTS AND DISCUSSION 

Chemiluminescence Spectra. Chemiluminescence of MX 
in the reaction of metal atoms with halogen or halogen-con­
taining compounds is by no means a rare event. However, 
we believe this represents the first investigation in a laser­
generated plume. When the sample cell was filled with 200 
mTorr of reagent gas (5% SF, in He), a strong bluish violet 
emission was observed on the top periphery of the plume 
produced by a laser shot on a silicon wafer. As the reagent 
gas pressure decreased, the emission region gradually ex­
panded to a few cubic centimeters in volume, and the emission 
became weaker and vanished for pressures around a few 
mTorr. When pure SFs was used, the expanded bluish violet 
emission could still be seen in the 10w-milliTorr range. As 
the pressure increased, the emission region was confined and 
became merged with the plasma emission zone, and eventually 
could not be distinguished from it. The use of NF 3 as the 
reagent gas led to no observable differences from SF s. How­
ever, the use of F2 (5% in Ne) showed a weaker emission, 
although the same color and similar pressure dependence were 
obtained. A reddish band was also present just above the 
plasma region, the intensity of which increased with increasing 
Ne pressure, that was identified as the Ne atomic emission 
(632 nm) since it also appeared in pure Ne buffer gas. Ger­
manium sample exhibits almost the same phenomenon as 
described above. However, the bluish violet emission could 
not be observed in either aluminum or copper samples in the 
presence of SF 6, NF 3, or F 2' Instead, a pale yellow emission 
was observed for aluminum samples when the three gases were 
used, and the intensity was in the order of NF 3, F 2, and then 
SF 6' The green atomic emission was predominant in copper. 

The fact that the bluish violet emission was not observed 
in aluminum and copper samples can exclude the reagent gases 
themselves as the corresponding emitters. If the chemilu­
minescence was produced by dissociation or excitation of the 
reagent gases in the laser plasma, the chemiluminescence will 
not depend on the solid media as long as a laser plasma was 
created. Since large amounts of reactive atoms are produced 
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Figure 2. Chemiluminescence spectra of metal monofluorides (a) SiF, 
(b) GeF, (c) AIF, (d) CuF. Resolution: (a,b) 0.3, (c) 3, and (d) 0.6 nm. 

in the laser plume, it is quite clear that the atoms may react 
with the reagent molecules to yield electronically excited 
products. 

Figure 2 shows the total emission spectra (i.e. without time 
gating) responding to (a) Si, (b) Ge, (c) AI, and (d) Cu in the 
presence of SF 6' In all cases, the spectrometer was scanned 

in the wavelength region of 350-600 nm, but only the regions 
with chemiluminescence were shown in the figures. The 
emission spectra appeared similar when F, or NF 3 was used 
as reagent. Since many of the metal oxides and metal fluorides 
possessing chemiluminescence reactions have been studied 
by beam-gas experiments, the emission bands can be easily 
identified by comparing with the literature. Their assignments 
are as follows: (a) SiF (A'~+-X'.".), (b) GeF (A,~+-X'.".), (c) 
AIF (a3.".-XI~+, b3~+-a3.".), and (d) CuF (CI."._XI~) (J7, 19, 
22, 23, 25, 26). It should be noted that all reactions produced 
monofluoride emission. 

One of the important features of laser-generated plumes 
is the extremely high temperature environment where large 
populations of species with high kinetic energy and reactive 
metastables can occur. Therefore, the study of chemilu­
minescence in a laser-generated plume may show interesting 
reaction pathways and unusual high energy state transitions. 
In a beam-gas experiment, Rosano and Parson were not able 
to observe the electronic transitions of monofluoride in Si + 
SF 6 reaction, where the Si atoms were thermally generated 
(34). Instead they reported the transition of dihalides in the 
reactions of Si, Ge, and Sn with SF" SF 6, and CIF 3' It is not 
surprising since the formation of difluorides is highly exo­
thermic (around 130 kcal/mol), enough to reach the 3BI state 
of MF, around 75 kcal/mol. 

From the reported bond strengths, the reactions of Si and 
Ge with SF6 are exothermic by 67 and 47 kcal/mol, and with 
SF, are exothermic only by 44 and 24 kcal/mol, respectively 
(35). The energies required to reach the first electronically 
excited A state of SiF and GeF are 65 and 66 kcal/mol. Thus, 
the transitions of monofluorides may not be observed. 

In a laser-generated plume, however, the large kinetic energy 
and the existing metastable states will provide extra energy, 
so the reaction schemes 

M + SF 6 ~ MF* + SF 5 

MF* ~ MF + hv 

(b) 

are energetically accessible. In fact, Verdasco et al. have 
studied the reaction of metastable Ca*(3P) with SF 6 and ob­
served A'.". and B'~+ excitation of CaF. There, the metastable 
atoms were produced by heating and then further excited by 
a direct current discharge (36). 

In particular, it is worth noting that the spectra of SiF 
obtained here show vibrational structure, and the highest peak 
corresponds to the v(O,O) transition. This agrees with ref 25 
and 26, but is in variance with ref 17, where one finds an 
essentially continuous spectrum. This is because the excitation 
and relaxation mechanisms in the different studies are dif­
ferent. 

Reagent Gas Pressure Dependence. If the chemilu­
minescence is first order relative to the reagent gas pressure, 
it can be described by the following equation: 

(1) 

where I is the integrated intensity of the emission, p is the 
reagent gas pressure, and a is an attenuation factor related 
to the total cross section for removal of atoms before entering 
the viewing region (17,37,38). The emission of SiF (440 nm) 
was studied as a function of SF 6 pressure over 0.5--30 mTorr 
(10-660 mTorr, 5% SF6 in He). The plot of emission intensity 
against the pressure of SF 6 is shown in Figure 3. The solid 
curve represents the best fit curve of eq 1, with an a value 
of 0.1. These results indicate the reaction is first order relative 
to the reagent gas pressure. 

The chemiluminescence temporal peak positions were also 
evidence supporting reaction scheme b. Figure 4 shows a set 
of SiF emission signal traces for pressures of 10-4 to 5 Torr 
(5% SF6). As the pressure decreases, the peak maximum shifts 
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Figure 3. Chemiluminescence signal of SiF vs SF, pressure: (0) 
experimental data; (solid curve) simulation of eq 1. 

o 5 

(u S) 

10 

Figure 4. Peak shift of SiF chemiluminescence with pressure (SFs 
5'1:,): trace 1, 5 Torr; trace 5, 0.1 Torr; trace 10, 10-4 Torr. 

from 1 to 6 MS, The peak corresponds to the amount of SiF* 
in the 1-2-cm viewing zone above the surface. This shift is 
expected if reaction is directly with SFs. At high pressures, 
most of M reacted before entering and only small amounts 
of the luminescence species appeared in the viewing window, 
resulting in a small, early peak. At low pressures, many atoms 

Figure 5. Dependence of acoustic signal on buffer (He) gas pressure. 

passed into the window without reaction, resulting in a late, 
broad peak. The signal at the left edge of each trace is the 
plasma emission. Since that is well separated from the 
chemiluminescence, temporal discrimination can be imple­
mented. 

Laser Power Dependence. Since the reagent gas may 
dissociate in the laser plasma before the chemiluminescence 
reaction, the following mechanism is still possible: 

SFs ~ F + SFs 

SFs ~ F + SF. 

M+F~MF* 

MF* ~MF +hv 

(c) 

If this mechanism dominates, the emission intensity should 
have a high-order dependence on laser power, because both 
the silicon and the reagent species are produced by the laser. 
However, if the chemiluminescence signal is directly pro­
portional to the amount of silicon atoms, this reaction scheme 
must be unimportant. 

In order to account for the amount of material generated 
at different laser powers, the acoustic signal was utilized as 
an internal standard. This has been demonstrated earlier for 
atomic emission measurements (33). 

Figure 5 shows the acoustic signal dependence on buffer 
gas pressure. The data continues to 72 Torr with the acoustic 
signal staying constant at 170 units. This indicates that the 
gas coupling efficiency of the sound wave to the microphone 
has reached a plateau at around 1 Torr. Figures 3 and 5 show 
that the reagent gas, SF 6, must be mixed with an inert gas 
to optimize both chemiluminescence and acoustic detection. 
Figure 6 presents the typical acoustic waveforms generated 
by a 3-mJ laser pulse at cell pressures of (a) 200 mTorr and 
(b) 50 Torr. Sound can be transmitted by gas collisions and 
also by the solid media. At low pressures, the solid media 
(sample, sample mount, and cell body) transfer should be 
prevalent. The nice harmonic decay is characteristic of the 
microphone diaphragm, slightly damped. The acoustic fre­
quency (ringing pattern) was found to be independent of cell 
pressures at low pressure. In contrast, the waveform became 
irregular at high pressures. It can be explained on the basis 
of sound wave reflection, which is complicated by the irregular 
cell geometry. The gas coupling signal is very likely added 
to the solid transferred signal as the composite value observed 
in b. The first peak appeared at about 90 MS, which is invariant 
when the cell pressure is changed. This peak height was thus 
used in this study as the acoustic signal. 

Figure 7 is a plot of the chemiluminescence intensity of SiF 
(440 nm) vs acoustic signal for a cell pressure of 150 mTorr, 
where chemiluminescence was determined by area and the 
acoustic signal was measured as the first peak height. Figure 
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(a) 

(b) 

Figure 6. Acoustic wave for (a) cell pressure of 200 mTorr (X = 1 
ms per division, Y = 20 mV) and (b) cell pressure of 50 Torr (top, X 
= 0.5 ms; bottom, X = 0.1 ms, Y = 50 mV). 

Figure 7. Chemiluminescence signal of SiF vs acoustic signa! at a cell 
pressure of 150 mTorr. 

7 manifests a linear relation over a nearly BO-fold change in 
chemiluminescence, except at low signal levels where uncer­
tainties in integrating the signal become large. For 17 data 
points between 0.2 and 54 m V for the acoustic signal, a cor­
relation r' = 0.992 was found. The results have two impli­
cations. First, the luminescence was produced by the reaction 
of atoms with reagent gas directly and not with F atoms 
dissociated from the fluorine-containing compounds. The data 
in Figure 7 was produced over a large range of laser powers, 
and the chemiluminescence signal only depends on the amount 
of Si produced. Second, the acoustic signal may be used as 
an internal standard in chemiluminescence detection for 
quantitation to improve precision. 

Laser Microprobe Analysis. In comparison with atomic 
emission, chemiluminescence occurs after a relatively long time 
delay. The Si atomic emission peak occurs at about 1.2 /,s 
with peak width of 0.6 /,S, while chemiluminescence lasts for 
about 30 /,s. It was found that the area determined by in­
tegrating from 3 p.s onward showed better signal-to-noise ratio. 
An improvement of SIN of 6 was obtained over atomic 

emission, when the Si (390.5 nm) atomic emission and SiF (440 
nm) chemiluminescence were compared. The chemilu­
minescence background was measured with inert gas but 
without SF 6' 

We studied the chemiluminescence determination of Si in 
aluminum alloys with acoustic signal as an internal standard. 
For the SRM samples studies, linearity was found over the 
range 10%-0.1 % Si. Two 440-nm interference filters were 
used, and the cell pressure was maintained at 150 mTorr with 
5 % SF 6 in He. The laser pulse energy used was 2.7 mJ so that 
the amount of material vaporized could be kept in the low 
nanograms. The volume of material removed was estimated 
by measuring the size of the crater with an electron micro­
scope, and the weight removal was calculated from the density 
of the sample. Twenty nanograms of sample is typically 
removed within a range of ±50%, for laser energies of 2.7 rnJ 
±5%. The mass detection limit of Si was in the 10-11 grange 
based on the 0.1 % concentration limit of detection estimated 
from direct observation (oscilloscope trace). These results are 
very good in laser microprobe analysis. They are worth 
comparing with atomic absorption detection of Si, in which 
the limits of detection reported were only 1 % and 10-7 g. 
Quantitation by chemiluminescence with acoustic signal 
normalization was quite satisfactory at approximately ±5%, 
in contrast to ±20%-30% without normalization. 
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Measurement of the Rate of Oxidation of Iodide by Iron(lll) 
Using Solvent Extraction 
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A rapid-stir cell with porous Teflon phase separator and 
spectrophotometric detector Is used to monitor the extraction 
of I, Into chloroform during the oxidation of 1- by Fe3+. The 
observed absorbance (A) versus time (t) curve Includes 
contributions from the chemical reaction Itsell, from mass 
transfer of Iodine, and from Instrument band broadening. 
Mathematical deconvolution of the measured A versus t curve 
with an Impulse response function obtained by Injecting 13-

makes It possible to obtain the curve for the chemical reac­
tion. (Pseudo)-flrst-order rate constants were measured as 
a function of [1-)' to obtain the third-order rate constant, 
which agreed with literature values. (Pseudo )-flrst-order rate 
constants as high as 0.4 S-1 were measured, and It Is esti­
mated that redUCing Instrument band broadening would permH 
the measurement of first order rate constants as high as 2 S-1 

(I.e. t 112'" 0.4 s). 

INTRODUCTION 
Solvent extraction of a colored ion-pair (J, 2) or metal­

ligand complex (3) followed by a photometric measurement 
is an important technique in both manual and automated (4) 
analytical determinations. Solvent extraction is also exten­
sively used in industry, especially in the recovery and puri­
fication of metals (5). The synthetic technique of "phase­
transfer catalysis" is a third major area in which solvent ex­
traction principles are important (6). In all of these cases a 
chemical reaction accompanies the transfer of solute from one 
phase to the other. The chemical reaction can be homoge­
neous, if it occurs in one of the bulk liquid phases, or it can 
be heterogeneous, if it occurs at the liquid-liquid interface 
and involves at least one interfacially adsorbed reactant (7). 
It is important to be able to measure the rate of the chemical 
reaction in all of these systems. 

In a typical experiment, the concentration of product in the 
organic phase, Co, is monitored as a function of time, t. The 
observed Co vs t curve reflects three independent processes: 
the chemical reaction rate, the solute mass transfer rate, and 
the instrument band broadening (8, 9). Expressed in terms 
of variances (Le. second statistical moments, i') the variance 
of the observed, overall curve, o}, is given by 

(1) 

where ITR' is due to the chemical reaction, ITM2 is due to mass 
transfer, and ITJ' is due to instrument band broadening (9). 
Thus, in order to directly measure the rate of the chemical 
reaction, it is necessary to have ITR2 much greater than ITM2 + 

ITt If ITR' is only slightly greater, equal to, or even smaller 
than ITM2 + ITI2, then it is necessary to use mathematical de­
convolution in order to separate the chemical reaction con­
tribution from the contributions of mass transfer and in­
strument band broadening. However, deconvolution will be 
successful only if ITR' is not too much smaller than ITM' + IT12. 

Since ITR' is inversely related to the rate of the chemical re­
action, it is a general conclusion that in order to measure the 
rates of faster chemical reactions it is necessary to design the 
experiment so as to reduce (JM2 + at 

The "rapid-stir" experiment in which one phase is dispersed 
in the other under turbulent conditions is a particularly at­
tractive technique to measure the rates of relatively fast ho­
mogeneous chemical reactions because the mass transfer rate 
can be made quite high (8, 10). In fact it has been found that 
in a well-designed rapid-stir device with a small hold-up 
volume, ITM' can be made an order of magnitude smaller than 
ITJ2 so that instrumental band broadening, rather than mass 
transfer, imposes the upper limit on the chemical reaction rate 
that can be accurately measured. 

In the present work we have used a previously described 
rapid stir cell with remote sample injection, porous Teflon 
phase separator, and low hold-up volume (9) to study the rate 
of the homogeneous oxidation of 1- by Fe'+ in the aqueous 
phase, by monitoring the rate of appearance of I, in the 
chloroform phase. One purpose of this study is to discover 
the upper limit of reaction rate that can be measured with 
this improved rapid-stir apparatus. 

EXPERIMENTAL SECTION 
Apparatus. The rapid-stir cell has previously been described 

and characterized (9). The phase separator consisted of two layers 
of 1.3 em diameter by 0.0055 in. thick, 5-10 p.m pore size porous 
Teflon (Zitex, No. E60-6122, Chemplast, Wayne, NJ). The cell 
was thermostated at 20.0 ± 0.1 °C. The variable wavelength 
photometric detector (UV 50, Varian Associates) was set at 520 
nm to monitor the absorbance of the chloroform phase flowing 
through it. The detector signal was acquired on an IBM-XT 
microcomputer which was interfaced to the detector via a Lab 
Master ADC interface board (TM-40-PCL, Tecmar, Cleveland, 
OH). 

Reagents and Solvents. All water was demineralized, distilled, 
and fmally distilled over alkaline permanganate. All solvents and 
chemicals were reagent grade. Chloroform (Caledon Laboratories, 
Ltd.) was washed with distilled water prior to use. A 1.00 M 
potassium iodide stock solution was prepared in water that had 
been purged with nitrogen. Solutions of 1.00 M KNOa, 0.100 M 
Fe(NO.ls, and 0.20 M HNOa were prepared in water. A solution 
of 0.0166 M KI. was prepared by combining 5.00 mL of 0.100 M 
Fe(NO.ls, 5.00 mL of 1.00 M KI, 2.00 mL of 0.20 M HNO., and 
3.00 mL of water. 

0003-2700/89/0361-2562$01.50/0 © 1989 American Chemical Society 
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Table I. Data and Results for the Measurement of (Pseudo)-First-Order Rate Constant (Terms Defined in Text) 

WJ,.o,M 

0.0200 
0.0500 
0.0800 
0.100 
0.150 
0.200 

[I-J, •• , M 

0.019 
0.049 
0.079 
0.099 
0.149 
0.199 

[r-]"d, M 

0.0199 
0.0497 
0.0795 
0.0995 
0.1492 
0.1991 

, [Fe(III) J,.o = 1.00 X 10-3 M for all experiments. 

18 24 

Time (5) 

aFeS+ 

0.84 
0.85 
0.87 
0.88 
0.90 
0.93 

30 

Figure 1. Absorbance in the chloroform phase vs time: (A) for in­
jection of Fe3+ into 0.200 M 1-, (C) for injection of 13- into 0.200 M 
1-, and (B) aiter deconvolution of curve A with the IRF from curve C. 
Each curve is normalized by its own A,=. value. 

Procedure. The chemical reaction between 1- and Fes+ was 
studied as follows: First, 100 mL of chloroform was placed in the 
extraction cell. Then aqueous stock solutions of KI, KNOs, and 
HNO, were pipetted into the cell along with water to give 99 mL 
of a 0.050 M HNOs aqueous phase that had an ionic strength of 
0.300 M and contained either 0.020, 0.050, O.OBO, 0.100, 0.150, or 
0.200 M KI. While the solutions were stirred at 2300 rpm and 
the chloroform phase was pumped through the detector at 1.0, 
mL/min, a volume of 1.00 mL of aqueous 0.100 M Fe(NOs)s was 
injected to initiate the reaction. 

In another experiment the initial aqueous and organic phases 
in the extraction cell were the same as described above, but the 
solution injected was 1.00 mL of aqueous 0.0166 M KIs. Data 
from this experiment were used to generate the impulse response 
function (IRF) required for deconvolution. 

Deconvolution. All observed absorbance (A) vs time (t) 
profiles exhibited a distorted sigmoidal shape (e.g. Figure 1). 
Deconvolution was performed to obtain the A vs t profile asso­
ciated with only the chemical reaction between 1- and Fes+, free 
of contributions from both mass transfer of 12 and instrument 
band broadening. The process was as follows: The sample A vs 
t prome (e.g. Figure 1A) was differentiated and smoothed to obtain 
a peak. Next, the ,A vs t prome from the injection of KIs (e.g. 
Figure 1C) was inverted as described previously (8) in order to 
obtain the IRF. Fast Fourier transforms (FFT's) were taken of 
the peak-shaped sample function and of the IRF, the former was 
divided by the latter and the resultant was subjected to inverse 
FFT to yield the peak-shaped function which was then integrated 
to give the desired A vs t profile (e.g. Figure lB). Calculations 
were performed on an IBM-XT microcomputer using programs 
written in ASYST (MacMillan Software Co.). 

RESULTS AND DISCUSSION 
The oxidation of 1- by Fes+ has been chosen for study for 

several reasons: (i) it has a complex reaction mechanism 
exhibiting a third-order rate law and a retardation effect but, 
nevertheless, can be made (pseudo) first order under suitable 
experimental conditions; (ii) one product (12) can be extracted 
into chloroform; (iii) the (pseudo)-first-order rate constant can 
be varied over a range of values. 

first-order rate 
F,. A, •• % reaction at t = d constant, S-1 

0.84 0.40 10 0.0057 ± 0.0002 
0.67 0.35 26 0.0299 ± 0.0016 
0.56 0.29 46 0.0695 ± 0.0023 
0.51 0.27 54 0.133 ± 0.001 
0.41 0.21 76 0.259 ± 0.001 
0.34 0.17 90 0.423 ± 0.037 

Oxidation of 1- by Fes+. The thermodynamic equilibrium 
constant for the reaction 

(2) 

at zero ionic strength is 3.8 X 102 at 25°C (11). This corre­
sponds to a concentration equilibrium constant at ionic 
strength 0.3 of about 1.0 X 102• At the excess concentrations 
of 1- used in the present work, reaction 2 can be considered 
to be quantitative at equilibrium so that only the forward 
reaction rate needs to be considered. Also, reaction 2 is 
followed by a very rapid reaction to form Is-ion 

12 +1-",,13- (3) 

for which the second-order forward rate constant is about Will 
L-mol-1's-1 (12). In the presence of chloroform 12 extracts from 
the aqueous phase 

(4) 

Reactions 3 and 4 define the distribution of iodine in the 
zero oxidation state, 10, when the system has reached equi­
librium. The absorbances of the chloroform phase that are 
observed when equilibrium has been reached (At=.) are 
presented in column 6 of Table I. The equilibrium constants 
for reactions 3 and 4 were measured as follows. It can be 
shown that 

where KO•1, is the distribution coefficient for 12 between 
chloroform and aqueous phase corresponding to reaction 4, 
Kr,l, is the formation constant for 13- in the aqueous phase 
corresponding to reaction 3, and AMAX is the absorbance that 
would be obtained if all of the JO formed at equilibrium were 
present as 12 in the chloroform phase. Equation 5 suggests 
that a plot of 1/ A t == vs WJt== will be linear. For the data 
in Table I such a plot was linear with a slope of 19.0 ± 0.9 
standard deviation and an intercept of 2.0 ± 0.1 standard 
deviation. The ratio of the slope to the intercept of this plot 
is the quantity Ku,(l + KO,I)-l. We independently measured 
the value of KO,I, to be 75 ± 2 by equilibrating a 5 X 10-4 M 
solution of 12 in chloroform with a 0.050 M HNOs aqueous 
phase that had an ionic strength of 0.300 and contained no 
1-. Combining this value of Ko;, with the value of 9.5 for the 
ratio of slope/intercept for the above plot yields a value of 
(7.2 ± 0.7) X 102 for Kr,ls' This is in agreement with the 
literature value of 7.4 X 102 at 20°C (13). 

The rate of the oxidation, reaction 2, depends on ionic 
strength, pH, presence of complexing anions, and concen­
tration of Fe2+, as well as on concentrations of Fes+ and 1- U1, 
14-16). At [H+J above about 0.02 M the rate is independent 
of pH (16). The observed rate law is 

-d[Fe3+] k, [Fe3+] WJ2 
(6) 

-d-t- = 1 + k
2
([Fe2+J/[Fe3+J) 

in which k, is a constant and k2 depends on the concentration 
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of 1- (13, 15). If the rate of reaction 2 is measured by mon­
itoring the rate of formation of 12, then it can be shown, by 
rearranging eq 6, and employing the stoichiometric relation­
ship in eq 2, that 

d[IOl k 
cit = 1 +1 R W]2([I°l,=oo - [1°]) (7) 

where 

(8) 

and [1°1'=00 is the concentration of all species of iodine in the 
zero oxidation state formed upon complete reaction. Because 
k2 is a function of W], R depends on Wj as well as on 
[Fe2+j/[Fe3+j. Therefore, kinetic studies of this reaction are 
usually done by measuring its "initial rate", which is always 
found strictly to follow a third-order rate law because R « 
1 at the beginning of the reaction. 

Since reaction 3, which occurs after reaction 2, is fast, it 
has no effect on the overall reaction rate. Also the rate of 
extraction of 12, once formed, is what constitutes the mass 
transfer rate in this system and is not part of the chemical 
reaction rate. 

In the experiments discussed below the initial concentration 
of Fe(III) is always 1.00 X 10-3 M while the initial concen­
tration of 1- is varied from 0.0200 to 0.200 M (Table I). Al­
though the chemical reaction takes place homogeneously in 
the aqueous phase, its rate is measured by photometrically 
monitoring the concentration of 12 in the chloroform phase. 
The fraction of 1° formed which is extracted, F 1", is given by 

75 

1 + 75 + (7.2 x 102)Wl 
(9) 

The quantity FlO varies from 0.84 to 0.34 for [1-] between 
0.0200 and 0.200 M, respectively, as shown in column 5 of 
Table 1. For purposes of measuring the rate of reaction 2 it 
does not matter what fraction of iodine extracts, but it is 
important that the fraction extracted remains constant during 
a given reaction. Because 1- is present in excess, this condition 
is met. For example, in the worst case, with the lowest initial 
concentration of'I-, the fraction extracted varies from the value 
of 0.84 by less than 1 % relative, over the whole course of the 
reaction. 

There is a further consequence of the fact that Wl remains 
constant during the reaction. When R « 1, eq 7 has the form 
of a (pseudo)-first-order rate law with the rate constant k l WJ2. 

Extraction Rate. If the time required for mass transfer 
of 12 were zero (which it is not), then the rate of change of 12 
concentration in chloroform d[I2]o/dt would be the same as 
the rate of change ofIo in the whole system, d[IO]/dt. Since 
12 is the only light-absorbing species in chloroform, the rate 
of change of absorbance (A) in the chloroform phase is also 
a measure of the rate of reaction 2 and dA/ dt can be sub­
stituted for d[IO] / dt. The result of deconvolution is to 
"remove" both the effect of the time required for mass transfer 
of iodine and the effect of instrument band broadening. Thus, 
dA/ dt for the deconvolved absorbance vs time data is a 
measure of the rate of the chemical reaction 2. Curve B in 
Figure 1 shows the deconvolved A vs t profile associated with 
the chemical reaction carried out in the presence of 0.200 M 
I-. In Figure 2, Curves A through F are the deconvolved A 
vs t profiles for the chemical reaction carried out in the 
presence of various Wl. Each curve in Figure 2 has been 
normalized by dividing all of its absorbance values by its 
equilibrium absorbance (A,=oo)' 

The upward concave shape seen during the first couple of 
seconds in these profiles probably arises, at least in part, as 
an artifact of smoothing the observed curve before taking its 
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Figure 2. Absorbance in the chloroform phase vs time for the 
chemical reaction (after deconvolution). Concentration of r is (A) 
0.020, (B) 0.050, (C) 0.080, (D) 0.100, (E) 0.150, and (F) 0.200 M. Each 
curve is normalized by its own At =<» value. 

derivative and deconvolving it. Smoothing was necessary since 
noise has a deliterious effect on deconvolution. The upward 
concave curvature might also arise in part from an uncom­
pensated lag time associated with diffusion through the N ernst 
diffusion layer (8,9), as follows: The extraction is occurring 
in a "mixed regime" in which the extraction rate is controlled 
to a significant extent by both the chemical reaction rate and 
the mass transfer rate. When Fe3+ is injected it mixes rapidly 
by convection and coalescence / redispersion with the bulk 
liquid in the dispersed aqueous phase drops. There it begins 
both to react with I- in the bulk phase and to diffuse into the 
stagnant Nernst film, where it also reacts with 1-. Thus 12 is 
produced not only in the bulk aqueous phase but also in the 
Nernst film. In the presence of excess 1- the value of the 
(pseudo)-first-order rate constant does not depend on the local 
[Fe3+], so that the overall rate of production of 12 in the 
aqueous drop is independent of how much of the reaction 
occurs in bulk phase and how much in the Nernst film. 
However, deconvolution employs an IRF corresponding to 
extraction of 12 which comes from injected aqueous KI3• This 
IRF should compensate for the time required for 12 produced 
in the bulk aqueous phase to diffuse across the Nernst film, 
under both steady-state and non-steady-state (i.e. lag time) 
conditions but might not correctly compensate for 12 produced 
in the Nernst film. The net effect could be an additional 
uncompensated lag time. Whatever its origin, the upward 
concavity in the early part of the deconvolved A vs t profile 
precludes the use of data from the very early part of the 
reaction. 

In Figure 3, curves A through F are plots of In (A,=.(A,=. 
- Atl) vs t for the corresponding data in Figure 2. For a 
first-order chemical reaction such a plot would be linear. The 
curves in Figure 3 are characterized by three sections. The 
initial upwardly concave section in the first few seconds arises 
for reasons discussed above in connection with Figure 2 and 
does not contain readily usable information. The second 
section, seen at longer times, is linear and corresponds to the 
(pseudo)-first-order rate of reaction 2 that is observed when 
R «1. In column 8 of Table I are presented the values of 
the (pseudo)-frrst-order rate constant obtained at various [1-]. 

The third section of the curves in Figure 3 which is observed 
at still longer times is characterized by a downward curvature. 
In columns 1, 2, and 3 of Table I are presented the values of 
Wl,=o' Wl,=., and [I'l'=d' which correspond respectively to 
the initial concentration, the concentration when the reaction 
is completed, and the concentration at time d, above which 
the curves in Figure 3 exhibit significant downward curvature. 
Comparison of the squares of these iodide concentrations, as 
required by eq 7, shows that the deviation from (pseudo)-
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straight line (r = 0.996) had a slope of 11.2 ± 0.5, which is the 
third-order rate constant, k 1• This is close to the value of 10.6 
obtained when FeNOs'+ is assumed to be redox-active, as 
discussed above. Thus, whether FeNOl+ is assumed to be 
redox-active or not the calculated value of kl is little-affected 
and, importantly, the agreement of the kl that we have ob­
tained by the solvent extraction method with literature values 
attests to the accuracy of this method of measuring homo­
geneous reaction kinetics. 

"-----' 
Z C 

--' 1.2 

B 

A 

6 18 30 42 

Time (s) 
Figure 3. "First-order" kinetic plots of the data from Figure 2. Dashed 
lines extend the linear (pseudorfirst-order section of the curve. 

first-order behavior occurs where W]"=d is, at most, only 1 % 
smaller than W]2,=o' Thus, the deviation from linearity is not 
due to a decrease in [1-] in the (pseudo)-first-order rate COn­
stant, kl W]2. Rather, it is due to the fact that R has increased 
above the point where it is much smaller than 1. This, in turn, 
is due to the increase in [Fe'+]/[Fe3+] (eq 8). During the 
course of a reaction k, in eq 8 remains constant because W] 
remains essentially constant. The value of k, has been shown 
to be smaller at higher 1- concentrations (13, 15). Thus, for 
reactions carried out with a higher W] the value of R at any 
percent reaction is smaller so that (pseudo)-first-order con­
ditions are expected to prevail over a greater percentage of 
the reaction. This is confirmed by the entries in column 7 
of Table I which show that the curves in Figure 3 are linear 
to higher precent reaction in the presence of higher [1-]. 

When the (pseudo)-first-order rate constants are plotted 
vs W]2, a straight line (r = 0.997) with zero intercept (0.009 
± 0.008 standard deviation) results, as predicted from eq 7 
when R «1. The slope of this line (10.6 ± 0.4 L2 / (mol's» 
is the third-order rate constant k , . This value of kl at I' = 
0.30 and t = 20 °C is close to values reported in the literature. 
At 19-20 °C Fudge and Sykes found k, to be 23 at I' = 0.07 
and to be 7 at both I' = 0.16 and I' = 0.60 (15). 

Nitrate, which complexes Fe3+, is present in all of our ex­
periments at fixed concentrations ranging from 0.1 to 0.3 M 
At ionic strength 0.3 the complex formation constant, K FoN03, 

is about 0.7 (17), which means that in our experiments the 
fraction of Fe(Ill) present as the Fe3+ species is given by the 
expression 

[Fe3+] 1 

"'Fe'+ ~ [Fe(III)] = 1 + 0.7[N0
3
-] 

(10) 

Values of "Fe'+ are shown in column 4 of Table I where it can 
be seen that between 84 % and 93 % of Fe(Ill) is present as 
Fe3+. It is not known whether only the hydrated Fe3+ species 
Can act as an oxidant for 1- or whether the nitrato complex 
FeNOl+ can also perform that role and, if so, what the relative 
values of the rate constant k, would be for these two Fe(III) 
species (15, 16). Equation 7 implies that Fe3+ and FeNOr 
behave, kinetically, in an identical manner. Alternatively, if 
it is assumed that the other extreme case is true, that is that 
FeNOl+ is inactive as an oxidant for 1-, then eq 7 can be 
modified simply by multiplying the numerator term by "Fe'+' 

This makes the (pseudo)-first-order rate constant k1"Fe3+W]2. 
When we plotted the (pseudo)-first-order rate constants from 
column 8 of Table I vs the quantity "Fe,+[I-j2, the resulting 

Limitations. The oxidation of 1- by Fe3+ is an example 
of a homogeneous reaction in which both reactants are initially 
combined in the aqueous solution. The results of the study 
of this particular system allow one to answer the more general 
question, what is the maximum rate of any homogeneous 
(pseudo)-first-order chemical reaction that can be measured 
by solvent extraction? Equation 1 shows that the contribution 
of the chemical reaction is obtained by somehow removing 
the contributions of mass transfer and instrument band 
broadening. For the fastest rate measured in the present 
study, which was in 0.200 M 1-,0'0' was 19.8 s' and (O'M' + O'l) 
was 6.6 s', so that O'R' was 13.2 s'. For faster chemical reaction 
rates O'R' gets smaller and, in practice, will eventually become 
lost in the uncertainty in the difference between 0'0' and (O'M' 

+ O'l). The same conclusion can be drawn by comparing 
curves A and C in Figure 1. For faster chemical reaction rates 
curve A would be closer to curve C. Eventually the difference 
between the two curves would be lost in the noise, and de­
convolution would be impossible. It is, of course, the un­
certainty, or noise, rather than the absolute magnitude of two 
functions that imposes the limit on taking the difference of 
their variances or deconvolving them. 

If the relative uncertainty in 0'1' is independent of the 
absolute magnitude of O'l, then, since O'l » O'M' in this rapid 
stir instrument (9), reducing 0'1' would be the most effective 
way of making feasible the measurement of faster rates of 
chemical reaction. It was shown in previous experiments using 
this apparatus (9) that, for extractable compounds whose 
distribution ratio is very large so that they are quantitatively 
extracted, the value of O'M' is on the order of 0.3 s'. If in­
strument band broadening could be eliminated completely 
then, since there should he no difficulty in accurately obtaining 
by deconvolution the A vs t curve associated with a chemical 
reaction for which the variance O'R' is about equal to O'M" it 
should be possible to measure rates of chemical reactions for 
which O'R' ;:: 0.3. This corresponds to a (pseudo)-first-order 
rate constant of about 2 S-l (t,/, '" 0.4 s). The likelihood of 
reducing the magnitude of O'M' by more rapid stirring is not 
promising both because drop diameter seems to reach a lower 
limit at high stirring rates and because the thickness of the 
Nernst diffusion film is not readily reduced below about 0.002 
em in a rapid stir system (8, 9). 

Other Reactions_ We have so far considered only the case 
in which both reactants start out in the same (i.e. aqueous) 
phase. However, solvent extraction is often used to measure 
the rate of metal-ligand reactions by combining a solution of 
the metal ion in water with a solution of the ligand in a 
water-immiscible organic solvent. What is the maximum rate 
of such a reaction that can be followed by solvent extraction? 
Two limiting cases can be imagined. In the first case, the 
ligand is essentially insoluble in the aqueous phase so that 
the metal ion reacts heterogeneously with ligand adsorbed 
at the liquid-liquid interface. In this case the processes giving 
rise to O'R' and O'M' can still be treated as independent of one 
another (7) and, when the ligand is present in large stoi­
chiometric excess, (pseudo)-first-order reaction conditions 
prevail and deconvolution can be used to measure the rate 
of such heterogeneous reactions with rate constants as high 
as about 2 S-I. 
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In the second case, the ligand starts in the organic phase 
but has a reasonable solubility in the metal-ion-containing 
aqueous phase and the metal-ligand reaction takes place in 
the aqueous phase. Here, the rates of the mass transfer 
processes and chemical reaction cannot be treated as inde­
pendent of one another. (fM2 and (fR2 are not independent. 
A suitable impulse function for deconvolution cannot be ob­
tained and the rate of a chemical reaction occurring in the 
presence of a comparably fast mass transfer cannot be ob­
tained by deconvolution. In this mixed regime the chemical 
reaction rate is, in fact, difficult to measure in any way by 
solvent extraction alone (7). 

In contrast to this variable situation regarding the role of 
mass transfer with various classes of chemical reaction, the 
contribution of instrument band broadening will always be 
independent of both mass transfer and chemical reaction so 
that deconvolution with a suitable IRF (8, 9) can be used to 
remove it, subject to the limitations of signal noise discussed 
above. This is fortunate since in current instrument design 
it is instrument band broadening, rather than mass transfer, 
which imposes a practical limit on the magnitude of chemical 
reaction rates that can be measured by rapid stir solvent 
extraction. 

Registry No. r, 20461-54-5; Fe'+, 20074-52-6. 
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Pulsed Amperometric Detection of Glucose in Biological Fluids 
at a Surface-Modified Gold Electrode 

Dilbir S. Bindra and George S. Wilson* 

Department of Chemistry, University of Kansas, Lawrence, Kansas 66045 

A nonenzymatic glucose sensor that utilizes permselectlve 
membranes to achieve the selectivity required for screening 
glucose In biological fluids has been described. Interference 
from endogenous oxidizable substances such as amino acids, 
urea, ascorbic acid, and uric acid, as well as the effect of 
chloride and proteins on glucose response, Is studied by using 
flow Injection analysis. A set of membranes made of Nallon 
perfluorlnated membrane and collagen, when arranged In front 
of the working electrode (gold), result In slgnHlcant Improve­
ment In the system selectivity. Even at physiological pH, 
which Is far from being the optimum pH for pulsed ampero­
metric detection of carbohydrates, the sensor shows a good 
limit of detection (4-5 I'g of glucose Injected). 

INTRODUCTION 
The detection of glucose in biological fluids has long been 

essential in bioanalysis. As a result of development of the 
enzyme electrode by Clark (1) and by Updike (2), glucose 
detection based on the highly specific glucose oxidase catalyzed 
reaction has been the method of choice. Despite the specificity 
of the enzyme reaction, sensor response is influenced by the 
partial pressure of oxygen (a cosubstrate) in the medium and 
by the presence of electroactive interferents such as ascorbic 

* To whom correspondence should be directed. 

acid and uric acid. By the use of permselective membranes 
it has been possible to eliminate most of these difficulties but 
at some cost in sensor complexity (3). 

Glucose sensors based on direct oxidation of glucose at noble 
metal electrodes have been known for many years. Direct 
oxidation has been suggested as the basis for an implantable 
glucose sensor (4) or generally as a means for the detection 
of glucose in biological fluids. Glucose is not well-behaved 
electrochemically, and analysis based on the interpretation 
of current-voltage curves is complicated and time-consuming 
(5). Response is subject to electrode fouling by oxidation 
products (6) and to interference from amino acids, ascorbic 
acid, urea (7), and a variety of drugs such as acetaminophen. 
Moreover, chloride is known to have a significant inhibitory 
effect on glucose oxidation kinetics (5). 

In spite of the numerous difficulties mentioned above, direct 
oxidation of glucose can be made tractable by suitable con­
ditioning or modification of the sensing electrode. For ex­
ample, the application of multistep potential waveforms to 
the working electrode, which incorporates cleaning and ac­
tivation steps along with detection, has made possible rapid, 
sensitive, and reproducible measurements. This technique, 
known as pulsed amperometric detection, has proven useful 
for the measurement of a wide range of analytes separated 
by liquid chromatography (8). A recent study (9) has shown 
that a Cu-based chemically modified electrode yields a stable 
response over a considerable period of time without recourse 
to a potential pulse sequence. 

0003-2700/89/0361-2566$01.50/0 © 1989 Amencan Chemical Society 



ANALYTICAL CHEMISTRY, VOL. 61, NO. 22, NOVEMBER 15, 1989.2567 

In this paper we describe a pulsed amperometric sensor that 
is able to reliably measure physiological glucose levels without 
any prior sample separation or cleanup. The interferences 
are limited to a large extent by using suitable membranes that 
not only selectively control the diffusion of certain species, 
but also protect the electrode from coming in direct contact 
with biological fluid. 

EXPERIMENTAL SECTION 
Apparatus. The flow injection system consisted of a Shimadzu 

Model LC-6A pump and SCL-6A controller, Waters Associates 
Model nOB autosampler, a Princeton Applied Research Model 
400 electrochemical detector, and a flow-through thin-layer 
electrochemical cell consisting of single gold working electrode 
(MPI300), Pt counter electrode, and Ag/ AgCI (saturated KCI) 
reference electrode. The detector output was processed by a 
Shimadzu CR 4A integrator, the peak area being used as the basis 
for analysis. The P ARC Model 400 is designed to apply a re­
peating sequence of three applied potentials to the electrochemical 
cell according to a specified timing sequence. 

Materials. All solutions were prepared from analytical grade 
chemicals with water from a Barnstead Nanopure II system. All 
buffers were refiltered through a 0.45-l'm filter after preparation. 
L-ascorbic acid solutions were prepared just before use, as ascorbic 
acid is subject to oxidative decomposition in solution. Soluble 
Nafion (5% by weight in 90% lower aliphatic alcohols and 10% 
water) was obtained from Aldrich Chemical Company, Milwaukee, 
WI. The collagen and cellulose acetete (MW cutoff 12000--14000) 
membranes were supplied by YSI, Yellow Springs, OH, and 
Viscase Corporation, Chicago, IL, respectively. Normal control 
serum was obtained from Ortho Diagnostic Systems, Inc., Raritan, 
NJ. Normal human serum was also used and was obtained from 
Lawrence Memorial Hospital, Lawrence, KS. 

All measurements were performed in 0.1 M phosphate buffer 
(PB), pH = 7.4, unless specified otherwise. Samples for the glucose 
recovery experiment were prepared by adding appropriate 
amounts of glucose (50-500 mg/ dL) to control serum or human 
blood serum. These samples were diluted 1:5 with 0.1 M phos­
phate buffered saline (PBS), pH = 7.4 (100 mequiv /L NaCI), 
before injecting. 

Nafion Coating. A Nafion membrane was cast over the 
working electrode by spreading a thin layer of Nafion solution 
on the clean and dry surface of the Kel-F block holding the 
electrode. Exactly 50 I'L of the Nafion solution was placed over 
the electrode and was spread with a brush over the whole flow 
channel (2.5 X 0.8 cm) including the gold electrode surface. The 
electrode was then left to dry at room temperature overnight. The 
thickness of the N afion film was roughly estimated as 2-3 I'm 
by using a density of 1.58 grn/cm' for Nafion film (10). A precast 
collagen (100 I'm thick, dry state) or cellulose acetate (30 I'm thick) 
membrane was used for the outer protective layer. The Teflon 
gasket (spacer) was replaced on top of the membranes before 
reassembling the cell. 

The three-step potential sequence for the detection of glucose 
at a gold electrode has been optimized elsewhere (11, 12) and was 
adopted without any major modifications. In general, the choice 
of potentials is determined from the current-potential response 
curve of the analyte of interest. A sequence consisting of a 
detection potential (+100 mY, 0.499 s), an oxidative cleaning 
potential (+650 m V, 0.249 s), and a cathodic reactivation potential 
(-800 m V, 0.166 s) was used for all experiments. As the time 
period for completion of one cycle is less than 1 s, the detection 
is essentially continuous as in direct current (dc) amperometry. 

RESULTS AND DISCUSSION 
Glucose Calibration Curves. The choice of 0.1 M PB, 

pH = 7.4, as the mobile phase was made to be consistent with 
physiological pH even though the optimal condition for 
measurement is pH = 12-14 (11). The protective membranes 
are, moreover, not stable at such pH extremes. The function 
of these membranes is discussed in the next section. 

The background current for a freshly polished gold electrode 
took around 3 h to reach a steady-state value after initial 
application of the pulse sequence. This coincides with the 
time it took for the sensor to produce a reproducible response 
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(0) after initial application of the pulse: sample injected, 30 ILL of 25 
mg/dL glucose in 0.1 M PB, pH = 7.4. 

Q) 

'" " o 
0-

~ 

'" 1 0.1 JlA 

10 20 30 
Time (min) 

Figure 2. Mu~iple flow injection peaks for glucose: sample injected, 
30 III of 60 mg/dL glucose; mobile phase, 0.1 M PB, pH = 7.4 at 0.25 
mL/min; working electrode, gold covered with Nafion and collagen. 

to a given amount of glucose injected repeatedly (Figure 1). 
This phenomenon has been explained previously as being due 
to the continuous microscopic roughening of the electrode 
surface (until a constant area is obtained) by alternate for­
mation and removal of surface oxide through electrochemical 
pulsing (13). However, reported times for background sta­
bilization were only 5-10 min when 0.2 N NaOH was used as 
the mobile phase (13). Presumably the physiologic medium 
conditions do not favor formation and the subsequent re­
duction of the deposit formed. 

The glucose response was found to be linear within the 
physiological range. The detection limit was approximately 
25 nmol in a 30-I'L sample (4.5ILg of glucose) for SIN = 10. 
The reproducibility of the sensor response was evaluated by 
repetitive injection of the 30-ILL sample. Ten injections were 
used to calculate a relative standard deviation of 1 %. Multiple 
flow injection peaks obtained with a modified electrode are 
shown in Figure 2. A flow rate of 0.25 mL/min was selected, 
as it provided a good compromise between the sensitivity and 
the speed of analysis. The sensor response was found to be 
stable for at least 1 week. 

Effect of Chloride. Figure 3 shows the effect of increasing 
chloride concentration in a glucose sample on the oxidation 
current for a bare gold electrode and a Nafion-coated gold 
electrode. About 80% ofthe response was lost for the bare 
gold electrode at physiological concentrations of chloride. 
Even though the variation in chloride ion concentration within 
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Table I. Results of Glucose Recovery from Control Serum 
for Different Working Electrode Conditions 

conditionsa 

bare gold (pH = 13) 
bare gold 
Nafion-coated gold 
collagen on Nafion-coated gold 

% recoveryb 

-50 
-24 
-60 

95 ± 3 (n = 4) 

a All measurements made at pH 7.4, unless specified. 
b Samples were prepared by adding 100 mg/ dL glucose to control 
serum. Samples were diluted 1:5 before injecting. The recovery 
results were calculated by comparing the signals from glucose­
spiked serum samples (corrected for the serum blank) and glucose 
samples in 0.1 M PBS. 

the normal physiological range (100-106 mequiv jL) had little 
effect on the glucose oxidation current, the overall loss in 
sensitivity was too significant to be overlooked. Nafion, in 
the form of a cation-exchange polymer membrane, is effective 
in selectively excluding anions from the electrode surface. This 
property of Nafion has previously been exploited for elimi­
nation of a chloride interference effect on cupric ion-selective 
electrodes (14) and of ascorbic acid interference in the de­
termination of dopamine (15). Nafion also has been suc­
cessfully employed as a dialysis membrane to provide a pro­
tein- and interferent-free environment near the electrode for 
the determination of glucose in whole blood (10). As seen in 
Figure 3, a Nafion-coated electrode preserves most of its re­
sponse in the presence of chloride. 

The effect of chloride ion was far less pronounced when 0.2 
N NaOH (pH = 13) was used as the mobile phase. This was 
primarily due to the greatly enhanced sensitivity for glucose 
at high pH as the absolute magnitude of the effect is the same. 

Effect of Proteins. The effect of proteins on glucose 
response was studied by adding bovine serum albumin (BSA) 
to the glucose standards. For a bare electrode the response 
was largely suppressed due to the surface poisoning by BSA 
adsorption. But unlike the case of dc amperometry, where 
protein adsorption tends to be irreversible, the electrode here 
regained its original activity within 10 min of protein injection 
as the pulsing slowly removed all of the surface adsorbed 
protein. At pH 13, though the poisoning was less severe 
(probably because denatured protein did not adsorb well to 
the electrode surface), it was still sufficient to affect the results 
in a glucose recovery experiment (Table I). The Nafion­
coated electrode also did not offer complete protection against 
protein fouling, resulting in poor recovery of glucose from 
biological samples. It was, however, possible to put a collagen 
membrane in front of the Nafion to prohibit protein from 
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Figure 5. Glucose response curves lor aqueous glucose samples (0) 
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reaching the inner Nafion layer. This bilayer membrane 
structure completely eliminated the inhibitory effect resulting 
from the protein adsorption while maintaining the desired 
permselective characteristics (Figures 4 and 5). A similiar 
bilayer coating, with a cellulose acetate film covering the 
Nafion layer, has been utilized previously by Wang and co­
workers (16) for selective detection of cationic neurotran­
smitters in urine samples. 

Interference Studies. All interfering compounds were 
studied at their physiological minimum and maximum levels 
with glucose concentration being kept constant at 100 mgj dL. 
As expected, the glucose measurement was strongly influenced 
by the presence of ascorbic acid, uric acid, amino acids, and 
acetaminophen. 

Under the conditions of measurement, the bare sensor was 
found to be far more sensitive toward ascorbic acid and uric 
acid than toward glucose. Therefore, even though both as­
corbic acid (0.2-2 mgjdL) and uric acid (4.0-8.5 mgjdL) are 
present in body fluids at concentrations that are significantly 
lower than that of glucose (60-nO mgjdL), the errors caused 
by their presence were fairly significant. For example, the 
response for a glucose sample (100 mgj dL) on a bare electorde 
was increased by 140% when ascorbic acid was added to the 
sample at its physiological maximum concentration (2 mgj dL). 
On the other hand, as both ascorbic acid and uric acid are 
present as anions at physiological pH, their transport to the 



ANALYTICAL CHEMISTRY, VOL. 61, NO. 22, NOVEMBER 15, 1989 • 2569 

120.0 

~100.0 

:J 80.0 

C 
.:; :e 60.0 

-:s 
g 40.0 

< 
-" 
0 
v 20.0 
tL 

0.0 -iJ',-~=TrJ~~=TT'~~=""'~~""" 
50 100 150 200 

Glucose Concentration (mg/dL) 
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electrode surface can easily be restricted by putting a Nafion 
coating on the electrode surface. The presence of ascorbic 
acid and uric acid at their physiological maximum values 
caused an error of less than 5% apparent glucose concen­
tration for a Nafion-coated electrode. 

As the molar concentrations of urea are comparable to that 
of glucose in body fluids, its presence has always created 
difficulties in the development of the electrocatalytic glucose 
sensor. This is especially true for Pt black-based sensors, 
where the reported errors are as high as 20% resulting from 
the influence of urea (7). As urea is uncharged in neutral 
solution and is smaller than glucose, it is not trivial to realize 
a membrane that will selectively discard urea while allowing 
glucose to pass through. Fortunately, under the measurement 
conditions of the present experiment, urea was ahnost inactive, 
causing an error of less than 2% (Figure 6) at its physiological 
maximum (26 mgjdL). 

Amino acids are also potential physiological interferences, 
and a considerable amount of work has been done previously 
dealing with the elimination of their influence. A wide variety 
of membranes such as polysulfone (4) and Permion 1025 (7) 
have been employed for this purpose. In the pulsed amper­
ometric mode, the potentials required for amino acid oxidation 
are much higher (+500 m V) than the one used for glucose 
oxidation. It is believed that the amino acid oxidation is 
catalyzed by the metal oxide formation (17), unlike the glucose 
oxidation, which is inhibited by such a process. Despite this, 
interference from a mixture of all amino acids (present at their 
physiological maximum levels) for a bare electrode was so great 
that the response toward glucose was almost obscured. 
However, the transport of these amino acids was greatly re­
stricted by the Nafion membrane, probably because of their 
zwitterionic character at neutral pH. For a modified electrode 
with a collagen membrane over the Nafion film, an error of 
approximately 19% resulted in the response of a 100 mgjdL 
glucose solution (Figure 6) when all amino acids were added 
at their physiological maximum level. However, the response 
for all glucose concentrations fluctuated within ±3% when 
amino acid concentrations were varied from physiological 
average to the physiological extremes. Therefore, the error 
resulting from amino acid interference can be cut down to less 
than 3 % by adding amino acids at their average physiological 
concentrations to the calibration standards. 

A few other carbohydrates besides glucose are also found 
in body fluids, but at comparatively much lower concentra­
tions. Sensor response to their presence is summarized in 
Table II. As one can see, only galactose causes some inter­
ference at its physiological concentration level. 

Table II. Sensor Response for Various Carbohydrates 

physiolo-
response at gical response at 
equal concn concn, physiological 

compound (reI) mgjdL max (reI) 

glucose 1.0 60-110 1.0 
galactose 1.7 <4.5 0.06 
D·H-fructose ND" <7.5 0 
lactose 0.54 <5 0.02 

G ND, not detected. 

Table III. Effect of Membrane Properties on Electrode 
Sensitivity" 

conditions 

bare gold 
Nafian-coated gold 
collagen on Nation-coated gold 

reI sensitivity 

1.0 
2.4 
1.3 

"Conditions: sample injected, 30 ~L of 100 mgjdL glucose in 0.1 
M PB, pH = 7.4; mobile phase, 0.1 M PB, pH = 7.4. 
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Figure 7. Effect of acetaminophen on glucose response: glucose 
concentration, 100 mg/dL; sample size, 30 J.'L. 

Recently, acetaminophen (sold as an over-the-counter drug) 
has generated some interest as a possible interferent (18). 
Under the conditions of the present experiment, acetamino­
phen was found to be mostly inactive, but it caused inhibition 
of the glucose response when injected with glucose (Figure 
7). Acetaminophen may have been preferentially adsorbed, 
resulting in a blocked surface and decreased glucose oxidation. 
The normal physiological levels for acetaminophen are be­
lieved to be around 2 mgj dL. At this level, the resulting error 
in the response for 100 mgjdL glucose was less than 5%. 
Higher errors have been reported for an enzyme-based sensor 
under similar conditions (19). 

Effect of Membrane Permeability on Glucose Sensi­
tivity. In a recent study (20), it has been pointed out that 
a condition of transient alkalinity is generated in the vicinity 
of the working electrode surface during the cathodic reacti­
vation step of the pulse sequence as both stripping of the oxide 
layer and reduction of dissolved oxygen accompany the for­
mation of OH-. As a result, the determination of glucose is 
possible by pulsed amperometric detection in neutral and 
acidic media oflow buffer capacity if the timing of the pulse 
sequence is suitably modified. Our results are consistent with 
this behavior. As expected, a bare gold electrode showed an 
increase in sensitivity with a decrease in mobile phase and 
sample buffer concentration (Figure 8). This effect was less 
pronounced when the electrode was covered with protective 
membranes. The glucose sensitivities for different working 
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electrode membranes are summarized in Table III. As can 
be seen. the Nafion-coated electrode showed a higher sensi­
tivity as compared to the bare electrode. This is probably due 
to the fact that Nafion. being anionic. is able to restrict the 
diffusion of OH- away from the electrode. thus generating 
higher local pH at the electrode surface. The enhancement 
of the sensitivity by partitioning of glucose into Nafion also 
cannot be ruled out. For the Nafion/ collagen system. the loss 
in sensitivity due to the diffusional constraints imposed by 
the collagen membrane was compensated by the sensitivity 
increase caused by the underlying Nafion layer (Table III). 

CONCLUSION 
This work has demonstrated that by suitable modification 

of the working electrode. pulse amperometric detection can 
be made to selectively detect glucose in biological samples. 
The separation steps carried out at the electrode surface help 
remove interferences to a large extent and avoid unnecessary 
sample cleanup. It has also been shown how the membrane 
permeabilities can be manipulated to yield increased sensi-

tivity. As mentioned earlier, a reasonable estimate of phys­
iological glucose levels is possible provided the calibration 
standards are prepared with chloride and various amino acids 
added at their average physiological concentrations. Though 
the results seem satisfactory, further improvement in the 
system selectivity is possible through a better choice of inner 
permselective membrane. The work along these lines is in 
progress. 
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Models for the dependence of diode-array UV chromato­
graphic detector response on bandpass and on the shape of 
the absorbing sample's spectrum are presented. The equa­
tions derived comprise terms describing two sources of non­
Ideal response due to the polychromatic nature of the de­
tected radiation. The bias, or deviation at low concentrations 
of the measured absorbance from the Ideal, zero-bandwidth 
value, Increases roughly as the product of the spectrum's 
local second derivative and the square of the bandwidth. 
Calibration curve nonlinearHy at higher concentrations, pres­
ent for monochromator-based detectors and transmlHance­
averaging diode-array detectors, Is described quantitatively. 
These equations confirm that the calibration curves always 
bend downward when the sample's absorption spectrum 
varies at all within the bandpass. A distinction Is drawn be­
tween transmlHance-averaglng and absorbance-averaging 
diode-array detectors. Experimental results Illustrate the 
types of bias and nonlinearity seen In each class at the high 
concentrations of Interest to preparative-scale liquid chro­
matography and qualHy-control applications. 

The ultraviolet (UV) detector's great popularity in analytical 
liquid chromatography (LC) is due to its generally high sen­
sitivity, reasonable selectivity, and wide linear dynamic range 
over the low concentrations of usual interest to trace analysts. 
(In this work detector is used in the chromatographic sense 
to signify the entire absorbance-measuring instrument and 
sensor signifies the part of the detector that senses the 
transmitted radiation.) Detection is normally performed at 
or near a local maximum in the spectrum. However in 
quality-control and preparative-scale LC, where peak absor­
bance can be very high, and in separations in which there is 
no wavelength near which every analyte has a minimum or 
maximum, measured UV absorbance proportionality to con­
centration suffers. The physical cause of these nonidealities 
is the assumption of radiation monochromaticity when the 
radiation is in fact polychromatic, but the effects have not 
been quantitatively understood. Where present, nonidealities 
are important since analysts are not interested primarily in 
chromatograms but rather in the concentration profIles. The 
calibration curve relating the two is often quite nonlinear, and 
so general equations describing the forms of these curves are 
needed. 

Theory (1) and experiment (2) show that UV absorbance 
sensitivity decreases as concentration increases for nonzero 
detection bandwidths. Carr (3) has shown in some detail that 
uncorrected calibration nonlinearity can greatly affect 
Gaussian peak area and certain other quantities calculated 
from higher moments of the peak shape. When detection is 
performed far from the spectral maximum, for example to 
reduce the measured absorbance in preparative-scale LC, 
interference from other detected components may worsen, and 
linear dynamic range may well decrease. 

Previous investigations have generally focussed on poly­
nomial (4, 5), Legendre polynomial (6), cubic spline (7), or 
piecewise linear interpolation (8) as empirical approximations 
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to the calibration curve. These approaches are interpolations 
rather than physically based models. Empirical fitting to 
calibration curves may account for the slight nonlinearity often 
seen at low concentrations, but the fits generally become 
useless when extended to higher concentrations. This is due 
either to the empirical nature of the model function or to 
oscillation of the approximating functions caused by the need 
(to assure a good fit) for too many adjustable model param­
eters in the model function. 

A quantitative description of how measured UV absor­
bances depend on concentration, spectral shape, and detector 
bandpass would improve chromatographic detection in two 
important ways: (1) expected calibration curves could be 
computed in advance from spectral data, allowing control of 
the curves' shapes, and (2) experimental calibration curves 
could be understood in terms more physically meaningful than 
is possible by simply fitting to a general curve shape. Model 
equations resulting from such descriptions will be suitably 
constrained in shape and thus should require fewer adjustable 
parameters than would, say, a polynomial. 

Stewart (9) has investigated the effect of triangular band­
pass on the shapes of Gaussian and Lorentzian absorption 
bands and gives highly truncated power series for the resulting 
shapes at the limit of low absorbance. Strictly numerical 
approaches such as this one apply to any spectrum-bandpass 
combination, but cannot yield closed forms. The methods 
given in the present work extend to all concentrations and 
to all band passes within which the absorbance is nonnegative. 

The diode-array bandpass is defined by the detector's op­
tical geometry and by the selection of diodes whose responses 
are included in the computed absorbance (10,11). The de­
tection response across the bandpass is nearly rectangular since 
the diodes corresponding to wavelength intervals cover nearly 
all wavelengths in the desired range and since they are 
weighted equally by dividing each diode response by a ref­
erence response measured earlier by the same diode. These 
nearly ideal detector properties have simplified the investi­
gations described below. Since diode-array detectors typically 
are noisier tban monochromator-based detectors, it is tempting 
to increase the bandwidth (i.e., to include more diodes) to 
improve signal-to-noise ratio. However, greater bandwidths 
tend to decrease the detector's linear dynamic range to an 
extent that depends on the spectral shape within the bandpass. 
The equations derived in this work describe the effect of 
spectral shape, detector bandpass, and analyte concentration 
on calibration curve shape. Previous treatments (1, 5, 9, 10) 
exist but are not sufficiently accurate at high absorbances to 
accommodate the needs of preparative chromatography. The 
equations given herein allow diode-array detectors, and by 
extension other UV-absorbance-measuring detectors with 
other band-pass shapes, to be operated at wavelengths and 
bandwidths that give high sensitivity at low concentrations 
and relatively high accuracy at high concentrations even when 
the absorbances are well into the nonlinear range. 

THEORY 
The development below assumes that 10 , the product of 

incident radiant power (herein "power"), optical transmission, 

© 1989 American Chemical Society 
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and sensor response, is independent of wavelength A over the 
bandpass of interest and is zero outside that bandpass (rec­
tangular bandpass); that there is no stray light; that the ab­
sorbing sample is homogeneous in absorbance; that all de­
tected light has passed through the same sample path length; 
and that absorbance A is a smooth function of wavelength over 
the bandpass. These conditions are approximately true for 
diode-array detectors. If the bandpass is instead triangular 
(see Appendix A), the resulting expressions apply to most 
other UV absorbance detectors of interest to chromatogra­
phers. Finally, we assume that Beer-Lambert behavior exists 
at the limit of narrow bandpass; i.e. we do not consider in this 
work stray-light, chemical speciation, thermal, photochemical, 
or harmonic optical effects on absorbance (11, 12): 

In a single-photomultiplier UV absorbance detector, the 
diode responses (transmitted power) are summed 'over the 
bandpass, in effect averaging the responses to yield a single 
computed absorbance. Diode-array detectors, however, first 
convert power at discrete and very narrow wavelength ranges 
into numerical responses, and these responses are combined 
by the detector's resident software. The most useful com­
bining/averaging expressions are special cases of the gener­
alized mean 

(
1 ",+ 6./2 )I/d 

M(d) = A r T(A)d dA 
.. J",-6./2 

(1) 

where A is the bandwidth (the width of the wavelength range 
passed through the sample and measured at the sensor), Ao 
is the detection wavelength (the center of the wavelength 
range), T(A) is the transmittance at A, and d is the degree of 
the generalized mean. Two such cases have special signifi­
cance: d = 1, giving the arithmetic mean transmittance over 
the bandpass; and the limit as d - 0, giving the geometric 
mean transmittance (13) and the arithmetic mean absorbance. 
These two cases, transmittance-averaging and absorbance­
averaging, respectively, have fundamentally different depen­
dencies of reported absorbance on spectral shape, detector 
bandwidth, and analyte concentration. 

Transmittance-Averaging (Power-Summing) Detec­
tors. Single-photomultiplier and some diode-array detectors 
behave as follows. Given the spectral-shape assumptions 
described above, measured absorbance A in the band of in­
terest may be approximated by a Taylor expansion in A about 
the band's center wavelength AD. The N-order Taylor ap­
proximations for measured molar absorbtivity , and measured 
absorbance A for a spectrum with center-wavelength deriva­
tives €j 

(2a) 

which may also be written in terms of absorbance derivatives 
ai 

and then 

and 

N 

'T.N = L'i(A - Ao)i/i! 
i=O 

N 

AT.N = AD + La/A - AJi Ii! 
i=l 

The fraction of light transmitted (10) is 

f Io(A)lO-AT.N(>') dA 

TT.N = f Io(A) dA 

(2b) 

(3a) 

(3b) 

(4) 

where Io(A) is the product at wavelength A of incident light 
Io, optical transmission of the detector, and sensor response. 
A is the full width of the rectangular bandpass. If Io is in­
dependent of A (first assumption at beginning of theory sec­
tion), the measured absorbance is 

(
1 i"'+6./2 ) A = -log - lO-ATM>') dA 
~ ",-6./2 

(5) 

See Appendix A for results assuming triangular bandpass. 
In the case of constant absorbance in the bandwidth of 

interest, i.e. the case 'i = 0, i 2!: 1, use of 3 and 5 gives 

(6) 

Thus Beer-Lambert (linear) behavior is a special case of eq 
5. 

In the case of linear dependence of , on A, i.e., 'i = 0, i 2!: 
2, eq 3b can be written for N = 1 as 

ATl = -log (.!. r",+6./21O-(ao+a,().-).0)) dA) 
, AJ",-6./2 

(7) 

and AT,l can be written in closed form as 

(
Sinh (Kal~/2») 

AT,I = AD -log Kal~/2 (8) 

where K is the natural logarithm of 10. Thus absorbance is 
naturally partitioned into the Beer-Lambert absorbance and 
a correction term. This correction is very similar to that given 
by Ramsey (14) for the dependencies of measured absorbance 
on concentration fluctuations and on the angle between the 
nonparallel faces of a trapezoidal cell (sample wedging). 

Where spectral curvature is included in the present model, 
i.e. where 'i = 0, i 2!: 3 

A = -log (.!. r",+6./21O-(Ao+3a,(>'-"ol+a,().-).o)'/2 dA) (9) 
T,2 AJ",-6./2 

which for a2 > 0 (spectrum concave upward) is 

AT~ = Ao - ;:: + log [ A( 2~a2 t2] -log 

[ erf( ( K;2 t2( ~ + % ) ) _ 

erf( ( K;2 t2( ~ - % ) )] (10) 

and for a2 < 0 (spectrum concave downward) is 

al2 
(( Ka2 )1/2) AT,2 = Ao - 2a2 + log ~ -2 -log 

[ ( Ka2(a, A)2) (( Ka2 )'/2(a, ~)) 
exp -2 ;;; + '2 D -2 ;;; + '2 -

exp( - K;2( ~ _ % r)D( (_ K;2 t2( ~ _ %))] 
(11) 

where erf(x) is the standard error function of x, that is 

erf(x) = ~ rXe-t'dt 
'/rl / 2Jo 

and where D(x) is the Dawson integral of x, that is 

D(x) = e-x' foX e" dt 

(12) 

(13) 
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Again, the absorbance can be partitioned into Beer-Lambert 
and correction terms. Equations 10 and 11 are not equivalent 
forms-each is valid only in the given domain in curvature 
a,. Where a, = 0, both are undefined, and one must use eq 
8, the limit of each as a, approaches zero. 

Expressions for the absorbance under cubic and higher­
order Taylor approximations to the spectrum can be reduced 
neither to closed form, as can be done for zero- (eq 6) and 
first-order (eq 8) series, nor to forms containing well-known 
functions, as can be done in the quadratic case (eq 10, 11). 
Equation 5 is thus solved numerically. Since the transmittance 
function and its derivatives are at least smooth as the 
equivalent absorbance function, we have applied adaptive 
quadrature algorithms (15-17). The newest such algorithms 
numerically approximate integrals by partitioning the inte­
gration domain into individually integrated integrals and then 
estimating an upper limit for the error. The partitioning is 
repeated in the most error-prone remaining intervals until 
convergence (very low estimated error) is obtained. We find 
that the computational speed and accuracy of adaptive qua­
drature nearly compensates for the unavailability of closed 
integral forms. 

Expressions for the measured absorbance using a triangular 
bandpass (Appendix A) are more complicated than those for 
the rectangular bandpass. We could not find a closed-form 
solution for the case where the local spectral slope and cur­
vature are both nonzero, and adaptive quadrature was used 
to obtain the computed curves in the figures in this article. 

One may study some properties of eq 8, 10, and 11 (for 
rectangular bandpass) and the equations of Appendix A (for 
triangular bandpass) by expanding them as MacLaurin series 
(Appendix B). Like the expressions from which they are 
generated, the series are separable into Beer-Lambert ab­
sorbance (concentration times '0), bias, and a collection of 
terms describing the nonlinearity. Expanded in bandwidth 
L!., there exist only even-order terms, and the rapid series 
convergence confirms the approximately quadratic depen­
dence of nonlinearity and bias upon L!.. The L!.' term of the 
MacLaurin series (Appendix B) also confirms that the bias 
and nonlinearity are less (about half) for a triangular bandpass 
than for a rectangular bandpass of the same base bandwidth. 
Expansions in concentration (contained in the ai terms) also 
converge rapidly. Since the first three L!.-containing terms in 
eq B2 and B4 or the first three terms in eq B1, B3, and B5 
completely determine the magnitudes of the remaining terms 
in the series, entire calibration curves can be described with 
very few degrees of freedom. 

Absorbance-Averaging Detectors. Diode-array detectors 
may average absorbances across the bandwidth in a way 
single-photomultiplier detectors cannot. As a result, the 
dependencies of reported absorbance on spectrum, bandwidth, 
and analyte concentration become much simplier in principle. 
In effect, these detectors compute the absorbance at each 
diode in the bandpass and report the arithmetic mean as the 
observed absorbance 

A = !:. L A(A) dA = !:. L -log T(A) dA (14) 
A diodes Adiodes 

It may be easier computationally to obtain the average ab­
sorbance from the geometric mean of the individual trans­
mittances as 

A = -!:.log ( II T(A) dA) 
Ll diodes 

(15) 

Generally for absorbance-averaging detectors, bias is present 
and nonlinearity is not. The bias is the same as that for 
transmittance-averaging detectors since bias is defined for 
vanishingly small concentration and so depends only on 
bandpass and spectral shape. While absorbance-averaging 
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Figure 1. UV spectrum of 4-nitrotoluene measured on HP 1040A diode 
array detector. Data for Figures 3-7 were measured at the five 
wavelengths indicated. 

eliminates the nonlinearity due to unequal diode responses, 
residual nonlinearity still exists due to the variation in detected 
power (which is transmittance-averaged) across the face of 
each diode. This persistent effect induces nonlinearity to a 
degree of no greater than approximately l/n' ofthat of the 
overall nonlinearity of transmittance-averaging detectors, 
where n is the number of diodes used to form the bandpass. 

The signal-to-noise ratio of absorbance-averaging detectors 
is poor at high absorbances since the noise is dominated by 
the band-pass diode with the least incident power rather than 
by the diode with the greatest incident power as is the case 
with transmittance-averaging detectors. The price for the 
latter's wider useful dynamic range is much greater response 
nonlinearity. 

EXPERIMENTAL SECTION 
4-Nitrotoluene (Aldrich) was reagent grade. Acetonitrile 

(Burdick and Jackson) was HPLC grade, and all experiments used 
acetonitrile from a single manufacturer's lot to minimize spectral 
and base-line inconsistencies. 

UV measurements were made with a Hewlett-Packard Model 
1090 liquid chromatograph equipped with a Hewlett-Packard 
Model1040A (HP 1040A) diode-array UV detector or a Perkin­
Elmer Model LC-235 (PE LC-235) diode-array UV detector. 
Solutions of 4-nitrotoluene in acetonitrile were mixed with pure 
acetonitrile at the low-pressure pumps in frontal-analysis mode 
and then were passed directly into the detector. The UV spectrum 
of 4-nitrotoluene (Figure 1) was measured at very low concen­
tration by using the detector's narrowest bandwidth (4 nm). This 
spectrum was assumed to have negligible concentration and 
bandwidth effects, yielding estimates of '0' Flow rates were 1 
mL/min, and all absorbances are averages over 2 min (HP 1040A) 
or the system was allowed to reach steady state for 3 min and 
then the absorbances were read to 10-4 absorbance unit (AU) at 
the longest peak width/filter setting (PE LC-235). In no case 
was an absorbance less than 0.01 AU (HP 1040A and PE LC-235), 
greater than 3.0 AU (HP 1040A), or greater than 1.5 AU (PE 
LC-235) used. Since the HP 1040A detector reported high-con­
centration absorbances to 4.0 AU, and no data above 1.5 AU were 
taken with the PE LC-235 detector, no stray light problems were 
indicated. 

Mathematical expressions in the theory section and appendices 
were verified by use of MACSYMA software (MIT and Symbolics, 
Inc.). Numerical integrations were performed by using routines 
from the Numerical Algorithms Group or appropriate approxi­
mation formulas. Numerical computation was performed to 
double precision (16 decimal digits) using V AX FORTRAN on 
Model 8800 computers (Digital Equipment Corp.). 

RESULTS AND DISCUSSION 
Diode-array detector bandwidth is selected either by re­

porting the absorbance based on a single diode for the nar­
rowest bandwidth or by measuring simultaneously the signals 
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log (Expected Absorbance) 

Figure 2. Effect of UV spectral slope and curvature (L;. = 10 nm, , 
= 1000): curve 1, " = 0, 'f = 10 nm-2; curve 2, " = 0, '2 = -10 
nm-2; curve 3, E1 = 50 nm- • E2 = o. 
from a number of diodes. Resident software translates the 
user's selected wavelength range into a range of adjacent 
diodes, the signals of which are combined by averaging 
transmittances (e.g. HP 1040A) or absorbances (e.g. PE LC-
235). These two averaging methods give nearly the same 
results at low absorbance, say, less than 0.1-D.2 AU, but give 
very different behavior at higher absorbances of interest to 
practitioners of preparative-scale chromatography. 

Transmittance-Averaging (Power-Summing) Detec­
tors. Diode-array detectors that average raw responses before 
they compute the apparent absorbance emulate the power­
summing behavior of a monochromator-based detector. The 
complex relationships of these reported absorbances to 
bandwidth, spectral slope and curvature, and analyte con­
centration (see Theory section, eq 8, 10, and 11) are described 
in the following discussion. 

The predicted types of calibration-curve dependence on " 
= a,/a>-. and" = O',/a>-.' for transmittance-averaging detectors 
are given in Figure 2. In the vertical direction of Figure 2 
are given percent deviations of predicted absorbance from the 
Beer-Lambert absorbances. These Beer-Lambert absor­
bances are calculated by using the molar absorptivity '0 

measurable at the limits of very low concentration and detector 
bandwidth. At a given concentration, the difference between 
the measured molar absorptivity and <0 is the sum of the bias 
and the nonlinearity. 

This difference at very low concentrations is the bias, which 
is of interest if the exact molar absorptivity is needed or if 
the bandwidth is subject to adjustment. Strong bias may be 
significant for spectroscopists but is not important to chro­
matographers, except that it may explain differences between 
calibration curves obtained for the same compound with 
different detectors. The difference between the molar ab­
sorptivityat a given concentration and that at very low con­
centration is the nonlinearity, the quantity of most interest 
to chromatographers and others constructing calibration 
curves. 

As is well-known, a nonzero first derivative " = a,/ a>-. causes 
marked downward bending (nonlinearity) of the log response 
vs log concentration curve at higher concentrations (curve 3 
in Figure 2). The sign and magnitude of this effect are in­
dependent of the sign of a,/ a>-. provided the other odd de­
rivatives if,/a>-.i, i = 3, 5, 7, ... are zero. The magnitude of the 
nonlinearity depends approximately quadratically on the 
product of the bandwidth and the spectral slope (see Appendix 
B). 

At a spectral maximum or minimum, the nonzero second 
derivative O',/a>-.' causes an absorbance bias of the same sign 
as that of the derivative (curves 1 and 2 of Figure 2). Bias 
approaches a nonzero limit as the concentration and absor-

Table I. Spectral Shape Data Used To Calculate 
Calibration Curves: HP 1040A Detector 

A,nm order '0 '1 '2 '3 

274 2 9337 27.8 -22.5 
3 9338 29.3 -25.3 -{).167 

234 2 1807 -25.2 32.5 b 

3 1827 15.8 30.5 -4.2 
298 2 5097 -275 0.612 b 

3 5092 -283 1.11 1.00 
3ll 2 1868 -175 12.5 b 

3 1868 -175 12.5 0.0257 
340 2 377 -9.90 0.126 b 

3 378 -9.25 0.918 -{).0680 

«Units: Eo, cm-1 mol-1; El. cm-1 mol-1 nm-l; 1:2' cm-1 mol-1 nm-2; fa, 
cm-1 mol-l nm-3, b Ea nonexistent for second-order fit. CPath 
length, 6 mm. 

banee decrease. While calibration curves determined near a 
spectral maximum are linear up to high concentrations, molar 
absorptivities measured at nonzero bandwidth contain more 
bias than low-concentration measurements near a spectral 
inflection point. 

A nonzero second derivative of either sign also causes the 
calibration curve to bend downward slightly. This nonlinearity 
resembles that caused by spectral slope, but is smaller and 
occurs at higher concentrations (Figure 2). This second-order 
effect is significant only at absorbance greater than about 0.5. 
Therefore, when selecting a wavelength for UV detection, one 
manages a compromise between response linearity and ac­
curacy of the measured absorbance. Since for chromato­
graphic and most other analytical calibrations linearity is much 
more important than the exact molar absorptivity, spectral 
maxima are generally used. 

Schwarz's inequality forbids upward curvature in a cali­
bration curve due to spectral considerations (1). Thus while 
calibration curves at differing bandwidths may cross (see 
Figures 3-7), no UV calibration curve can have a slope more 
positive than that of the calibration line constructed from <0. 
In single-photomultiplier detectors, this curvature may be 
caused by dependence of either Io or , on >-.. In diode-array 
detectors, the software normalizes the response at each diode, 
nearly eliminating the effect of Io dependence on >-.. 

Experimental results measured on 4-nitrotoluene in ace­
tonitrile are consistent with the above predictions (Figures 
2-11). 4-Nitrotoluene was chosen for its spectrum, which 
includes a local minimum, a local maximum, and a nearly 
linear region (see Figure 1). In order to emphasize bias and 
nonlinearity, Figures 2-7 give 100% x (A - Ao) / Ao on the 
ordinate, where Ao is the Beer-Lambert absorbance at very 
small bandwidth, that is, the percent deviations from ab­
sorbance calculated from '0' 

To test the quadratic (eq 10 and 11) and cubic (eq 5 for N 
= 3) models at different kinds of spectral band positions, UV 
absorbance measurements were made on 4-nitrotoluene in 
acetonitrile solution using the HP 1040A detector (trans­
mittance-averaging) at its narrowest bandwidth. In com­
parison of experimental and calculated absorbances five 
wavelengths were selected: 234 and 274 nm are near a local 
minimum and maximum, respectively (i.e., " near zero); 298 
nm is near the spectral inflection point (" near zero, 1,,1 large); 
311 nm has similar '0 but different derivatives from those at 
234 nm; and 340 nm has very small '0 and thus might be 
attractive for uses like preparative-scale liquid chromatog­
raphy where the most useful concentrations can be very high. 

In Figures 3-7 are plotted the experimental results (points 
in the A vs log C plane) and theoretical results (derived from 
eq 5 (N = 3), 8, and 10. Coefficient values (Table I) were taken 
from fits at each band center to a second- and a third-order 
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Figure 3. Bias + nonlinearity of measured absorbance relative to 
narrow bandpass absorbances at 274 nm (spectral maximum): ex­
perimental pOints (HP 1040A) (0) 20 nm bandpass, (fl.) 30 nm 
bandpass, (X) 40 nm bandpass, (V) 50 nm bandpass, all bandpasses 
rectangular shape; solid lines, deViations predicted for four curves in 
Increasingly negative deviations; figure A, quadratic spectral model (eq 
11); figure B, cubic spectral model (eq 5, N = 3). 

polynomial. Since these two fits were separately performed, 
the resulting second-order Taylor expansion is not a truncation 
of the third-order estimate but instead yields a slightly better 
fit (relative to available spectral data) than would a truncated 
expansion. 

At a spectral peak (274 nm) calibration curves exhibit the 
strong, nearly concentration-independent bias caused by a 
large second derivative '2 (Figure 3). The effect of negative 
'2 is to decrease the average molar absorptivity from that at 
Ao. The calibration curves are similar in form to curve 2 of 
Figure 2, indicating that a negative second derivative induces 
a large negative bias. This bias increases with increasing 
bandwidth, and the agreement of predicted and observed 
absorbances is excellent up to bandwidths of 30-40 nm. For 
bandwidths greater than 40 nm the nonlinearity prediction 
is very good but the bias is overestimated, probably because 
the spectral shape is not really quadratic or cubic far from 
the center but is more Gaussian and thus more positive far 
from the band-pass center. 

Calibration curves measured at the spectral minimum (234 
nm, Figure 4) are sirPilar to those at the maxirPum except that 
'2 and thus the bias are positive. The calibration curves' 
downward concavity is very much like that at the spectral 
maximum since it results from slightly nonzero 'I and sec­
ond-order '2 effects, both of which are independent of the sign 
of '2' Agreement of predicted and observed absorbances is 
similar to that at 274 nm except that bias overestimation is 
caused by flattening of the spectrum at 215 nm (Figure 1). 
This flattening is not predicted by the quadratic or cubic 
forms. The bias and nonlinearity appear larger at 234 nm than 
at 274 nm even though the '2 values are similar since Figures 
2-7 give relative deviations from Ao. 
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Figure 4. Bias + nonlinearity of measured absorbances relative to 
narrow-bandpass absorbances at 234 nm (spectral minimum): ex­
perimental points (HP 1040A) as for Figure 3; deviations predicted, 20, 
30, 40, 50 om rectangular bandpass for four curves in increasingly 
positive deviations; figure A, quadratic spectral model (eq 10); figure 
B, cubic spectral model (eq 5, N = 3). 

Near the inflection point (298 nm, Figure 5) the lack of bias 
and the observed nonlinearity at moderate concentrations are 
consistent with the local spectrum's very small '2 value and 
large 'I value, respectively. Agreement between predicted and 
observed nonlinearity is excellent, but the bias is not predicted 
well. The cause of this error is not known but may be due 
to an inaccurate measurement of '0' At 311 nm both bias and 
nonlinearity of the calibration curves are present to the degree 
predicted by eq 10 and 12 (Figure 6). While '0 at 311 nm is 
approxiroately equal to that at 234 nm, the calibration curves 
are quite different, especially at higher concentrations. 
Comparison of Figures 4 and 6 demonstrates that calibration 
curve shapes are not dependent only on the molar absorptivity. 

Absorbance at long wavelengths (340 nm, Figure 7) is much 
less well predicted by the current methods than are those at 
the other wavelengths studied. It is likely that source radiant 
power and sensor sensitivity are not independent of wave­
length as assumed and that the measured absorbance far from 
the absorption band center is relatively more sensitive to 
refractive index changes, etc., than is the shape nearer the 
band maximum. Since chromatographers may have no 
practical means of verifying such effects, it is probably better 
to dilute the sample or effluent or to use shorter path length 
absorption cells (in order to allow detection at a wavelength 
closer to the band maximum) than to attempt to decrease the 
absorbance simply by working very far from the band max­
imum. 

Within bandwidths or 40 nm or less, UV spectra used in 
this work are fit very well (R > 0.9999) by third-order Taylor 
series. Even though third-order polynomials fit the experi­
mental spectra more closely than do second-order ones, the 
cubic form of the present model (eq 5, N = 3) did not predict 
calibration curves shapes consistently better than did the 



2576 • ANALYTICAL CHEMISTRY. VOl. 61. NO, 22. NOVEMBER 15. 1989 

20 ~--------------------------------. 

A 

·20 

-40 

£: 
~ 

-eo 

1li z 
:J z 

B 
0 z 
+ & & 

~ 

·20 

-40 

-eo 

-eo 
·2 ·1 0 

Log (Expected Absorbance) 

Figure 5, Bias + nonlinearity of measured absorbances relative to 
narrow-bandpass absorbances at 298 nm (spectral minimum): ex­
perimental points (HP 1040A) as for Figure 3; deviations predicted. 20. 
30. 40. 50 nm rectangular bandpass for four curves in increasingly 
negative deviations; figure A. quadratic spectral model (eq 10); figure 
B. cubic spectral model (eq 5. N = 3). 

Table II. Spectral Shape Data Used To Calculate 
Calibration Curves: PE LC-235 Detector 

A.nm 

275 
300 

order 

2 
2 

'0 

9052 
5025 

" 
43.1 

-250.8 
-20.4 

0.58 

a Units: EO, cm-1 mol-I; Eh cm-1 mol-1 nm-I; E2. cm-1 mol-1 nm-2. 
b Path length. 10 mm. 

quadratic forms (eq 10 and 11). In cases where the inclusion 
of even higher-order terms improves the agreement between 
observed and computed absorbance. the improvement is likely 
to account less for improved fit to the spectrum than to 
compensate for violations of the assumptions at the beginning 
of the theory section. 

Absorbances' bias from transmittance-averaging diode-array 
detectors is roughly proportional to the product of the spec­
trum's second derivative in the bandpass and the square of 
the bandwidth. Figure 8 illustrates this quadratic dependence 
on bandwidth and the agreement in sign and magnitude of 
the calculated bias with that of the spectral second derivative. 

Calibration curve nonlinearity at the five selected wave­
lengths for a 10-nm detector bandwidth are given in Figure 
9. The least nonlinearity is seen for wavelengths near the 
spectral maximum and minimum (and at 340 nm, largely 
because the absorbances are low even at high concentrations). 
As expected from eq 8, the greatest nonlinearity by far is found 
near the inflection point, where the spectral slope is greatest. 

Absorbance-Averaging Detectors. Comparisons of ex­
perimental absorbances and transmittance-averaged absor­
bances computed using the spectral data in Table II are given 
in Figure lOA (275 nm, close to the spectral maximum, see 
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Figure 6. Bias + nonlinearity of measured absorbances relative to 
narrow-bandpass absorbances at 311 nm (spectral minimum): ex­
perimental points (HP 1040A) as for Figure 3; deviations predicted. 20. 
30, 40, 50 nm rectangular bandpass for four curves in increasingly 
positive deviations at low concentrations; figure A, quadratic spectral 
model (eq 10); figure B. cubic spectral model (eq 5. N = 3). 

Figure 1) and Figure lOB (300 nm, close to the inflection 
point). As expected, the degree of bias is accurately predicted 
byeq 8, 10, and 11, but the nonlinearity predicted by assuming 
transmittance-averaging is experimentally absent (Figure lOB). 
While the small experimental nonlinearity may be due to 
transmittance averaging within individual diodes, the non­
linearity observed is insensitive to bandwidth change, sug­
gesting that is may be due to nonspectroscopic cause such as 
refractive index effects or amplifier nonlinearity. 

UV Detection Nonlinearity: Potential Advantages to 
Preparative Chromatographers. The chromatographic 
literature describes calibration curve nonlinearity in almost 
universally negative terms. However, nonlinearity, especially 
the strong downward concavity present when the spectral 
slope '1 is large, may be beneficial in preparative chroma­
tography since the useful concentration range of the calibration 
curve may be extended upward by a factor of 5 to 10 or more 
without losing sensitivity or accuracy at low concentrations. 
The price for this extended concentration range is decreased 
precision and accuracy of high measured concentrations due 
to the decreased slope of the calibration curve. While this 
may seem unacceptable if high accuracy is needed, this deg­
radation of accuracy is moot since without the nonlinear effect 
the higher concentrations would be entirely unmeasurable. 
The effect is one of data compression of the Beer-Lambert 
absorbances into an accessible range of measured absorbances. 

Figure 11 presents the upper limit of the dynamic linear 
range, illustrated here as the largest 4-nitrotoluene concen­
tration whose absorbance nonlinearity is less than or equal 
to 5%, at five wavelengths. As expected, linearity extends 
to the highest concentrations at given detector bandwidth at 
the wavelength (340 nm, curve 5) where the sample absorbs 
least. The range depends very strongly on bandwidth at the 
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Figure 7. Bias + nonlinearity of measured absorbances relative to 
narrow-bandpass absorbances at 340 nm (spectral minimum): ex­
perimental points (HP 1040A) as for Figure 3; deviations predicted, 20, 
30, 40, 50 nm rectangular bandpass for four curves in increasingly 
positive deviations at low concentrations; figure A, quadratic spectral 
model (eq 10); figure B, cubic spectral model (eq 5, N = 3). 
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Figure 8. Bias for transmittance-averaging diode-array detector: 
experimental points (average over lowest four concentratio 3) (+) 274 
nm, (<» 234 nm, (L:.) 298 nm, (X) 311 nm, (V) 340 nm. 

spectral minimum (234, curve 2) because the bias and non­
linearity both increase the reported absorbance as the band­
width increases. At the spectral maximum (274 nm, curve 1), 
the two influences cancel to some extent to give a smaller 
dependence of range on bandwidth. 

There is a considerable body of literature describing linear 
algebraic methods for determining concentration profiles of 
multiple components from chromatograms when the absor­
bances are strictly additive and linearly related to concen­
tration. However, such linear methods are inexact in cases 
where the component spectral shapes differ anywhere in the 
bandpass. Generally, multicomponent solution absorbances 
measured by diode-array or other UV absorbance detectors 
will be greater than the sum of the measured component 
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Figure 9. Calibration curve nonlinearity of a transmittance-averaging 
diode-array detector (HP 1040A) operated at 10 nm bandwidth and at 
wavelengths (1) 274 nm, (2) 234 nm, (3) 298 nm, (4) 311 nm, and (5) 
340 nm. 
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Figure 10. (A) Bias + nonlinearity of measured absorbance relative 
to narrow-bandwidth absorbances at 275 nm (near spectral maximum): 
experimental paints (PR LC-235), (+) 15 nm, (0) 25 nm, all bandpasses 
rectangular shape; deviations predicted (eq 11), 15 and 25 nm band­
pass for two curves in increasingly negative deviations at low can· 
centration. (b) As for 10A except 300 nm wavelength (near inflection 
point). 

absorbances. This additional observed absorbance exists since 
for two components A and B, A can absorb at wavelengths 
where B absorbs less (and vice versa). In the special case 
where A and B have identical molar absorptivities and de­
rivatives, the average absorbance is linear in concentration. 
Thus, for transmittance-averaging detectors the dependence 
of observed absorption on component concentrations must 
be even more complicated than the forms given in the present 
work. Thus extraction of concentration profiles from mul­
ticomponent chromatograms measured at nonzero bandwidth 
requires the solution of a system of a nonlinear equations 
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BANDWIDTH (lIlI:) 

Figure 11. Dynamic linear range (highest concentration where non­
linearity is 5% or less) for five wavelengths: 1,274 nm; 2, 234 nm; 
3, 298 nm; 4, 311 nm; 5, 340 nm. 

which may be very complex. To our knowledge such nonlinear 
methods do not exist, and given the complexity of our sin­
gle-component equations they are likely to be very difficult 
to derive and apply. 

APPENDIX A. TRIANGULAR BANDPASS SHAPE 

Equations 4-11 in the text assume rectangular band-pass 
shape as expected for diode-array detectors. Where the de­
tector band-pass shape is isosceles triangular with width fl., 
measured as the full edge-to-edge width ofthe radiant power 
window at the sensor, the equations in this appendix may be 
used. 

If the spectrum about "0 may be written as 

A(,,) = ao + al(" - '-0) + a2(" - '-0)2/2 (AI) 

where "'i = K*Ai = K*'I*concentration, K = In (10), and a2 
= 0 and a1 not zero 

_ 2 (Sinh ("'1fl./4») 
A - ao - K log "'1fl./4 (A2) 

and for 01 = 0 and 02 not zero 

APPENDIX B. MACLAURIN SERIES 
The following MacLaurin series in Cl (Taylor series about 

fl. = 0) provide simple means of obtaining very accurate ap­
proximate solutions for the expression of A, the measured 
absorbance, in this article. These may be taken as series in 
"'1 and "'2 also (and therefore in analyte concentration), where 
they are present. In this appendix, "'i = KAi = K'i(concen­
tration), and K = log (10). 

For eq 8 

1 ("'1
2 

"'1
4 

"'1
6 

A=A +- --Cl2+--Cl4--__ Cl6+ 
o K 23 3 26 32 5 26 34 5 7 

ex 8 a 10 
I Cl8 _ I CliO + 

2" 3" 5' 7 2,:':,3;~~"7,:',,,,"-.) (81) 

"'25 
- 5"'12"'24 + 7"'14"'23 + 25"'16"'22 + 10"'18"'2 + "'110 

--.::.--~~--.:.-.:.~----'~=----~-=--=-LlIO 

210 35 52 711 
-1[23"'26 - 138"'12"'25 + 7239"'14"'24 - 25216"'16"'23 -

29022"'18"'22 - 8292"'110"'2 -
691"112]/21337537211 13jLll2 + ... ) (B2) 

The first term in parentheses above agrees with the first virial 
term in eq A 7 or ref 5. Since the previous work (5) approx­
imates the absorbance exponential by a polynomial early in 
the derivation, there are differences in later terms. 

For eq A2 of Appendix A 

A =Ao+ 

1 (0:'12 
CX14 l¥16 a1

8 

- - --fl.2 +---fl.4 - ----Ll6 + fl.8 -
K 24 3 29 32 5 211 34 5 7 218 33 52 7 

I Lllo + I Cll2 +... (B4) 
" 10 691" 12 ) 

219 35 52 7 11 224 37 53 72 11 13 

(B5) 
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Built-in Carbon-13 Intensity Reference for Solid-State Analysis 
by Magic-Angle-Spinning Nuclear Magnetic Resonance 
Spectrometry 

Ming Zhang and Gary E. Maciel' 

Department of Chemistry, Colorado State University, Fort Collins, Colorado 80523 

The 13C resonance of that portion of a large-volume maglc­
angie-spinning (MAS) system that Is made of Delrin is exam­
Ined quantitatively for lis use as a "built-In" 13C intensity 
reference for both single-pulse and cross-polarlzatlon 13C MAS 
experiments. 'H and 13C spln-Ial\lce relaxalion measure­
ments and variable contact time cross-polarization (CP) ex­
periments were carried out to establish condillons in which 
quantltallve IntenSity values could be obtained direclly by 
single-pulse (SP) experiments and calibrations or, aller sull­
able corrections and calibrations, by CP experiments. The CP 
and SP results, considered In terms of ratios of the aromallc 
or aliphatiC 13C signals of hexamethylbenzene to the 13C sig­
nals of Delrln, yield different, yet self-consistent, empirical 
values of the effective number of 13C spins represented by the 
built-In resonance of Delrln. These numbers can be used as 
absolute Intensity standards for 13C spin counllng strategies 
aimed at examlnalion of poorly characterized experimental 
systems. 

INTRODUCTION 

Recently we have reported on the development and char­
acteristics of a large-volume magic-angle-spinning (MAS) 
system capable of spinning samples that are about 2.5 cm3 

in volume at speeds up to about 4.5 kHz (1). In its normal 
configuration, this MAS system employs Delrin as the material 
from which a large portion of the spinner is constructed. This 
configuration presented us the possibility of using the 13C 
signal of Delrin, which occurs as a relatively sharp peak at 
about 88.8 ppm (relative to TMS, tetramethylsilane), as a 
"built-in" intensity standard for spin counting or absolute 
intensity measurements in 13C MAS experiments. 

A priori, one can think of various reasons why the Delrin 
13C signal might not be suitable as an intensity reference. For 
one thing, for some samples the Delrin signal might constitute 
a serious overlap or interference problem. This might be the 
case, for example, in studies of carbohydrate samples. How­
ever, the 88.8 ppm chemical shift for the -OCH20- moiety 
of Delrin, (-CH2-Oln, is in a relatively sparsely populated 
region of the 13C NMR spectrum for most types of samples. 
Another class of potential problems is associated with the fact 
that the Delrin and the sample do not occupy exactly the same 
region of the coil/ spinner assembly. That is, the Delrin is not 

0003-2700/89/0361-2579$01.50/0 

confined to the usual sample/ coil region of the spinner; and 
hence one might expect the ability to quantitate the Delrin 
signal to be compromised by a distribution of coupling effi­
ciencies between the radio frequency coil and the 13C spins 
in the Delrin. A priori, it would seem that an empirical 
calibration could be made for a built-in Delrin 13C signal, but 
that empirical approach would be reliable only if the rf field 
homogeneity and intensity were constant from one experiment 
to the next. 

One of the reasons why the large-volume MAS system was 
developed was to provide a sufficient increase in the number 
of nuclei being observed to permit the observation of natu­
ral-abundance 13C MAS spectra in single-pulse (SP) experi­
ments for samples with low carbon content or samples giving 
broad lines. In this context, characterization of the lac 
spin-lattice relaxation behavior and time(s) (TIC) of the Delrin 
part of the spinner system is needed. Somewhat to our sur­
prise, the 2.5-cm3 MAS system was also found to be well suited 
to cross-polarization (CP) 13C experiments (1). Hence, 
characterization of the Delrin proton spin-lattice relaxation 
behavior and time(s) (TIH), IH-13C cross-polarization behavior 
and time constant(s) (TcH), and proton rotating-frame spin­
lattice relaxation behavior and time(s) (Tip H) is also indicated. 
This paper characterizes these relevant spin relaxation be­
haviors and the use of hexamethylbenzene (HMB) for es­
tablishing the suitability of the built-in Delrin signal as a SP 
and/ Or CP 13C intensity standard for 13C MAS experiments. 

It should be noted that the built-in Delrin standard does 
not qualify as an internal intensity or chemical shift reference. 
Indeed by the intrinsic polyphase nature of any nonsolution 
combination of solids, there cannot be an internal standard 
for solid samples, unless the reference is part of a single-phase 
solid (i.e., part of a solid solution or one portion of an actual 
compound of which signals from other portions of the com­
pound require spin counting). 

EXPERIMENTAL SECTION 

13C MAS spectra were obtained at 22.6 MHz on a Chemagnetics 
M-100/90S spectrometer, using the probe/spinner system de­
scribed earlier (1). TIH values were measured through lac signals 
via cross polarization (2). TIC values were measured by inver­
sion-recovery techniques, using a long delay time (at least 5TIC) 
between repetitions and spin-lattice relaxation for generating the 
13C magnetization that is inverted. Values of TCH and T,pH were 
determined from variable contact time experiments, with l3C 

magnetization generated by cross polarization; the data were 

© 1989 American ChemIcal Society 
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analyzed by eq 1, which is correct for the case T,pH » TCH (3), 

(1) 

a condition validated by results obtained in this work (vide infra). 
In eq 1, M(T) is the 13C magnetization generated during a CP 
contact time T, and M* is the magnetization that would be gen­
erated if cross polarization were infinitely fast and rotating-frame 
spin-lattice were infinitely slow. All the NMR experiments re­
ported in this paper were carried out with magic angle spinning 
at a speed of about 3.3 kHz; small corrections for spinning 
sideband intensities were included in the data analyses described 
below. 

Hexamethylbenzene was obtained from Merck and used as 
obtained. Magnesium oxide was obtained from Aldrich (99+ %) 
and used as received. The Delrin from which the plastic portion 
of the spinner was made was obtained from Afton Plastics Molding 
Co. (Lakeland, MN). 

RESULTS AND DISCUSSION 

1. Single-Pulse Results. (a) T, Measurements. 13C 
inversion-recovery experiments were carried out on samples 
consisting of 18.3% HMB and 81.7% MgO in the 2.5-cm3 

Delrin/zirconia spinner system. A repetition delay of 100 s 
was employed. Analysis of the data for the Delrin signals 
revealed that the inversion-recovery data could be fit well if 
three exponential decays are assumed. Because of the mul­
tiexponential character of these plots, a detailed error analYSis 
is difficult and probably not warranted by the data. We 
estimate that the values reported here are accurate to within 
10-40%. The slowly relaxing component (48%) manifests a 
T,C value of9.2 s; the medium relaxation component (24%) 
manifests a T,C value of 2.7 s; and the rapidly relaxing com­
ponent (28%) manifests a T,C value of 0.074 s. The relaxation 
data of the aromatic HMB peak were fit well by a single 
exponential decay, with T,C = 1.65 ± 0.04 s. The aliphatic 
H:\1B peak displays a two-exponential fit, manifesting T,C 
values of 0.18 s (48%) and 0.87 s (52%). The origin of this 
multiexponential '3C spin-lattice relaxation behavior in HMB 
is not understood; in any case, experimental conditions in our 
subsequent SP experiments were chosen to take this apparent 
behavior into account. The 100-s repetition delays employed 
in the SP experiments (vide infra) are an order of magnitude 
larger than the largest measured T,C values. 

(b) SP Calibrations. In order to calibrate the built-in Delrin 
13C signal empirically for the single-pulse approach, SP ex­
periments with 100-s repetition delays were carried out on a 
series of samples consisting of HMB /MgO mixtures of various 
compositions. Figure 1 shows a plot of the ratio of the inte­
grated intensities of the aliphatic HMB peak and the Delrin 
peak for this set of mixtures. This plot is a straight line with 
a correlation coefficient of 0.9987. From this plot, we obtain 
the result (corresponding to the intensity ratio = 1) that the 
13C SP signal of the built-in Delrin corresponds to 0.265 ± 
0.007 g of HMB. Taking the molecular formula, molecular 
weight, Avogadro's number, and the natural abundance of 13C 
into account, this corresponds to (0.265 ± 0.007) x (6/ 
162.26)(1.108 x 10-2)(6.022 x 1023) = (6.54 ± 0.17) x 10'9 13C 
spins, a number that can be used in future experiments of 13C 
counting that employ this particular spinner/coil combina­
tion. Figure 1 also shows the corresponding results for the 
aromatic carbon resonance of HMB. An analogous analysis, 
with a correlation coefficient of 0.9996, yields the result that 
the built-in Delrin resonance corresponds to 0.251 ± 0.004 g 
of HMB, or (6.19 ± 0.10) X 10'9 13C spins. 

2. CP Results. (a) T,R, T CH, and T,/ Measurements. 
13C-monitored T,H inversion-recovery experiments (2) were 
carried out on the sample of 18.3% HMB and 81.7% MgO 
in the 2.5-cm3 Delrin/zirconia spinner. The computer fit of 
an exponential/inversion-recovery equation for each of the 
13C peaks in the spectrum yielded the following T,H values: 
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Figure 1. Plot of the ratio of the aromatic HMB t3C intensity to the 
Delrin 13C intensity (A) or the ratio of the aliphatiC HMB t3C intensity 
to the Delrin 13C intensity (B), measured via single-pulse (SP) experi­
ments (100-5 repetition delay), vs grams of HMB in HMB/MgO mixtures. 

Table I. Results of Variable Contact Time Experiments' 

recycle delay = 5 s recycle delay = 1 s 
13C peak 

Delrin 0.29 ± 0.03 77 ± 4 0.27 ± 0.07 80 ± 1 
aliphatic HMB 1.98 ± 0.06 98 ± 2 1.88 ± 0.09 90 ± 4 
aromatic HMB 2.50 ± 0.10 127 ± 4 2.27 ± 0.10 78 ± 15 

aStated error limits represent the 95% confidence level. 

Delrin, 0.412 ± 0.005 s; aromatic HMB, 0.104 ± 0.001 s, and 
aliphatic HMB, 0.104 ± 0.001 s. The relevance of these values 
is the fact that the 13C magnetization that is generated by cross 
polarization is dependent upon the 'H magnetization available 
at the beginning of the CP pulse sequence. This IH magne­
tization is in turn the steady-state magnetization established 
as a result of spin-lattice relaxation between the end of one 
CP sequence and the beginning of the next. From the point 
of view of the lH magnetization, this steady-state magneti­
zation, MSSH, is analogous to what is obtained at the beginning 
of 90° pulses in a long series of 90° pulses, after each of which 
MZH is zero (as is also the case in CPl. This steady-state 
magnetization is given by eq 2, where MOH is the equilibrium 

MSSH = MoH(l - e-T,IT,") (2) 

magnetization and T d is the repetition delay between the end 
of the CP data acquisition period and the initiation of the next 
IH 90° pulse. 

Variable contact time CP experiments were carried out on 
the sample of 18.3% MgO and 81.7% HMB in the 2.5-cm3 

Delrin/zirconia spinner. For each 13C peak, the computer fit 
of the data to eq 1 yielded values of TCH and TlpH. Figure 
2 shows a representative set of data (for the Delrin peak) 
together with the computer fit. Table I gives the TCH and TIp H 

values derived for the Delrin, aliphatic HMB, and aromatic 
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matic HMB peak yields a straight-line plot (not shown here) 
with a correlation coefficient of 0.9996. From the slope of that 
plot we obtain the result that the built-in Delrin CP signal 
corresponds to 0.219 ± 0.004 g of HMB, or (5.40 ± 0.101 X 
10'9 l3C spins, in good agreement with the result obtained f.:om 
the aliphatic signal. 

Contact time (ms) 

Figure 2. Plot of the Delrin 13C intensity as a function of CP contact 
time, obtained with 1-5 repetition delay. 

HMB carbons from computer fits. 
In the simplest view, values of TCH and T,pH should not 

depend on the recycle delay, T d, as the cross polarization simply 
works on whatever amount of 'H magnetization is available 
at the beginning of the CP sequence. For the two HMB peaks 
one expects that, not only should the T,p H values measured 
via the aromatic and aliphatic peaks be the same (the 
magnetization of both carbon types is obtained from the same 
set of protons, the methyls), but this common value should 
be independent of T d. The fact that substantial differences 
are measured may reflect the fact that the largest T value 
employed in the T,pH measurements is about one-third ofthe 
smallest T,pH value measured; hence, only early parts of the 
T,p H-determined decay were monitored, so the accuracy of 
those T,p H measurements must be questioned. Thus, there 
may be systematic errors, in addition to random errors, in 
these determinations. In addition, the fact that all the T CH 
and T,p H values measured with T d = 1 s are smaller than the 
corresponding values measured with T d = 5 s probably implies 
an unintended change in the rf field strength from one set 
of measurements to the other. A shorter T d could result in 
higher temperatures in the rf circuits, which can detune these 
circuits. The fact that TCH for the aliphatic HMB carbons 
is smaller than that of the aromatic HMB carbons reflects the 
fact that C-H coupling for aliphatic HMB carbons is stronger 
than C-H coupling for aromatic HMB carbons. In any case, 
all of the T,p H values obtained here are at least an order of 
magnitude larger than the CP contact times of interest in this 
study, so the factor e-,IT" in eq 1 is effectively unity for all 
of the HMB carbon resonances. 

(b) CP Calibrations. A series of CP calibration experiments 
analogous to the SP calibration experiments represented in 
Figure 1 was carried out on the same set of HMB IMgO 
mixtures. Before calculation of the Moll MD•l and Marl MD•l 
ratios to be used in CP plots analogous to the SP plots in 
Figure 1, correction factors M* IM(T) were applied to the raw 
laC intensity data according to eq 1, based on the TCH and 
T,p H values obtained from the variable contact time data. As 
indicated above, the first factor on the right side of eq 1 is 
in each case equal to unity in the cases of interest here. In 
addition, for experiments with the shorter delay (T d), correction 
factors MoH I MssH were computed from eq 2, using the T,H 
values reported above, and applied to the raw laC intensities. 

A plot (not shown here) of the ratio of l3C intensities, 
corrected according to eq 1, of the aliphatic HMB and Delrin 
resonances obtained with a 5-ms CP contact time (T) and a 
5-s repetition delay (T d) consists of a straight line with a 
correlation coefficient of 0.9997. From the slope of this plot 
we obtain the result that the built-in Delrin CP signal cor­
responds to 0.220 ± 0.004 g of HMB, or (5.42 ± 0.10) X 10'9 

"C spins. An analogous analysis of the CP data of the aro-

Analogous CP experiments were carried out on the same 
mixtures, using a 5-ms CP contact time and a 1-s repetition 
delay. Corrections were applied according to eq 1 and 2. The 
aliphatic HMB plot analogous to that of Figure 1B is a straight 
line with a correlation coefficient of 0.9960, yielding the result 
that the built-in Delrin CP signal corresponds to 0.214 ± 0.014 
g of HMB, or (5.28 ± 0.35) X 10'9 l3C spins. The aromatic 
HMB plot analogous to that of Figure 1A is a straight line 
with a correlation coefficient of 0.9972 and a slope that yields 
the value 0.214 ± 0.012 g of HMB, corresponding to (5.28 ± 
0.30) X 10'9 13C spins. 

The CP results for both the 5 ms/5 sand 5 ms/1 s pa­
rameter sets constitute calibrations that are within experi­
mental error of each other, indicating empirically that the 
built-in Delrin CP signal of this particular MAS system re­
producibly corresponds to about (5.35 ± 0.18) X 10'9 l3C spins. 
This number is about 16% below the value obtained by the 
SP calibrations discussed above. The fact that consistent CP 
calibrations are obtained means that CP spin counting can 
be carried out reliably on an empirical basis. The fact that 
the empirical CP "HMB equivalent" is smaller than the 
corresponding SP "HMB equivalent" is understandable on 
the basis of the geometry of the 2.5 cm' I 4.5 kHz spinner 
system. 

The HMB sample is contained within the active volume 
of the rf coil and is hence efficiently interrogated by either 
SP or CP approaches. However, a substantial fraction of the 
Delrin in the spinner falls outside the active volume of the 
rf coil. The 13C rf field and tip angle experienced by the Delrin 
magnetization originating from any region of the spinner fall 
off with increasing distance from the rf coil. Nevertheless, 
for any region for which the tip angle is nonzero, there is a 
corresponding contribution to the Delrin SP signal, which is 
accounted for empirically in the SP calibration. Similarly, 
the fall-off of 13C and 1 H rf fields with increasing distance from 
the single double-tuned rf coil affects CP efficiency. Pre­
sumably, the 13C and 'H rf fields fall off by the same factor 
for a given spatial region of the Delrin spinner, so the CP 
effectiveness does not abruptly fall to zero immediately out.<jde 
the coil. However, the CP efficiency can falloff considerably 
faster than the cos Wltp dependence of SP-generated 
magnetization (where W, = the rf field in rad S-l '" Avis and 
tp is the pulse duration), because of the requirement of a strong 
rf field to maintain the spin-lock condition, especially for 
protons. Hence, it is reasonable that the "corrected" ratio of 
the CP HMB aliphatic or aromatic signal intensity to the 
"corrected" CP Delrin intensity should be larger than what 
one would expect from comparisons with SP results. 

The results described above show that within a variance 
of about ±4%, the 13C intensity of the built-in Delrin signal 
can be used as an intensity standard for 13C absolute intensity 
or spin counting experiments, either by the single-pulse or 
cross-polarization approaches. It should be noted that some 
of the ±4 % variance for each method may be due to variability 
in the detection sensitivity of the HMB signals, rather than 
errors or variations in the Delrin 13C signal intensity. Hence, 
the precision and accuracy of the Delrin 13C signals may be 
considerably better than ±4 %. One could argue that HMB, 
which has a CP match condition that is relatively sensitive 
to mismatch, is not an optimum choice for this purpose. 
Perhaps a better choice would be a compound with relatively 
rigid CH2 groups; the strong 'H-'H dipolar interactions in such 
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a system would result in a broader (less fragile) CP match 
condition. 

It is worth emphasizing that the level of precision indicated 
above should be expected only if one's experiments are limited 
to a specific spinner assembly. Calibrations of the type 
represented by Figure 1 should be carried out for each spinner 
assembly (assuming reproducibility of spinner assemblies is 
not perfect) and periodically even for a specific unit (assuming 
some wearing of a spinner system with repeated usage). For 
the reasons discussed above, one should expect greater var­
iability, or lower precision, due to variations in rf field strength 
or homogeneity in CP spin counting experiments than in SP 
spin counting experiments carried out by this approach. 

The results presented in this paper offer major hope for a 
convenient strategy for the measurement of absolute 13C in­
tensities or 13C spin counting in 13C NMR studies of certain 
types of systems in which there has been substantial uncer­
tainty in the significance of 13C NMR intensities. Examples 
include cases in which paramagnetic centers in the sample may 

TECHN I CAL NOTES 

interfere with the observation of 13C intensity due to excessive 
broadening and/ or paramagnetic shifts, cases in which certain 
carbon environments may preclude the existence of reasonably 
efficient 13C spin-lattice relaxation, and cases in which the 
remoteness of certain carbon atoms from hydrogen may in­
terfere with 13C observation via 'H_13C cross polarization. 
Applications of these types are under way in this laboratory. 
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INTRODUCTION 

Continuous flow (CF) liquid secondary ion mass spectrom­
etry (LSIMS) or fast atom bombardment (FAB) mass spec­
trometry has attracted considerable interest (1-4) because it 
offers several advantages in comparison to static LSIMS. 
First, new samples can be analyzed conveniently without 
breaking vacuum or changing instrument focus, facilitating 
automatic operation and rapid sample throughput. Second, 
samples dissolved in a variety of organic solvents may be 
admixed with glycerol to form a liquid matrix compatible with 
both chromatographic and LSIMS requirements. Third, 
spectra are characterized by lower chemical noise than that 
observed with static LSIMS. Finally, since samples elute 
discretely, chromatographic data processing techniques are 
applicable. 

In the operation of a CF -LSIMS or FAB probe, one of the 
common handicaps for extended continuous stable operation 
is the accumulation of liquid around the probe tip region. This 
problem exists whether the liquid is delivered either internally 
or externally to the probe shaft to the target surface to form 
a thin film. The results are peak broadening from stagnancy 
of liquid flow, film instability from the freezing of mobile phase 
in the capillary, and instability of ion source pressure due to 
dripping and bubbling of mobile phase. Various efforts have 
been directed toward minimizing these undesirable effects 
[e.g., selection of mobile phase, variation of control parameters 
for mass and heat transfer and the use of fritted surfaces (1), 
all aiming at on-site evaporation, and the use of wicking 
material to remove liquid from the target surface and to 
provide a thin film and smooth flow (5, 6)J. We have dem­
onstrated quantitative analyses of polar substances using 
CF-LSIMS (7,8), and have consequently desired to operate 
in this mode continuously and routinely for 6-8-h periods for 
analytical assays, a requirement more rigorous than that re­
ported previously by others. We have sought to extend the 

time period of continuous operation by facilitating and sus­
taining liquid transport across the probe surface by channeling 
the liquid onto a large absorbent surface which could provide 
sufficient heat and fluid capacity to bring the flow system close 
to a state of mass transfer dynamic equilibrium (i.e., a state 
in which the rate of liquid steadily evaporated into the vacuum 
system equals the rate of mobile phase delivered to the probe 
tip). The idea was tested by using an evaporation device made 
of cellulose with an extended surface area, displaced from the 
LSIMS target surface, and in contact with a solid probe which 
serves as a large heat sink. We are able to operate in CF­
LSIMS mode for periods longer than 8 h with only slight 
deterioration of performance. 

EXPERIMENTAL SECTION 
A tandem quadrupole mass spectrometer (TSQ-70, Finnigan 

Mat, San Jose, CAl was used with a prototype CF-LSIMS ap­
paratus (Bioprobe, Finnigan MAT). This apparatus delivers liquid 
through a capillary tube which is positioned to contact a standard 
probe located near the ion extraction lens assembly (Figure 1a). 
An unfocused cesium ion gun (Phrasor, Duarte, CAl was the 
primary ion source. A solid, stainless steel probe shaft dimen­
sionally identical with the standard heated commercial probe was 
machined for these studies in order to provide a rugged device 
with a large heat capacity. It was fitted with a standard copper 
FAB probe tip. Figure 1a shows the prohe-evaporator assembly. 
The evaporator consisted of two layers of cellulose absorbent to 
maximize the evaporation surface area The outer layer (shaded 
portion A in Figure 1 b) was cut from a 10 mm x 50 mm single 
thickness cellulose extraction thimble (Whatman, Inc., Clifton, 
NJ). The inner layer (shaded portion B in Figure 1c) was cut 
from a similar 25 mm X 100 mm single thickness cellulose ex­
traction thimble. A large hole (C in Figure 1b) and a small hole 
(D in Figure 1b) were cut in the outer layer to increase the 
pumping efficiency. Cutting with small surgical scissors minimized 
the generation of paper lint. The two cellulose layers were ov­
erlapped by rolling portion B into a tube and sliding it into portion 
A. The resulting evaporation assembly was then force-fitted onto 
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Figure 1. (a) Probe-evaporator assembly. (b) The outer layer of the 
evaporator. (c) The inner layer of the evaporator. 

the probe shaft so that the lower edge of the probe tip collar 
touched the pointed end (E in Figure lc) of the inner layer. To 
minimize the thermal load on the immediate vicinity of the probe 
tip and to maximize the evaporation surface area, the absorbent 
was in contact with the probe shaft only near the base of the 
evaporator. This contact provided a heat conduction pathway 
to the evaporator. 

A pulse-dampened pump (Model 302, Gilson, Middleton, WI) 
delivered a 20% glycerol/H20 solution to a 0.5-ILL loop injector. 
The liquid flowed through a 75 Ilm i.d. X 90 cm fused silica tubing 
(Polymicro Technologies, Phoenix, AZ) to meet the probe tip 
(Figure la). The mobile phase flow rate was 8 ilL/min, and the 
ion source temperature was 40-45 "C. The probe was heated at 
the probe handle with a heating tape to maintain the temperature 
of the probe shaft at the entry port of the mass spectrometer at 
about 40 "C. The cellulose evaporator assemblies were withdrawn 
from the vacuum system and discarded after use. The perform­
ance of this device was evaluated by repetitive 0.5-IlL injections 
of mobile phase containing 10 ng of potassium salt of (3-meth­
oxy-4-sulfatoxyphenyl)ethylene glycol (MOPEG-sulfate, Fluka 
Chemicals, Ronkonkoma, NY). 

RESULTS AND DISCUSSION 
Figure 2 shows the results of repetitive injections of mobile 

phase containing MOPEG-sulfate, a norepinephrine metab­
olite for which we desired a direct quantitative analysis me­
thod. While this example demonstrates stable operation in 
negative ion mode, we have obtained similar results monitoring 
positive ions in the routine analyses of I-methyl-4-phenyl­
pyridine and 2-amino-3-(methylamino)propanoic acid. For 
the analysis of MOPEG-sulfate, the continuous flow system 
was operated continuously for 9.5 h with only slight deterio­
ration of performance. The size of the evaporator used was 
approximately 10 mm i.d. X 28 mm length. With 20% gly­
cerol/H,o mobile phase at 8 ilL/min flow rate, the retention 
of liquid in the evaporator after 9.5 h of continuous operation 
was 16.1 % by weight. 

There are two engineering principles that this sytem in­
corporates and that are applicable to all CF -LSIMS systems. 
First, the rapid flow of liquid across the probe tip surface and 
into another area reduced the thermal load at the probe tip 
(e.g., we have physically separated the site of secondary ion 
emission from the region of liquid evaporation). Thus, the 
requirement for careful monitoring and precise control of 
probe tip temperature in order to supply heat for mobile phase 

~ 
iii z 
ill 
f-
~ 
ill 
> 3:50 

1 :35 

3:55 

1:45 1:50 

4:00 4:05 

~ 
ill 
a: "~~ 

5:55 6:00 

9:00 9:05 9:10 9:15 

HOUR 
Figure 2. Negative ion selected ion recordings of m/z 263 (M - H)" 
obtained by repetitive loop injections containing 10 ng of MOPEG-sulfate 
in 0.5 ilL of 20 % glycerol/water during a period of more than 9 h 
demonstrating the stability of the CF-LSIMS system with an evaporation 
device. 

evaporation has been eliminated. Instead, there is a heat 
conduction pathway, bypassing the probe tip, which transfers 
heat to the evaporator. Second, the use of an extended ab­
sorbent evaporation surface in contact with a large heat sink 
increases the rate of mobile phase evaporation at reduced 
temperature. As liquid begins to accumulate within this ab­
sorption medium, the wetted surface area starts to expand 
rapidly. The surface expansion increases the rate of evapo­
ration and decreases the rate of liquid accumulation. As the 
rate of accumulation approaches zero, the flow system ap­
proaches a state of mass transfer dynamic equilibrium. Thus, 
if sufficient evaporation surface area is provided, a CF -LSIMS 
system can be operated for extended periods. We anticipate 
that with a balance of absorbent, evaporation surface, and heat 
sink, a wide range of mobile phase compositions and mobile 
phase flow rates should be accommodated in CF-LSIMS. 

Registry No. Cellulose, 9004-34-6. 
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Contamination of groundwater and soil by leaking under­
ground petroleum storage tanks is an increasingly common 
environmental problem. The study of a gasoline-contaminated 
site involves the collection of a large number of soil and water 
samples. The use of on-site soil-gas monitoring equipment 
and portable gas chromatographs is proving to be very ef­
fective in screening sites (1,2). However, there remains the 
need to corroborate the often variable field analyses with 
laboratory-based methods. 

We were required to develop a rapid, 15-20 min, manual 
method to analyze primarily for the six important volatile 
aromatics, i.e., benzene, toluene, ethylbenzene, and the three 
xylene isomers (often collectively abbreviated BTEX), in 
gasoline-contaminated groundwater and soil samples. Rapid 
turnaround times were required so as to reduce the loss of the 
compounds to volatilization and bacterial degradation, thus 
providing a better comparison to the field data. A static 
headspace method was developed to be performed directly 
in the 40-mL screw-cap septum vial in which the sample had 
been collected in the field. The developed headspace method 
allowed for the analysis of trace volatile components as well 
as those present at much higher levels. This is not possible 
for the often used purge-and-trap methods. 

In the past, static heads pace methods have proven to be 
rapid and effective means of analyzing for various volatile 
pollutants in groundwater and soil samples. Static headspace 
involves a partitioning of volatile components between the 
aqueous and vapor phases enclosed in a gas-tight vial. Soil 
samples are enclosed in vials with distilled water, which serves 
to extract the contaminants. Thereupon, a partitioning of the 
volatile organics into the enclosed vapor phase occurs. The 
theoretical and practical considerations of such static 
headspace methods have been discussed in depth (3-11). 

THEORETICAL DEVELOPMENT 

To achieve representative and reproducible resuIts, the 
static headspace method requires that chemical and thermal 
equilibrium be reached within the sampling vessel. Henry's 
law (eq 1) applies to the vapor-liquid system under these 
conditions. Henry's law constant H is related to the vapor 

H = Pv/Cw (1) 

pressure of the gas over the solution, P" and to the concen­
tration of the compound in the water phase, Cwo 

When the volume of headspace to volume of aqueous phase 
is a constant ratio in all samples and standards, a standard 
curve can be plotted, and there is no need to utilize Henry's 
law for quantitative analysis. This is simple to achieve for 
aqueous samples, as a constant, known volume can be with­
drawn from each vial. Soil samples, however, pose a more 
difficult problem. To avoid the loss of volatile constituents 
during handling, soils are collected in vials with a known mass 
of distilled water and immediately capped. The final 
headspace volume is variable, depending upon the volume 
occupied by the soil; therefore the headspace to water ratio 
varies from sample to sample. A correction factor based on 

0003-2700/89/0361-2584$01.50/0 

Henry's law must therefore be applied to the gas chromato­
graphic results in order to make the analysis meaningful. 

An effective Henry's law constant at the analytical condition 
can be determined by running the same standard solution at 
two different headspace to liquid volume ratios, as indicated 
byeq 2. The ratios (Vv/Vw) represent the volume ratios of 

1- (At!A2) 

H = (At! A2)[(Vv/ Vwh - (Vv/ Vw)2] (2) 

headspace to aqueous phase in the two trials. A, and A2 
represent the peak areas for the compound of interest. Once 
Henry's law constant has been found for each compound, an 
unknown concentration of the compound in a soil sample can 
be calculated by using eq 3. Here the subscripts s and 0 

Vw A,(l/H + (Vv/Vw),) 

C, = COM, Ao(l/H + (Vv/Vw)o) (3) 

indicate the soil and standard respectively, Vw is the volume 
of water added to the vial, and M, is the mass of the soil. 

EXPERIMENTAL SECTION 
Instrumentation. Separations were performed with a capillary 

column gas chromatograph (Hewlett-Packard Model 5880A). A 
split/splitless injector was used in the splitless mode. Megabore 
capillary columns, 0.55 mm Ld., 30 m in length with 3.0-l'm film 
thickness of DB-1 (J&W Scientific) were used. The column's 
eluent was passed through a photoionization detector (PID) (HNU 
Systems, Model 52-02A) equipped with a 1O.2-e V lamp, followed 
by a flame ionization detector (FID) (Hewlett-Packard). The PID 
was connected to one integrator while the FID output was 
monitored by the GC terminal (Hewlett-Packard, Model 5880A, 
Level 4). The following column oven temperature program was 
used: initial temperature, 40°C; initial time, 3.0 min; temperature 
program rate, 8°C/min; fmal temperature, 190 DC, with a variable 
final time to elute higher boiling components. The flow rate 
through the column was controlled at 5-7 mL/min. Manual 
injections of the headspace vapors were accomplished by using 
250- or 500-I'L gas-tight, fixed needle microsyringes (Scientific 
Glass Engineering, Part No. 010508 or 010510). To prevent 
septum corings from entering the column because of the use of 
relatively wide-bore syringe needles, a plug about 1 cm long of 
silanized glass wool was packed into the glass injection port liner. 

The gasoline-polluted soil or groundwater samples were col­
lected in 40-mL glass vials (Supelco, Part No. 2-3299), with hole 
caps (Supelco, Part No. 2-3283) and Teflon-faced septa (Supelco, 
Part No. 2-3281). Each vial contained as a preservative 100 I'L 
of a 24000 mg/L aqueous solution of HgC12' A fmal concentration 
of 60 mg/L HgCl2 was obtained upon completely filling the vial 
with 40 mL of groundwater. This was found to be an effective 
method of preservation against microbial degradation. Imme­
diately after sampling, the capped vials were inverted to reduce 
the loss of entrapped air and any volatile components and then 
packed on ice and returned to the laboratory where they were 
kept refrigerated at 4 °C if analysis could not be conducted 
immediately. 

Twenty to sixty minutes before analysis, the vials were placed 
in a 25.0 °C constant temperature water bath. After about 15 
min of temperature equilibration, a 1.5 in. long, 22-gauge needle 
was inserted through the septum to allow air to enter. Then a 
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Table I. Effect of Using Mercuric Chloride as a 
Preservative for Groundwater Samples 

concentration, Itg/L 

preserved with 60 
mg/L 

time, unpreserved mercuric chloride 

days B T E X B T E X 

0 34 92 227 947 31 73 221 892 
2 32 85 94 783 36 95 216 890 

14 0 54 0 0 34 87 237 991 
39 0 25 0 0 38 92 270 973 

similar, second needle attached to a 30-mL Luer-Lock syringe 
was used to removed 10.0 mL of the aqueous phase. The vial was 
kept in an inverted position and shaken thoroughly for 1 min. 
The vial, with 10.0 mL of headspace, was then again placed in 
the 25.0 °C water bath and allowed to reach thermal and phase 
equilibrium. At the time of analysis, 200-500 ,..L of the headspace 
was withdrawn with a gas-tight syringe and injected into the gas 
chromatograph. 

RESULTS AND DISCUSSION 
This method has proven to be a rapid and effective means 

of analyzing environmental samples. Brief run times of 15-20 
min and lack of sample work-up allow up to 20 samples to 
be analyzed in an 8-h work day. The PID has a useful ana­
lytical range for BTEX in water extending from about 1 ".g/L 
to at least 15000 p.g/L using this method. Thus, samples with 
a wide range of contamination can be analyzed without di­
lution or other sample-handling techniques. 

It was found that chemical preservation of environmental 
samples was required in order to obtain meaningful results. 
Merely storing unpreserved soil or water samples at 4 °C, as 
discussed by EPA Method 503.1 (12), was not sufficiently to 
prevent biodegradation, even for short periods of time. In one 
of our studies, a groundwater sample from a gasoline spill spite 
contained 221 p.g/L of ethylbenzene immediately after col­
lection. After 2 days of refrigeration, only 43 % of the initial 
concentration of ethylbenzene remained in an unpreserved 
sample. Other results from this study are presented in Table 
I. Preserved samples from the same location maintained 
initial concentrations of BTEX even after 39 days. The HgCI, 
was therefore effective at preventing biodegradation, and no 
volatile losses occurred from the sampling vials. 

Headspace analysis has several clear advantages over the 
more conventional purge-and-trap methods. Rapid analyses' 
turnaround times, as mentioned above, are easily achieved. 
The lack of expensive purging equipment is also important. 
Another benefit is the ability to perform multiple runs on a 
single sample vial. Purge-and-trap is essentially a destructive 
method; the sample may only be purged and analyzed once. 
The removal of a sample of headspace vapors, however, does 
not significantly diminish the total mass of analyte within a 
sample vial, and equilibrium is reestablished within 2-5 min. 
Overall reproducibilities of between 2 to 8 per cent relative 

standard deviation were obtained for repeated, manual in­
jections of vapors from the same aqueous BTEX standards 
in the range from 440-2200 p.g/L. 

Purge-and-trap methods also suffer from the inherent 
problems associated with the use of adsorbents. The adsor­
bent trap may be selective, can be overloaded, may experience 
carryover, and may break down witb repeated heating and 
purging cycles. Additionally, volatile losses can occur during 
transfer of the sample from the sampling vial to the instru­
mentation. The simplicity of the headspace method avoids 
these problems; there is no sample transfer and no sample 
work-up outside of the vial. This simplicity is what makes 
static headspace methods so useful and attractive, particularly 
for analyses conducted in the field. 
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Comparison of Paraffin Oil and Poly(chlorotrifluoroethylene) Oil Carbon Paste 
Electrodes in High Organic Content Solvents 
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INTRODUCTION 
Carbon-paste electrodes (CPEs) have been used as elec­

trochemical (EC) detectors for liquid chromatography because 
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they are easy to fabricate, have a wide potential working range 
(1), and can be modified with electron mediators to lower the 
required applied electrode potential (2, 3). In addition, the 
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surface of the electrode can be easily renewed. The paste is 
usually composed of graphite and Nujol oil although other 
binders such as silicone oil, bromoform, and bromo­
naphthalene have been used (1). A Nujol CPE prepared by 
using the surfactant sodium lauryl sulfate in the binder was 
stable in nonaqueous solutions such as acetonitrile (4). A 
polymeric silicone oil CPE was recently demonstrated for LC 
detection at high acetonitrile and methanol concentrations 
(5). Even at high positive applied potentials, good electrode 
lifetime was achieved. 

A Kel-F oil and a fluorocarbon oil (perfluorobutylamine) 
CPE have been used previously in aqueous voltammetric 
studies in the comparison of the properties of seven CPEs (6). 
Upon oxidation of ferricyanide, hydroquinone, or phenol, the 
peak currents were somewhat higher using either of these 
fluorocarbon-based electrodes as compared to the other hy­
drocarbon or silicone oil based electrodes. Although Kel-F 
particle-graphite composite electrodes have been used for 
high-performance liquid chromatography (HPLC) detection 
(7, 8), the potential of fluorocarbon oil CPEs as HPLC de­
tectors has not been explored. 

We have explored the use of Kel-F (poly(chlorotrifluoro­
ethylene)) oil as a mulling liquid for the preparation of carbon 
paste electrodes for use in continuous-flow systems. By use 
of amperometric detection with flow injection analysis (FIA), 
the Kel-F oil CPE shows an enhanced response over the Nujol 
CPE with mobile phases of both low and high acetonitrile 
compositions. The responses of both electrodes are found to 
be dependent on the polarity of the organic solvent used in 
the mobile phase which affected the active surface area ofthe 
CPE. 

EXPERIMENTAL SECTION 
Chemicals. All chemicals were reagent grade or better. Kel-F 

oil no. 10 was obtained from Ohio Valley Specialty Chemicals 
(Marietta, OH) and the Nujol oil (paraffin oil) was purchased from 
Fisher Scientific (Fairlawn, NJ). The graphite powder was from 
BAS (West Lafayette, IN) or Fisher Scientific (Fairlawn, NJ). 
Particle size was determined to be about 10-25 /Lm by light 
microscopy. Triply distilled water was obtained from a Barnstead 
Nanopure distillation unit (Sybron/Barnstead; Boston, MA). 

Equipment. The FIA arrangement consisted of a Beckman 
ModelllOA pump modified with a pulse dampener (52 em X 4.6 
em i.d. stainless steel), a Rheodyne Model 7010 injector (Rheodyne; 
Berkeley, CAl with a 20-/LL sample loop, and a Model LC-3A 
electrochemical detector employing a thin-layer transducer cell 
(Bioanalytical Systems, BAS; West Lafayette, IN). The elec­
trochemical cell was composed of a stainless steel auxiliary cell 
half (MF-1018), a plastic Kel-F cell half (MF-1009), and a Ag/ AgCI 
reference electrode (RE-3). The indicator electrode has a geo­
metric area of 7.07 mm'. Peaks were generated on a Fisher 
Recordall Series 5000 (Houston Instruments; Austin, TX) or a 
Linear Model (Linear Instruments, Reno, NV) strip chart recorder. 

Cyclic voltammetry and chronocoulometry measurements were 
performed with a BAS-100 electrochemical analyzer (BAS; West 
Lafayette, IN). The electrochemical cell consisted of the BAS 
carbon· paste electrode, a Pt wire counter (auxiliary) electrode, 
and a saturated Ag/ AgCI reference electrode. Cyclic voltam­
mograms were obtained at the scan rate of 100 m V / s after the 
electrode was cycled 20 times. For the chronocoulometry, the 
potential was stepped from -100 to 400 m V at the pulse width 
of 250 ms. On the basis the Cottrell equation, the active surface 
area of the CPE can be calculated from the slope of a plot of charge 
Q vs timel/'. The diffusion coefficient value of7.6 X 10'" cm'/s 
for K3Fe(CN). in 1 M KCI (9) was corrected for the change in 
viscosity of a 30/70 aqueous-acetonitrile (10) solution resulting 
in a diffusion coefficient of 12 X 10'" cm' / s. 

Procedure. The carbon paste was made in batches and stored 
for subsequent use. Graphite powder predried at 100 °C and the 
mulling oil (Kel-F or Nujol oil) were combined in the ratios of 
1.25 to 1.7 (g of graphite to mL of mulling oil) and mixed thor­
oughly with a mortar and pestle. The carbon paste was tamped 
into the flow cell with a brass rod and then the surface was 
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Figure 1. Hydrodynamic voltammogram for estriol using a Ke~F oil 
(0) and a Nujol oil (+) carbon paste electrode: test solute, 10 ppm 
estriol; mobile phase, 80/20 acetontlrile-0.025 M phosphate buffer, 
pH = 3.2. 

flattened by rubbing on fmished white paper (11). Both the 
thin-layer cell and the voltammetric CPE were repacked by re­
placing approximately one-fifth of the previously used carbon 
paste. Equilibration of a new carbon paste electrode was carried 
out for at least 8 h at 0.3 mL/min by using 70/30 phosphate 
buffer-acetonitrile to reduce the background noise. After the 
electrode was resurfaced, equilibration time with the desired 
mobile phase was about 45 min. Estriol solutions were prepared 
in acetonitrile and ascorbic acid solutions in 0.08 M acetate buffer, 
pH = 4.8. Oxidation potentials vs Ag/ AgCI were maintained at 
0.95 V for estriol and 0.70 V for ascorbic acid. The flow rate was 
maintained at 1 mL/min. 

Mobile phases were varied for estriol (0.025 M phosphate, pH 
= 3.2, organic content as stated), but isocratic for ascorbic acid 
(0.08 M acetate buffer containing 0.001 M trihexylamine, pH = 
4.8,20% acetonitrile). In all FIA experiments, at least five in­
jections were made for each data point. Peak height was found 
to be satisfactory for quantitation. 

Swelling of either Nujol or Kel-F oils by an organic solvent was 
determined by adding the solvent to the preweighed oil sample 
and allowing the mixture to sonicate for 1 h. The excess organic 
solvent was allowed to evaporate off by natural means for about 
72 h and by a stream of N, for an additional 1 h. The weight of 
the organic solvent in the oil divided by the weight of the original 
Kel-F oil was percent gain. Determinations were done in triplicate. 

RESULTS AND DISCUSSION 

In order to test the electrodes under extreme conditions, 
estriol, a type of estrogen, was chosen as the test solute. This 
estrogen exhibits a high overvoltage, requiring a high applied 
potential for oxidation. A previous method reports an applied 
potential of 1.15 V vs Agj AgCl using a glassy carbon electrode 
(12). Hydrodynamic voltammograms using estriol for both 
the Kel-F oil and Nujol oil CPEs are compared in Figure 1. 
The current generated for each potential was larger for the 
Kel-F oil CPE than that of the Nujol oil CPE. In the potential 
range of 0.80--0.95 V, the Kel-F oil CPE generated about twice 
the current. At lower potentials such as +0.80 V, the dif­
ference in background currents between the two electrode 
types was negligible. At +0.95 V, the background current for 
the Kel-F oil electrode was about 4 times higher. An applied 
potential of +0.95 V was used in subsequent LC-EC experi­
ments. For an equivalent current response of the Nujol CPE, 
a potential of 0.99 V would be required. 

Nujol oil and Kel-F oil carbon paste electrodes were com­
pared by using mobile-phase combinations ranging from 0 to 
80% acetonitrile (Figure 2). Each point represents at least 
five injections with a relative standard deviation (RSD) of no 
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Figure 2. Effect of acetonitrile content on response of a Kel-F oil (0) 
and Nujol oil (+) carbon paste electrode: test solute, 10 ppm estriol; 
aqueous portion of mobile phase, 0.025 M phosphate buffer, pH = 3.2; 
applied potential, +0.95 V. 
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Figure 3. Sample peaks using a Ke~F oil and a Nujol oil carbon paste 
electrode: test solute, 10 ppm estriol; mobile phase, 70/30 aceta­
nitrile-0.025 M phosphate buffer, pH = 3.2 for Kel-F oil CPE; 50/50 
acetonitrile-0.025 M phosphate buffer, pH = 3.2 for Nujol oil CPE; 
applied potential, +0.95 V. 

greater than 6%. In a 100% aqueous solution and low con­
centrations of up to 30% acetonitrile, the responses of both 
electrodes remained constant. However, the signals generated 
by the Kel-F oil CPE are about 1.5 times greater than the 
Nujol oil CPE. Larger peak currents were obtained with both 
electrodes as the acetonitrile content increased to 70 %. From 
70% to 80% acetonitrile, the Kel-F oil CPE responded about 
a factor of 1.7 better than the Nujol oil CPE. The diminished 
response of the Nujol oil CPE is likely due to the electrode 
instability (13) with mobile phases containing 70% and 80% 
acetonitrile. Representative FIA outputs for both electrodes 
are shown in Figure 3. Repetitive injections of 10 ppm estriol 
illustrate the enhancement observed for the Kel-F oil CPE 
and the equivalent reproducibility of both electrodes. Some 
broadening can be noted for the Kel-F electrode peaks. De­
tection limits for estriol were 180 and 200 ppb for the Kel-F 
oil and Nujol oil CPE, respectively. These values are com­
parable because the Kel-F oil CPE background was about 5 

Table I. Comparison of Response for Kel·F Oil and Nujol 
Oil Carbon Paste Electrodes' 

current, nA 

estriol conen, ppm Kel-F Nujol 

0.1 0.96 ± 0.02 0.50 ± 0.02 
0.5 4.62 ± 0.08 1.64 ± 0.01 
1.0 6.09 ± 0.09 3.Q4 ± 0.13 
2.0 12.26 ± 0.12 5.74 ± 0.27 
4.0 34.91 ± 0.11 14.25 ± 0.14 
8.0 53.74 ± 0.24 23.07 ± 0.33 

10.0 71.02 ± 0.77 27.41 ± 0.31 

'Mobile phase, 80/20 acetonitrile-O.025 M phosphate buffer, pH 
= 3.2; applied potential, 0.95 V. '0.264 mM K3Fe(CN), in 30/70 
aqueous/acetonitrile (0.1 M KCl). 
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Figure 4. Effect of organic solvent polarity on response of a Ke~F all 
CPE: (0) acetonitrile; (+) 2-propenol; (II) methanol. Other conditions 
as in Figure 2. 

times more noisy. Even after 8 h of use besides the initial 
equilibration period, a noise value of 0.50 nA was present. 
Linearity of both CPEs extended to about 50 ppm. Table I 
shows the current generated for 0.1-10 ppm estriol solutions 
with the standard deviation data using 80% acetonitrile. 
Correlation coefficients were 0.994 for both electrodes. The 
average relative standard deviations (RSD) for these data were 
1.1 % and 2.3% for the Kel-F oil and Nujol oil CPEs, re­
spectively. In a study of five consecutively renewed carbon­
paste surfaces, a 15 ppm estriol solution was injected six times 
for each electrode. The RSD for these data was 8 %. Previous 
reports indicate RSD values of 5 % (14) and 7 % (2) for carbon 
paste electrodes. 

The response of the Kel-F oil electrode is dependent on the 
polarity of the organic solvent in the mobile phase as well as 
the amount. Figure 4 shows the response of the Kel-F oil CPE 
as a function of methanol, 2-propanol, and acetonitrile com­
position. Increasing the concentration of solvents with lower 
solvent parameters (15), such as acetonitrile and 2-propanol 
(,0 = 0.65 and 0.82, respectively), caused the enhanced elec­
trode response. The decrease in response of the Kel-F oil CPE 
at high 2-propanol content was due to electrode instability. 
Methanol, which possesses a higher ,0 value of 0.95, did not 
improve the response of the Kel-F oil CPE. When methanol 
was used in the mobile phase, resurfacing of the electrode was 
required more frequently. Swelling experiments showed the 
Kel-F oil adsorbed organic solvents better than Nujol oil. The 
percent weight gains for Kel-F oil equilibrated with methanol, 
acetonitrile, and 2-propanol were 0.06, 0.13, and 0.21, re­
spectively. The same results for Nujol oil were 0.02, 0.02, and 
0.14. In general, it appears that moderately nonpolar solvents 
such as acetonitrile or 2-propanol are the desirable mobile 
phase modifiers. Solvents such as tetrahydrofuran (THF) are 
too nonpolar (,0 = 0.57) and will dissolve the Kel-F oil while 
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Table II. Cyclic Voltammetric and Chronocoulometry Data 
for Nujol and Kel-F Oil CPEs 

peak 

current, fJ.A 
potential active 
separa- surface 

electrode solvent cathode anode tion, mV area, cm2 

Nujol AqueousG 3.4 4.3 117 0.079 
Kel-F aqueous 4.0 5.7 107 0.094 
Nujol 70% ACN' 1.8 6.1 66 0.082 
Kel-F 70% ACN 5.5 11.6 59 0.267 

"0.264 mM K,Fe(CN). in 1 M KCI. '0.264 mM K,Fe(CN). in 
30/70 aqueous/acetonitrile (0.1 M KCI). 

more polar solvents such as methanol do not show the en­
hanced current response. 

The response of ascorbic acid was also tested in the FIA-EC 
system. About 1.5 times the signal was generated at a Kel-F 
oil CPE as compared to the Nujol oil CPE using a 1 X 10-5 

M solution of ascorbic acid. Therefore, the greater response 
of the Kel-F oil CPE appears to be a general phenomenon, 
not just specific to one type of compound or functional group_ 

Cyclic voltammetry (CV) and chronocoulometry were 
carried out to ascertain the reason for the enhanced response 
of the Kel-Foil CPE. The same FIA flow cell was used for 
these measurements. Table II shows the CV data and active 
surface area measurements for Nujol and Kel-F CPEs in both 
aqueous and 70% acetonitrile solutions. In aqueous solutions, 
both electrodes show a 1.3-1.4 times higher anodic current 
and a large peak potential separation indicating nonreversi­
bility_ In 70% acetonitrile, the peak separation is more 
Kernstian; however, the ratio of peak currents has increased 
further for both electrodes. At a low scan rate of 8 m V /s, peak 
current ratios close to 1.0 and peak potential separations of 
30-35 mV have been reported for Nujol and Kel-F oil CPEs 
using ferricyanide (6). Using a small voltammetry Kel-F oil 
CPE of shallower depth, current ratios of 1.0 and a peak 
separation of64 mV at 10 mV/s were found in 70% aceto­
nitrile. As evidenced by the y-intercept data of the chrono­
coulometry plots, the adsorbed surface area concentration is 
higher for the Kel-F oil CPE. This may contribute to the 
non unity ratios of the peak currents_ The surface area data 
in Table II do help explain the CPE response data as a 
function of acetonitrile content in Figure 2_ The surface area 
of the Kel-F oil CPE is larger in both aqueous and 70% 
acetonitrile solutions than the Nujol oil CPE. The dramatic 
rise in the Kel-F oil CPE response in Figure 2 can be explained 
by the surface area change. In addition, the Kel-F oil may 
possess some functional groups, which contribute to the 
generated current and background current. A UV spectrum 
of a concentrated Kel-F solution (18% (w/v» prepared in 
tetrahydrofuran showed absorbance peaks of 0.6 and 0.15 at 
240 and 295 nm, respectively. However, the infrared spectrum 
showed only expected major absorbance peaks at 950 cm -1 for 
the C-Cl band and 1100-1400 cm-1 for the C-F band. The 
modest increase in surface area of the Nujol oil CPE is also 
mirrored by a less substantial change in Figure 2. 

Lifetimes of both the Nujol and Kel-F oil CPEs were sur­
prisingly good in acetonitrile (Figure 5). Although a modest 
drop was observed after 5 h, the response of both electrodes 
plateaued out to at least 10 h_ The enhanced response ratio 
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Figure 5. Lifetimes of Nujol and Ke~F oil CPEs in 70% solutions: (+) 
Nujol, acetonitrile; (0) Kel-F, acetonitrile; (_) Kel-F, 2-propanol. 

of the Kel-F oil CPE to the Nujol oil CPE was maintained. 
As expected, the lifetime of the Kel-F oil CPE in 70% 2-
propanol was not as good, showing a constant drop in response 
of 30 nA over an 8-h period_ 

Future work will be directed at understanding the response 
and reproducibility of the Kel-F fluoropolymer CPEs under 
a wide variety of HPLC conditions_ Because Kel-F polymers 
can be derivatized (16-18), the fabrication of a carbon-paste 
electrode with a chemically tailored binder should be feasible. 
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INTRODUCTION 
Impedance matching network (IMN) is the essential com­

ponent in generating and stabilizing inductively coupled 
plasmas (ICP) operated at fixed frequency. The chief func­
tions of an IMN are to (a) facilitate plasma formation, in a 
smooth and rapid fashion, by minimizing the great difference 
in impedance as the gaseous environment in the plasma torch 
changes from the nonionized to the ionized stage, (b) ensure 
the efficient transfer of radio frequency (rf) power from the 
generator to the plasma, and (c) compensate for real-time 
variations in impedance as the composition of plasma gas or 
the sample is altered in spectrochemical measurements. 

Only a few publications (1-11) have addressed IMN and 
its modification, probably because Ar ICP has been the most 
prominent discharge used in spectrochemical analysis (12, 13), 
and generally no change in IMN design was necessary. In the 
last decade, plasma discharges sustained in other gases have 
been investigated to an increasing extent due to certain eco­
nomic and analytical advantages (14, 15). For most fixed­
frequency ICP facilities in current use, IMNs possess limited 
tuning and loading ranges; therefore, either non-argon plasmas 
cannot be generated or a significant impedance mismatch 
would exist when the plasma is formed. Thus, it would be 
relevant to devise a versatile IMN that would allow formation 
of ICP discharges in gases such as argon, helium, nitrogen, 
air, and mixed gases by using a single facility. Desirable 
features for such a system are discussed in this report. The 
proposed IMN was implemented on two ICP facilities. 

IMPEDANCE MATCHING NETWORKS 
Figure lA,B shows the circuit diagrams of typical IMNs 

used currently on almost all crystal-controlled generators. 
Figure lC shows the proposed IMN used by us for a 5-kW 
(Model HFS-5000D generator, RF Plasma Products, Inc., 
Voorhees, NJ) and a 2.5-kW ICP system (Henry Electronics, 
Los Angeles, CAl. The frequency for the crystal-controlled 
generators was 27 MHz, but the same IMN could also be used 
at 41 MHz. Incident power control for generators was pro­
vided with automatic power circuitry used commonly in ICP 
spectrometry. The matching networks for the 5-kW and the 
2.5-kW generators were directed by Model AMN-PS-l and 
Model AMN-PS-2A controllers (RF Plasma Products, Inc.), 
respectively. The latter was developed based on the re­
quirements identified in this study and discussed below. 

Both the conventional and the modified IMNs consisted 
of three major components: the shunt capacitor (loading 
capacitor), the series capacitor (tuning capacitor), and the load 
coil. This design, known as the L configuration, is used on 
most fixed-frequency ICP systems because of its wide tuning 
range. The shunt capacitor is normally adjusted manually 
while the series capacitor is directed by the IMN controller. 

For the conventional IMN, the shunt capacitors consist of 
a fixed component, usually 250-500 pF made from four to five 
50- to 100-pF ceramic capacitors rated at 5-15 kV (L. S. 
Jennings, San Jose, CAl, and a variable air capacitor. Typical 
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air capacitors used on conventional IMNs have the range of 
23-98 pF (rated at 7 kV, Type 153-11-1, Cardwell Condenser 
Corp., Long Island, NY) and 19-488 pF (rated at 2 kV, Type 
154-3-1, Cardwell Condenser Corp.). Such ranges are sufficient 
to form and stabilize an Ar ICP. For He ICP discharges 
(16-23) and for mixed-gas plasmas (24-27) sustained in ar­
gon-nitrogen, argon-oxygen, and argon-air, shunt capacitance 
in the range of 400-1000 pF has been necessary to stabilize 
the plasmas. With the conventional IMN, fixed capacitors 
must often be inserted in or removed from the shunt circuit 
to form and stabilize the discharges. Such changes are not 
only time-consuming but difficult to implement because the 
free space in most commercial matchboxes is quite limited 
for mounting additional capacitors or the matchbox is not 
easily accessible. To eliminate these problems, we replaced 
the shunt capacitors with a single variable, 25-1000 pF ce­
ramic-envelope vacuum capacitor (Type CVDD-l000-15S, L. 
S. Jennings). The shunt capacitance could be varied manually 
with its value tracked by a digital dial. Historically, it would 
be of interest to mention that in the early days of ICP 
spectrometry, RF Plasma Products, Inc., used a single capa­
citor for the shunt circuit to manufacture a few IMNs. The 
approach was subsequently abandoned because it was too 
costly and a wide tunging range was not necessary for the Ar 
ICP. 

The main electrical stresses on the shunt and the series 
capacitors are normally current and voltage (4), respectively. 
Thus, we used a ceramic-envelope vacuum capacitor, rated 
for high-current usage, for the shunt circuit to prevent ex­
cessive heating of the capacitor and the consequent impedance 
mismatch. In addition, either the warm air inside the 
matchbox was exhausted with a fan or forced air was fed 
continuously into the matchbox. The ventilation process 
enhanced the stability of the forward power, especially for 
operation above 1.2 kW. 

For the series circuit, a variable 10-300-pF, 15-kV ceram­
ic-envelope vacuum capacitor was used, sin1i1ar to that adopted 
in most commercial IMNs. At forward power levels greater 
than 2 kW or when the number of turns for the load coil had 
to be increased to facilitate formation of He plasmas (16-23), 
voltage on the capacitor was too high and, sometimes, arcing 
occurred inside the matchbox which could damage the ca­
pacitor. Again, proper ventilation for the matchbox reduced 
changes of overheating and electrical breakdown at high 
power. 

For the Ar ICP, the typical load coil, fabricated from '/S 
in. copper tubing, has an inside diameter of 26-27 mm and 
consists of 3-3.5 turns. A 3- to 4-turn load coil has been used 
in studies of mixed-gas plasmas (24-27) at 27 MHz. For both 
the argon and the mixed-gas ICP discharges, the bottom turn 
of the load coil is normally grounded. In contrast, He ICPs 
are formed more easily when the load coil is grounded at the 
top turn (16-23). Because the ionization energy of helium is 
higher than that of argon, a higher voltage must be applied 
to the load coil to generate He ICP discharges (16-23). This 
may be accomplished either by increasing the number of turns 
for the load coil or by raising the forward power. The former 
method has been used by us to generate He ICP discharges 
(16-23). A coil with a larger number of turns (between 4 to 

© 1989 American Chemical SOCiety 



2590. ANALYTICAL CHEMISTRY, VOl. 61, NO. 22, NOVEMBER 15, 1989 

A. 

B. 

c. 

SHUNT 
CAPAC1TOR 

SERVO CONTROLLER 
(MODEL AMN-PS-I) 

LOAD 
COIL 

SERVO CONTROLLER 
(MODEL AMN-PS-2A) 

Figure 1. Simplified circuH diagram of an impedance matching network in L configuration: (A, B) systems used in most fixed-frequency generators, 
(C) proposed system. 

5.5 turns) not only increases the voltage for easing plasma 
ignition but also enhances transfer of rf power to the plasma 
(4). This greater power transfer efficiency is particularly 
important for He rcp discharges because lower gas temper­
atures have been measured for helium vs argon plasmas (20). 
As the coil inductance increases, the magnetic flux density 
of the coil is enhanced (4) and a filament-type plasma is 
formed at the center of the He rcp torch. This filament-type 
plasma may be converted into an annular discharge by using 
the injector gas, yet the process can become very sensitive to 
the gas flow dynamics when coils with seven or more turns 
are used. 

Aside from the matchbox, certain modifications are useful 
for the existing rMN controllers, or in manufacturing the 
future ones. To generate a variety of rcp discharges on a 
single facility, the rMN controller must be equipped with an 
electronic feedback circuit that samples the 5O-!l transmission 
line by a phase detector. The positive and negative error 
signals produced by the detector drive a servo system attached 
to the series capacitor. rf the signal from the phase detector 
is zero, the system is matched, i.e., reactive impedances en-

countered during plasma operation are transformed to a re­
sistive load. 

Certain rcp manufacturers use a cam-microswitch mech­
anism to tune the rcp to preset conditions. Even if a 
matchbox is modified as suggested in this report, the settings 
for the cam-switch mechanism must be changed frequently 
to tune different plasmas for minimum reflected power. Such 
a task is extremely time-consuming and often frustrates rcp 
users. Figure 2 shows the general block diagram of one of the 
controllers (Model AMN-PS-2A) modified in this work for 
generating various rcp discharges. The general operation of 
the controller is discussed below. 

The phase detector (A2) samples the transmission line at 
50 !l and generates an error signal that causes the servomotor 
to turn the series capacitor. The direction of the change 
depends on the polarity of the phase shift. The error signal 
is amplified by an operational amplifier (A3) which has a 
variable gain for adjusting the sensitivity of the feedback loop. 
This phase gain adjustment is crucial in suppressing plasma 
oscillation. At low gain, a mismatch is not rapidly compen­
sated, thereby increasing the reflected power and drifts in 
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Figure 2. Block diagram of a controller for the impedance matching network used to generate various ICP discharges. 

spectrometric signal. At high gain, plasma oscillations can 
he observed and stable plasma operation is not feasible. 

The signal from the error amplifier (A3) is then directed 
to the mode selector unit (A4) which allows the operator to 
select one of the following operations: automatic mode using 
the phase detector (A2), manual control (A5) using the ± 
switch on the controller, or the remote mode using a switch 
on the matching network. The preset potentiometer (A6) 
allows the tuning capacitor to be preset digitally for each 
plasma when the preset-enable switch (A8) is activated. With 
this provision, the difference between the tuning conditions 
under the plasma on/off stages can be minimized, thus fa­
cilitating plasma ignition. 

The position comparator (A 7) receives a signal from the 
motor position sensor (AI) processed by the position fail 
detector (A9). Should A9 receive no signal from AI, then a 
fail light will come on and the motor will not turn the series 
capacitor. The processed signal from Al is also amplified by 
AIO and is directed to a digital meter (All) to provide in­
formation on the capacitance of the series capacitor. To 
prevent damage to the series capacitor at the end of its travel, 
A9 also feeds the limit detector (AI2) which in turn activates 
the limit break (AI3) for stopping the servomotor. The 
threshold detector switch (A14) detects the signals from A9 
and A4 for activating the servomotor under satisfactory 
conditions. Finally, the motor driver (A15) provides a voltage 
control that permits adjustment of the speed of the servo­
motor. Proper adjustment of this control is necessary; oth­
erwise the servomotor will drive the series capacitor past the 
match point, extinguishing a barely ignited plasma. 

On the basis of on our experience, an rMN not only should 
possess a matchbox with sufficient range to tune various rcp 
discharges but should be equipped with a controller that has 
provisions for preseting the tuning condition (A6), adjusting 

the phase gain (A3), and controlling the speed of the servo­
motor (AI5). Obviously, computer control of these parameters 
and rf power is desirable. Also, a small fan must be installed 
on the matchbox to prevent temperature variation. These 
features are not usually needed for an Ar rcp facility, but they 
are quite important if rcp users become interested in forming 
rcp discharges in other gases to extend the domain of samples 
that can be handled effectively in practice (14). 

During the last two years, we have successfully used im­
pedance matching networks described above for forming very 
stable rcp discharges in argon, helium, argon-nitrogen, ar­
gon-oxygen, and argon-air. The length of time required to 
switch over from one plasma to another has been reduced to 
a few minutes, rather than hours or days. Because plasma 
gas composition is among the parameters that must be op­
timized for certain applications, manufacturers of rCP-based 
instruments are encouraged to adopt the proposed impedance 
matching system in their future instruments. 
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