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COMPARE 
FTIR PERFORMANCE & 
PRICE Features & Capability 

Cube Corner Interferometer 

Modern User Interface including mouse 

High Precision 96 bit FFT 

Macros 

Precision Scan Reference (quadrature) 

Sealed Interferometer 

19BitAOC 

Multi-Component Quantitative Analysis 

Sadtler Libraries 

MS-DOS Compatibility t 

UNIX Compatibility t 

Macintosh Compatibility t 

Price 

Mattson 
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$27,000 

Perkin Elmer 
1760 
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No 

845,000' 

Nicolet 
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No 
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No 

830,000' 

Nicolet 
800 

No 

No 

No (20 Bit) 
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No 
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No 
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No 

No 

880,000' 

Digilab 
FTS-40 

No 

No 

No (32 Bit) 

No 

No 

Yes 

Yes 

Yes 

No 

Third Party 

No 

$40,000' 

t Compatibility meal1ing primary spectrometer control and data acquisition witrlOut mtermedmte data COtW8rSIOns or alternate ope,at:ng systems 

See for yourself the extraordinary nn"-;-rY"'rr'UJ.~~A' 
of the Mattson 6020 System. 

a demo. 
Galaxy 

6020 
GALAXl' Series Fl'-IR 

Mattson Instruments, Inc. Mattson Instruments, Ltd. 
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REPORT 1315 A 
Laszlo Zechmeister. 1989 marks 
the centenary of the birth of Laszl6 
Zechmeister, one of the most impor­
tant pioneers of classical column 
chromatography. Leslie S. Ettre of 
the Perkin-Elmer Corporation looks 
back on his life, activities, and scien­
tific achievements 

BRIEFS 

!EDITORIAL 

ANAL meAL APi"lROACH 1341A 
On the cover. Insect viruses are 
well-defined for studying 
structural at near-atomic 
resolution. John Johnson and 
Jean-Pierre of Purdue Uni-
versity discuss X-ray structure 
of black beetle virus ano' how this 
information aids scientists in under­
standing the biochemistry of viruses 

SIMS vn. More than 400 researchers from academia, government, and indus­
try gathered at the Seventh International Conference on Secondary Ion Mass 
Spectrometry in Monterey, CA, in September. Among the discussed 
were instrument development, applications to geology and m"LajJUr~v. 
of static SIMS to provide molecular information about polymer 
surfaces, and imaging 

NEWS 
Nominations sought for 1991 ACS awards. ~ Lloyd Snyder elected subdivi­
sion head 

fOCIlS 
The First International Symposium on Field-Flow Fractionation 
1329 A), researchers from around the world gathered this past summer in 

City, UT, to discuss new techniques and ideas in the developing area of 
FFF. Participant Sharon Kraus of Rohm and Haas highlights many of the 
presentations and discussions at this first-ever of FFF experts. In 
Surface Science in Analytical Chemistry (p. 1333 M. Hawkridge 
and Joseph A. Gardella, Jr., visiting scientists at recount the 42nd 
Annual Summer Symposium of the ACS Division of Analytical Chemistry, 
held July 23-26 at Virginia Tech 

NEW PRODUCTS 8. MANUFACTURERS' lITERATURE 

AUTHOR INDEX 
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BRIEFS -
Articles 

Amperometric Detection of Nonelectroactive Cations in Flow 
Systems at a Cupric Hexacyanoferrate Electrode 2594 
Submicromolar levels of potassium and ammonium ions are 
determined indirectly by their ability to enhance the electro­
reduction of a cupric hexacyanoferrate film coated onto 
glassy carbon. These electrodes provide stable and repro­
ducible performance in flow-injection and ion chromatogra­
phy systems. 
Karsten N. Thomsen and Richard P. Baldwin*, Department of 
Chemistry, University of Louisville, Louisville, KY 40292 

Electroanalysis of Aromatic Aldehydes with Modified Carbon 
Paste Electrodes 2599 
The utility of carbon paste electrodes modified with aniline, 
4-aminobenzoic acid, or [Fe(CN)54-aminopyridinej-3 for the 
determination of aldehydes in solution is demonstrated. 
Submicromolar sensitivity is obtained with electrodes modi­
fied with [Fe(CNh4-aminopyridinej-3. 
Katherine E. Liu and Hector D. Abruna *, Department of Chem­
istry, Baker Laboratory, Cornell University, Ithaca, NY 14853-1301 

Electrochemical Activation of Carbon Electrodes in Base: 
Minimization of Dopamine Adsorption and Electrode 
Capacitance 2603 
The electrode is activated at 1.2 V(SCE) in a pH 13 solution 
for 5 min. Compared with previous methods, this activation 
lowers capacitance and dopamine adsorption. The method is 
applied to four types of glassy carbon and to a pyrolytic 
carbon film electrode. 
Dennis M. Anjo', Michael Kahr, M. M. Khodabakhsh, Stuart 
Nowinski, and Michael Wanger, Department of Chemistry and 
Biochemistry, California State University, Long Beach, CA 90840 

Effects of Background Electrolyte and Oxygen on Trace 
Analysis for Lead and Cadmium by Anodic Stripping 
Voltammetry 2609 
The determination of lead and cadmium at ppb levels by 
DP ASV in acidic aqueous media is affected by the presence 
of chloride ion and dissolved oxygen. The dissolved oxygen 
affects only the stripping step as molecular oxygen rather 
thanH20 2• 

Angelo R. Fernando and James A. Plambeck', Department of 
Chemistry, University of Alberta, Edmonton, Alberta, Canada T6G 
2G2 

* Corresponding author 

. 

Optimization of Signal-to-Noise Ratios in Time-Filtered 
Fluorescence Detection 2611 
Numerical algorithms are used to optimize quantification by 
fluorometry. The calculations are based on nanosecond tem­
poral behavior differences between sample and blank emis­
sions. 
Newton K. Seitzinger, Kenneth D. Hughes, and Fred E. Lytle*, 
Department of Chemistry, Purdue University, West Lafayette, IN 
47907 

Supercritical Fluid Chromatography/Flame Photometric 
Detection: Determination of High Molecular Weight Compounds 

2616 
SFC with flame photometric detection is used to determine 
sulfur in high molecular weight compounds. For capillary 
SFCIFPD, the predominant noise source is shot noise. 
Lars A. Pekay and Susan V. Olesik', Department of Chemistry, 
The Ohio State University, 120 West 18th Avenue, Columbus, OH 
43210 

Whole Column Detection: Application to High-Performance 
Liquid Chromatography 2624 
Information contained in the three-dimensional data set of 
peak intensity, position, and time can be used to enhance 
quantitation and speed of analysis. 
Kathy L. Rowlen, Kenneth A. Duell, James P. Avery, and John 
W. Birks', Department of Chemistry and Biochemistry and Coop­
erative Institute for Research in Environmental Sciences (CIRES), 
University of Colorado, Boulder, CO 80309 

Rota-Microspecialion of Aspartic Acid and Asparagine 2631 
Methods and results for the analytical determination of 9 
and 15 differently protonated, coexisting rotamers are given 
for asparagine and aspartic acid, respectively. The relevant 
equilibrium constants are also determined. 
Bela N oszal', Department of Inorganic and Analytical Chemistry, 
L. E6tv6s University, Muzeum krt. 4/B, Budapest H-1088, Hungary 
and Peter Sandor, Central Research Institute of Chemistry, Pf.17, 
Budapest H-1575, Hungary 

Chemical Acoustic Emission Analysis in the Frequency Domain 
2638 

Information available in the frequency domain representa­
tion of chemical acoustic emission signals is investigated by 
studying several chemical processes, including dissolution, 
hydration, effervescence, and solid-liquid and solid-solid 
phase transitions. 
Peter D. Wentzell and Adrian P. Wade', Laboratory for Auto­
mated Chemical Analysis, Department of Chemistry, University of 
British Columbia, Vancouver, British Columbia, Canada V6T lY6 
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DIAIDG 
INTRODUCES ANOIHER 

TABLE OF BASIC ELEMENTS 
FOR YOUR LAB* 

There's no symbol for information in the 
Periodic Table. Yet nothing could be 
more crucial to your research than 
complete, accurate technical and busi­
ness information. 

That's why many chemists consider 
DIALOG an essential element in the 
modern lab. 

As the world's largest online knowl­
edgebank, DIALOG gives you access to 
a whole world of critical information. 
Right in your own lab. 

For starters, you can tap into the 
crucial scientific data. DIALOG has 
detailed information on everything from 

compound identification to chemical 
safety data, property data, substance 
and substructure. 

Then you can expand your focus 
by accessing important, related data 
that will enable you to look at your work 
in a broader context. 

For example, you can investigate 
patents, competitive projects, new prod­
uct markets, and worldwide industry 
trends. In fact, you can investigate any 
topic, arytime. 

And you won't have to sacrifice 
depth forthe sake of breadth. DIALOG is 
updated continuously, so the data is 

always comprehensive and current. 
And many citations can be conveniently 
retrieved in full text. 

Call today for more information and 
a free Periodic Table Reference Card. 
Once you've examined them, you'll see 
how DIALOG can become a basic ele­
ment of all your research. 

Call us toll free at 800-3-DIALOG. 
(800-334-2564). Or request information 
by Fax at 415-858-7069. 

DI". ~ INFORMATIONSERVICES,INC 
I~ A Krlght-RldderCOf1par.ytal 

The world's largest online knowledgebanl" 

c '989 Clialog !nforrnat~o.1 SerVices, Inc ,3460 HillView Avenue. PaioAlto Callfornla94304 Ail rights reserved DIALOG IS a serVice mark of Dialog Informatloll SerVices InC Registered IJ S Pater.tandTrademark Office 

CIRCLE 34 ON READER SERVICE CARD 

ANALYTICAL CHEMISTRY, VOL. 61, NO. 23, DECEMBER 1, 1989 • 1305 



Cuts Your GC Capillary 
Costs in Half· Without 
Compromising Results 
Flexible capillary columns are manufactured under 

license granted by Hewlett~Packafd Company 

ReqllestBlIlletin 
.. ~ #172formore 
~ information 

Alltech Associates, Inc. 
2051 Waukegan Road· Deerfield, IL 60015 
Phone: 708-948-8600· FAX: 708-948-1078 
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RENT 
Analytical Instruments 

lease or rent-fo-own 

.I Free Instrument delivery & setup 
in selected areas. 

.I GC.MSD.FTIR.AA.ICP.LC.IR 

.I Choose from many major 
manufacturers 

./ HewletT-Packard GC·MSD 
Systems in stock 

,/ New Catalog of Chromatography 
Supplies. 

-----1-800-551-2783 

On-Site Instruments® 
ENVI RORENTAL ® 

689 !\,jocm James <ood Columous OhiO 43219·1837 

(614) 237-3022 
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BRIEFS 

Analytical Characteristics 01 (J-Cyclodextrin/Sall Mixtures in 
Room-Temperature Solid-Surface Luminescence Analysis 

2643 
A 30% iJ-cyclodextrin mixture produces strong luminescence 
signals from adsorbed compounds without the need for a 
heavy atom. Linear ranges, reproducibility, and detection 
limits for p-aminobenzoic acid and phenanthrene are pre­
sented. 
Marsha D. Richmond and Robert J. Hurtubise', Chemistry De­
partment, University of Wyoming, Laramie, WY 82071-3838 

Evaluation of a Diode laser/Charge Coupled Device 
Spectrometer lor Near-Infrared Raman Spectroscopy 2647 
Millimolar detection limits and effective fluorescence reduc­
tion are achieved with a low-power diode laser operating at 
782 and 830 nm. The approach affords many of the advan­
tages of FT-Raman spectroscopy with significantly higher 
sensitivity. 
Yan Wang and Richard L. McCreery*. Department of Chemis­
try, The Ohio State university, Columbus, OB 43210 

Copper Atomization Mechanisms in Graphite Furnace Atomizers 
2652 

The copper atomization mechanism for an aqueous solution 
is CU(NO')'I,I -, CUO(,d" ~ CU(,d,' ~ Cu,,). The first-order 
desorption of copper atoms from the graphite surface at 
individual active sites is the rate-limiting step. MS, AA, and 
computational techniques are used. 
Pingxin Wang, Vahid Majidi, and James A. Holcombe*, Depart­
ment of Chemistry, The University of Texas at Austin, Austin, TX 
78712 

Simulation 01 Carbon-13 Nuclear Magnetic Resonance Spectra 
01 Linear Cyclic Aromatic Compounds 2658 
Electronic parameters are devised for use in simulating uC 
NMR chemical shifts in linear cyclic aromatic systems. Em­
ploying Huckel molecular orbital theory and molecular me­
chanics calculations, it is possible to simulate spectra to an 
average error of 0.509 ppm. 
Abigail S. Barber and Gary W. SmaIl*, Department of Chemis­
try, The University of Iowa, Iowa City, IA 52242 

Electrochemical Delection 01 Peplides 2664 
Postcolumn addition of biuret reagent to LC effluem creates 
electrochemically active species from most peptides. Selec­
tivity over nonelectroactive amino acids is lO:)-lOf j

• 

Anne M. Warner and Stephen G. Weber*, Department of Chem­
istry, university of Pittsburgh, Pittsburgh, PA 15260 

Determination 01 Polycyclic Aromatic Hydrocarbons Using Gas 
Chromatography/laser Ionization Mass Spectrometry with 
Picosecond and Nanosecond lighl Pulses 2669 
Laser ionization GC/MS with nanosecond and picosecond 
pulses is used to investigate the relative ionization efficien­
cies of polycyclic aromatic hydrocarbons. Molecules that 
undergo rapid excited-state relaxation demonstrate higher 
ionization efficiency in the short-pulse experiment. 
Charles W. Wilkerson, Jr., Steven M. Colby, and James P. 
Reilly*, Department of Chemistry, Indiana University, Blooming­
ton, IN 47405 
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Amazing 

COPYrlght1989 82.xter Heallhcare Corporalror, All fights reserved 

Your search for a superior GPC 
column is over The new Burdick & 
Jackson GPC Column delivers 
exceptional reproducibility and long­
term, cost -efficient life for analysis 
across a wide range of polymers. 
With maximum pore volume and 
high resolution, the packings provide 
wider solvent compatibility, higher 
tolerance to water, and better 
temperature stability. For added 
assurance, every B&J column is 
performance tested. Go to the source 
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for all your analytical GPC needs, 
from columns to standards to high 
purity solvents. 

Contact 
Baxter Healthcare Corooration 
Burdick & Jackson Division 
1953 South Harvey Street 
Muskegon, M149"A2 USA. 

For technical assistance, call us toli-free 
at 8003680050 

Distributed by 
Baxter Healthcare Ccrporation 
SCientific Products Division 



Flavor /Fragrance 
Competitive Analysis 
Off Flavor/Odor Analysis 
Packaging Materials 
PharmaceuticalsjResidual Solvents 
Building Products/Outgassing Studies 
Polymers 
Residual Monomers/Solvents 

Ask for our FREE bibliography of reprints 
on a wide range of applications 

P.O. Box 311856' Cincinnati, OH 45222-1856 
(800) 543-4461 Sales' (800) 874-2004 Service 

Fax (513) 761-5183'Telex 21-4221 
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Influence allhe Ratio 01 Matrix 10 Analyle on the fast Atom 
Bombardment Mass Spectrometric Response 01 
Sampled from Aqueous Glycerol 
A systematic manipulation of sample composition 
glycerol, and water) with five different shows 
potential for significant mass spectral A mod-
el emphasizing surface effects is proposed. 
C. E. Heine, J. F. Holland, and J. T. of 
Chemistry and Biochemistry, 
sing, MI 48824 

Comparison Screening Techniques lor 1'"1'"rhil"ri, .. ",~ 

Biphenyls in Wasle Oils 
The accuracy, precision, and interference suscejltil,ili·cy 
colorimetric kits and neutron activation analysis 
ing PCBs in oils are reported. 
Carol R. Sutcliffe, Ernest S. Gladney*, Deanna M. 
George H. Health and Environmental Chemistry, 
HSE-9, Mail Stop Los Alamos National Laboratory, Los 
Alamos, ::-lM 87545 

Correspondence 
Assessing Heterogeneity ollhe High-Mannose r.iul"n"".iilj. 

gp432 on the Varianl Surface Glycoprotein 01 TryparnllSijlnes: A 
Comparison 01 Plasma Desorption Mass !:n.r.lrn,m.lnl 

Radiolabeling Techniques 
Mark F. Bean, James D. Bangs, Tamara L. 
Englund) Gerald W. Hart, Catherine Fenselau, 

26116 

Cotter*, Department of Pharmacology and Molecular Sciences and 
Department of Biological Chemistry, Johns Hopkins University 
School of Medicine, Baltimore, MD 21205 

Correction. Effect oll\polar Diluenls on Ihe Behavior 01 
Stationary Phases in Gas Chromatography. Binary Mixtures 
lauroyl-l-valine-!el1-bulylamide with Squalane and l1-Telracosane 

2683 
Katsunori Watabe and Emanuel 
ic Chemistry, The Weizmann Institute of 
and Toshiyuki Hobo* and Shigetaka Suzuki. n""O"~""' 
dustrial Chemistry, Faculty of Technology, Tokyo Metropolitan 
University, Fukasawa, Setagaya-ku, Tokyo 158, Japan 
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All solid state. UnconditiOnallY stable. 
Compact Tremendouslyversatile. What­
ever)UUr need for RF I'oINer. ENI offers 
)UU a choice of Class A power amplifiers 
l.I1SlA"paSSed in quality Our wide line sparn 
a frequet1C¥ spectrum from 10kHz to 
IGHz with power outputs that range 
from 300 mililwatts to over 4000 watts. 

These units can be driven by virtually 
any signal source. They're completely 
broadband and untuned. amplifying 
inputs of AM. FM. 1V. SSB. and pulse 
modulations with minimum distortion. 
Their llnconditional stabili'¥ and fail-safe 

dg$ign make them impervious to 5e11!!re 
rnisliiatch conditions. and capable of 
delNering rated power to any load im­
piidance from an open to a dosed drcuit. 

For our latest catalog. please contact 
us at any of the offices listed below. 

ENI 
U.S.H~~~:~'~~~f~:=~l'lr~~~:l:3498USA, 

. SANTA CLARA, CAl Tel: 14081727~3. Fax: 1408) 72N352 
1OKYO~ JAPAN: Tel: 0425 229011. Fax: 0425 222636 
~ JAPAN, Tel: 0636H)823. Fax; 06367-0827 

_ GARDEN CITY. UK: Tel, 107071 371558. "." 107071 339286 
S11Jn'CiAR'r, WEST GERMANY: Tef: 7156· 2)() 95, Fax: 7165-4 9372 
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EDITORIAL 
Zg 5 E 

Secondary Ion Mass 
Spectrometry-SIMS VII 

One of the most well-established and yet 
rapidly developing areas of surface anal­
ysis is secondary ion mass spectrometry 
(SIMS), which provides qualitative and 
quantitative information about the 
chemical composition of inorganic and 
organic materials. The broad scope and 
powerful capabilities of this technique 
were highlighted at the Seventh Interna­
tional Conference on Secondary Ion 
Mass Spectrometry (SIMS VII), held. 
last September in Monterey, CA. The 
chairman of the local organizing com­
mittee was Charles A. Evans, Jr., of 
Charles Evans and Associates. Howard 
A. Storms of General Electric Co., Valle­
citos, served as chairman of the program 
committee. More than 400 scientists 
from around the world attended and 
learned about the latest advances in this 
important surface analytical technique. 

Twelve years ago, at SIMS I, the sig­
nificant instrumentation and method­
ologies were still in their infancy, but 
many basic themes and goals expressed 
at that conference remain valid today. 
These include improved understanding 
of the physical processes involved in the 
technique, improved quantitation, in­
creased use of computer-aided analysis, 
improved instrument performance, and 
application of the technique to solve 
problems in new and exciting areas. The 
most recent conference dedicated a full 
day to the area of Fundamentals and in­
cluded a session honoring the late Don E. 
Harrison of the Naval Postgraduate 
School. Other areas that remain vital 
parts of the SIMS discipline include the 
analysis of semiconductors, instrumen­
tation development, and the application 
of the technique to geology and metal­
lurgy. 

The use of the technique for organic 
and biological analysis was in most cases 
an untapped resource at the first SIMS 

meeting; today, some of the most in­
triguing and significant advances are in 
these two areas. Static SIMS, which can 
provide molecular information about 
polymer and biological surfaces, is a rap­
idly advancing technique. The analysis 
of biologically important systems with 
SIMS garnered a great deal of attention 
at the latest meeting. The quantitative 
imaging of diffusible elements in cells 
and the high-resolution imaging of 
14C-Iabeled chromosomes were just some 
of the highlights. The entire area of im­
aging was also covered in detail, illus­
trating the increasing significance of 
spatially resolved analysis. 

The format of the SIMS meeting was 
also significant. Researchers from uni­
versities' national laboratories, and lead­
ing industrial labs met with the common 
interest of improving their field. This 
broad base of interest is important in 
ensuring scientific integrity and general 
applicability. Both oral and poster pre­
sentations were made, the latter allowing 
for significant exchange and discussion 
of ideas. In addition, contributions from 
student participants are particularly 
noteworthy, for the youngest members 
of any field represent that field's future. 

The nature and progress of the SIMS 
field mirrors the entire area of analytical 
chemistry. Analytical techniques must 
remain based on sound science, yet prove 
themselves in practical applications. As 
techniques emerge, the sophistication 
and complexity of the methods will in­
crease, but so will the quality of the re­
sults-providing solutions to problems 
previously considered impossible to 
solve. 
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Can your HPLC system pump champagne? Can your HPLC 
system reliably pump ANY solvent without costly, time 
consuming degassing procedures? 

Only one HPLC pump can -- the Varian LC Star 90lD. Our 
9010 can ANY HPLC solvent, without prior preparation, 
with results, every time. 

Let's face it. If you can't count on your pump, it doesn't matter 
how well the other parts of your HPLC system work. High 
performance isn't enough when one tiny bubble can shut down 
your whole operation. 

The unique, patented design of the Star 90lD delivers high 
performance and dependability with any mobile phase. It 
eliminates pump cavitation, so your HPLC system can operate 
for ilours on end, even overnight, unattended. 

The net result is 
analyses completed 

over the long run, you can have more 
less time, and with greater confidence. 

ST OR 

Let us show you how dependable and productive a pump can 
be. For more information on the Star 90lD Pump and the 
entire Varian LC Star System, call 800-231-8134. in Canada, 
call 416-457-4130. 
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NEWS 

Nominations Sought for 1991 ACS 
Awards 
Nominations are being sought for the 1991 American 
Chemical Society Awards. Several of these awards are of 
interest to the analytical community: the Award in Analyti­
cal Chemistry, the Award in Chromatography, the Award 
in Separations Science and Technology, the Frank H. Field 
and Joe L. Franklin Award for Outstanding Achievement 
in Mass Spectrometry, the Award for Computers in Chem­
istry, and the Garvan Medal. 

Established in 1947 by Fisher Scientific Company, the 
ACS Award in Analytical Chemistry consists of $5000 and 
an etching. The award honors contributions to pure or ap­
plied analytical chemistry by a Canadian or U.S. scientist. 
The selection committee gives special consideration to "the 
independence of thought and originality shown, or to the 
importance of the work when applied to public welfare, 
economics, or the needs and desires of humanity." 

Sponsored by Supelco, Inc., since 1970, the ACS Award 
in Chromatography is given to a scientist who has made an 
exceptional contribution to the field of chromatography, 
with particular emphasis on the development of new meth­
ods. The winner receives $5000 and a certificate. 

The ACS Award in Separations Science and Technology, 
sponsored by Rohm and Haas Company, recognizes ex­
traordinary accomplishments in either fundamental or ap­
plied areas of separations science and technology. The 
award, established in 1982, covers all fields in which sepa­
rations science and technology are practiced, including 
chemistry, biology, engineering, geology, and medicine. The 
awardee is honored with $5000 and a plaque. 

Established one year later, the Frank H. Field and Joe L. 
Franklin Award for Outstanding Achievement in Mass 
Spectrometry will in 1991 recognize advances in techniques 
or fundamental processes in MS. The award is sponsored 
by Extrel Corporation and consists of $3000 and a certifi­
cate. 

The ACS Award for Computers in Chemistry, estab­
lished to recognize and encourage the use of computers for 
the advancement of chemical science, is sponsored by Digi­
tal Equipment Corporation. The awardee receives $3000 
and a certificate. 

The Garvan Medal, sponsored by Olin Corporation since 
1984, recognizes distinguished service to chemistry by wom­
en who are U.S. citizens. Established in 1936 through a do­
nation from Francis P. Garvan, the award consists of $4500, 
an inscribed gold medal, and a bronze replica of the medal. 

Individuals (except nominating committee members) 
may submit one nomination for each award. Nominations 
should be accompanied by a biographical sketch, a list of 
publications and patents, and a letter of 1000 words or less 
describing the nominee's accomplishments and the work to 
be recognized. Seconding letters are optional, and no more 
than two of these-containing information not provided in 
the nomination letter-may be submitted. Six copies of 
each nomination should be mailed to the Awards Office, 
ACS, 115516th St., N.W., Washington, DC 20036. 

Materials must be postmarked by Feb. 1, 1990. For fur­
ther information, see "Awards Administered by the ACS" 
(Bulletin 7), available through the Awards Office. 

Snyder Elected Subdivision Head 
The ACS Division of Analytical 
Chemistry's Subdivision on Chroma­
tography and Separations Science has 
chosen Lloyd Snyder as chairman­
elect for 1991-93. Snyder is an expert 
on liquid chromatography and a pio­
neer in the development and applica­
tion of high-performance liquid chro­
matography. 

He received both his B.S. degree 
(1952) and Ph.D. (1954) from the Uni­
versity of California at Berkeley. From 

there he entered industry, working for Shell Oil; Techni­
color, Inc.; Union Oil; and Technicon Corporation. Since 
1985 he has managed his own consulting firm, LC Re­
sources Incorporated. 

Snyder has served on the editorial boards of several jour­
nals, including ANALYTICAL CHEMISTHY (1971-73). He 
has also authored or co-authored six books dealing with 
various aspects of chromatography. 

Peter Carr of the University of Minnesota will continue 
until 1991 as chair of the Chromatography and Separations 
Science Subdivision, and John Nikelly of the Philadelphia 
College of Pharmacy and Science will serve as secretary un­
til 1993. 

For Your Information 
Travis Ganunis, a chemistry major from Franklin and 
Marshall College, has won the Association of Official 
Analytical Chemists' Harvey W. Wiley Scholarship 
Award. The two-year scholarship is awarded annually to a 
promising junior-year student studying a subject important 
to public health and agriculture. 

The National Institute of Standards and Technology 
(NIST) has revised its Directory of International and 
Regional Organizations Conducting Standards-Relat­
ed Activities. The directory now contains listings on 338 
groups that conduct standardization, certification, and lab­
oratory accreditation. For more information on this and re­
lated documents, contact the Office of Standards Code and 
Information, A629 Administration Bldg., NIST, Gaithers­
burg, MD 20899 (301-975-4031). 

The National Institute of Standards and Technology 
(NIST) is offering a reference material for determin­
ing cholesterol in eggs. The standard consists of dried 
whole egg powder certified to contain 19.0 ± 0.2 mg choles­
terol/g. For more information, contact the Office of Stan­
dard Reference Materials, NIST, B311 Chemistry Bldg., 
Gaithersburg, MD 20899 (301-975-6776). 

The National Science Foundation has funded the develop­
ment of science and technology exhibits at eight U.S. sci­
ence museums. Among the projects in preparation is the 
Lansing, MI, Impression 5 Museum's exhibit on the role 
of chemistry in everyday life. 
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Laszl6 Zechmeister: 
A Pioneer of 
Chromatography 

leslie S. Ettre 
Advanced Analytical Technology 
The Perkin-Elmer Corporation 
Norwalk, CT 06859-0284 

This year we are commemorating the 
centenary of the birth of Laszl6 Zech­
meister, one ofthe most important pio­
neers of classical column chromatogra­
phy. Many scientists today know little 
about him or his work, yet his books 
and scholarly publications were widely 
read from the 1930s to the 1950s. He 
was one of the generation of scientists 
who rediscovered chromatography and 
demonstrated its use for separating 
and isolating complex natural pig­
ments. Therefore, it is appropriate that 
we look back on his life, activities, and 
achievements. 

Laszl6 Zechmeister was born on 
May 14, 1889, in Gy6r, Hungary. He 
received his primary education in 
Gyor, and after finishing high school, 
enrolled at the Eidgenossische Tech­
nische Hochschule (ETH), the Federal 
Technical University, in Zurich, Swit-

0003-27001 A361-1315/$0 1.5010 
© 1989 American Chemical Society 

zerland, graduating in 1911 as a chemi­
cal engineer. He continued his gradu­
ate studies there under Richard Will­
statter, one of the foremost organic 
chemists of that period. In 1912 Will­
statter moved to Berlin-Dahlem as the 
director of the Kaiser Wilhelm Institut 
fUr Chemie, and Zechmeister went with 
him as an assistant, receiving his tech­
nical doctorate from the ETH in 1913. 

Wanderjahre 

Willstatter is usually identified with 
his research on chlorophyll, for which 
he received the Nobel prize for chemis­
try in 1915. Zechmeister's doctoral the­
sis, however, dealt with another of 
Willstiitter's pet projects: the investi­
gation of the cellulose and lignin of 
trees (1, 2). Zechmeister continued his 
research in this area at Pees, collabo­
rating with Willstatter (3). 

Another early project on which Zech­
meister worked in Berlin-Dahlem dealt 
with anthocyanes. At the July 30, 1914, 
session of the Royal Prussian Academy 
of Sciences (of which Willstiitter was a 
member) they reported on the first 
synthesis of pelargonidin (4). In 1919 
they published this work in a Hungar­
ian scientific journal (5). 

At the outbreak of World War I, 
Zechmeister joined the Hungarian 
Army. He was wounded and became a 
prisoner of war in Russia, returning via 
Sweden in 1919 (6). He then became 
associated with the Chinoin Pharma­
ceutical Company in Budapest, becom­
ing head of the research group, and was 
also involved in various research pro­
jects at the Hungarian Veterinary 
Medicine College and the Technical 
University. 

His cooperation with George von He­
vesy during this period is particularly 

interesting. Von Hevesy was doing re­
search in Budapest on isotope separa­
tion, and Zechmeister worked with him 
on this project. The first report of their 
work was published in Hungarian (7), 
followed by two publications in leading 
German journals (8, 9). Von Hevesy 
then moved to Copenhagen to work 
with Niels Bohr and Johannes Bronst­
ed at the Institute of Physics. Within a 
year Zechmeister also went to Copen­
hagen, where he was associated with 
Professor Niels Bjerrum at the Royal 
Danish Veterinary Agricultural Acade­
my. It was in Copenhagen that, in 1922, 
von Hevesy discovered the element 
hafnium, and Zechmeister hastened to 
report this discovery to his Hungarian 
colleagues (10). 

Professor allhe University of Pecs 

Although Zechmeister enjoyed his stay 
in Denmark, he returned to Hungary in 
1923 when the Hungarian government 
reestablished the University of Po­
zsony (which, as a result of the peace 
treaties following the war, became part 
of the n,ewly formed Czechoslovakia) in 

REPORT 
the city of Pecs in southern Hungary. 
Zechmeister was appointed a full pro­
fessor and head of the Chemical Insti­
tute within the faculty of medicine. 
This appointment was a great honor for 
Zechmeister: He was only 33 years old, 
and such a young person seldom re­
ceived a cathedra. His new job was not, 
however, an easy one for a number of 
reasons. 

First, the whole country and, conse-
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quently, the new university, was very 
poor. The university was relocated in 
name only; everything else remained in 
Bratislava (the Slovak name for Po­
zsony), and the university continued to 
function there, as a Slovak university. 
Buildings had to be erected, laborato­
ries established, and equipment pur­
chased. This took a long time. In addi­
tion, the whole curriculum had to be 
reestablished or, better stated, set up 
from scratch. Zechmeister did an excel­
lent job and even wrote three textbooks 
for his students. The first was a book 
translated as Chemical (Laboratory) 
Practice, which he coauthored with 
two Danish scientists, Carl Faurholt 
and J. K. Gjaldbaek (11). The book was 
dedicated to Professor Niels Bjerrum. 
One chapter was also published as a 
separate book translated as Introduc­
tion to Titrimetry (12). Zechmeister's 
most important textbook from this pe­
riod was a two-volume monograph on 
organic chemistry (13) published in 
1930-32 and dedicated to Richard 
Willstiitter, his former mentor. This 
book was the first of its kind in Hun­
garian and was widely used for almost a 
decade. 

These books show how seriously 
Zechmeister regarded his teaching du­
ties. Indeed, he was well known for the 
excellence of his lectures; a eulogy pub­
lished in the Pees University yearbook 
(14) mentions that his lectures created 
a "unique impression" for the students; 
they were "carefully prepared and ex­
cellently presented," and he always 
had a large audience. 

Teaching is, however, only part of a 
university professor's job: He must also 

Laszlo Cholnoky, Zechmeister's assis­
tant, deputy, and successor. (Courte­
sy of Mrs. Cholnoky.) 

perform meaningful research and at­
tract good collaborators. Zechmeister 
was particularly successful at this. Af­
ter accepting the position at Pees, one 
of the first things he did was to look for 
a good assistant. On the advice of Geza 
Zemplen, an internationally known or­
ganic chemist at the Technical Univer­
sity Budapest and former pupil of Emil 
Fischer, he invited Laszl6 Cholnoky to 
become his assistant. Cholnoky was 10 
years younger than Zechmeister and a 
pharmacist by training. He became 
Zechmeister's closest collaborator and 
eventually his successor. Zechmeister 
also succeeded in recruiting excellent 
graduate students such as Pal Tuzson 
and Geza T6th, who later acquired im­
portant positions in Hungary. 

For his research, Zechmeister select­
ed fields with which he became familiar 
while associated with Willstiitter. In 
addition to continuing his work with 
cellulose, he began to investigate the 
chromatographic separation of en­
zymes, collaborating with Wolfgang 
Grassmann, then in Willstiitter's lab­
oratory in Munich. After moving to the 
United States, Zechmeister collaborat­
ed with Margarete Rohdewald, who for 
many years had served as Willstiitter's 
primary assistant and who continued 
to work at the University of Munich 
even after Willstiitter's departure. 

Investigations of carotenoids 

Although these investigations are note­
worthy, without doubt the most impor­
tant work of Zechmeister and his group 
is related to the investigations of carot­
enoids and other natural pigments. His 
interest in this area most likely origi­
nated in Willstiitter's laboratory, but 
although Willstatter carefully followed 
Tswett's activities, he did not consider 
chromatography an important method. 
In fact, he called it "an odd way" to 
obtain pure compounds. 

Of the wide range of activities of 
Zechmeister's group related to carot­
enoids, two are of particular interest: 
the investigation of the pigments of 
various fruits and ofred paprika. Zech­
meister published 10 papers on the lat­
ter, all coauthored with Cholnoky and 
published in the journal Liebig's Anna­
len der Chemie-the first in 1927 (15) 
and the last in 1937 (16). His involve­
ment in chromatography was also a re­
sult of his investigations of carot­
enoids. 

We know that the "rebirth" of chro­
matography occurred in 1931, in the 
laboratory of Richard Kuhn in Heidel­
berg, where Edgar Lederer first applied 
it to the separation of xanthophylls 
(17). We also know (18, 19) that one of 
the sources from which Lederer 
learned about chromatography was the 
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Figure 1. A "conventional laboratory 
chromatography system" described by 
Zechmeister and Cholnoky in their book 
on Chromatography (25). 
The packing in the vertical tube is held in place 
with the help of a glass filter plate Or small cotton 
wad. Typical dimensions of the vertica! glass col­
umn are 20 X 2 em, 23 X 3.5 em, 25 X 4.5 em, 
30X 6 em, or 35 X Bern. 



German translation of Tswett's 1910 
book (20). This was actually a private 
translation prepared specially for Will­
statter, who then gave it to Kuhn. Be­
cause Zechmeister had been with Will­
stiitter in the years following the publi­
cation of Tswett's original Russian 
book, a logical question may be raised: 
Did Zechmeister actually learn about 
chromatography from Willstiitter? 
And was there any connection between 
Kuhn and Zechmeister, the two Will­
statter pupils? 

After a careful study of all the avail­
able information, my answer to both 
questions is no. There was no direct 
connection between Zechmeister and 
Kuhn (who was 11 years younger); in 
fact, there was fierce competition be­
tween them. Most likely, Zechmeister's 
knowledge about chromatography 
originated from Leroy Palmer's book 
on carotenoids published in the United 
States in 1922 (21). Palmer graduated 
from the University of Missouri in 1913 
with a Ph.D. in dairy chemistry, and his 
thesis dealt with the pigments in milk 
and milk producte. In this work he suc­
cessfully used Tswett's method; and in 
his book on carotenoids, published 
about 10 years later while he was pro­
fessor at the University of Minnesota, 
Palmer elaborated in even more detail 
on the advantages of chromatography 
for the investigations of carotenoids 
and other plant and animal pigments. 
Obviously, Zechmeister was familiar 
with Palmer's work, and in his own 
chromatographic investigations he 
used similar systems (Figure 1). 

Zechmeister's first paper on carot­
enoids was published in 1927, and in a 
few years his familiarity with this field 
was so well known that he was asked to 
contribute a chapter entitled "Carot­
enoids of Higher Plants: Polyene Pig­
ments" to the Handbook of Plant 
Analysis, published in 1932 (22), which 
he soon expanded into a 340-page 
monograph on carotenoids published 
in 1934 (23). In both books he discusses 
the chromatographic technique and its 
possible use for such investigations, al­
though he wrote these books before his 
own first publication on the use of 
chromatography! 

The use of chromatography was first 
reported by Zechmeister and Cholnoky 
in Part VII of their series on the pig­
ments of paprika, published in 1934 
(24). Figure 2 shows one of their "chro­
matograms" (25). Why then did Zech­
meister not immediately apply chro­
matography to the investigation of 
plant pigments that he had started as 
early as 1927? In my opinion this could 
be because the instrumentation avail­
able at that time in Pees was inade­
quate. During that time, the identifica-

tion of pure compounds always had to 
be corroborated by elemental analysis. 
In the 1920s Zechmeister did not yet 
have the proper equipment (a micro­
balance, in particular) to perform such 
determinations from the very small 
chromatographic fractions. Thus, al­
though his group was aware of chroma­
tography and most likely had already 
experimented with it, they did not re­
port on its use until 1934, when the 
proper equipment finally became 
available. 

In 1938 the European scientific com­
munity was surprised by a major book, 
written by Zechmeister and Cholnoky, 
describing the "chromatographic ad­
sorption method" (25). This was the 
right book published by the right peo­
ple at the right time, and it became an 
instant best-seller. In fact, it was such a 
success that within one year a second, 
greatly enlarged edition was published. 
About one-third of the text dealt with 
fundamentals and methodology while 
about two-thirds of it discussed appli­
cations. It is amazing to realize how 
widely chromatography was already 
being used just seven years after its 
"rediscovery." This book became Zech­
meister's greatest contribution to chro­
matography; through it, he taught a 
whole generation of chemists. 

Immigration to the United States 

By the end of the 1930s, Zechmeister 
was well established and respected 
both at home and abroad. He was al­
ready a member of the Hungarian 
Academy of Sciences, receiving its 
Grand Prize in 1937, and he was also 
elected a foreign member of the Royal 
Danish Academy of Sciences. In 1934 
he received the prestigious Pasteur 
Medal of the French Societe de Chimie 
Biologique, and his book on chroma­
tography became the standard text­
book in the field. He had been invited a 
number of times to give lecture tours in 
Europe and even in the United States. 
At that time this was a special distinc­
tion, particularly for someone from a 
small Central European country. He 
was at the height of his scientific ca­
reer, and he could approach his 50th 
birthday with satisfaction and look for­
ward to some relaxation. But fate de­
cided otherwise, and politics interfered 
with these plans. 

By 1938-39, it was obvious that the 
peaceful conditions in Europe were 
over. Hitler was preparing for war, and 
Hungary could not stay out of the con­
flict. Zechmeister was primarily a sci­
entist and not a politician, but he was 
also a person to whom violence and ra­
cial discrimination were simply unac­
ceptable. After much soul-searching, 
he and his wife decided to leave Hunga-

ry to accept an invitation to join the 
faculty of the California Institute of 
Technology that had been extended to 
Zechmeister following his visit to the 
United States. There was, however, one 
serious problem: His wife had tubercu­
losis and her immigration to the United 
States was prohibited. 

According to the original plans, 
Zechmeister was to arrive in Pasadena 
in the summer of 1939 prior to the start 
of the new academic year, but this be­
came impossible. Finally it was decided 
that Zechmeister would leave alone, 
and his wife would follow in a few 
months after her health improved. 
Zechmeister finally sailed in February 
1940, from Genoa, Italy, arriving in 
New York on February 29, 1940. Andor 

II-Carotene 

I----_!llj-a-Carotene 

Figure 2. Separation of the pigments 
present in Hungarian paprika (25). 
The 20 X 4.5-cm glass column was packed with 
two adsorbents, as indicated. Paprika skin was 
extracted with a low-boiling petroleum fraction 
and the "chromatogram" developed with the 
same solvent. 
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Polgar, who had received his Ph.D. a 
few months earlier in Zechmeister's 
laboratory, traveled with him. Polgar 
remained with Zechmeister at Pasade­
na until the fall of 1944 when he joined 
Shell Development Company, where 
he was a distinguished scientist until 
his retirement in 1972. 

Incidentally, the delay in Zechmeis­
ter's immigration had an interesting 
consequence (26). In 1939 a young sci­
entist named Justus Kirchner was 
hired to be Zechmeister's assistant, but 
because of the immigration delay, 
Kirchner temporarily joined A. J. Haa­
gen-Smit, another Caltech professor, 
and became involved in investigations 
of the aroma and flavor of pineapples. 
When Zechmeister finaIIy arrived, 
Kirchner decided to remain in this field 
rather than work with Zechmeister. In 
1945 Kirchner joined the United States 
Department of Agriculture's Fruit and 
Vegetable Laboratory in Los Angeles, 
where he developed thin-layer chroma­
tography in 1951. 

Like every immigrant, Zechmeister 
had to start anew. It was particularly 
difficult for him because of his wife's 
illness. Their hope was that she would 
join him in Pasadena, but her condition 
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Zechmeister's laboratory in Pasade­
na, April 1940. Polgar is shown with 
the first chromatographic setup, ana­
lyzing a carrot extract. (Courtesy of 
A. Polgar.) 

worsened and she died in Hungary on 
July 7, 1941. Soon after, Zechmeister's 
connections with home were severed 
because of the war. He returned to 
Hungary for a brief visit in 1946 but did 
not stay; he had decided to spend the 
rest of his life in the United States, and 
he officially resigned his position at the 
University of Pecs. In 1947 he remar-
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ried and he remained at CalTech until 
1959, when be became professor emeri­
tus. On this occasion, Springer Verlag 
published a bibliography of his literary 
activities, listing a total of 257 publica­
tions (27). 

Soon after his arrival in the United 
States, the English translation of his 
chromatography book-already in 
preparation for some time-was pub­
lished (28). Professor Heilbron of Im­
perial College, London, wrote the fore­
word to the book, emphasizing its out­
standing merits. According to 
Heilbron, the book was "invaluable not 
only to those who themselves propose 
to make use of chromatographic meth­
ods, but also to all interested in the 
sparsely explored territory that lies be­
tween the domains of physical and or­
ganic chemistry. n 

Heilbron correctly pointed out Zech­
meister's main characteristic: He never 
considered chromatography as the ulti­
mate subject of his work; it represented 
only the means to achieve his goals as 
an organic chemist studying complex 
natural products. For example, at a lec­
ture at the 1950 meeting of the South­
ern California Section of the American 
Chemical Society, Zechmeister said: 
"Recently chromatography became so 
popular that the English language has 
been enriched by a new noun, 'the chro­
matographer'. I would protest against 
such a label. In research, chromatogra­
phy should be considered first of all a 
tool, like, for example, fractional distil­
lation, and those of our colleagues who 
have achieved success by using distiIIa­
tion methods should certainly not be 
named distiIIers." 

To illustrate that Zechmeister con­
sidered the investigation of complex 
natural products his main activity, I 
should mention that in 1938 he initiat­
ed a book series entitled Fortschritte 
der Chemie organischer Naturstoffe. 
Publication of the series was discontin­
ued during the war, but was continued 
afterward, with the English title Pro­
gress in the Chemistry of Organic Nat­
ural Products. Zechmeister edited the 
series until his death. 

In November 1946 the New York 
Academy of Sciences organized the 
first major postwar chromatography 
conference, to which two important 
European scientists-Claesson from 
the University of Uppsala and A.J.P. 
Martin from England-were invited. 
Zechmeister was asked to give the in­
troductory lecture on the history, scope, 
and methods of chromatography (29). 

In Pasadena, Zechmeister continued 
to coIlect the literature of chromatog­
raphy and criticaIly evaluate the new 
results, with the idea of publishing this 
as a supplement to his original chroma-



tography book. The manuscript of this 
new book, entitled Progress in Chro­
matography 1938-1947 (30) was fin­
ished in early 1948, but its pUblication 
took two years. This book received ex­
cellentreviews; for example, a review in 
the journal Enzymologia (31) stated 
that "the author has been known as a 
master in the application of chroma­
tography to many biochemical and es­
pecially enzymatic problems for many 
years .... He gives us in this book the 
benefit of his practical experience in 
this field and makes chromatography 
interesting and easy to use for every 
biochemist." 

The main subject of his research dur­
ing his two decades at Cal Tech was the 
study of stereoisomers, and he used 
chromatography primarily for the sep­
aration of these compounds. In fact, 
during the last two decades of his scien­
tific activities he considered this appli­
cation as his most important achieve­
ment. This is best illustrated by some 
of the lectures he presented at major 
meetings. The first such occasion was 
the 1946 meeting of the New York 
Academy of Sciences mentioned above, 
where Zechmeister presented a second 
lecture entitled "Stereochemistry and 
Chromatography" (32). 

In September 1949 the (British) Far­
aday Society organized a General Dis­
cussion on Chromatographic Analysis, 
undoubtedly one of the best and most 
important scientific meetings of the 
early postwar period. Naturally, Zech­
meister participated, presenting a lec­
ture on Adsorption and Some Consti­
tutional and Steric Properties (33). 

Further evidence of his emphasis on 
the application of chromatography to 
the separation of stereo isomers is the 
lecture he presented in 1962, upon re­
ceiving the ACS Award in Chromatog­
raphy and Electrophoresis. It is cus­
tomary for the award winner to give a 
major lecture at the meeting where the 
award is presented, and Zechmeister 
selected Column Chromatography and 
Geometrical Isomerism as the subject 
of his lecture, describing the develop­
ment of the technique together with 
one of its most important applications: 
the separation of certain cis and trans 
isomers. His book Cis- Trans Isomeric 
Carotenoids, Vitamin A, and Aryl-

(34), published in 1962, 
with his ACS lecture, repre­

sent the swan song of his scientific ca­
reer. 

Zechmeisler the person 

Finally, I would like to deal with Laszl6 
Zechmeister, the person. I have already 
referred a number of times to his integ­
rity and honesty, and I would like to 
illustrate these with two examples. The 
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first is related to the 1950 publication 
of his book Progress in Chromatogra­
phy. At that time Zechmeister was al­
ready established in the United States, 
and the Cold War was under way. 
Thus, it seemed logical that in publici­
ty material only Zechmeister's name be 
used when mentioning his major chro­
matography book, of which this was 
considered a continuation. However, in 
an August 1950 letter to the publisher, 
he insisted that "Cholnoky's name 
should appear in the same manner as 
mine." 

The second example is related to the 
English translation of the chromatog­
raphy book he wrote with Cholnoky. 
Soon after its publication, one of the 
major laboratory supply houses repro­
duced a figure from the book in its 
newsletter (distributed free of charge 
to many thousands of laboratories). 
The caption, however, had been 
changed, so as to be incorrect and mis­
leading. Zechmeister immediately 
wrote to the publisher requesting cor­
rection, but was told that it was a small 
item not worthy of bother and that use 
of a figure from.a book in a publication 
with such a wide circulation represent­
ed good publicity for the book itself. 
Zechmeister immediately replied, stat­
ing that" ... my duty as a scientist'is to 
fight against any distortion of scientific 
truth .... If you say that the article in 
question represents 'precisely the sort 
of publicity which we solicit,' I may re­
mark that the distortion of scientific 
facts, established by long years of ef­
fort, is just the sort of publicity which 
no scientist can desire." 

The last decade of Zechmeister's life 
was not a happy one. The ACS Award 
in Chromatography and Electrophore­
sis pleased him very much, and he un-

derstood the inevitability of obtaining 
emeritus status. However, he felt that 
he could do more than the circum­
stances at CalTech permitted. At the 
same time, he realized that chromatog­
raphy as a technique was starting to 
outgrow him. Chromatography went 
through an exponential grow'th during 
this period; Zechmeister followed it 
carefully but could not become a part 
of it anymore. 

Another sad experience had to 
with his recognition in 
1949, using trumped-up 
charges, his membership in Hun­
garian Academy of Sciences was termi­
nated. In 1967, the 78-year-old Zech­
meister participated in the celebration 
of the 600th anniversary of the prede­
cessor of Pees University, and expected 
that this unjustice would be corrected, 
at least by bestowing upon him an hon­
orary doctorate. This, however, did not 
happen, and he was given an honorary 
doctorate only in 1971, a few months 
before his death. The Academy of Sci­
ences did not officially a",""JWieuLge 
the error it made in 1949 until 
when the membership of Zechmeister 
and his colleagues was reinstated. 

Zechmeister died in Pasadena on 
February 28,1972. As he requested, his 
ashes were scattered into the ocean 
near Los Angeles. 

Today, chromatography is a mature 
field, and we are again studying the 
interrelationship of the various disci­
plines. We are looking back to the 
neers, investigating their 
and trying to find out what can we 
learn from their work. It is most proper 
to honor the memory of Zechmeister, 
teacher of a generation of chromato­
graphers, and preserve it for future 
generations. 

The early days in Pasadena, February 1941. Standing right to left: W. H. McNee­
ly, W. A. Schroeder, A. L. LeRosen, Zechmeister, and Polgar. W. T. Stewart is on 
the far left, and R. B. Escue is in the front. The two unidentified persons were 
technicians in the laboratory. (Courtesy of A. Polgar.) 
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MODEL30S 
Modular HPLC Pump 

The new Gilson Model 305 
Master Pump. For analytical or 
preparative HPLC in the isocratic, 
binary or ternary modes. 

The Pump. 

Now you can program gradients 
without a computer. Upgrade your 
isocratic system without major expense. 
Switch from analytical to preparative 
and back again. Use the special 
dispense mode for repetitive injection 
in automatic preparative systems. 

The heads. 

For micro-analytical up to laboratory 
preparative scale (0.025 - 200 mLlmin). 
For aqueous or salt-concentrated 
solutions. In titanium for ion-free work. 
All completely interchangeable so 
you can choose the optimum combi­
nation for your separation. 

This compact new pump (only 32 cm 
wide) can handle any HPLC application. 

To find out more about Gilson's new 
Master Pump, please contact your near­
est Gilson representative. 



! lamilton 's 1990 Product 
Catalog has been completely 
redesigned to help you select 
exactly what vou need -­
syringes, diluters/dispensers and 
polymeric I IPLC columns. Using a 
combination of product photos, 
illustrations and application 
chans, the catalog guides you to 
the right choice ... precisely and 
accurately. To get what you need 
for ii-ee. call WOO) 6485950. 

HAMILTON 
The measure of excellence. 

This article is based on plenary lectures presented 
at the Seventh Danube Symposium 0::1 Chroma­

(Leipzig, G.D.R., August 21-25, 1989) 
Second Scientific Meeting on the Role 

of Hungarians in the Scientific and Technical Pro­
gress of the World (Budapest, August 21-25, 
1989). 

Most of my research into Zechmeister's life and 
activities was done in the mid-1970s. I had the 
opportunity to check the Zechmeister Files at the 
Archives of the R.A. Millikan Memoria: Library at 
CalTech, and to examine many of the original pub­
lications and books in the Kline Science Library at 
Yale University. As always, Eleanor Dempsey of 
Perkin-Elmer's library was 
clearing up dubious references and 
of some obscure papers. 
was obtained through personal discussions and 
correspondence with Elisabeth Zechmeister, Mrs. 
Laszlo Cholnoky, Geza Toth, and Andor Polgar. I 
also obtained information from my brother, Cson­
gor 01ajos, a reporter and editor for 
television. I would like to express my 
all of them. 
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The Rheodyne 7125 LC sample 
injector is equipped with two 
operating modes to master every 
injection task. 

In the "partial-fill" mode, the 
sample from a syringe fills a sample 
loop only partially. 1'<0 sample is lost. 
The amount injected is the exact 
volume dispensed from the syringe. 

You use this mode when you 
need to conserve sample or change 
sample volume frequently. You can 
inject from 1 .ILL to 2.5 mL with 
a precision of 1%. 

In the "complete-fill" mode, sample 

from a syringe fills the loop 
completely-using excess sample. 
The amount injected is the exact 
volume of the loop. 

You use this mode when you need 
the maximum volumetric precision 
of 0.1%, or you wish to load sample 
without having to read syringe cali­
brations carefully. You can inject 
from 5 .ILL to 5 mL using one of ten 
interchangeable sample loops. 

Variations of the Model 7125 per­
form yet other tasks. Model 8125 
minimizes sample dispersion with 
micro columns. And Model 9125 
CIRCLE 140 ON READER SERVICE CARD 

uses inert plastic flow passages 
to prevent the mobile phase from 
contacting metaL 

For more information about 
these versatile injectors, phone 
your Rheodyne dealer. Or con­
tact Rheodyne, Inc., P.O. Box 996, 
Cotati, California, 94931, U.S.A. 
Phone (707) 664-9050. 
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LC/MS 
Systems 
for those 
who hunger 
toknow 
all they can 

EXTREL advanced LC/MS systems technology is satisfying 
the appetites of scientists, worldwide, whose very 
existences depend upon their need to know. 

These are men and women who, like you, have a deep, 
abiding concern about how their analyses impact the 
marketplace, the environment and the world. And they 
look to EXTREL for answers. 

Leaders in LC/MS systems 
Here and now in our twenty-fifth year, EXTREL's com­
mitment to solutions has made us a leader in LC/MS 
systems technology. 

In 1986, we proposed an EI LC/MS method to EPA. In 1987, 
we introduced our ThermaBeam™ LC/MS - the first 
commercially available particle-beam interface. In 1988, 
ThermaBeam SFC/MS debuted along with our improved 
Thermospray design. 

And for '89? We're unveiling API LC/MS for ultra-low 
detection levels and ThermaBeam FAB for ultra-soft 
ionization at practical LC flow rates. 

Solving real-world problems 
Who can you ask about EXTREL LC/MS? 

People like the R&D director of a major fabric manufac­
turer who has been solving real-world problems for the 
past two years with a ThermaBeam LC/MS system. With 
the wealth of information from his system, he knows more 
about his products (and his competitors') than ever before. 

Backed by the inventors 
Those who are faced with the seemingly unanswerable 
turn to us for answers. 

They know that no other manufacturer of LC/MS systems 
offers scientists such a complete menu of inlet choices as 
EXTREL. They know that we're the only manufacturer that 
provides systems which are truly upgradable. They also 
know that the ThermaBeam Team who invented our 
LC/MS technology is behind them with technical support. 

Whet your appetite. Circle the number below to receive 
important information which highlights our latest develop­
ments and how an EXTREL LC/MS system can satisfy your 
need to know. 

13XTR13L 
Manufacturers of Mass Spectrometers for 25 Years 

240 Alpha Drive, P.O Box 11512, Pittsburgh, PA 15238 USA 
ThermaBeam is a trademark of Extrel Corporation. Tel: 1412) 963-7530 Telex: 812 316 EXTRALAB fax 1412) 963-6578 
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PHILIPS 

Philips - analytical solutions worldwide 

Philips Analytical is accustomed to providing solutions. We've been doing 
for a And today, more than ever before, our wide 

lin fact, the widest of any 
solutions to most difficult problems; in matenals In 

life sciences - in a whole range of other industries - worldwide from 
Stockrol,m tD Sydney and Toronto to Tokyo. 

OUf instruments we care for our customers wllh after-sales 
training facilities and a in 55 countries 

network enables uS to comprehensive 
advice, rapid on-site maintenance and superb technical back-up 

For ~ore informa:ion on our complete range of inst;umentation and other 
analytical services use the reader reply service or contact us at the 
address below 

X·ray fluorescence spectrometry ISimultaneous/Sequential) 

Spectrometry lAA/UV-vis/IR) 

Chromatography ILC/GC) 

Electron microscopy ISEM/TEM/STEM) 

X·ray diffraction 

Electrochemistry 

mAl( Iintegrated Microanalysis Systems) 

So when YOII need a complete analytical solulion - call Philips_ 

PHILIPS ANAL YT/CAL - BIGGER IDEAS FOR BETTER ANALYSIS 
Philips Allalytical, I&E Departmellt, Building HKF (Room 53), Eindhoven, The Netherlands Tel +31 40785213 
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Here's Why Two Esteemed, Technical Societies Want Your Expertise ... 
I I 

The American Chemical Society & American Institute of Chemical Engineers 
Announce their 1990 co-publication of 

BIOTECHNOLOGY 
PROGRESS 

Editor, Jerome S. Schultz, University of Pittsburgh 

SUBMIT YOUR PAPERS NOW TO THIS 
IMPORTANT "NEW" PUBLISHING 
MEDIUM 

Beginning January 1990 BIOTECHNOLOGY PROGRESS, 
a well-established journal of the American Institute of 
Chemical Engineers, will become a joint publication of the 
American Chemical Society and AIChE. As a collaborative 
effort, several significant changes will occur, providing 
enhanced editorial coverage and expanded readership. 
These include: 

• Accelerated frequency - from quarterly to bimonthly 
issues! 

• A redesigned format which will better meet the needs of 
both new and current subscribers. 

• A redefined editorial focus guaranteed to attract: 
1) additional topical papers and primary research 

findings 
2) an audience comprising the very experts you want 

to reach! 

ATTENTION CHEMISTS, 
LIFE SCIENTISTS, AND ENGINEERS! 

In bimonthly issues, BIOTECHNOLOGY PROGRESS will 
provide the latest concepts - in genetics ... microbiology and 
biochemistry ... molecular and cellular biology ... chemistry and 
chemical engineering - as they apply to the development of 
processes, products, and devices. Emphasis will be placed 
on the application of fundamental engineering principles 
to the analysis of biological phenomena involved. 

BIOTECHNOLOGY PROGRESS will be of particular interest 
to practitioners of R&D in process development, product 
development, and equipment/instrumentation design for 
the biotechnology/bioprocess industry. Its coverage will 
encompass food, pharmaceutical, and biomedical arenas. 

LOOK FOR HIGHLY TARGETED TOPICS 
LIKE THESE 

• Applied Biochemistry: Equilibrium data, protein 
conformations in solution, mapping of molecular surfaces. 

• Applied Molecular Biology: Cell physiology, gene 
expression, protein transport, metabolic engineering. 

• Bioreactor Technology: Reactor engineering, mechanical 
engineering, materials science, process control, 
biosensors. 

• Biocatalytic Processes: Site specific mutagenesis, 
enzyme minetics, cofactor regeneration, applied 
pharmaceutical minetics. 

• Formulation and Product Delivery. 

• Bioanalysis: Online monitoring, containment, containment 
monitoring, offline analysis, statistical analysis (nonlinear 
regression, multifactor analysis). 

• Bioseparations. 

ADDRESS YOUR MANUSCRIPT 
SUBMISSIONS & AUTHOR INQUIRIES TO: 

Jerome S. Schultz 
Editor, BIOTECHNOLOGY PROGRESS 
Center for Biotechnology and Bioengineering 
University of Pittsburgh 
911 William Pitt Union 
Pittsburgh, PA 15260 
Telephone: 412/648-7956 Fax: 412/624-7145 

To receive editorial updates please write: 
American Chemical Society, Marketing, 
BIOTECHNOLOGY PROGRESS, Room 609, 
1155 Sixteenth St., N.W., Washington, D.C. 20036 
FAX: 202/872-6005 
Telex: 440159 ACSP UI or 89 2582 ACSPUBS 
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Presenting Reliable Data Utilized by Chemists, Chemical Engineers, and Materials 
Scientists from Around the World for Over 25 Years 

JOURNAL OF PHYSICAL AND CHEMICAL REFERENCE DATA is very pleased 
to publish the Third Edition of the JANAF THERMOCHEMICAL TABLES. 

Since the first version appeared 2S years ago, the JANAF THERMOCHEMICAL 
TABLES have been among the most widely used data tables in science and engineering. 

You'll find: 

• Reliable tables of thermodynamic properties of substances of wide interest 

• A highly professional approach with critical evaluations of the world's thermochemical 
and spectroscopic literature 

• A concise and easy-to-use format 

This Third Edition presents an extensive set of tables including thermodynamic properties of 
more than 1800 substances, expressed in SI units. The notation has been made consistent with 
current international recommendations. 

There is no other reference source of thermodynamic data that satisfies the needs of such a broad 
base of users. 

Order your 2-volume set of the JANAF THERMOCHEMICAL TABLES today I You'll get over 
1890 pages of valuable information that is crucial to your research-in two hardback volumes. 

SUBSCRIPTION INFORMATION 

The JANAF THERMOCHEMICAL TABLES, THIRD EDITION is a two­
volume supplement of Journal of Physical and Chemical Reference Data. 

1896 pages, 2 volumes, hardcover 
ISBN 0-88318-473-7 
Supplement Number I to Volume 14, 1985 

All orders for supplements must be prepaid. 

U.S. & Canada $130.00 
All Other Countries $156.00 
(Postage included.) 

must be made in U.S. currency by international 
or your agency. For rates in Japan, contact 
weeks for your copy to be 

U.S. bank draft, 
four to six 

For more information, write American Chemical Society, Marketing Communications Department. 1155 Sixteenth 
Street, l\:W, Washington, DC 20036. 

In a hurry? Call TOLL FREE 800-227-5558 and charge your order! 
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The First International 
SYl11posiul11 on 

Field-

Flo~ 

Fractionation 

Sharon Kraus 
Rohm and Haas Company Research 

Laboratories 
727 Norristown Road 
Spring House, PA 19477 

The First International Symposium on 
Field-Flow Fractionation (FFF), spon­
sored by the University of Utah's 
Field-Flow Fractionation Research 
Center, convened June 15 and 16 in 
Park City, UT. The meeting attracted 
80 academic and industrial scientists 
from Europe, Asia, Australia, and the 
United States. Representing diverse 
interests in FFF technology, the group 
ranged from researchers working on 
the theory and fundamental develop­
ment of techniques to those applying 
FFF to the characterization and sepa­
ration of polymers, biological materi­
als, and particulates. 

During these busy two days, the 
mood of the participants reflected the 
excitement of being involved in an 
emerging technology. According to 
Jack Kirkland of Du Pont, the current 
state of FFF development is compara­
ble to the early days of high-perform­
ance liquid chromatography. Coinci­
dentally, the 23 papers presented at 
this symposium equaled the number 
presented at tbe First International 
Symposium on Chromatography in 
1963. 

Reports on the theoretical develop­
ments and applications of sedimenta­
tion field-flow fractionation (SdFFF) 
predictably were most abundant, be-

0003-2700/89/ A361-1329 /$01.50/0 
© 1989 American Chemical Society 

cause SdFFF is the best understood of 
all the FFF techniques and is commer­
cially available. Mark Schure of Rohm 
and Haas presented an elaborate com­
puter modeling of secondary flow in the 
SdFFF channel. This secondary flow is 
the result of the Coriolis Force, which 
arises when a fluid flows relative to a 
rotating frame of reference. He de­
scribed the effect as a wave in the flow 
stream, which causes a dispersion of 
the zones. The result is that some of the 
retained material elutes too soon. 
Schure suggested that experimental­
ists look for solute in the void volume 
peak. As his model confirmed and ex­
perimentalists determined, this effect 
can be minimized by using thin rectan­
gular separation channels with high-as­
pect ratios. 

In another session devoted to wall 
effects and perturbations at the accu­
mulation wall, Dominique Maes, from 
Limburgs Universitair Centrum in 
Diepenbeek, Belgium, described theo­
retically the fundamental characteris­
tics of particles flowing in an FFF 
channel. Edward Schmauch of Du 
Pont, focusing on an application, pro­
vided an analytical solution for steric 
relaxation effects for TiO, particles in a 
SdFFF channel. 

Nonideal retention behavior in 
SdFFF from particle wall interactions 
was discussed by Marcia Hansen of 
Procter & Gamble. She showed that 
the electrostatic interactions between 
sample particles and the FFF channel 
wall were a function of carrier strength 
and sample size as well as other param­
eters such as field strength and the 

channel wall material. Perturbations 
to standard retention behavior were 
theoretically treated by including the 
electrostatic forces in the retention 
equation. Peak shape in SdFFF as a 
function of various experimental pa­
rameters was studied by Francesco 
Dondi of the University of Ferrara, Ita­
ly. Dondi used peak shape analysis to 
quantify overloading effects and to dis­
criminate between overloading and 
other nonideal effects. 

Applications of SdFFF continue to 
become more diverse. For instance, 
FFF is finding a special niche in envi­
ronmental studies. Methodologies to 
fractionate and size colloidal particles 
extracted from river waters using 

FOCUS - FE f 

SdFFF were presented by Ron Beckett 
of the Chisholm Institute of Technol­
ogy in Australia and Pierluigi Reschig­
lian of the University of Ferrara. How­
ard Taylor, from the U.S. Geological 
Survey in Denver, CO, used inductivelv 
coupled plasma mass spectrometry as ~ 
detector for inorganic materials sepa­
rated by SdFFF. Although this partic­
ular system is expensive, the idea of 
connecting various detectors to an FFF 
system could greatly extend the appli­
cations. In general, environmental 
analyses present some difficult appli­
cations for which the separation capa­
bilities of FFF methods-both SdFFF 
and flow FFF -are shown to be 
uniquely suited. 
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Applying FFF to latex and other 
emulsion polymers involves much more 
than just determining particle size dis­
tributions. Bhajendra Barman of 
Utah's FFF Center used SdFFF to 
identify aggregated latex particulates. 
John Ho of the University of Utah pre­
sented methods for estimating the 
thickness of an adsorbed layer on col­
loidal particles. Ho-along with Den­
nis Nagy from Air Products & Chemi­
cals-applied SdFFF to the determi­
nation of the densities of materials, 
whereas Milton McDonnell from Al­
lied-Signal used SdFFF to characterize 
the size and density of a complex poly­
ethylene copolymer wax emulsion. 

One area of active interest is the use 
of thermal FFF (TFFF) for character­
izing polymers. This powerful new 
method for quantifying the molecular 
weight distribution of soluble organic 
polymers extends to a higher molecular 
weight range than do more convention­
al methods. Retention in TFFF is be­
lieved to be dependent on the ordinary 
diffusion coefficient D as well as the 
thermal diffusion coefficient DT. DT is 
a difficult parameter to assess, and the 
physicochemical parameters governing 
the thermal diffusion of polymers in 

solution are not well understood. With­
out an understanding or knowledge of 
DT for various polymer systems, it is 
difficult to predict retention in TFFF 
experiments under a variety of operat­
ing conditions. 

In an empirical approach to this 
problem, Kirkland studied retention 
effects in TFFF over a range of experi­
mental conditions and offered better 
definitions of the limitations of the 
method. He also presented techniques 
for conducting more effective TFFF 
experiments. Kirkland suggested that 
TFFF has other potential applications 
that follow from determining Mark­
Howink constants for calculating the 
radius of gyration of molecules and in­
trinsic viscosity distributions. 

For polymers with a known value of 
DT , Yushu Gao of Academia Sinica in 
Beijing, China, described a universal 
calibration procedure that holds for a 
single set of experimental conditions. 
Martin Schimpf, Bend Research, used 
TFFF as a method for determining DT 
of polymers, and Marcus Meyers of 
Utah's FFF Center pointed out that 
large errors in determined molecular 
weights can arise from inexact D and 
DT values. 

Many researchers believe that 
cations for biological materials 
important to the future success of com­
mercial SdFFF instrumentation be­
cause the number of potential users in 
this market could be greater than those 
for industrial applications. In one ex­
ample, Samuel Mozersky of the L.S. 
Department of Agriculture used 
SdFFF to determine the effect of su­
crose and lactose on the size of casein 
micelles. Most of the other 
applications rely on alternate 
hybrid techniques. Examples include 
fractionation of living blood cells 
gravitational FFF, reported 
Martin from Ecole Superieure 
sique et Chimie Industrielles in 
and the separation of Band T immune 
system cells using a hybrid of cellular 
adhesion chromatography and FFF, 
presented by James Bigelow from the 
University of Vermont. 

Flow FFF appears to be another 
promising subtechnique with a broad 
range of applications. Kim Ratanath­
anawongs of Utah's FFF Research Center 
described the development and applica­
tions of flow FFF in particle character­
ization. Separation of particles is based 
on size and is independent of density, 
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SURFACE SCIENCE IN 
ANALYTICAL CHEMISTRY 

Foundation 
Washington. DC 20550 

The 42nd Annual Summer Symposium 
of the ACS Division of Analytical 

23-26 at Vir­
and State 

Blacksburg, VA. Accord­
general chairman Harold M. 
of Tech and program 

chairman W. Linton of the 
University of North Carolina at Chapel 

the was chosen to bring to-
in the traditional sub­

of analytical chemistry 
(eleccrochemistry, and 
separations) common in-
terests in surface 

In the two-and-one-half-
day Rich Linton and his 

rmnn,it,c.ee co-chairman Paul 
of Illinois 

pointed out that the speakers 
were chosen to illustrate the exciting 
science being done by both the younger 
and the more established investigators 
in the The high level of cre-
ativity evident in the 
research described in this program was 

and forcefully conveyed. Every­
the sense of excitement 

and future of analyt-
ical that has become the 
hallmark Division's summer 
symposia. We strongly encourage grad­
uate students and other scientists to 
plan now to attend next year's summer 

0003-2700/ A361-1333/$0 1 .5010 
© 1989 American Chemical Society 

Ridge, TX The summer symposium is 
a marvelous opportunity to learn about 
a topical area in analytical chemistry 
at a very informal, yet intensive, meet­
ing. 

The aims of the conference chairmen 
were successfully met by four invited 
lecture sessions and a contributed 

session. The first session, 
by Joe Gordon of IBM's Alma­

den Research Center, covered the topic 
"Surface Science of Electrochemistry," 
including basic work on metal surface 
structure as well as modifications and 
in situ probes of electrode structure. 
Alan of the University of Tex-
as next session on "Optical 
Probes of Surfaces." Methods discussed 

FOCUS 
included the use of nonlinear optics, 
real-time ellipsometry, optical wave­

Raman spectroscopy, and quan­
IR reflection spectroscopy. 

A session on "Electron and Ion Spec­
troscopy/Microscopy of Surfaces" was 
chaired by Joe Gardella and Rich Lin­
ton. Talks emphasized the quantifica­
tion and improved spatial resolution 

of the exciting techniques in 
and structural analysis that 

are either now available or are on the 
horizon. The final session, chaired by 
John Dorsey of the University of Cin-

covered "Surfaces in Separa­
tions and included a host of 
novel developments in the ability to de­

characterize, and use chromato­
interfaces. 

covered in the contributed 
poster session complemented the invit-

ed papers. Harold McNair and Rich 
Linton chaired this session, which was 
held Monday evening in conjunction 
with a wine and cheese reception. 

Surface science 01 electrochemistry 

Opening the Monday morning session 
was Wayne Goodman of Texas A&M 
University. He talked about the ex­
traordinary differences in surface 
chemistry and catalytic reactions that 
can be realized by preparing controlled 
monolayer and submonolayer struc­
tures of one metal on a different bulk 
metal substrate. For example, decreas­
ing surface coverage of Ni on a W(llO) 
metal substrate increases the rate of 
ethane hydrogenolysis as more single­
nickel low-coordination sites are pre­
pared. 

Andrew Gewirth of the University of 
Illinois described dynamic in situ scan­
ning tunneling microscopic studies of 
electrode surfaces during electrochem­
ical reactions. Data can be acquired at a 
rate greater than 20 Hz in the constant 
height mode, but problems of thermal 
drift in aqueous samples must be con­
sidered. The exciting possibilities of 
following structural changes in situ 
during electrode reactions were tem­
pered by a discussion of the details 
needed to develop the STM experi­
ment. These experiments are neither as 
easy as they seem nor as conceptually 
simple to interpret as the images may 
appear. 

Next, Joe Gordon described in situ 
results from fluorescence-detected sur­
face-extended X-ray absorption fine 
structure (EXAFS) and grazing inci­
dence X-ray scattering spectroscopic 
studies of surfaces prepared by under­
potential deposition (UPD) (e.g., ad-
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layers on Au(111». Predicted hexago­
nal two-dimensional structures are 
found for thallium and lead adlayers; 
adsorbed bromides reveal a more com­
plicated structure, and a UPD mono­
layer of Ag shows perchlorate ion and 
water molecule decorations. 

Jacek Lipkowski of the University of 
Guelph then talked about the structure 
of adsorbed organic molecules at poly­
crystalline and low-angle, single-crys­
tal gold surfaces. Using concepts such 
as traditional surface excess, Lip­
kowski discussed the relationship be­
tween the number of voltammetric cy­
cles applied to an electrode and adsorp­
tion coverage. As surface roughness 
increases, the range of potential over 
which adsorption occurs increases. 

The morning session concluded with 
a talk by Rick McCreery of The Ohio 
State University on the use of in situ 
spectroscopic probes for examining 
and controlling the surface microstruc­
ture of carbon electrodes. In situ laser 
activation of carbon surfaces has been 
shown to increase rates of heterogene­
ous electron transfer by up to 7 orders 
of magnitude for a variety of model re­
dox couples. The surface structure of 
carbon-specifically, edge plane densi­
ty, surface roughness, and surface 
cleanliness-contributes to this re­
markable alteration in rates of hetero­
geneous electron transfer. Understand­
ing of these mechanisms has led to 
models of glassy carbon surface struc­
ture in relation to highly ordered pyro­
lytic graphite and to subsequent laser 
surface treatments. 

Optical probes of surfaces 

Monday afternoon's session began with 
Geraldine Richmond of the University 
of Oregon. Her talk, "Nonlinear Optics 
and the Single-Crystal Electrode Sur­
face," described the nonlinear optical 
properties, potential dependent sur­
face stabilities, and structure of single­
crystal silver, copper, and gold elec­
trodes. Sorting out these structural 
effects on the time-domain measure­
ments involved in the use of second­
harmonic generation (SHG) must be 
done before chemical interrogation can 
be accomplished with SHG. Real-time 
measurements of thin-film growth 
were discussed. 

Robert Collins of The Pennsylvania 
State University then spoke about the 
use of spectroscopic ellipsometry (SE) 
as a real-time probe for surfaces and 
thin -film growth. Details of the neces­
sary signal processing and instrumen­
tation were described. For example, in­
corporation of optical multichannel de­
tection in SE allows the acquisition of 
measurements with a time resolution 
of 50 ms. The approach was illustrated 

by Collins' work on amorphous silicon 
formation. 

The next talk, by Paul Bohn, de­
scribed approaches for determining the 
tilt angle of uniaxially bound adsor­
bates on dielectric optical waveguides 
using linear dichroism measurements 
and on sputtered oxide surfaces using 
internal-reflection excited Raman 
scattering. Complementary informa­
tion on the orientation of the electron 
transition moment obtained from the 
former method and the molecular po­
larizability ellipsoid data from the lat­
ter method were described. 

Alan Cam pion then described the 
use of Raman spectroscopy in studies 
of molecular adsorbates at surfaces. 
The utility of the unenhanced Raman 
signal in heterogeneous catalysis, elec­
trochemistry, and thin organic poly­
meric films was presented. 

The final talk, by Dave Allara of The 
Pennsylvania State University, con­
cerned his use of IR wavelength reflec­
tion spectroscopy for the quantitative 
analysis of organic interfaces. Allara 
detailed some of the theoretical ap­
proaches that have allowed quantita­
tive determination of structure in 
films. Results of his careful experi­
ments of anisotropic films on nonme­
tallic substrates were presented, and 
the development of physical models for 
quantifying the structure of films with 
biaxial symmetry (e.g., single-crystal 
Langmuir-Blodgett films) was intro­
duced. Applications to possible prob­
lems in glass surface chemistry were 
projected. 

Electron and ion spectroscopy I 
microscopy of surfaces 

Neal Armstrong of the University of 
Arizona opened the Tuesday morning 
session with a talk on quantification 
using Auger electron and X-ray photo­
electron spectroscopies, the subject of a 
recent A-page article (Anal. Chern. 
1989,61,469 A). Armstrong discussed 
the difficulties in determining the nec­
essary instrumental and system pa­
rameters when one attempts to quanti­
fy surfaces by these methods alone. 
One approach, developed in Arm­
strong's laboratories, involves the de­
termination of band shapes for quanti­
tative ESCA curve resolution derived 
from electron energy loss spectroscopy 
using an external beam of electrons. 
The limits of quantification of ESCA 
and Auger spectroscopies were ex­
plored with examples from metal and 
oxide surface chemistry. New ap­
proaches to describing layered chalco­
genide material surfaces and their use 
as standard materials were also de­
scribed. 

Jean-Jacques Pireaux of the Fa-
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cultes Universitaire Notre-Dame de la 
Paix in Namur, Belgium, has long been 
concerned with the study of organic 
and polymeric surfaces by electron 
spectroscopy. He described, with ex­
amples, the types of qualitative and 
quantitative information available 
from ESCA analysis of polymer sur­
faces and the possibility of electron­
induced vibrational spectroscopy 
(HREELS) of such samples. 

Joe Gardella's talk on ion spectrosco­
py of organic and polymeric surfaces 
followed. The application of secondary 
ion mass spectrometry (SIMS) to the 
study of Langmuir-Blodgett monolay­
ers and multilayers has revealed that 
the common molecular ion formation 
mechanisms at these surfaces may in­
volve simple proton transfer in struc­
tured systems. New developments in 
the quantification of molecular ions 
from static SIMS were illustrated using 
LB film model systems. Orientation of 
polymer surface functional groups can 
also be ascertained using ion scattering 
spectrometry (ISS). 

Christopher Becker of Stanford Re­
search Institute International de­
scribed a new time-of-flight MS sur­
face analysis technique using laser­
based photoionization of sputtered 
neutrals (surface analysis by laser ion­
ization, SALI). Because most of the 
species sputtered or desorbed from a 
surface are neutral, ion formation using 
laser ionization affords a means of pro­
ducing gas-phase ions for mass analy­
sis. Single-photon ionization of organic 
molecules using a 118-nm UV laser is 
more desirable for organic and poly­
meric surfaces than nonresonant mul­
tiphoton ionization schemes developed 
previously for atomic species. Applica­
tions include catalytic systems and 
polymers, which show fragmentation 
directly related to monomer structure. 

Rich Linton discussed the three-di­
mensional imaging of the near-surface 
chemical composition with high-reso­
lution ion microscopy-based SIMS. In 
addition to the important applications 
in electronic materials characteriza­
tion, emerging applications include the 
characterization of entire microelec­
tronic devices, polymeric fibers, and 
composites. Linton described the ana­
lyticallimits of small-area imaging in 
terms of signal-to-noise ratio and ion 
yield, and he discussed possible new 
developments in instrumentation and 
post-ionization as well as their effects 
on ion microscopy. 

Michael Kersker of JEOL U.S.A., 
Inc., concluded the afternoon session 
with a paper on "Electron Microscopy 
in Surface Analysis." He described the 
'Special problems encountered in ob­
taining high-resolution (i.e., atomic 



scale) images of small areas in trans­
mission electron microscopy. Ultra 
high vacuum and the use of reflection 
imaging and through·surface imaging 
have served to meet some of these re­
quirements. 

Surfaces in separations science 

Leading off the final session on 
Wednesday morning was Sarah Rutan 
of Virginia Commonwealth University, 
who spoke about the use of UV -vis and 
fluorescence solvatochromic methods 
for characterizing TLC and HPLC sta­
tionary phases. Multiple internal-re­
flection spectroscopy is being used to 
sample only the near-surface region of 
approximately 100-200 I'm. 

Harold McNair presented the next 
paper on surface effects of capillary GC 
performance. Use of silanol-deactivat­
ing reagents such as chlorosilanes, disi­
lazanes, cyclic siloxanes, and pyrolyzed 
polyethylene glycols produces capillary 
columns that can be used to determine 
trace levels of amines. He illustrated 
the use of classical surface energy/ten­
sion methods (Le., the Zisman contact 
angle approach) to determine the sur­
face characteristics of stationary-phase 
materials. 

William Cooper of Florida State 
University then discussed the use of 
inverse, heterogeneous gas-solid chro­
matography for characterizing LC­
bonded phases. Adsorbate-adsorbent 
interaction energies are calculated 
from the pressure dependence of reten­
tion volumes. A surface polarity scale 
and a surface selectivity triangle have 
been developed that are analogous to 
the Rohrschneider scale and the Sny­
der solvent selectivity scheme, respec­
tively. 

"Derivatization and Characteriza­
tion of Chromatographic Surfaces" was 
the topic of the next presentation, by 
John Dorsey. By using ultrasound to 
derivatize silica surfaces, higher chain­
packing densities have been achieved. 
Dill's theoretical predictions for re­
versed-phase retention show good 
agreement with the results obtained at 
these chromatographic surfaces. 

The final paper was given by Roger 
Gilpin of Kent State University on the 
use of NMR techniques to characterize 
bonded phases and retention mecha­
nisms. Results from wide-line deuteri­
um NMR provide information on the 
chemical and structural nature of these 
surfaces, uniformity of surface cover­
age, modes of motion for the immobi­
lized stationary-phase molecules, and 
retention mechanisms. 

The organizing committee should be 
congratulated for preparing a strong 
technical program and a pleasant envi­
ronment in which to learn. The infor-

mal and formal social portions were 
also well done, and symposium partici­
pants had an opportunity to enjoy the 
sights and scenery of the Blue Ridge 
region. Both the technical program and 
the local arrangements were excellent. 
The excitement and enthusiasm evi­
dent at Virginia Tech will surely be 
part of next summer's symposium at 
Oak Ridge National Laboratories, and 
we look forward to seeing you in Ten­
nessee next July. 

Fred M. Hawkridge is professor of 
chemistry at Virginia Commonwealth 
University in Richmond, VA. Joseph 
A. Gardella, Jr., is associate professor 
of chemistry and codirector of the In­
dustry University Center for Biosur­
faces at the State University of New 
York at Buffalo. Both are currently 
visiting scientists in the analytical 
and surface chemistry program of the 
chemistry division at the National 
Science Foundation. 
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Electrophoresis. Probe Tech Basic 
system combines gel electrophoresis 
and vacuum transfer in a single inte­
grated chamber. The system includes a 
vacuum regulator, a waste container, 
and a choice of three electrophoresis/ 
vacuum transfer cartridges. Oncor 

404 

MS. QX 2000 quadrupole mass spec­
trometer, designed for process and re­
sidual gas analysis, is menu driven via 
an integrated touch-sensitive screen 
and includes an IBM/AT-compatible 
computer with 640 kB RAM. Applica­
tions include semiconductor fabrica­
tion and materials research. Leybold 
AG 405 

Proteins. Model 473A protein system 
is capable of sequencing a low-pico­
mole sample load with femtomole de­
tection. The Macintosh-based data 
system provides amino acid histogram 
plots, multiple cycle comparisons, cy­
cle yield plots, and repetitive yield 
plots. Applied Biosystems 406 

Oxygen. Model 308WA on-line trace 
oxygen analyzer detects 0, contamina­
tion in hydrogen, nitrogen, ethylene, 
propylene, butadiene, and other high­
purity gases. Oxygen levels as low as 

0-500 ppb can be determined with an 
accuracy of ± 1%. Teledyne Analytical 
Instruments 407 

Detector. Model 1433 Cryo-CCD de­
tector is a cryogenically cooled, two­
dimensional, multichannel area detec­
tor designed for low-light-level spec­
troscopic imaging. The detector can be 
used for Raman, fluorescence, and 
emission spectroscopy. EG&G Prince­
ton Applied Research 408 

FT-IR. DA8 research-grade FT-IR 
spectrometer features a built-in array 
processor that presents fully computed 
spectra to an Ethernet link. The host 
computer can be any V AX system with 
workstation graphics or VT240 and 
mouse. Bomem 409 

Sample preparation. Maxidigest is a 
modular high-production microwave 
digester designed for food and environ­
mental applications. The system, 
which can run up to four samples si­
multaneously' features a 250-mL ca­
pacity digestion vessel. Questron 412 

SEM. Model 1860 FE digital imaging 
field emission SEM features spatial 
resolution of 8 nm at 1 kV and 2 nm at 
10 kV. The system, which can accom-

2001 

X-ray fluorescen! SEA2001 element and composition analyzer system determines 
the presence and compositional percentage of up to 20 elements in an unknown 
homogeneous sample. Seike Instruments 401 
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Liquid scintillation. LS eOOOSE liq­
uid scintillation counter incorporates 
built-in help screens, preset counting 
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an 80-column printer, 
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Instruments 

Surface analysis. TFS surface analyz­
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Why worry about polymers refractive 
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(a Differential Refractometer combined 
with Viscotek's patented Viscometer) 
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If your job involves process measurement, 
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an investment in your career .... 
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MEASUREMENT 
AND CONTROL 

A New Audio Course from the 
American Chemical Society 

Special 30-day free examination offer 
for ACS members! 

Process Measurement and Control offers you a complete 
background in every aspect of this area-from understanding the 
principles fundamental to making these measurements ... deciding on 
your application ... to selecting the equipment to best do it ... to 
running your application. Here's what you'll be able to do after 
taking this course: 
• Choose the right equipment for your application 
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• Optimize the selection of equipment and controller 
• Understand process and engineering instrument drawings 
• Comprehend manufacturers' literature, including accuracy and 

sensitivity specifications 
• Know how to obtain the proper accuracy of your instrument to 

meet requirements 

In addition, you'll learn about the practical side of equipment 
selection ..... how to: 
• Speak the language you need to communicate with equipment 

vendors 
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All in all, this course gives you a complete overview of the theories, 
instrumentation, and applications of process measurement and 
control. 

Who Should Take This Course 
You should, if you are a: 
• Scientist or engineer who has just been assigned to do process 

measurement-to get the background you need 
• Manager that has just been given responsibility for a 

process measurement area-to direct, understand, and 
communicate with your staff who perform this function 

• Manager responsible for training new personnel to perform 
process measurement-for use in group or self-paced individual 
learning 

• Salesperson for an instrumentation company-to see how your 
product fits in with the competition and to learn the vocabulary to 
communicate with your customers 
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Order your course today! Use the 
coupon helow or call 1-800-227-5558. 

ro;e7'F::----- --, 
Please send me Process 
Measurement and Control (Catalog 
No. AS): 

US& 
Oty. Canada Export Total 

Complete 
Course __ $435 $522 

Additional 
Manuals __ 

Payment Options: 
1. Payment enclosed (make check payable 

to American Chemical Society). 
2. Purchase o;:der enclosed. 

P.O. # _________ _ 

3. Charge my 0 MasterCardIVISA 
C AMEX 0 Diners Club/Carte Blanche. 

Account No. ________ _ 

Name of cardholder ______ _ 

Expires _________ _ 

Signature _________ _ 

4. Send me my course to examine free for 
30 days. I am an ACS member. 
ACS membership no. (above your name on 
your C&EN mailing label): ____ _ 

Signature 
Ship to: 
Name ____________________ __ 

Admess __________________ _ 

City. __________ _ 

State, ZIP _________ _ 

Phone ____________________ __ 

Please allow 3-4 weeks for delivery. Prices 
quoted in U.S. dollars. Foreign payment 
must be in U.S. currency by international 
money order, UNESCO coupons, or U.S. 
bankmaft. 

Mail this order form to American Chemical 
Society, Distribution Office Dept. 17, 
P.O. Box 57136, West End Station, I 
Lw!:~~n~~~:.. ____ .};.7.J 



enveloped ,\7irus (e.g., 

BIOLOGY AT 
RESOLUTION 

virus) 

have been successful. Two components 
of the influenza virus, the hemaggluti-
nin and neuraminidase struc-

have been by first 
them from the memhrane by 

then cnr,,:mlZlIl£ 

In t;:1is c'.rticle we will discuss the 
st::uctc:e determination of an insect vi­

at atomic resolution. This informa­
UiL'CHell.He,,, and molee-

virus the nooavims 

Black "eetie virus (BBV), tbe first in­
to be determined at atomic 

(3,4) 
black beetle 
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VinJs structures detennined by X-ray crystallography (2) 

~s Capsid type" Resolution 

Plant viruses 

TBSV T=3 2.9;' 
SwolienTBSV T=3 8.0'" 
TCV T= 3 3.2;' 
seMV T=3 2.9'" 
CPMV Como 3.0;' 
AMV R~mbled protein T= 1 4.5;' 
SBMVReassembled protein T= 1 7.5;' 
STNV T=l 2.5'" 
Animal vJt'u_ 
Rhinovirus 14 Picorna 3.0;' 
Poliovirus Mahoney 1 Picorna 2.9'" 
Poliovirus Sabin 3 Picorna 2.4 ... 
Mengovirus Plcorna 3.0;' 
FMDV Picorna 2.9;' 
pOiyornavlrus T= 7 22.5'" 
Black beetla virus T=3 3.0;' 

VIrus COI\'IPOINIfI\S 
influenza virus, hemagglutinin component 3.0;' 

2.9'" Influenza virus, neuraminidase component 
2.9'" Adenovirus hexon 

i . -.IaIIOns: TBSV-tomatO bushy stunt virus; rCV-turnlp crinkle virus; SBMV-southern 
ltWln inosslc virus; CI'MV-cowpea mosaic virus; AMV-alfalfa mosaic virus; SmV-satelilie 
i)obacconecrosls virus; FMDV-IooI-and-rnouth disease virus. 

c: '·capsid type describes the nUn"1ber of subunlls and subunit types In the protein shell of a virus 
, lpartil'le. A particle wllh one subunit type contelns 60T subunlls In Its shell (e.g., BBV hss a T = 3 
:sbell;>n<I contains 180 subunits). A picorna cep$id contains 60 copies each of three different subunit 
:~.a como·qapsid contains 60 copies each of two different subunit types. 

structure is related to a virus's ability 
to infect certain insect species. This is 
because the three-dimensional struc­
ture of BBV is known and nodavirus 
structures are relatively simple. Un­
derstanding these factors may prove 
useful in identifying, or perhaps in 
eventually genetically engineering, vi­
ruses suitable for use in biological pest 
control as an alternative to chemical 
poisons. For example, naturally occur­
ring viruses are already being used in 
efforts to eradicate the gypsy moth (8). 

Nodaviruses undergo a novel matu­
ration process (9). The RNA 2 molecule 
is translated into a coat protein a that 
contains 407 amino acids. This a coat 
protein is rapidly assembled into a pro­
virion (immature virion, Figure 1) that 
becomes a mature particle only after it 
cleaves into fJ (363 amino acids) and 'Y 
(44 amino acids) proteins. Roughly SO% 
of the coat proteins in a mature particle 
are in the cleaved form. This cleavage 
dramatically alters the virion stability, 
and the proteolysis (hydrolysis of pro­
teins) is autocatalytic and occurs only 
after virion assembly (9). One of our 
objectives was to use the three-dimen­
sional structure of BBV to understand 

the cleavage mechanism and the rela­
tion between this cleavage and the al­
teration in particle stability. In this 
work, we used the coat protein se­
quences of BBV and three other noda­
viruses: flockhouse virus (FHV), boo­
larra virus (BOV), and nodamura virus 
(NOV) (10-12). 

Three-dimensional structure 
determination 

High-resolution structures of biologi­
cal macromolecules can be determined 
using NMR spectroscopy (13) and 
X-ray crystallography. Only crystallog­
raphy can be used to study structures 
as large as viruses. Molecular imaging 
using X-ray crystallography is analo­
gous to the formation of an image in an 
optical microscope. However, the elec­
tromagnetic radiation used has a wave­
length of 1 A instead of 5000 A. Collect­
ing X-ray data from single crystals is 
equivalent to recording light scattered 
by an object on the microscope slide 
before it enters the objective lens. 
Crystals, containing roughly 1013 virus 
particles, produce scattered radiation 
that is readily interpreted as if it came 
from a single copy of the virus particle. 
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Although the objective lens in a light 
microscope properly combines the 
scattered radiation to form a magnified 
image, there is no direct physical meth­
od to focus X-rays because of their 
short wavelength. The phase or focus­
ing problem is solved computationally 
by the crystallographer, and the image 
formed is a three-dimensional electron 
density map of the crystalline mole­
cule. X-ray crystallography is now a 
routine method for studying small mol­
ecules and a well-established technique 
for studying proteins. It is, however, 
still a challenging problem to solve the 
structure of a virus using this method. 

Crystallographic analysis of a virus 
requires at least 10-20 mg of material, 
and often quantities in excess of 100 mg 
are needed. Production of such quanti­
ties of an animal virus is difficult and 
costly. Plant viruses are particularly 
attractive subjects for crystallography 
because they can often be prepared in 
large quantities at relatively low cost. 
BBV is grown in culture using Dro­
sophila gut cells where it typically con­
stitutes 20% of the cell mass 4S h after 
infection. The most critical step in a 
crystallographic analysis is the produc­
tion of large (0.3-0.S mm) well-ordered 
single crystals. This is achieved by 
slowly precipitating the virus over the 
course of days, weeks, or even months. 
A particularly effective method for do­
ing this is vapor diffusion. Typically 
conditions need to be found in which 
the virus is insoluble. This is achieved 
by varying pH, buffer, polyethylene 
glycol concentration, or salt concentra­
tion. The solution, without virus, is 
called the reservoir solution, and about 
1 mL is present in the crystallization 
chamber. Approximately 5 I'L of the 
reservoir solution is mixed 1:1 with a 
dilute buffer containing virus at a con­
centration of 7-10 mg/mL or higher. 
This is called the drop. The 10-I'L drop 
is placed in vapor equilibrium with the 
reservoir, and the solution in the drop 
approaches a state in which the virus is 
insoluble, leading to crystallization. 
Other methods for crystallizing pro­
teins and viruses have been reported by 
McPherson (14). 

Single-crystal data collection is nor­
mally performed using a synchrotron 
X-ray source. The high-intensity par­
allel radiation is ideal for rapid collec­
tion of high-quality data. Each diffrac­
tion photograph contains SOOO-10,000 
diffraction maxima (spots) that are 
densely spaced because virus crystal 
unit cells are in excess of 300 A. Cur­
rently, only photographic film permits 
diffraction maxima to be spatially re­
solved at high resolution. Normally a 
new crystal specimen is needed for 



each exposure because biological mole­
cules are damaged by X-rays, and the 
crystals are destroyed. Depending on 
the symmetry, 50-400 individual pho­
tographs may be required to complete a 
three-dimensional data set. The opti­
cal densities of these observations are 
measured using a densitometer, and 
the integrated intensities of each re­
flection are determined using a sophis­
ticated processing procedure (15). Su­
percomputers are needed for process­
ing the large quantity of single-crystal 
data from viruses. Because the quanti­
ty of data is proportional to the volume 
of the crystalline unit cell, data sets 
from virus crystals will generally be 
more than a thousand times larger than 
a small-molecule data set. 

Icosahedral (20 sided) RNA viruses 
have been studied with considerable 
success. The symmetric shell of the vi­
rus has 532-point group symmetry (16). 
We have found that 180 copies of one 
type of protein subunit form the pro­
tein shell of BBV, and it packages and 
protects the RNA. The symmetry of 

the protein shell has played a crucial 
role in all the structures determined to 
date (17). Isomorphous replacement, 
coupled with averaging the electron 
density over the symmetry of the shell, 
has proven to be a very powerful meth­
od for determining the phases for the 
measured structure amplitudes. (This 
will be explained in more detail below.) 
These calculations involve the Fourier 
transformation of maps containing 
from 107 to 108 grid points. The averag­
ing procedures may involve up to 109 

linear transformations. Electron densi­
ty maps of extraordinary quality have 
been obtained using these methods. In 
all cases to date, the known amino acid 
sequence of the protein subunits has 
permitted construction of chemical 
models that accurately fit the electron 
density maps. These models are then 
refined to produce the smallest differ­
ence between the experimentally mea­
sured structure amplitudes and those 
calculated based on the model. This 
least-squares refinement typically in­
cludes 20,000-25,000 variables per ico-

Replicase gene RNA 1 (3106 b) Coat gene RNA 2 (1399 b) 

~tRNA3(~b)~ 
Viral RNAl A.../'v Protein a 
synthesis Protein B (limiting) 

vRNAs 1 and 2 -------l Unidentified 
(excess) assembly 

Intermediates 

© 
Provirion (140S) 

SDS Labile, EDTA stable 

a (407 aa) ~ Maturation 

p (363 aa) + 'Y (44 aa)~ cleavage 

© 
Mature virion (140S) 

180 Protomers 

Figure 1. Schematic representation illustrating the current understanding of noda­
virus morphogenesis. 
The two RNA molecules comprising the genome (RNA 1 left and RNA 2 right) are translated into protein 
molecules. Protein A and protein B catalyze the synthes"ls of more copies of the viral RNAs 1 and 2 (left), 
which then assemble with the protein a synthesized from RNA 2 to form the provirion (Immature virion). 
Protein 0: undergoes cleavage to f3 + ')', leading to the mature infectious virion. 

sahedral asymmetric unit as well as re­
straints that are based on the stereo­
chemistry of amino acid structures 
determined using small-molecule crys­
tallography. 

X-ray analysis of BBV 

Single crystals of BBV, suitable for 
X-ray analysis, were grown using vapor 
diffusion (18). The crystals were cubic 
and belonged to the space group P4,,32. 
The cell parameter was a ~ 362 A and 
there were two particles per cell. Dif­
fraction patterns to a resolution of 
2.8 A were obtained using a high-inten­
sity X-ray beam generated by a syn­
chrotron. The diffraction patterns 
were recorded on X-ray films and 
130,273 unique diffraction maxima 
were measured. 

To compute the high-resolution elec­
tron density map, both the amplitude 
(square root of the diffraction maxima) 
and the phase of the diffracted beams 
were needed. The phases cannot be 
measured experimentally. Thus a first 
estimate of the phases was obtained by 
using multiple isomorphous replace­
ment. In this technique, heavy atoms 
such as mercury or platinum are bound 
to each molecule in the crystal. This 
produces a change in the intensity of 
each diffraction maxima that depends 
on its phase. It is somewhat like placing 
the lens of a microscope inside the ob­
ject to be imaged. At least two heavy­
atom derivatives are needed if this 
method alone is used for phase deter­
mination. 

In the case of BBV, the application 
of this technique allowed calculation of 
an electron density map at 5.0-A reso­
lution. This density was not accurate 
enough to build a model for BBV, but it 
was suitable to initiate phase improve­
ment by using the symmetry of the cap­
sid. This procedure eventually resulted 
in an electron density map at 3.0-A res­
olution in which the first model of BBV 
was built (19) using the known amino 
acid sequence of the capsid protein 
(10). 

The RNA core is not visible in the 
electron density map because it lacks 
the symmetry necessary for detection 
by the crystallography method. Only a 
model of high accuracy is useful in ex­
plaining, at the molecular level, the 
biochemistry of the virus. Thus the 
model was subjected to the restrained 
least-squares refinement method (20). 
This refinement resulted in the model 
described below. 

Three-dimensional structure of BBV 

The shell of the virus is composed of 60 
triangular units arranged with icosahe­
dral symmetry (the icosahedron is one 
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2d illustrates a cross section 
shell from the inside (bottom) to 

the outside (top). the electron densi-
each subunit appears to be in 

form + -y). The fold of 
one subunit and cleavage site are 

2a. We have been able 
from residue 44 to 

residue 363. first 43 residues were 
invisible in the electron 

is This invisible portion, 
which contains 17 basic residues capa­
ble of neutralizing the negatively 

I.HJV':~ll;"Le groups of the nude­
adapts to the various 

RNA. 

polYIle;:,ticle in primary struc-
ture. chain electron density 
map and other evidence suggest that 
these are terminal residues 
of I' The signif-

nolvn"ntirie and 

Results ollhe sequence comparison 

of BBV, 
have been 

algorithms in the 
Package (23). The 

(a) 

(b) 

(d) L-___________ --' 

Figure 2. Organization of black beetle virus established from the 2.8-;\ electron 
density map. 
Different portions of the subunit structure (a) are colored according to their distance from the center of 
the particle. Essentially, the lower part (red, 100-120 A) lies inside of the the pari (blue, 
120-145 A) forms the contiguous she!! of the and the outer pari 
third of the pyramidal protrusion on the surface capsid (see also c and Sixty 
arranged with icosahedral symmetry form the intact capsid (e, f), which encapsulates both 
partite genome. The space-filling representation (f) was generated by placing a sphere 
at each Ca position. 

sequence comparisons gain in func­
tional significance when the tertiary 
structure of BBV is used as a reference 
for analyzing variations in the 
structures of the four viruses. 
ences in amino acid sequences will af­
feet the particular environment of a 
residue, but the level of sequence simi­
larity indicates that the overall fold of 

the subunit structure for all four noda­
viruses must be closely similar. The 
comparison shows that most of the se­
quence changes occur on the subunit 
outer surface (yellow part of the pro­
tomer in Figure 2a). 

It is well established that changes in 
surface regions of mammalian picorna­
viruses (small, single-stranded, RNA-
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located inside the 
of the protomer in 

most conserved region 
all four viruses. 

the subunit 
like active sites in 

enzy~nes .. amino changes that af­
fect :he chemistry of this activity can­
D8t be tolerated. 

and implicatiol1 

The refined structure shows that the 
subur:i',.: cleavage sites 
quasi-equivalence) as do 

(b) 

to form a she!!, with icosahedra! symmetry, com­
identical subunits (a. b). 

Icosahedral twofold in­
molecular structure 

at the C-C2 contact 

tools 

If 

pack'Jgc that :ltme" 
engineering and sClL'ntific data direct!)- to 
either a LottE ,If Symphony spread 
'sheet where it b ready for ililmuliatc 
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instrumcnb and plug-in data acquisition 
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computer:-.. 
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Hamamatsu single and multi­
element Hollow Cathode Lamps 
offer superior stability, spectral 
purity and output intensity, even for 
such elements as arsen ic and 
selenium. They are compatible 
with most commercial spectro­
photometers, including Beckman, 
Zeiss and Perkin-Elmer. And best 
of all, theyre available from your 
local lab supplier. 

Jersey 

HAMAMATSU 
HAMAMATSU CORPORATION 
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International Offices m 
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dues of the cleavage product (the 'Y 
A proposal for the active site 

the autocatalytic cleavage has been 
made by using the sequence 
son described and 
tribution 
dues in site. 
Important residues for the proteolysis 
mechanism should be conserved among 
the four sequences, given that all noda­
viruses demonstrate the cleavage. 
These data and the three-dimensional 
structure of BBV have 

to the cleavage site 
The role of cleavage the matura-

tion of the particle is not clear. 
structures with T = 3 
play two types 
3). Although the subunits 
the molecular contacts are identical, 
the uature of these contacts is differ­
ent. Those occurring at the quasi-two­
fold axes have direct interactions be­
tween the subunits (Figure 3f). Con­
tacts occurring at the icosahedral two­
fold axes are mediated by a 
tide lying in a groove just 
surface of the particle (Figure 38). The 
cleavage may permit the full insertion 
of the polypeptide into the groove. 

Future directions 

This work is the first step in under­
standing the detailed chemistry of a 
relatively simple biological process. 

References 

Figure II. Stereoview of the region near the cleavage site in the capsid subunit. 
Colored spheres 1 A in radius have been superimposed on each atom. Asparagine 363 is the carboxy ter­
minus of protein fJ and alanine 364 (8 A from 363) is the amino terminus of protein "(. Residue 75 (002 
75) in f3 is an aspartic acid that is hydrogen bonded to 363 (Asn) and may playa role in the Cleavage reac­
tion. 
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Amperometric Detection of Nonelectroactive Cations in Flow 
Systems at a Cupric Hexacyanoferrate Electrode 

Karsten N. Thomsen' and Richard P. Baldwin-

Department of Chemistry, University of Louisville, Louisville, Kentucky 40292 

A glassy carbon electrode coated with an electrodeposited 
film of cupric hexacyanoferrate (CuHCF) was evaluated as 
a sensor for nonelectroactlve cations In flow injection and ion 
chromatography systems. In general, the activity of the 
CuHCF electrode In the flow environment was found to be 
similar to that seen for static solutions In that reduction of the 
film was selectively enhanced by potassium and ammonium 
Ions. Consequently, these Ions were able to be detected 
Indirectly as cathodic peaks due to CuHCF reduction as 
sample plugs containing potassium or ammonium passed the 
electrode surface. Chromatographic detection limits at the 
submlcromolar level and dynamic ranges extending over 3 
orders of magnitude were obtained at an applied potential of 
+0.45 V vs Ag/AgCi. Coaling the electrode with a supporting 
overlayer made of Nallon Improved the stability and repro­
ducibility In the flowstream to the extent that repetitive sample 
Injections produced relative standard deviations of 1-5 % over 
several hours of operation. 

INTRODUCTION 
Recently it has been demonstrated that electrodes modified 

with an electroactive polymer coating can be used as sensors 
for nonelectroactive anions in flow injection analysis and high 
performance liquid chromatography (HPLC) (1-3). In all 
cases, the polymers employed contained oxidizable groups that 
form positively charged sites in the ftlm upon electrooxidation. 
Appreciable current can occur for these systems only if anions 
capable of penetrating the polymer and counterbalancing the 
positive charge generated in the film are present at the 
polymer-solution interface. Therefore, anion detection can 
be accomplished by placing the polymer electrode in the 
flowstream, poising the potential at a sufficiently positive value 
to effect oxidation of the polymer, and waiting for a sample 
plug containing such anions to arrive. When this occurs, there 
is a transient current flow which, although due to oxidation 
of the polymer, is proportional in magnitude to the anion 
concentration in the plug. By means of this approach, sub­
nanomole amounts of anions such as N03- and CIO.- were able 
to be detected in flow injection experiments (3). 

Naturally, this raised the question whether nonelectroactive 
cations could be detected by an analogous scheme utilizing 
a reducible polymer in which the formation of negative sites 
upon reduction is accompanied by the transport of cations 
into the film. Our attention in this endeavor was focused on 
the class of insoluble mixed valence transition-metal hexa­
cyanometalate polymers which are readily formed on a variety 
of electrode materials. The prototype of these compounds 
is Prussian Blue (iron(III) hexacyanoferrate(II)), whose in­
corporation onto carbon, gold, and platinum surfaces has been 
studied by Neff (4, 5) and Itaya (6). In addition, related 
compounds involving other metals such as nickel (7, 8), copper 
(9,10), and ruthenium (5, 11-13) have also been investigated, 
and the resulting class of electrodes has recently been reviewed 
(14). 

1 Permanent address: Kemisk Institut, Aarhus University DK-
8000 Aarhus C, Denmark. ' 
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The three-dimensional network formed by the mixed va­
lence hexacyanometalate polymers is zeolitic in nature and 
can readily exchange group lA cations in aqueous solution 
(13). The peak potentials and shapes of the redox waves seen 
at the coated electrode are highly dependent on the nature 
of the electrolyte cation-with electroactivity persisting for 
long times only if hydrated cations small enough to be ac­
commodated within the pores of the network are available in 
solution. Furthermore, for ions of different size, incorporation 
into the polymer produces structural changes in the film that 
alter its redox potential to different extents. The presence 
of ions possessing a relatively small hydrated radius causes 
film reduction to be favored and to occur at more positive 
potentials (8). Thus, for the nickel hexacyanoferrate electrode, 
stable electroactivity has been shown to occur over a 500-m V 
range, depending on the cation present in solution during 
voltammetric scanning (7). Because of size considerations, 
the redox process, which occurs at +0.6 V vs SCE with Cs+, 
is shifted to +0.1 V with Li+. 

Several applications of these electrodes as analytical sensors 
have been reported in the literature. Cox applied a ruthenium 
oxide-ruthenium cyanide electrode for the electrocatalytic 
determination of As(III) (12) and thiocyanate (15). For As(III), 
sensitivities in the micromolar range were obtained in batch 
experiments (12), while thiocyanate could be detected at 2 
X 10-7 M in a flow injection setup (15). Bocarsly showed that 
minute concentrations-1O-8 M-of Cs+ could be sensed in 
the presence of a large excess of Na+ with the nickel hexa­
cyanoferrate electrode (8). This was done indirectly in a batch 
experiment by measuring the decrease in the voltammetric 
wave associated with Na+ incorporation caused by the pres­
ence of small quantities of Cs+. Very recently-after this 
project was initiated-Deakin and Byrd showed that a 
Prussian Blue film electrodeposited on a quartz crystal mi­
crobalance could be used to detect the incorporation of 
nonelectroactive cations in a flow injection experiment U6). 
The cations were detected both by the frequency change of 
the microbalance and by the current transients from the 
Prussian Blue reduction. A detection limit of 10-4 M K+ was 
reported for the microbalance approach. One of the most 
important characteristics of many of these electrodes was their 
impressive stability, typically extending over thousands of 
voltammetric cycles and hundreds of injections (7, 9, 15). 

In this paper, we demonstrate that a cuprihexacyanoferrate 
(CuHCF) film electrodeposited onto glassy carbon can be 
utilized as a sensor for potassium and ammonium ions in 
flowing solutions. In the presence of potassium ions, the redox 
process involved in the electrode activity can formally be 
represented as (9) 

CuII3(FelII(CN)6)2 + 2e- + 2K+ = K2CuII3(FeII(CN)6)2 

The behavior of the electrode has been characterized with 
respect to several experimental parameters in flow injection, 
and the application of the electrode for the detection of K+ 
and NH/ following cation-exchange HPLC is demonstrated. 

EXPERIMENTAL SECTION 
Reagents. Concentrated stock solutions of cations were pre­

pared from the reagent grade nitrate, chloride, or sulfate salts 
and were diluted to the desired concentration just prior to use. 

© 1989 American Chemical Society 
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Dilute nitric acid solutions were prepared from reagent grade 
concentrated nitric acid. Nafion polymer solutions, obtained at 
5 wt % from Aldrich, were diluted to 0.45 wt % with ethanol 
before use. 

Electrode Preparation. The procedure used here for mod­
ification of glassy car bon electrodes was essentially the same as 
that developed by Siperko and Kuwana (9). A glassy carbon 
electrode, freshly polished with 0.05-l'm alumina, was placed in 
a 4 x 10-' M solution of Cu(NO,), in 0.05 M KCIO, and cycled 
between +0.5 and -0.5 V vs Ag/ AgCI at 50 m V /s until repro­
ducible plating/stripping signals were observed (five to eight 
cycles). After the electrode was scanned to -0.5 V with the solution 
stirred, an amount of K,Fe(CN)6 equivalent to the Cu(NO,), was 
injected into the cell with a syringe. A red-brown sol was im­
mediately formed, and after the reduction current faded away, 
the electrode was removed from the cell and flushed with deionized 
water. At this point, a red-brown layer was clearly visible on the 
electrode surface which was allowed to air-dry and then was coated 
with a 2-I'L droplet of Nafion solution. Following evaporation 
of the residual solvent, the electrode was scanned in 1.0 M KCI 
between +0.4 V and + 1.0 V until a steady-state current-voltage 
profile was obtained. The resulting voltammogram showed a pair 
of very symmetrical peaks from the iron redox couple at +0.75 
V. Last, the cycling was stopped at +0.4 V-Le., with the film 
fully reduced-and the electrode could be transferred to the flow 
cell for use. When nitric acid was employed as the mobile phase, 
the potential applied to the electrode in the flow system could 
be changed anodically (Le., ion outflow) with no difficulty. 
However, once the film had been so oxidized, subsequent shifts 
to reducing potentials (i.e., ion uptake) caused the electrode 
performance to deteriorate unless a sample of a strong potassium 
solution (e.g., 0.1 M KCI) was first injected and the flow was 
stopped when the K+ plug reached the electrode. This allowed 
the film to be reduced with a cation present that was well suited 
to penetrate the film and balance the negative charge generated 
during film reduction. 

Evaluation of Electrode Response. The responses in flow 
injection and HPLC experiments were quantified either by 
measuring the height of the peak corresponding to CuHCF re­
duction upon analyte elution or by measuring the difference 
between the maximum current in the reduction of the film and 
the minimum current in the following reoxidation. Both quantities 
appeared to yield equally reproducible results, and calibration 
curves constructed from the two approaches differed only by a 
scale factor. Because the difference between maximum and 
minimum currents afforded the most reliable quantification of 
partly overlapping responses in HPLC, this approach was used 
in all HPLC experiments. Simple peak height was used in flow 
injection experiments. 

Apparatus. Cyclic voltammetry was performed with either 
a Bioanalytical Systems Model CV-1B or an IBM EC/225 po­
tentiostat. A Bioanalytical Systems Model MF1000 glassy carbon 
electrode (modified or unmodified) was used in conjunction with 
an Ag/ AgCI (saturated KCI) reference electrode and a platinum 
wire auxiliary electrode. Flow injection and HPLC experiments· 
were carried out with a Perkin-Elmer Series 10 pump, a Rheodyne 
(Berkeley, CA) Model 7125 injector with a 20-I'L sample loop, 
and a Bioanalytical Systems Model LC-3 amperometric detector. 
Furthermore, an SSI Model LP-21 pulse dampener was inserted 
between the pump and injector for flow injection experiments. 
A Bioanalytical Systems Model MF2020 Ag/ AgCI (saturated KCI) 
reference electrode and a stainless steel auxiliary electrode were 
employed in the flow system. All chromatographic separations 
were performed at room temperature with one or two 5 cm long, 
4.6 mm i.d. Vydac 400-IC405 cation-exchange columns (Rainin 
Co., Woburn, MA). 

RESULTS AND DISCUSSION 

Characterization in Flow Injection. To demonstrate 
that the CuHCF-coated glassy carbon electrode was sensitive 
to cations in a flow system, its response was compared to that 
of a plain, freshly polished glassy carbon electrode in a flow 
injection experiment. Figure 1a shows the response at the 
plain electrode held at +0.40 V when a sample, 0.010 M in 
KN03 and 0.090 M in HNO" was injected into a carrier stream 

1 1 1 

Figure 1. Flow injection responses obtained at (a) an unmodified glassy 
carbon electrode and (b) the CuHCF electrode: injection of (a) 0.01 
M KNO, and (b) 0.001 M KNO, into 0.10 M ntlric acid; injections are 
marked with arrows; potential, +0.40 V; flow rate, 1.0 mL/min. 

of 0.10 M HN03• No significant change in the electrode 
response was observed in this case. Figure Ib shows the 
behavior observed for the CuHCF-coated electrode when a 
sample of 0.0010 M KN03 and 0.099 M HNO, was injected 
into the same mobile phase. (Note that, although the po­
tassium concentration in the latter experiment was only 
one-tenth of the previous concentration, the current scale used 
was 10 times larger.) Here, each injection gave rise to a current 
transient corresponding to a reduction of the film as the plug 
of potassium ions reached the electrode. As the cations left 
the electrode again, a slower reoxidation of the film was seen. 
The electrode potential in both these experiments was +0.40 
V, but similar behavior was observed for other potentials in 
the +0.40 to +0.60 V range. The comparison with the un­
modified glassy carbon electrode showed clearly that the 
current transients observed with the polymer-modified elec­
trode resulted from the specific activity of the film and not 
from changes in physical properties of the mobile phase (such 
as conductivity) as the sample plug passed the electrode. 

When the experiment in Figure Ib was performed with an 
electrode coated only with the CuHCF film, the response 
decreased appreciably on repeated injections of identical 
samples. This effect, which can even be noted in the figure, 
was attributed to mechanical erosion of the fIlm upon exposure 
to the flowing solution. To overcome this problem, a film of 
the perfluorosulfonic acid polymer Nafion was coated on top 
of the CuHCF film. Thick Nafion films used in this manner 
were found to hinder diffusion of cations to and from the 
CuHCF layer somewhat and produced very broad responses 
as a result. However, thinner films formed by depositing only 
a 2-I'L droplet of a 0.45 wt % Nafion solution onto the 
chemically modified electrode (CME) allowed rapid diffusion 
and response and still imparted improved mechanical stability 
to the CuHCF layer. The extent of the improvement is il­
lustrated in Table I for periodic injections of a potassium 
standard at four different electrodes. The standards sum­
marized in the table were injected interspersed with other 
samples to verify the electrode stability even while other 
experiments were being performed. Also, it was found that 
electrode activity could be conserved from day to day, either 
by allowing the mobile phase to continue to flow by the 
electrode at a low rate (0.1 mL/min) with the working po­
tential applied or by disconnecting the cell and allowing the 
electrode to air-dry after it had been flushed thoroughly with 
deionized water. 

Initially, three different mobile phases were tested in flow 
injection experiments: diluted nitric acid, sodium chloride, 
and lithium perchlorate. The largest reduction response and 
fastest reoxidation of the electrode were found for the nitric 
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Table I. Reproducibilities for the CuHCF Electrode 

[K+J/M na RSD/% time period/h 

10-' 9 0.8 0.5 
10-4 12 1.9 0.8 
10-4 21 2.8 1.5 
10-5 45 4.7 3.8 

an:;::: number of sample injections. 

Table II. Relative Response of CuHCF Electrode for 
Various Cations 

ion rei peak height 

1.0 
1.7 
0.05 

ion rei peak height 

0.07 
0.03 
0.12 

acid and lithium perchlorate media. The former was inves­
tigated most thoroughly because this medium was known to 
be suitable for the intended application of the electrode in 
HPLC. 

The sensitivity of the CuHCF electrode toward other cations 
besides potassium was studied by comparing the response for 
samples containing 1.0 X 10-3 M of the cation under study 
to that for 1.0 X 10-3 M potassium ion. The samples were 
injected into a 0.10 M nitric acid mobile phase, and the po­
tential of the electrode was held at +0.45 V. The responses 
for NH/, Li+, Na+, Mg2+, and Ca2+ are summarized in Table 
II where the peak heights so obtained are given relative to the 
potassium peak height. Clearly, the electrode showed selec­
tivity toward potassium and ammonium ions compared to the 
other cations. This was expected from the earlier work by 
Siperko and Kuwana (9, 10) who found that the CuHCF film 
activity was stable in the presence of either one of these ions 
while deterioration of the electrode's activity was observed 
in the presence of sodium and lithium. This preference was 
explained by the good match of the ionic radii of the hydrated 
potassium and ammonium cations with the pore size of the 
zeolitic channels in the CuHCF film. Thus, penetration of 
these cations into the film was relatively facile. As seen in 
Table II, the film did show some activity in the presence of 
other cations, most notably sodium and calcium. Therefore, 
either of these ions could be possible interferents in the de­
termination of potassium or ammonium by flow injection. 
This was investigated more closely by observing the effect of 
10-4 M, 10-3 M, and 10-2 M Na+ on the signal obtained for 10-4 
M K + standard. The resulting increases in peak height relative 
to the standard were 0, 7, and 110%, respectively. This shows 
that sodium in approximately equal amounts can be tolerated 
in flow injection determinations of potassium, but if sodium 
is much in excess of the potassium, a serious interference 
should be expected. 

It should be noted that injection of cations other than 
potassium and ammonium had no deleterious effect on the 
film as the response from a potassium standard in a nitric acid 
medium could in all cases be reproduced nicely when the 
standard was injected intermittently with samples containing 
other cations. This is in contrast with cyclic voltammetric 
experiments where activity ceased or decreased drastically if 
the electrode was cycled in electrolytes without potassium Or 
ammonium. 

Hydrodynamic voltammograms (HDV's) for the CuHCF 
electrode were obtained for potassium and ammonium in three 
different nitric acid media. The samples, 10-4 M in one of the 
two ions, were dissolved in nitric acid of the same concen­
tration as the mobile phase under investigation, and the po­
tential was gradually changed in the anodic direction. Parts 
a-c of Figure 2 show the HDV's obtained in 0.10, 0.020, and 

a 
150.0 

100.0 

50.0 

0.0 

"' c 150.0 

~ 

'" '" 100 .0 . 
I 

'"' 50.0 ro . 
CL 

0.0 

150.0 

100.0 

50.0 

0.0 
0.30 0.40 0.50 0.60 

Potential / V 

Figure 2. Hydrodynamic vollammograms for 1 X 10'" M K+ (0) and 
1 X 10'" M NH/ (X) al the CuHCF electrode: mobile phases, (a) 0.10 
M HN03, (b) 0.020 M HNO" (c) 0.0050 M HNO,; flow rale, 2.0 mL/min. 

0.0050 M nitric acid, respectively. There are several things 
to notice in these figures. First, the interval over which the 
film showed maximum activity in flow injection occurred at 
modest potentials for both ions. The +0.35 to +0.50 V range 
seen here was somewhat lower than that which has been 
reported in cyclic voltammetry studies (9), but the much lower 
potassium and ammonium concentrations in effect here could 
well account for this difference. Second, the preference for 
ammonium ions over potassium was evident both from the 
larger peak currents and from the more positive peak po­
tentials observed for ammonium in all three media. Third, 
there was only a slight dependence of the peak potential on 
the nitric acid concentration, with the 20-fold decrease in acid 
content employed producing a positive shift of only about 50 
m V for both ions. Last, the reoxidation of the film following 
a cathodic peak was influenced both by the potential and the 
nitric acid concentration. The reoxidation was slowest by far 
at more negative potentials and in less concentrated acid 
solutions. 

The dependence of the potassium signal on nitric acid 
concentration is further illustrated in Figure 3a where the 
largest responses were clearly obtained in the less concentrated 
media. Most likely, this effect was due to the decreased 
competition from the protons for the exchange of the po­
tassium ion into the film. At the same time, it was again 
observed that the time necessary to recover after a peak in­
creased at lower acid concentrations; for instance, the recovery 
time from the beginning of a peak to the return to base line 
increased 55% (from 0.74 to 1.15 min) in going from 0.10 to 
0.0050 M nitric acid. Over the same range, the peak height 
increased 6-fold. 

The peak height was also influenced by the flow rate of the 
mobile phase. This is shown in Figure 3b for a 10-3 M po-



ANALYTICAL CHEMISTRY, VOl. 61, NO. 23, DECEMBER 1, 1989·2597 

• 
60.0 

<t 
C 

~ 40.0 
" ~ 
w 
I 

" 20.0 · w 
CL 

0.0 

0.00 0.05 0.10 0.15 0.20 

Mobile Phase Cone. / M 

b 

~ 

" 1.0 
~ 

W 
I 

" · w 
0.5 CL 

w 
a: 

0.0 

Flow Rate / (mL/min) 

Figure 3. (a) Dependence of flow injection response on concentration 
of HN03 in mobile phase: sample, 1.0 X 10'" M KN03; potential, 
+0.45 V; flow rate, 2.0 mL/min. (b) Dependence of flow injection 
response on flow rate: sample, 1.0 X 10-3 M KN03; mobile phase, 
0.10 M HN03 ; potential, +0.40 V. 

tassium sample, a mobile phase of 0.10 M nitric acid, and a 
potential of +0.40 V. Overall, the peak height increased 
dramatically with flow rate in the range from 0.2 to 3.0 
mL/min and then leveled off and even decreased slightly at 
rates higher than 4.0 mL/min. This behavior might be ra­
tionalized in terms of the diffusion of cations through the 
Nafion coating and into the film. If, at lower flow rates, 
diffusion is rapid compared to the residence time of the sample 
plug in the cell, the peak height is determined by the degree 
of dispersion of the sample on the way to the cell. Thus, larger 
signals would be observed at higher flow rates. But if the 
diffusion in the film becomes the limiting factor at very high 
flow rates, a decrease in signal should start to be seen as fewer 
cations are able to penetrate the film during the shorter 
residence time afforded to the sample plug in the cell. The 
variation in CME recovery time with flow rate was also con­
sistent with this explanation. Recovery times became shorter 
as the flow rate was increased up to 4.0 mL/min and did not 
change significantly at higher values. 

With all these experiments in mind, calibration curves were 
able to be obtained for potassium and ammonium under 
roughly optimized conditions: 0.0050 M nitric acid mobile 
phase, a flow rate of 2.0 mL/min, and a potential of +0.45 
V. A typical set of curves corresponding to these conditions 
is shown in Figure 4 for the 10-" to 10-4 M concentration range. 
A 10-5 M potassium standard was injected intermittently with 
the other samples, and the peak heights are given relative to 
the mean of the peak heights for this standard. Nonlinear 
calibration plots were obtained for both analytes, again with 
a larger response seen for ammonium. For both ions, well­
defined peaks could be obtained even at concentrations of 10'" 
M (or 20 pmol injected). Good sensitivity was also observed 
in stronger nitric acid mobile phases; for example, a calibration 
curve extending over potassium concentrations from 10--6 to 
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Figure 4. Calibration curves obtained in flow injection for K+ (X) and 
NH/ (0) ions: mobile phase, 0.0050 M HN03; potential, +0.45 V; ftow 
rate, 2.0 mL/min. Each data point represents the average of three 
separate injections. 
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f-------4 
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Figure 5. Chromatograms of mixtures containing (a) 1.0 X 10-" M Na+ 
and 5.0 X 10-5 M K+ and (b) 1.0 X 10-4 M NH,+ and 1.0 X 10'" M 
K+: mobile phase, 0.0025 M HN03; potential, +0.45 V; flow rate, 2.0 
mLlmin. 

10-3 M could be obtained in 0.10 M nitric acid. 
Application in HPLC. After characterization of the 

CuHCF electrode in flow injection, it was applied as the de­
tector in an HPLC system with a cation exchange column. 
Two examples of this application are illustrated in Figure 5. 
First, the chromatogram for a sample containing 10-3 M so­
dium and 5 X 10-5 M potassium is shown in Figure 5a. With 
a 0.0025 M nitric acid mobile phase, the two cations were base 
line resolved, with Na+ eluting first. Obviously, it would 
present no problem to quantify potassium in the presence of 
excess sodium by this approach. In Figure 5b, a similar 
chromatogram of a sample containing 10-4 M of both potas­
sium and ammonium ions is shown. In this case, the two 
cations were not able to be fully resolved as the electrode had 
not completely recovered from the ammonium peak when the 
potassium band arrived at the electrode. Because the film 
was not fully reoxidized under these conditions, a somewhat 
smaller potassium signal was obtained for the mixture than 
for a pure potassium sample. This was confirmed in an ex­
periment where a 5 X 10-5 M potassium standard was com­
pared with samples containing the same amount of potassium 
and varying amounts of ammonium. For ratios of ammonium 
to potassium concentration of 0.1, 1.0, and 2.0, signals of 0.96, 
0.67, and 0.51 relative to the response for the pure standard 
were found. The responses were evaluated as the difference 
between the maximum peak current and the minimum trough 
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Figure 6. Chromatograms of (a) 1.0 X 10-4 M NH/, (b) 1.0 X 10-4 
M NH/ and 1.0 X 10-4 M K+, (c) 1.0 X 10-4 M K+ with two columns. 
Other conditions are given in Figure 5. 

current in the following reoxidation. Because even small 
amounts of ammonium ions in the sample influenced the 
potassium signal, it was apparent that only the former could 
be reliably determined in a mixture by this approach. 

However, by combination of two columns in series and 
otherwise keeping the conditions the same as above, it was 
possible to separate potassium and ammonium sufficiently 
well that ammonium no longer interfered with the potassium 
signal. This is illustrated in Figure 6, where Figure 6a shows 
part of a chromatogram of a sample 10-' M in ammonium only, 
Figure 6b illustrates a sample 10-4 M in both potassium and 
ammonium, and Figure 6c shows the signal from a sample 10-' 
M in potassium only. Compared to the pure potassium sam­
ple, the corresponding peak in the mixture showed no at­
tenuation. This was further demonstrated by injection of a 
number of samples containing the same amount of potassium 
and varying amounts of ammonium. For example, for samples 
containing 10-' M potassium (two injections), 10-4 M potas­
sium and 5 X 10-5 M ammonium (two injections), and 10-' M 
potassium and ammonium ions (three injections), the po­
tassium signal for all seven injections was reproduced with 
a relative standard deviation of only 2,0%, At lower con­
centrations of the two ions, the interference was even less than 
this, 

The HPLC detection limits (signal/noise = 3) for potassium 
and ammonium ions were estimated under the conditions of 
Figure 5, A series of chromatograms for samples containing 
5 X 10-6, 2 X 10-6, 1 X 10-6, and 5 X 10-7 M potassium and 
ammonium ions are shown in Figure 7. The inset shows the 
calibration curves constructed from these chromatograms, As 
seen in the figure, detection limits of 5 X 10-7 M, corresponding 
to 10 pmol injected, for both potassium and ammonium were 
realistic, Furthermore, under these chromatographic condi­
tions, the potassium response was somewhat decreased by the 
ammonium (as demonstrated above); so injection of pure 
potassium samples would give somewhat larger responses, 

CONCLUSION 
Several previous studies have demonstrated that electrodes 

coated with transition-metal hexacyanoferrates offer the 
possibility for detection of nonelectroactive cations such as 
the group 1A metals, Nearly all of these investigations, 
however, have employed the electrodes in cyclic voltammetry 
experiments performed in static solution, In this work, we 
have explored the suitability of these electrodes-in particular, 

f---------l 
Smin 

Figure 7. Chromatograms of samples containing (a) 5.0 X 10-6 M, 
(b) 2.0 X 10-6 M, (c) 1,0 X 10-6 M, and (d) 5.0 X 10-7 M of both NH/ 
and K+. Injections are marked with arrows. The inset shows the 
corresponding calibration curves. Conditions are the same as those 
given in Figure 5. 

that formed with cuprihexacyanoferrate-as sensors for these 
analytes in flow injection and ion chromatography systems, 
With the CuHCF electrode, selective, but not specific, response 
for potassium and ammonium was obtained at modest values 
of applied potential, with detection limits in the submicro­
molar range. In addition, when the electrode was coated with 
a supporting Nafion layer, its stability, reproducibility, and 
dynamic range toward these two ions were attractive for po­
tential applications in flow detection. Most importantly, the 
electrode operation was compatible with the low ionic strength 
mobile phases typically employed in modern ion chromatog­
raphy. Though not attempted in this work, use of the CuHCF 
electrode for the analysis of real samples appears promising, 
with the determination of potassium in the presence of sodium 
in clinical samples as the most obvious application. In such 
applications, another aspect of the Nafion coating may be 
advantageous, namely that the surface-active constituents of 
the samples are prevented from reaching the CuHCF layer. 
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Electroanalysis of Aromatic Aldehydes with Modified Carbon 
Paste Electrodes 
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The utility of carbon paste electrodes modified with aniline, 
4-aminobenzoic acid, or [Fe( CN ).L]3- (L = 4-aminopyridine) 
for the detenninatlon of aldehydes in solution is demonstrated. 
The method is based on the reactivity of an immobilized 
aromatic primary amine toward aldehydes to yield the cor­
responding imine whose redox response is used as the ana­
lytical signal. The effects of paste composition and time of 
reaction on the analytical Signal were assessed for the three 
modHlers mentioned above. Electrodes modHied with [Fe­
(CN ).L )3- gave the best results In terms of signal to noise 
ratio, reproducibllHy, and electrode stabllHy. Submicromolar 
amounts of benzaldehyde could be determined by employing 
this approach. The approach is also applicable to the de­
termination of aliphatic aldehdyes (butyraldehyde) although 
with diminished sensitivity. The presence of other non­
aldehyde carbonyl species (e.g. benzophenone) had no de­
trimental effects on the analytical signal. 

INTRODUCTION 

The use of chemically modified electrodes (CME) in ana­
lytical applications (1, 4) continues to be an area of vigorous 
research activity. A broad range of approaches has been 
pursued including electrostatic accumulation (5-12), coordi­
nation effects (12-20), precipitation (21, 22), and others 
(23-29). Electrode modification has also been employed to 
prevent electrode fouling or to enhance selectivity (or both) 
in analytical determinations of dopamine and related biogenic 
amines (30-33). In addition, many electrode materials have 
been modified for use in analytical determinations. Of these, 
the use of carbon paste electrodes (CPE) appears especially 
advantageous because of the ease of electrode preparation and 
regeneration as well as low background currents. 

In fact a number of studies on the use of CPE for analytical 
determinations have been previously reported. These include 
the use of a CPE containing dimethylglyoxime for the de­
termination of nickel (19), 1,9-dimethyl-9,10-phenanthroline 
for the determination of copper (20), and l,lO-phenanthroline 
for the determination of cobalt and iron. Phthalocyanine­
modified carbon paste electrodes have also been employed in 
the determination of sulfhydryl groups (34) and a-keto acids 
(35,36). 

We recently demonstrated the utility of chemically modified 
CPE for the determination of primary amines (37). The 
approach was based on the reaction of the amine with an 
aromatic aldehyde, incorporated into a polymer film to gen­
erate the corresponding imine whose electrochemical response 
was used as the analytical signal. By use of this approach, 
submicromolar sensitivity as achieved as well as a dynamic 
range of about 3 orders of magnitude, 

We have extended this approach to the determination of 
aldehydes by incorporating an aromatic amine group into the 
carbon paste electrode to make an imine and again use its 
redox response as the analytical signal. 

We present a thorough study of such an analysis system 
including the use of three different reagents containing the 
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aromatic amine group, carbon paste composition in terms of 
reagent loading, and preconcentration time. 

EXPERIMENTAL SECTION 
Reagents. Aniline and benzaldehyde (Aldrich) were vacuum 

distilled twice and stored under nitrogen in amber bottles. 9-
Anthraldehyde, 1-naphthaldehyde, and 4-aminobenzoic acid 
(Aldrich) were recrystallized from ethanol. 4-Aminopyridine and 
pentacyanoaminoferroate, [Fe(CN)5NH31'- (Aldrich), were used 
as received. Water was purified by passing through a Hydro water 
purification train or a Millipore Milli Q system. Acetonitrile 
(Burdick and Jackson distilled in glass) was dried over 4-A mo­
lecular sieves. Tetra-n-butylammonium perchlorate (TBAP; G. 
F. Smith) was recrystallized 3 times from ethyl acetate and dried 
under vacuum for 72 h. [Fe(CN)5L]3- (L = 4-aminopyridine) 
referred to in the text as the "iron complex" was prepared by 
dissolving the ammonium disodium salt of pentacyanoamino 
ferroate in water and adding (dropwise) a stoichiometric amount 
of 4-aminopyridine. Substitution of the amino group by the 
4-aminopyridine was immediately apparent from the color change 
(from yellow-green to purple). After being stirred for 30 min at 
room temperature the solution was filtered. The complex was 
isolated by removing the water with gentle heating under vacuum. 
The isolated complex was washed with ether and dried under 
vacuum overnight. 

Instrumentation. Electrochemical experiments were per­
formed on either a BAS 100 electrochemical analyzer or an IBM 
EC 225 voltammetric analyzer. Data were recorded on a Soltec 
X-Y recorder. Differential pulse voltammograms (DPV) were 
obtained by using a 50-m V pulse width and a scan rate of 10 m V Is. 
Electrochemical cells of conventional design were employed. All 
potentials are referenced to the sodium-saturated calomel electrode 
(SSCE) without regards for the liquid junction. 

Electrodes. Platinum (sealed in glass) and glassy carbon 
(sealed in Teflon) disk electrodes were polished with I-I'm dia­
mond paste (Buehler) and rinsed with water and acetone prior 
to use. Carbon paste electrodes were prepared by mixing graphite 
powder (Fisher) (typically 1 g) into a solution of ceresin wax (0.1 
g) in heptane. The components were thoroughly mixed and the 
solvent was allowed to evaporate. The amine-containing reagent 
(i.e. aniline, 4-aminobenzoic acid, or the iron complex) was dis­
solved (the amine-reagent/graphite powder ratio was varied from 
10% to 80%) in ethanol and added to the carbon/wax mixture. 
It was thoroughly mixed and the solvent was evaporated until 
a free-flowing powder was obtained. Paraffin oil (0.3-0.4 mL) 
was added and the mixture was again thoroughly mixed to a 
smooth consistency paste. 

The paste was placed in the cup of a locally designed and built 
carbon paste electrode assembly made from Kel-F with a platinum 
wire contact. The body and plunger of the electrode assembly 
were threaded so that carbon paste could be extruded by simply 
turning the plunger. The surface of the carbon paste electrode 
was smoothed by gently rubbing on a piece of filter paper with 
graphite powder. This procedure was also employed in regen­
erating the surface of the carbon paste electrode. 

Procedures. The carbon paste electrode was immersed in 5 
mL of ethanol or 50/50 ethanol/water solution of the aldehyde 
to be determined (e.g. benzaldehyde) and HCI was added (imine 
formation is acid catalyzed) to a concentration of 0.02 M. The 
electrode was allowed to contact the solution for different time 
periods (vide infra) while stirring. The electrode was rinsed with 
water and acetone and placed in a degassed (with nitrogen or argon 
for 20 min) acetonitrile solution/O.l M TBAP and the redox 
response of the imine formed was obtained by DPV. The height 
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Figure 1. Differential pulse vottammograms in acetonitrile/0.1 M TBAP 
and in the oxidative region for carbon paste electrodes modified with 
(A) 4-aminobenzoic acid (35 % loading), (B) aniline (50 % loading), and 
(C) the iron complex (10% loading) after imine formation with benz­
aldehyde at a concentration of 1.0 X 10-3 M. Current scale S = 25 
nA for A and Band 50 nA for C. 

of this wave was employed in ohtaining calibration curves. All 
analytical measurements represent the average of at least four 
replicate determinations. The surface of the carbon paste elec­
trode was regenerated prior to each determination. 

RESULTS AND DISCUSSION 

The effects of a number of parameters on the analytical 
response were investigated. These included (a) source of 
incorporated aromatic amine, (b) loading level of reagent into 
the carbon paste, and (c) incorporation time. 

Benzaldehyde was used as a representative analyte in order 
to determine the optimal conditions for analysis. The results 
are presented by considering the various reagents and the 
effects of loading and incorporation time. 

Preliminary Voltammetric Characterization. The re­
dox responses of the carbon paste electrodes containing the 
various amine reagents were obtained after imine formation 
(with benzaldehyde) in acetonitrile/O.l M TBAP in order to 
determine the optimal redox wave to be employed on ana­
lytical determinations. Because of the inherent advantage of 
employing oxidative processes (no degassing is required) in 
the analytical determination, such processes were investigated 
first. Figure 1 shows anodic scans (DPV) for the carbon paste 
electrodes modified with 4-aminobenzoic acid (A), aniline (B), 
and the iron complex (C) after imine formation with benz­
aldehyde. For carbon paste electrodes modified with aniline, 
the peak potentials for oxidation of the amine and the imine 
were +0.91 and + 1.0 V, respectively. For electrodes modified 
with 4-aminobenzoic acid the corresponding values were + 1.23 
and +1.13 V. It is clear that in these two cases the large 
overlap of the two voltammetric waves would make analytical 
quantification difficult. On the other hand, the redox re­
sponses for the amine and imine for carbon paste electrodes 
modified with the iron complex were very well resolved (Figure 
lC). 

Because of the significant overlap of voltammetric waves 
for the amine and imine oxidations for electrodes modified 
with aniline or 4-aminobenzoic acid, the reduction processes 
were investigated. We found that whereas the amines did not 
exhibit any reduction peak in the region from 0.0 to -1.50 V, 
the imines derived from aniline and 4-aminobenzoic acid with 
benzaldehyde had very well defined redox responses at -D.S3 
(Figure 2A) and -0.94 (Figure 2C) V, respectively. An 
analogous behavior was observed for electrodes modified with 
the iron complex. In this case in imine had a very well defined 
reduction at -0.63 V (Figure 2B). The results of these pre­
liminary studies are summarized in Table 1. 

For studies with electrodes modified with aniline or 4-
aminobenzoic acid, the reduction waves were employed as the 

-0.50 -1.00 -1.50 

Evs. SSCE 

Figure 2. Representative DPV responses for the determination of 
benzaldehyde with carbon paste modified electrodes. (A) Electrode 
modified with aniline at 50 % loading. Benzaldehyde concentrations: 
a,S X 10-5; b, 1 X 10-'; c, 1.5 X 10-4; d, 1.8 X 10-'. S = 50 nA. 
(B) Electrode modified with the iron complex at 10% loading. Benz­
aldehyde concentrations: a, 5 X 10-5; b, 1 X 10-'; c, 1.5 X 10-'; d, 
2.0 X 10-4. S = 100 nA. (Cl Electrode modmed with 4-aminobenzoic 
acid at 35 % loading. Benzaldehyde concentrations: a, 1.5 X 10-'; 
b, 2.0 X 10-'; c, 3.0 X 10-'; d, 4.0 X 10-'. S = 50 nA. 

Table I. Peak Potential Values' for the Redox Responses of 
Amine Containing Reagents and the Imines Derived from 
Benzaldehydeb 

reagent oxid red. 

aniline +0.91 
imine +1.0 -0.83 
4·aminobenzoic -+1.23 
imine +1.13 -0.94 
[Fe(CN)5L ],' +0.38 
imine +0.95 -0.64 

'In volts vs SSCE. bIn acetonitrile/O.l M TBAP. 

analytical signal. For electrodes modified with the iron com­
plex, both the oxidative and the reductive processes were 
studied and similar results were obtained. However, the use 
of the oxidative wave is preferred since no degassing is re­
quired. 

A. Effects of Modifer, Reaction Time, and Reagent 
Loading. We investigated the effects of using three different 
sources of the aromatic amine; aniline, 4-aminobenzoic acid, 
and the iron complex containing coordinated 4-aminopyridine. 
These were chosen because they represented three different 
types of interaction with the carbon paste. The aniline was 
chosen because of its high solubility and partitioning into the 
pasting medium. The iron complex was chosen as an example 
of a very highly charged (-3) species and the 4-aminobenzoic 
acid as representing an intermediate case. 

For each of these modifiers we investigated the effects of 
loading on the carbon paste and time of incorporation on the 
analytical response. 

Our initial studies were with aniline as a modifier followed 
by 4-aminobenzoic acid and the iron complex. 

1. Aniline. From our previous study on the determination 
of amines with modified carbon paste electrodes (37) we had 
determined that a 50% reagent loading gave optimal results. 
Thus, our initial investigations with aniline as a modifier were 
at this loading level. We studied the effect of the time of 
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Figure 3. (A) Calibration curves for the determination of benzaldehyde 
with an aniline modified carbon paste electrode (50% loading) as a 
function of reaction time. (8) Analytical response for a 50 % loading 
aniline modified carbon paste electrode as a function of time of in­
corporation for benzaldehyde at a solution concentration of 2.5 X 10-4 
M. 

reaction for 5, 10, 15, and 20 min. In all cases (Figure 3A) 
linear calibration curves were obtained with slopes that gen­
erally increased with increasing time of reaction. Although 
the signal amplitude increased with reaction time, the relative 
increase in the signals at higher exposure times was much 
smaller than at shorter times of exposure, suggesting a leveling 
of the response with time. In fact, a plot of peak current vs 
time at a constant concentration of benzaldehyde exhibited 
such a trend (Figure 3B). Although the magnitude of the 
signal was largest at 20 min, there was also an accompanying 
increase in the background current so that the signal to noise 
and reproducibility were in fact lower than at 10 min. Al­
though we are not certain as to the origin of the background, 
we believe that it might be associated with decomposition of 
the aniline since the background increases further with aging 
of the paste. Thus, for aniline as a modifier, a lO-min reaction 
time was considered optimal. 

After establishing the optimal reaction time, we studied the 
effect of reagent loading. In addition to the 50% paste, 
measurements were carried with pastes at 26%, and 79% 
loading. The results, shown in Figure 4A, show that for a 
10-min reaction time all loadings gave linear calibration curves 
with slopes (and thus sensitivities) that increased with loading. 
However, at the 79 % loading level, there was a significant 
increase in the background. At even higher loadings, the 
background was still higher and, in addition, there were 
problems with the mechanical integrity of the paste. However, 
as Figure 4B shows there appears to be an asymptotic response 
as a function of loading. From these results, a 50% loading 
was deemed adequate. 

Representative responses for the determination of benz­
aldehyde at various concentrations with aniline modified 
carbon paste electrodes (at 50% loading) are presented in 
Figure 2A. 

2. 4-Aminobenzoic Acid and [Fe(CN)5L13- (L = 4-
Aminopyridine). Similar experiments were performed for 
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Figure 4. (A) Calibration curves for the determination of benzaldehyde 
with an aniline modified carbon paste electrode as a function of paste 
composition using a 10-min reaction time. (8) Analytical response for 
a 10-min incorporation time for anmne modlfied carbon paste electrodes 
as a function of reagent loading for benzaldehyde at a solution con­
centration of 2.5 X 10-4 M. 
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Figure 5. Calibration curves for the determination of ben2aldehyde with 
carbon paste electrodes modified with aniline, 4-aminobenzoic acid, 
or [Fe(CN),Ll'- under optimal experimental conditions. 

carbon paste electrodes modified with 4-aminobenzoic acid 
and the iron complex. In the case of 4-aminobenzoic acid, the 
optimal conditions were a 35% loading level and a lO-min 
reaction time, whereas for the iron complex these were 25 % 
loading and again a lO-min reaction time. In the case of the 
iron complex, the 25% loading represented the solubility limit 
so that higher loadings could not be investigated. In addition, 
the analtyical responses for the carbon paste electrodes were 
significantly higher and the background levels much lower 
than for the other two modifiers. 

Representative responses for the determination of benz­
aldehyde at different concentrations using carbon paste 
electrodes modified with the iron complex (at 10% loading) 
or 4-aminobenzoic acid (at 35% loading) are presented in parts 
Band C, respectively, of Figure 2. 
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3. Comparison between Modifiers. Figure 5 shows the 
calibration curves for the determination of benzaldehyde with 
the three different reagents at the optimal operating condi­
tions. What is immediately apparent is that the response for 
electrodes modified with the iron complex was about 4 times 
larger (notice different scales) than those modified with either 
aniline or 4-aminobenzoic acid. In addition the response of 
the 4-aminobenzoic acid modified electrodes was about 60% 
higher than that for the aniline modified electrodes as de­
termined by the ratio of the slopes of the calibration curves. 

The reasons for the very large differences in response be­
tween electrodes modified with the iron complex and those 
modified with aniline and 4-aminobenzoic acid are not clear. 
One could speculate that the iron complex helps in the 
propagation of charge; however, we have no direct evidence 
to this effect. Another potential explanation might be the 
chemical stability of the reactants. For example, electrodes 
modified with aniline couId not be stored (in air) for more than 
2 days without severe degradation of performance. Electrodes 
modified with 4-aminobenzoic acid were stable for about a 
week and those modified with the iron complex were indef­
initely stable. This trend follows the anticipated ease of 
oxidation of the various reagents and may also pay a role in 
dictating the observed responses. It is clear that out of the 
three materials used for modification, the iron complex ex­
hibited the best performance in terms of signal to noise ratio 
and electrode stability. 

Since electrodes modified with the iron complex exhibited 
the best properties, we have performed some additional studies 
with it. Specifically, we tried to determine the lower limit of 
detection and found that even at submicromolar concentration 
(0.2 I'M) a discernible peak, associated with the incorporated 
imine, could be detected. However, the reproducibility de­
graded significantly (±30%) over that obtained at 10 I'M 
(±11 %). However, these experiments point to the very high 
sensitivity that can be achieved. 

In addition, due to the nature of the chemical reaction 
involved (only aldehydes will form imines) a very high degree 
of specificity was obtained. For example, the presence of 
ketones (e.g. acetophenone) in 100-fold excess did not have 
any effect on the determination of benzaldehyde. 

Although aliphatic aldehydes (butyraldehyde) could also 
be determined (albeit with diminished sensitivity), the method 
appeare to be most sensitive to aromatic aldehydes. For 
example the presence of butyraldehyde at loo-fold excess had 
a relatively small effect on the determination of benzaldehyde, 
and this probably reflects differences in the rate of imine 
formation. However, similar detection limits to those obtained 
for benzaldehyde were obtained for 9-anthraldehyde and 
l-naphthaldehyde, consistent with our previous assertion. 

It should be mentioned that an analogous analytical scheme 
had been previously presented by Baldwin and co-workers (23) 
where allylamine was adsorbed onto a platinum electrode and 
subsequently reacted with ferrocene carboxaldehyde to yield 
the surface-immobilized ferrocenylimine. The redox response 
of the surface-immobilized ferrocene was then used as the 
analytical signal. Although that approach is analogous to the 
one presented here (both depend on imine formation), we 
employ a redox process associated with the imine itself as the 
analytical signal so that our approach would be generally 
applicable to the determination of aldehydes by imine for­
mation. In addition, most methods for the determination of 
aldehydes (38) are based on the preparation of derivatives 
suitable for spectrophotometric determination and are gen-

erally very time-consuming. There was also a recent report 
(39) on the determination of picolinaldehyde by reduction of 
its Girard-P derivative at a mercury electrode. The reported 
limit of detection was 1.5 X 10-5 M and the linear range was 
found to be from 1.5 X 10-5 to 2.9-4 M. Thus, the procedure 
presented here compares very favorably with these methods. 

It is clear that reagents based on the iron complex employed 
here for the determination of aldehydes and previously for 
the determination of aromatic amines represent a very ver­
satile group of reagents for the selective and sensitive de­
termination of organic species and we continue to explore their 
potential analytical applications. 
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A study has been made of the optimum conditions for elec­
trochemical activation of carbon electrodes used In the 
analysis of dopamine. The conditions optimized were elec­
trolyte pH, activation voltage, and the duration of the activa­
tion. The parameters monitored during the optimization were 
the reversibility of the dopamine couple, electrode capaci­
tance, and dopamine adsorption. 1\ was found that both the 
capacitance and dopamine adsorption decreased as the pH 
of the electrolyte was Increased. The optimum conditions 
found for electrochemical activation were a pH of 13, a po­
tential of 1.2 V (SeE) for a duration of 5 min. These activa­
tion conditions were then applied to a number of glassy 
carbons and a pyrolytlc carbon film electrode. 

INTRODUCTION 
Carbon is the most commonly used working electrode in 

the electrochemical analysis of catecholamines. Numerous 
forms of carbon are employed, including glassy carbon (1), 
carbon fibers (2), carbon films (3), and polymer-modified 
electrodes (4). An activation step has been shown to be 
necessary for a reproducible response at carbon electrodes. 
Polishing methods (5, 6) have been popular, but they have 
not been effective for a reversible response with catechol­
amines. Thermal activation (7-9) laser methods (W-13) and 
electrochemical activation (14-20) have been shown to be 
effective at inducing reversible behavior with catecholamines. 
A reversible response is important in multicomponent systems 
where closely spaced oxidations need to be resolved. Gonon 
et al. (2) have shown that electrochemical activation allows 
the resolution of ascorbic acid and catecholamine oxidation 
in vitro with carbon fiber electrodes. Wightman et al. (14) 
have shown that the electrochemical activation of carbon fibers 
improves the response in many solution mixtures containing 
biogenic amines. Numerous specific methods for electro­
chemical carbon electrode activation have been recently 
published that enhance the sensitivity and selectivity for the 
biogenic amines for both direct voltammetry and ampero­
metric chromatographic detectors (2, 14-16). This paper 
reports an electrochemical activation method that is an im­
provement over previously reported procedures. 

Two unfortunate side effects of electrochemical activation 
have been a great increase in the amount of catecholamine 
accumulated at the electrode surface and an increase in 
electrode background current. The catecholamine accumu­
lation has been termed adsorption in most recent publications 
(2,12,13,15,17,19,21,22) although it probably includes 
absorption, ion exchange, electrostatic uptake, chemisorption, 
and simple adsorption. It should be noted that the adsorption 
described in this publication is the total surface accumulation 
measured by voltammetry. In similar fashion the background 
current may be composed of double-layer charging, faradaic 
processes, and ion uptake, but we present the apparent ca­
pacitance as a combined measure of the residual current; this 
allows a comparison with results from other workers in the 
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field who have also summed the background current into a 
single capacitive value (8-10, 12, 13, 15, 23). 

The increase in catecholamine adsorption has often been 
noted, although these results have not been in quantitative 
agreement between investigators (2, 15, 17, 19,21,22). All 
of the reported catecholamine adsorption has occurred after 
activation in electrolyte from acidic to neutral pH; we have 
found no report of activation procedures in basic solution for 
catecholamines. Anecdotal reports of high residual current 
after electrochemical activation have been made (3, 15,24-26), 
but only Beilby et al. (23) have made a systematic study of 
the effect of the electrochemical activation conditions on 
capacitance; this study was limited to optimizing the ferro­
cyanide couple response and did not investigate conditions 
for the analysis of catecholamines. 

Electrochemical activation of carbon electrodes in neutral 
to acidic electrolyte has been shown to generate a transparent 
layer on the electrode surface which refracts light and causes 
interference colors (3,27-29). This mm is composed of carbon 
oxidation products of the electrode itself and has been termed 
electrochemical graphite oxide. Kepley and Bard (28) have 
shown that the flim layer can grow to a thickness approaching 
a micrometer. We feel this film is a reservoir for adsorbed 
catecholamines and other depolarizers and that the film in­
creases the number of charged surface states increasing the 
capacitance. We present here methods to reduce the level of 
electrode filming during electrochemical activation, with 
concomitant improvement in capacitance and lower dopamine 
adsorption. 

Beilby et al. (23) found that the ferrocyanide couple ap­
proached ideal response kinetics at a carbon electrode anod­
ically activated in basic solution. This method of activation 
also lowered the electrode capacitance greatly over activation 
in acidic electrolyte. Because the response of the carbon 
electrodes improved as the activation solution was changed 
from acidic to basic, we have carried out a similar study for 
dopamine response. The response parameters optimized for 
dopamine analysis were reversibility, dopamine adsorption, 
and electrode capacitance. We carried out a study of response 
versus pH from acidic to basic solution, and we determined 
the optimum potential and duration for activation. We have 
attempted to keep the activation method simple and accessible 
to the analyst with standard electrochemical instrumentation. 

EXPERIMENTAL SECTION 
Apparatus. The experiments were recorded by using either 

of two Princeton Applied Research instruments, the Model 174A 
electrochemical analyzer (cyclic voltammetry, constant potential 
activation, and differential pulse voltammetry) or the Model 362 
scanning potentiostat/scanning galvanostat (cyclic voltammetry, 
constant potential activation, and constant current activation). 
A Linear strip chart recorder was used to record the chronoam­
perometry experiments. The reference electrode was the saturated 
calomel electrode separated from the working cell by a saturated 
KCl salt bridge; all potentials reported in this publication are 
relative to the saturated calomel electrode (SeE). The counter 
electrode was a platinum wire with a 20-mm2 surface area. The 
glassy carbon came from the following sources: Bioanalytical 

© 1989 American Chemical Society 
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(MF2012), Atomergic Chemetals (V-I0 and V-25), and Princeton 
Applied Research (G0021). The pyrolytic carbon film was pre­
pared from 3,4,9,IO-perylenetetracarboxylic dianhydride (Aldrich) 
by using a previously reported procedure (3). 

Reagents. The solutions were all prepared with deionized 
water prepared with a Barnstead Bantam demineralizer with an 
S-27781 cartridge which was fed distilled water. The sulfuric acid, 
KCI, hydrochloric acid, K2HPO" NaOH, potassium hydrogen 
phthalate, sodium bicarbonate, and K,Fe(CN), were of analytical 
reagent grade from Mallinckrodt. The tris buffer was of analytical 
reagent grade from Spectrum Chemical Co. Dopamine hydro­
chloride was from Sigma. The ascorbic acid was of pharmaceutical 
grade. 

Procedure. Electrode Preparation. The glassy carbon 
electrodes were polished by using the standard polishing kit 
supplied with the Princeton Applied Research (PAR) glassy 
car bon electrode. The electrodes were polished on a felt polishing 
mat by using 0.5 I'M alumina powder (Raybright A) in water for 
5 min. The electrodes were then sonicated for 5 min in deionized 
water. The Bioanalytical and PAR glassy carbon electrodes are 
commercial electrodes with cylindrical covers that leave only the 
circular end contacting the solution; these electrodes were used 
as is after polishing and sonication. The Atomergic Chemetal 
glassy carbon and the carbon film electrodes were both 3-mm 
cylindrical rods. To produce a reproducible circular surface area, 
the electrodes were lubricated with silicone grease and pressed 
into 2.5 mm i.d. Tygon tubing. Only the ends of the electrodes 
were in contact with the solutions. In the past we have used both 
heat-shrink Teflon tubing and glass tubing with epoxy cement 
to cover the electrodes, but these seals were not able to withstand 
the strong base treatment used in these experiments. We found 
that the basic solution would creep up the sides of the electrodes; 
this changed the active area when Teflon or epoxy cement was 
used. (This creeping eventually destroyed the PAR electrode). 
The Tygon tubing with silicone grease as sealant remained sealed 
throughout the experiments. An added advantage is that the 
tubing could be removed during subsequent polishing steps, which 
prevented the streaking of plastic and cement across the electrode 
surface. The electrochemical activation procedures are described 
in detail in the Results section. 

Cyclic Voitammetry. Standard cyclic voltammetry experiments 
were carried out with the two instruments described above. In 
all experiments, unless otherwise indicated, the scan rate was 10 
mV /s over a range from 0.25 to 1.00 V (SCE). 

Capacitance Measurement. The apparent electrode capaci­
tance was determined by using the residual current separation 
between anodic and cathodic sections of cyclic voltagmmograms 
recorded in background electrolyte. The measurement was made 
at 0.70 V (SCE), which is a potential approximately equidistant 
from the faradaic processes at the electrode and from the solvent 
breakdown potential. The formula used is shown in eq 1, where 

C = Ij(2Av) (1) 

C is the capacitance per area, I is the separation between the 
anodic and cathodic sweep at the chosen voltage, v is the sweep 
rate in volts per second, and A is the geometric electrode area. 

Dopamine Absorption. The total surface accumulation of 
dopamine on the electrode was determined by using scanning 
potential voltammetry. The electrode was immersed in the do­
pamine solution for the time indicated in the specific experiment. 
The electrode was quickly removed and washed thoroughly with 
0.1 M sulfuric acid. The electrode was then placed in an elec­
trochemical cell with 0.1 M sulfuric acid electrolyte, and a volt­
ammogram was immediately recorded between 0.25 and 1.00 V 
(SCE). The adsorbed dopamine caused a current peak which was 
integrated to determine the amount of dopamine adsorbed on 
the electrode. 

Electrode Area Determination. The electrode active area was 
determined by potential step chronoamperometry in 1 mM do­
pamine with 0.1 M sulfuric acid supporting electrolyte. The 
potential was stepped from 0.0 to 0.750 V and the current was 
recorded over a period of 30 s during linear diffusion conditions. 
Linear regression analysis was used on the Cottrell plot of i vs 
r 1/2. The diffusion coefficients were determined by using the same 
chronoamperometry procedure with a Beckman platinum button 
electrode (30). 

Activation Time (min.) 

Figure 1. Effect of electrochemical activation period in 0.1 M sulfuric 
acid on the adsorption of dopamine to an Atomergic V25 glassy carbon 
electrode. 

RESULTS 
Our initial studies on carbon electrodes employed activation 

at voltages around 1.8 V (SCE) in 0.1 M sulfuric acid (3). This 
method was effective at generating near-reversible response 
with catecholamines, but the activation also greatly increased 
the residual current and catecholamine adsorption. After an 
activation period of greater than 10 min, the catecholamine 
adsorption was great enough to cause the peak separation in 
cyclic voltammetry to be significantly less than the 29-m V 
limit. Although the adsorption is apparently strong, the ad­
sorbed catecholamine does not undergo a potential shift to 
a postwave and actually appears as a prewave; the oxidation 
and reduction peaks of the adsorbed moieties are almost 
superimposable, and the response is similar to that in thin­
layer voltammetry (3). This narrowing artifact in the cyclic 
voltammetry peak separation made catecholamine electrode 
kinetic experiments impossible to carry out. The level of 
catecholamine adsorption was highly variable between elec­
trodes that had been identically treated in 0.1 M sulfuric acid; 
this variation prevented any method of compensation of 
background correction with the kinetic experiments. We 
therefore set out to determine the mechanism of the ad­
sorption and methods to reduce catecholamine adsorption. 

We initially studied the effect of acid activation period on 
dopamine adsorption. The electrode was activated for specific 
time intervals in 0.1 M sulfuric acid, and then the electrode 
was placed in 1.00 mM dopamine in 0.1 M sulfuric acid for 
30 min. We found that the accumulation step for dopamine 
took 15-20 min to reach equilibrium, as was found by Gonon 
et al. (2) and by Vasquez and Imai (17); the 30-min dip in 
dopamine was to ensure that complete adsorption equilibrium 
had been reached. Finally the electrode was placed back in 
the 0.1 M sulfuric acid, and the accumulated dopamine was 
anodically stripped by cyclic voltammetry. The amount of 
dopamine adsorbed was determined by integrating the oxi­
dation peak. The effect of the period of acid activation on 
the level of dopamine adsorption is shown in Figure 1 for an 
Atomergic V25 glassy carbon electrode. The level of dopamine 
adsorption increased monotonically as the electrode was se­
quentially treated. The absolute level of dopamine adsorption 
varied from electrode to electrode as mentioned above, but 
the surface coverage was generally much greater than a simple 
monolayer; this calculation was based on the maximum surface 
coverage experiments carried out by Soriaga and Hubbard (31) 
on molecules with dimensions similar to those of dopamine. 

The electrode surface often develops a refractive film that 
varies in color depending on the electrode treatment. We 
discovered that the film color disappeared when the electrode 
was washed in 1.0 M NaOH. Our working hypothesis was that 
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Base Wash Time (min.) 

Figure 2. Effect of washing an acid-activated electrode in 1.0 M NaOH. 
The electrode had previously been electrochemically activated for 60 
min in acid solution. 

the surface film was responsible for dopamine adsorption, and 
we then tested on electrode to determine if base washing 
lowered dopamine adsorption. The results of this experiment 
are shown in Figure 2. Each point represents a period of 1.0 
M NaOH washing of a glassy carbon electrode that had ori­
ginally been activated in 0.1 M sulfuric acid for 60 min. The 
electrode was washed in a vigorously stirred solution of 1.0 
M NaOH for the time period indicated. At each point the 
electrode was thoroughly washed with deionized water and 
placed in a stirred dopamine solution (1.00 mM in 0.1 M 
sulfuric acid) for 30 min. Finally the electrode was transferred 
to a solution of 0.1 M sulfuric acid, and the dopamine coverage 
was determined by scanning voltammetry as described above. 

As shown in Figure 2 the level of dopamine adsorption 
steadily decreased as the electrode was washed in the NaOH 
solution. The base wash clearly had an effect on the electrode 
surface, and the capacitance also decreased monotonically. 
The cyclic voltammetry peak separation of the electrode in 
1.00 mM dopamine at each step of the treatment did not 
significantly change during the entire experiment; this indi­
cates the reversibility was not degraded by the base wash. The 
level of surface coverage decreased to a level comparable with 
monolayer coverage after extensive base washing. 

During the base wash studies we became aware of the base 
activation method used by Beilby et al. (23), and we carried 
out an initial activation at 1.8 V (SCE) in 1.0 M NaOH. The 
activation in base was quite effective at lowering dopamine 
adsorption; a subsequent wash of the electrode in base did 
not further lower the dopamine adsorption. We then set out 
to determine systematically the optimum pH, potential, and 
duration of carbon electrode activation for dopamine analysis. 
The responses used to indicate superior response were (a) 
dopamine adsorption, (b) electrode capacitance, and (c) cyclic 
voltammetry peak separation in a 1.00 mM dopamine solution. 
To ensure internal consistency, the optimization was carried 
out using only Atomergic V-25 glassy carbon. When the 
method was optimized, it was applied to a number of carbon 
electrodes. 

Activation pH Optimization. To ensure that the re­
sponse in strong base was not a false minimum on the response 
curve, we set out to determine the response at pH values from 
strong acid to strong base. Because the potential for solvent 
breakdown is pH dependent, activation at a constant potential 
of 1.8 V (SCE) gives greatly increasing current as the pH is 
varied from 1 to 14. We therefore carried out the study of 
activation pH on electrode response at a constant current of 
1.5 rnA applied for 5 min. This current was more than ade­
quate for activation at all the pH values studied. 
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Figure 3. Effect of electrochemical activation pH on dopamine ad­
sorption. 

9 10 11 12 13 14 

Solution pH 

Figure 4. Effect of electrochemical activation pH on electrode ca­
pacitance. 

The effect of activation pH on dopamine adsorption is 
shown in Figure 3. As the pH is increased from 1 to 14, there 
is a decrease in the level of dopamine adsorption. It should 
be noted that the 1.5-mA current used here is much higher 
than at the final optimized conditions described at the end 
of this paper, and the adsorption at the best pH in Figure 3 
is much higher than the values at the final optimized con­
ditions. Figure 4 shows the effect of activation pH on electrode 
capacitance, which also decreases as the pH increases. It is 
clear from the figures that high pH is not a false minimum 
and that the optimum pH is the highest value tolerable. We 
did not use NaOH solutions in excess of 1.0 M for the opti­
mization procedures due to its corrosive effects on glass parts. 
High concentrations of NaOH had destructive effects on the 
porous glass junctions of the reference electrodes and corroded 
the glass sheath on one of the glassy carbon electrodes. The 
1.0 M solutions of NaOH should contact "thirsty glass" ref­
erence electrode junctions for only the shortest period of time 
necessary for activation. 

The activation pH did not affect the current sensitivity of 
the electrodes for the analysis of 1.0 mM dopamine in 0.1 M 
sulfuric acid. The intensity of the oxidation peak in cyclic 
voltammetry was constant at approximately 200 !"AI cm2 at 
all the pH values employed. The value of 200 !"AI cm2 is the 
current peak predicted for a reversible cyclic voltammetry 
peak (32) using the diffusion coefficient of dopamine (30). 

Duration of Activation. The period of activation must 
be long enough to ensure complete activation of the surface 
in contact with the solution, but must not be so long that the 
surface is damaged. The thin carbon film electrodes are 
especially sensitive, and they are easily destroyed by long 
periods of anodic activation. We have done studies on the 
activation of carbon film electrodes in acidic media that in-
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at 1.8 V on (a) dopamine adsorption, (b) electrode capacitance, and 
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dicate full activation of electrode area occurs within 5 min. 
Figure 5 shows the activation time in acid solution versus 
active electrode area determined by chronoamperometry in 
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Figure 7. Effect of electrochemical activation voltage on (a) dopamine 
adsorption, (b) electrode capacitance, and (c) peak separation. The 
activation was carried out in 1.0 M NaOH for 5 min. 

1 mM dopamine. Figure 6 shows the effect of activation time 
on the following: (1) dopamine adsorption (plot a) (2) elec­
trode capacitance (plot b), and (3) cyclic voltammetry peak 
separation in 1.00 mM dopamine (plot c), done at 1.8 V in 1.0 
M NaOH. These studies indicated that adsorption, peak 
separation, and capacitance were not greatly affected by the 
duration of the activation in base solution. There is a slight 
decrease in the peak separation after 15 min, but this was not 
considered significantly above experimental uncertainty (±2 
m V). We chose an activation period of 5 min to ensure com­
plete surface activation for each procedure below. 

Potential of Activation. The potential of activation was 
varied from 0.8 to 1.4 V, and the following were monitored: 
(1) the amount of dopamine adsorbed, (2) the electrode ca­
pacitance, and (3) the cyclic voltemmetry peak separation in 
1.0 mM dopamine. The response of each parameter is shown 
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Table I. Response of the Various Carbon Electrodes 

material 

glassy carbons 
Atomergic V-25 
Atomergic V-lO 
Bioanalytical 
pyrolytic carbon 

film 

capacitance,a 
"F/cm' 

I. Base Treatment 

127 ± 11 
258 ± 11 
153 ± 11 

35 ± 6.1 

35.4 ± 1.0 
51.5 ± 2.0 
34.9 ± 0.5 
74.0 ± 2.6 

II. Acid Treatment 
Atomergic V-25 885 35 

III. Monolayer Coverage 

dopamine 
adsorption,b 

moll em' x 10-11 

3.80 ± 0.73 
4.07 ± 1.03 
5.69 ± 1.38 
2.69 ± 0.23 

107 

52.5' 

a The measured capacitance is the apparent capcitance including 
all sources of residual current. bThe adsorption is the apparent 
adsorption including all forms of surface accumulation of dOPM 
amine. cThe coverage is based on the work of Soriaga and Hub­
bard (31) using the model compound 4-methylpyrocatechol. The 
confidence limits listed are standard deviations of the mean. 

in Figure 7a-c, respectively. The peak separation experiment 
indicated that reversibility was not reached until the potential 
exceeded 1.1 V. Capacitance increased with increasing ac­
tivation potential, as did the level of dopamine adsorption. 
We chose 1.2 V as the position of optimum response for the 
activation. Although the adsorption and capacitance are not 
fully minimized at this potential, we feel that reversibility is 
the most important of the three optimization criteria. The 
electrode must be able to distinguish between closely spaced 
oxidations in many applications, and reversibility is the 
parmeter that best indicates selectivity. 

The conditions found for optimum electrode activation are 
(1) a pH value of 14 or higher, (2) a duration of 5 min or 
greater, and (3) a potential of 1.2 V (SCE). The response of 
a number of electrodes are summarized in Table L A number 
of different glassy carbons and a carbon film electrode are 
listed. The best capacitance and absorption values were ob­
tained with the carbon film electrode, but it had the least 
reversible response. The film electrode may be of interest in 
situations where selectivity is not the most important figure 
of merit such as an amperometric detector in liquid chro­
matography. Under these conditions background and response 
time due to desorption may outweight the disadvantage of 
poor reversibility. We are working on methods to improve 
the reversibility of the carbon film electrode with catechol­
amines. 

Of the glassy carbon electrodes we found that the Bioa­
nalytical and the Atomergic V-25 were nearly equivalent in 
response. The Atomergic V-I0 glassy carbon material has been 
used by other investigators with excellent results, but the batch 
of rods and plates we received all had severe background 
current. The V-I0 glassy carbon is a low-temperature (1000 
°C) pyrolytic carbon, and the material lacks the silver metallic 
luster typical of the other glassy carbons used. The production 
tolerances of the V-lO material are unrelated to electrochem­
istry, and we suspect major variations in electrochemical re­
sponse could occur. The Atomergic V-25 material is similar 
in cost but is produced at 2500 °C; three separate lots gave 
us excellent response. The PAR and Bioanalytical electrodes 
are commerical electrodes that both initially gave similar 
responses to the V-25 material. The response of the PAR 
glassy carbon electrode degraded greatly during these ex­
periments, and the electrode developed both high background 
and high dopamine adsorption. Microscopic examination 
indicated that the strong base conditions had attached the 
epoxy seal between the glassy carbon and the glass electrode 

T 
AA 

-0.3 o.ov 0.3 

Figure 8. Differential pulse response of base-activated glassy carbon 
in a solution of 3.4 X 10-4 M ascorbic acid (AA) and 4.0 X 10'" M 
dopamine (DA) in pH 7.4 buffer. 

body. This occurred during a long-term base wash of over 
24 h. We recommend that epoxy-sealed electrodes not be 
immersed in strong base for longer than the 5-min activation. 

The results with Atomergic V-25 activated in 0.1 M sulfuric 
acid are shown for comparison; these results are typical of the 
response of all the glassy carbon electrodes. As mentioned 
earlier, the level of capacitance and dopamine adsorption 
varied greatly with acid activation, but the base activation 
was always at least an order of magnitude lower for capaci­
tance and adsorption. The base activation was also much more 
reproducible in the three parameters tested: (1) reversibility, 
(2) dopamine adsorption, and (3) electrode capacitance. The 
maximum dopamine monolayer coverage predicted frm the 
data of Soriaga and Hubbard (31) is listed at the bottom of 
Table I; coverage of all the electrodes activated in base was 
near one-tenth of a monolayer. Acid- and buffer-activated 
electrodes have varied from 2 to 10 equivalent monolayers of 
adsorbed dopamine (2, 13, 15, 17, 19, 21, 22). 

Selectivity of Base-Activated Electrode. The selecti,ity 
of the base-activated V-25 for ascorbic acid and dopamine was 
tested under conditions similar to those used by Gonon et al. 
(2). Figure 8 shows the response of the electrode to ascorbic 
acid and dopamine at pH 7.4 measured in the differential 
pulse mode. The figure shows clear separation of ascorbic acid 
from dopamine at a concentration where ascorbic acid greatly 
exceeds dopamine. The base-activated electrode behaves as 
well as a buffer-activated electrode in separating the ascorbic 
acid signal from that of dopamine. 

Surface-State Electrochemistry. The surface electro­
chemical signal generated by anodic activation has been ob­
served by numerous investigators (5, 17, 22-24, 28, 33. 34). 
The position of the surface signal varies in potential as the 
solution pH and the activation conditions vary, but Engstrom 
(34) found that the integrated current due to the surface signal 
exceeds a simple monolayer. The surface signal is greatly 
decreased by the activation in base solution. Background 
signals from an acid- and base-activated electrode are shown 
in Figure 9. The surface signal is reduced by a factor of 5 
in going from acid to base activation. 

DISCUSSION 
The formation of graphite oxide films after electrochemical 

oxidation of graphite electrodes has been well established, and 
this topic has been thoroughly reviewed by Besenhard and 
Fritz (35). More recently Kepley and Bard (28) and Beilby 
et al. (23) have characterized the anoidic film on glassy carbon 
as graphite oxide. The structural composition of electro­
chemical graphite oxide has not been determined; we believe 
that the material is a complex heterogenous mixture of com­
pounds that range in size from single aromatic rings to large 
polymers. We also believe that the pH variation in solubility 
of graphite oxide is due to acidic functional groups on these 
components. This graphite oxide film probably acts as a 
reservoir for catecholamines and causes the observed ad-
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Figure 9. Differential pulse response of the surface states after ac­
tivation in (a) 0.1 M sulfuric acid and (b) 1.0 M NaOH. 

sorption. Following electrochemical activation the carbon 
electrode surface has been shown to accumulate charged ions 
following a potential step, and this property may explain the 
increase in apparent electrode capacitance (36). When the 
electrode is activated in base, the adsorption and capacitance 
are lowest. We believe this is due to the high solubility of the 
surface film at this pH. The lowering of the surface redox 
couple coverage after base activation also argues for the 
presence of quinone/hydroquinone groups in the surface film. 

Kuwana et al. (8) have shown that high-vacuum heat 
treatment can cause carbon electrode activation for organic 
compounds without an increase in capacitance and adsorption. 
McCreery et al. (11, 12) and Brajter-Toth et al. (13) have also 
demonstrated that the pulse laser activation can activate 
carbon for organics without excess adsorption or capacitance. 
In the case of laser activation, it was found that laser treatment 
would reverse the high apparent capacitance and adsorption 
following an initial electrochemical activation (11, 12). Ku­
wana et al. (8), McCreery et al. (11, 12), and Brajter-Toth et 
al. (13) have all stressed that the removal of surface impurities 
and fllms is necessary both for carbon electrode activation and 
for lowering of background and adsorption. We believe that 
the electrochemical activation of carbon in basic solution is 
effective at removing the products of the electrode oxidation. 
Removal of the graphite oxide film during or following elec­
trochemical activation of carbon electrodes is necessary for 
a reproducible response in the analysis of catecholamines. 

CONCLUSIONS 
The conditions optimum for anodic activation of the carbon 

electrodes employed in this work are (1) pH at or above 14, 
(2) potential at 1.2 V (SCE), and (3) period of activation of 
5 min. These conditions generate sufficient surface func-

tionalities to give the catecholamine oxidation a reversible 
response, but the capacitance and adsorption do not approach 
the high values observed at acidic and neutral activation 
conditions. These activation conditions also retain the se­
lectivity of the electrode and lower the surface-state signal 
of the electrode. 
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Effects of Background Electrolyte and Oxygen on Trace 
Analysis for Lead and Cadmium by Anodic Stripping 
Voltammetry 

Angelo R. Fernando and James A. Plambeck' 

Department of Chemistry, University of Alberta, Edmonton, Alberta, Canada T6G 2G2 

In the analysis for lead and c3dmium at parts-per-billion levels 
by differential pulse anodic stripping voltammetry in acidic 
aqueous media, the analysis is affected by the presence and 
amount of chloride ion and by dissolved oxygen. The dis­
solved oxygen affects only the stripping step and does so as 
molecular oxygen rather than H20 2 . 

INTRODUCTION 
Anodic stripping voltammetry using differential pulse 

output (DPASV) is now a commonly used electroanalytical 
technique for determining metals such as lead and cadmium 
at trace levels. However, recalcitrant real samples such as soils 
usually require spectroscopic methods of analysis. When 
complete dissolution of the matrix is difficult, there may be 
adverse effects of incomplete dissolution products or of 
reagents on the electroanalytical result. It is the purpose of 
this paper to examine some of these effects in synthetic 
samples and to establish a standard DPASV analytical pro­
cedure with which various dissolution methods for soil could 
be tested. 

EXPERIMENTAL SECTION 
Since the purpose of this study was to vary the sample while 

holding the analysis methodology constsnt, commercial automated 
instrumentation was used. A Model 174A polarographic analyzer 
(Princeton Applied Research) was used together with a Model 
303 static mercury drop electrode (SMDE; also PAR). Both were 
controlled by a Macsym 150 control microcomputer (Analog 
Devices) equipped with analog and digital input cards. The 
operation of the SMDE was controlled by using the digital outputs 
of the Macsym 150, which also controlled a magnetic stirrer (Fisher 
Scientific). Analog output was displayed on a 7045A X-V recorder 
(Hewlett-Packard) and other printed output on an Imagewriter 
(Apple Computer). The software programs for the Macsym 150 
were written in MACBASIC and are available elsewhere (1). 

An external saturated calomel electrode (SCE) was used as the 
reference electrode, connection to the cell being made by a glass 
salt bridge compartment (Vycor junction) inserted through the 
side access hole of the Model 303. Some difficulty was encountered 
maintaining the Model 303 capillaries; keeping the tip immersed 
in mercury when not in use was found to be the best storage 
procedure. The apparatus otherwise performed satisfactorily. 
Reproducibility of drops ranged from 0.8% (large) to 1.7% (small). 

Reagents. Distilled water was redistilled from alkaline per­
manganate at very slow rates (one-half Ljh) by using an insulated 
vertical open column; the lead level after acidification to pH 2 
was below 0.03 parts per billion (ppb). All reagents and solutions 
were prepared from this water. 

Aqueous stock solutions of 2 M KNOa and of acetate buffer 
(1 M both in CHaCOONa and CHaCOOH) were prepared from 
reagent grade materials and further purified by using bulk 
electrolysis in a large-volume cell with a mercury cathode and a 
large-volume calomel anode separated from the reduction com­
partment by glass frits. The potential of the mercury pool was 
held at -1.4 V against calomel for 1 month while the solution was 
slowly stirred by bubbling with deoxygenated and water-saturated 
nitrogen. No detectable concentrations of lead and cadmium 
remained in these solutions. 
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Potassium chloride used as salt bridge and calomel electrolyte 
was reagent grade material, further purified by recrystallization 
and crystal adsorption (2). Triply distilled mercury was purified 
by anodic oxidation at +0.3 V against SCE under a continuous 
slow stream of filtered laboratory air obtained by applying a mild 
vacuum to the ceiL Positioning of the air inlet below the mercury 
surface allowed the air to agitate the mercury as well. 

Reagent grade acetic acid was purified by using isopiestic 
distillation (3-5). No lead could be detected in the 1 M acetic 
acid obtained after 5 days. 

High-purity nitrogen was further deoxygenated with acidified 
vanadium(II) chloride solution/zinc amalgam bubblers (6) fol­
lowed by aqueous washing towers. 

Suprapur grade NaOH and HN03 were obtained from Merck, 
high-purity grade HCl was from Fluka, and redistilled grade 
HClO, was from G. F. Smith Chemical Co. These reagents were 
used as received. 

Apparatus. Plastic vessels (polyethylene, polypropylene, or 
Teflon) were used whenever possible and prepared by acid 
leaching (10% aqueous HN03) followed by repeated washings with 
water. The Teflon Model 303 cells were purchased from Princeton 
Applied Research. Teflon-covered stirrer bars were also used (care 
must be taken not to leave these in strongly acidic solutions). 
Glass containers were found generally unsatisfactory due to ad~ 
sorption and desorption of lead and cadmium and were never used 
for storage of solutions to be analyzed or stock reagents. 

RESULTS 
Calibration runs using both cadmium and lead separately 

and together at the 1-5 ppb range gave satisfactory results. 
For a 5-mL sample containing both Cd'+ and Pb'+ in 0.01 M 
HNO, at these concentrations, the relative standard deviation 
(RSD) ranged from 2.5% to 5% (Cd) and from 8% to 15% 
(Pb), which is comparable to the results of others (7-11). 
Repetitive analysis (eight runs each of five determinations) 
of a standard 100 ppb solution of Cd'+ in 0.01 M HNOa gave 
a normal distrihution, as indicated by the chi-square test (12). 

Effects of the Anion. The effect of changing the anion 
of the analyte was tested by analysis of a standard 100 ppb 
cadmium solution or lead solution in (a) 0.01 M HNOa, (b) 
0.01 M HCI, and (c) 0.005 M HNO, plus 0.005 M HC!. Be­
tween analyses (on separate aliquots of the stock solution) the 
cell and electrodes were washed with water and then rinsed 
with a 2.5-mL portion of the new solution. The statistical 
analysis of these results is given elsewhere (1). The conclusion 
is that the sensitivity of DPASV for cadmium is significantly 
greater in chloride than in nitrate media while the reverse is 
true for lead. In these experiments the anion concentration 
ratio in the salt bridge matched that in the analysis cell. Use 
of a salt bridge that did not match (nitrate in chloride or the 
reverse) indicated the expected sensitivity change from leakage 
of the salt bridge anion into the analyte. The presence of 
chloride leakage into nitrate electrolyte at significant levels 
(3 X 10-' M after 60 min) was shown by chloride analysis, 

The difference between sensitivities in the presence of 
chloride and nitrate was not removed by conducting the 
analysis in pH 3 acetste buffer, despite the fact that acetate 
is a stronger complexing anion, as tested by the addition of 
KNOa or KCI and by the use of KNO, or KCl salt bridges for 
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Table I. Two~Factor Variance Analysis 

sample solution (factor A) 
nondeaerated deaerated 

Exchange Solution (Factor B) Nondeaerated 
0.439 0.737 
0.590 0.635 
0.543 0.738 
0.680 0.689 
0.598 0.684 

Exchange Solution (Factor B) Deaerated 
0.727 0.721 
0.748 0.693 
0.720 0.779 
0.778 0.725 
0.782 0.758 

the reference electrode (1). In view of the fact that nitric acid 
would necessarily be used in the envisaged soil sample dis­
solutions, the salt bridge employed only KN03 and chloride 
was not added to the analyte. 

Effects of Dissolved Oxygen. The effects of dissolved 
oxygen on anodic stripping voltammetry have been assumed 
(13,14) to be similar to those observed in classical polarog­
raphy due to the oxygen reduction waves (at about -0.05 and 
-0.9 V against SCE). A variety of reasons have been given 
for this, including an increased background current in linear 
scan stripping (15, 16), reoxidation of plated metal (17), and 
change of solution near the electrode (18). It is reported (15, 
19,20) that the procedure of matrix exchange, or the exchange 
of the analytical solution for a deaerated buffer after com­
pletion of deposition but prior to stripping, causes disap­
pearance of oxygen interference effects. The use of a flow cell 
permits one to avoid exposure of the electrode to air and 
maintain potential control during the exchange process. 

Preliminary observations using DPASV on a 50 ppb Pb 
solution in aqueous nitrate media indicated that 5 min was 
required to remove all polarographically detectable oxygen 
and that varying oxygen levels did significantly affect the 
precision of analysis even though the lead and H20 2 peaks 
were clearly separated. Changes in nitrogen flow, covering 
of insert holes, and reduction in purge tube diameter could 
not reduce the time requirement below 4 min. 

A matrix-exchange system was constructed by addition of 
a glass inlet tube (at the top of normal solution level) and a 
glass outlet tube (at the bottom of the cell) to a Pyrex Model 
303 SMDE cell (PAR. GO 057). A metal wire holding a length 
of poly(vinyl chloride) (PVC) tubing bent into a siphon whose 
outlet was level with the upper edge of the conical section of 
the cell and whose highest point was at a level higher than 
that of the inlet tube completed the drain. The inlet tube was 
connected to a polythene 500-mL wash bottle that served as 
a solution reservoir. 

This arrangement is superior to the simple drain used by 
Florence and Mann (21) in that their cell does not ensure a 
constant presence of liquid cover, while their input tube lo­
cation permits undesirable mixing of solutions. In our ar­
rangement 20 mL of distilled water sufficed to remove all 
traces of color from 5 mL of KMn04 solutions contained in 
the cells. 

With this cell, synthetic samples of 50 ppb Pb2+ in 0.1 M 
KN03 acidified with HN03 to pH 2 were analyzed for lead 
by DPASV (deposition potential, -0.9 V; modulation, 25 mY; 
clock, 1 s; scan rate, 5 mV/s; deposition time, 90 s; equili­
bration time, 30 s). The values of the lead peak height (in 
microamperes) found for deaerated samples and solutions in 
a two-factor experiment are shown in Table I. Sample so­
lution deaeration was 5 min/5 mL while the exchange solution 
was deaerated in the reservoir (1 min/mL). Analysis of 

Table n. ANOV A Table for the Effect of Oxygen on 
Anodic Stripping Analysis 

mean of 
sum of deg of sum of 

sources squares freedom squares F 

between rows 0.0602 0.0602 20.81 
(exchange solution) 

between columns 0.0153 0.0153 5.29 
(sample solution) 

interactions 0.0255 1 0.0255 8.80 
within cells 0.04628 16 2.892 

variance (Table II) clearly shows that deaeration of the sample 
solution (factor A) has no significant effect while deaeration 
of the exchange solution (factor B) is highly significant (F(O.Ol, 
1, 16) = 8.53; F(0.05, 1, 16) = 4.49). The dissolved oxygen 
effect is limited to the stripping step of the analysis. 

DISCUSSION 
This result is contrary to the published opinion (13) that 

dissolved oxygen interferes with the efficiency of the depos­
ition step. It is in our opinion improbable that such inter­
ference would be significant because at a reduction potential 
of -0.8 V oxygen at the electrode surface must exist as H20 2. 
Reoxidation of reduced lead would require not only loss of 
the lead from the surface but also its diffusion away from the 
electrode entirely; the H20 2 would be more likely to undergo 
direct reduction. The effect of pH change due to surface 
reduction of H20 2 should be insignificant in the well-stirred 
and buffered medium that exists during deposition. Even 
during the unstirred equilibration period, losses of metal as 
hydroxy complexes should be insignificant in acidic media. 

However, during the stripping step the potential of the 
electrode is oxidizing relative to Pb2+ /Pb but reducing relative 
to 02/H202' It is therefore possible not only that oxygen 
diffusing to the electrode surface reoxidizes lead, thus pro­
ducing the observed effect, but that the H20 2 produced does 
so as well. This possibility was tested by using an exchange 
solution that had been deaerated but to which H20 2 had been 
added. There was no statistically significant difference be­
tween results of lead analyses by DPASV using exchange 
solutions containing H20 2 and exchange solutions that were 
H20 2-free. We therefore conclude that the oxygen interference 
in stripping analysis is limited to the stripping step and arises 
solely from the reaction of molecular oxygen with the metal 
being stripped at the electrode surface. 

Wang and Dewald (16) used linear scan anodic stripping 
voltammetry (LSASV) with subtraction of stripping curves 
of background solution from that of the sample and reported 
that deaeration was unnecessary in such a system. However, 
oxygen not only affects the base-line current level in a linear 
sweep stripping situation but also leads to a decrease in the 
amount of electroactive substance being oxidized during the 
stripping stage. In LSASV, full correction for both effects 
may be possible through background subtraction although 
matching of the dissolved oxygen levels in samples and 
background electrolytes can be a formidable task. With 
DP ASV, background subtraction may not correct for depletion 
of the metal due to its reaction with oxygen since in DP ASV 
a constant base line is a zero base line. Our attempts to 
compare DP ASV measurements with background subtraction 
in deaerated and nondeaerated solutions produced inconsis­
tent data due to the difficulty of matching oxygen levels in 
background and sample solutions. 
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Optimization of Signal-to-Noise Ratios in Time-Filtered 
Fluorescence Detection 

Newton K. Seitzinger,' Kenneth D. Hughes, and Fred E. Lytle' 

Department of Chemistry, Purdue University, West Lafayette, Indiana 47907 

Subnanosecond, time-filtered detection is achieved by using 
the technique of time correlated single photon counting. The 
core of the Instrument Is a commercial time-to-amplitude 
converter/multichannel analyzer combination having zero 
dead time at trigger rates as high as 160 kHz. After data 
collection, the entire temporal distribution of both blank and 
Signal photons Is transferred to a computer for numerical 
processing. The algorithm optimizes the slgnal-to-noise ratio 
by exhaustively computing all possible posHions for the leading 
and trailing edges of a time filter. 

INTRODUCTION 
Laser-based fluorometry is well noted for being a blank 

limited technique. To achieve the lower limit of detection 
implied by the large excitation intensity, ancillary methods 
have to be utilized to control the level of interferences, 
Commonly, some property of the sample and/or its environ­
ment can be used. As examples, chromatography reduces the 
effect of sample impurities (1), and sheathed flow detection 
reduces the effect of sample cell related interferences (2). On 
the other hand, properties of the laser itself can be used to 
improve the detection limit, e.g. both narrow bandwidth site 
selection (3) and subnanosecond, time-resolved spectroscopy 
(4) can be used to reduce the amount of interference observed. 

The most common approaches used for fluorometry with 
time-resolved detection are based upon the measurement of 
photomultiplier anode current. The two major variants are 
temporal resolution and gated integration. In temporal res­
olution a time window shorter than the analyte lifetime is set 
sufficiently far into the fluorescence decay to minimize de­
tection of photons due to the, most usually, shorter lived blank. 

1 Present address: Los Alamos National Laboratory, Los Alamos, 
NM 87545. 
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In gated integration the period of observation is typically 
comparable to, or larger than, the lifetime. This allows a 
greater integrated current, thus a better signal-to-noise ratio 
(SNR). There are problems associated with both techniques. 
With temporal resolution methods there is a loss of sensitivity 
due to excluding all but a small portion of the signal. In gated 
integration one obtains poor temporal discrimination due to 
risetime limitations of the electronic gate. In both approaches 
the stray capacitance of the photomultiplier limits the mea­
sured risetime. 

To realize the full potential of temporal resolution, an ac­
ceptance window must be devised which has photomultiplier 
transit time-spread limited edges for optimum resolution and 
samples a large enough period of time to help overcome loss 
of sensitivity. The goal is to adjust the size and position of 
the window so that signal is added at a faster rate than in­
terference. In essence, the window acts as a "time filter" (5). 
In this study the filtering is achieved by using the technique 
of time-correlated single-photon counting due to its excellent 
(subnanosecond) resolution (6). A previous configuration of 
the instrument used a time-to-amplitude converter (TAC) and 
a single channel analyzer (SCA) to make up the time filter 
(5). The TAC-SCA combinations was used only because the 
multichannel analyzers (MCA) available at the time of the 
first studies could not be triggered as fast as the TAC can 
output data. Additionally, the TAC-SCA combination re­
quires that the optimum window position be hardware ad­
justed by the operator for each analytical sample. Recent 
advances in high-speed electronics have made available MCA's 
with throughputs slightly greater than the TAC. The in­
strument for this study utilizes a 175-kHz TAC and a 200-kHz 
MCA. This allows collection of all of the time-resolved 
fluorescence and time-resolved blank emission, followed by 
software maximization of the SNR. 

It will be shown through both a computer model and ex­
perimental results that with this instrument the SNR is au­
tomatically optimized and enhanced for systems where (a) the 

© 1989 American Chemical Society 
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Nd:YAG Laser 
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Figure 1. Diagram of the time-fi~er instrument. The components are 
described in the text. 

blank bas a large scatter component, (b) the analyte lifetime 
is longer than the blank lifetime, and (c) the analyte lifetime 
is significantly shorter than the blank lifetime. For a 17.6-ns 
analyte lifetime and an interference dominated by scatter, the 
experimental result obtained by using time fIltering has a SNR 
improved by a factor of 9 when compared to a steady-state 
measurement. Data for the same analyte with a 5.1-ns in­
terference is improved by a factor of 2. 

EXPERIMENTAL SECTION 
Instrumentation. A diagram of the instrument is shown in 

Figure 1. A synchronously pumped, cavity dumped, frequency 
doubled dye laser (Spectra-Physics) using rhodamine 6G (Exciton) 
is driven by a mode-locked Nd:YAG laser (Spectra-Physics Model 
3000). This configuration is used to produce the short (picose­
cond), variable repetition rate (single shot to multiple megahertz) 
UV pulses needed for this experiment. The detector is an RCA 
8850 photomultiplier tube running at -2300 V which is connected 
to a constant fraction discriminator (Tennelec 455). The heart 
of the signal processing electronics is an Ortec Model 457 time­
to-amplitude converter (TAC). The TAC is run in the conven­
tional configuration with a noninteractive source (7). The stert 
signal for the TAC comes from a photodiode (Texas Instruments 
TIED 56) which is irradiated by the part of the excitation beam 
back reflected from the second harmonic generator. The repetition 
rate of the cavity dumper was set to give excitation rates of 150 
kHz for the i3-naphthylamine samples and 160 kHz for the rho­
damine B samples. A frequency doubler (INRAD Model 515) 
was used to generate 100 p.W of 300-run radiation. The TAC stop 
signal is provided by the constant fraction discriminator. The 
sample emission was always attenuated to provide a stop rate less 
than 10% of the excitation rate so as to keep nonlinearities 
associated with counting multiple photon events under 5% (8). 
The TAC output is directed to the 1024-channel MCA (Nuclear 
Data Model 62) which uses a 5-p.s fixed conversion time analog 
to digital converter (ADC). The impulse response of the system 
was 650 ps full width at half maximum (fwhm). The hardware 
settings on the electronics gave a time calibration of 80 ps per 
channel. Data collection time was set at 60 s for all measurements. 
Once the decay is stored in the memory of the MCA, the data 
are transferred to an IBM XT for processing. 

Materials. The analyte used in this study was i3-naphthyl­
amine (BNA) which was obtained from Sigma. A stock solution 
of 10-3 M BNA in methanol (Burdick and Jackson) was kept 
refrigerated and showed no signs of degradation over the course 
of the study. A 10-5 M solution of BNA in 0.005 M tris(hy­
droxymethyl)aminomethane (TRAM, Fisher), aqueous buffer (pH 
= 8.0), was prepared from the dilution of the methanolic stock 
and used for preparation of the other concentrations. Rhodamine 
B (Exciton) and tris(2,2'-bipyridine)ruthenium(II) dichloride 
(Ru(bpy),3+, G.F. Smith), were used without further purification. 
Solutions of rhodamine B and Ru(bpy),'+ were made with dis­
tilled, deionized water. None of the solutions were degassed. 

Procedures. A solution of the analyte having an insignificant 
blank is first used to determine the fluorescence lifetime and the 
MCA channel having the maximum counts. An initial window 
is then defined such that the leading edge is located at the MCA 
channel having the maximum counts and the trailing edge is at 

a channel four lifetimes later. Although both of these choices are 
arbitrary, they are easy to implement and the exclusion of counts 
outside of the window only degrades sensitivity by a negligible 
amount. This is the largest window utilized, as any optimization 
involves moving the leading edge to later channels and/or the 
trailing edge to earlier channels. The time-resolved counts within 
the initial window are then used to compute an array of correction 
factors capable of mapping the signal for any resized window onto 
a master calibration plot. 

When quantifying an unknown, the photons from both the 
sample solution and the blank solution are counted for the same 
length of time. The two sets of temporally resolved data from 
the MCA are transferred to a microcomputer for off-line pro­
cessing. Software optimization of the window width and position 
is accomplished by the following algorithm. With the trailing edge 
fixed, the leading edge is moved one channel at a time toward 
the trailing edge. This is referred to as a forward search. The 
SNR is calculated every time the edge is moved by using the 
equation 

SNR = (T - B)/(T + BP/2 

where T is the total sample counts in the resultant window, B 
is the blank counts in the resultant window, and the algebraic 
form of the denominator is due to the propagation of error. As 
a result, the window size yielding the best SNR can be determined 
with a resolution of 80 ps. If the blank is dominated by an 
impurity having a lifetime greater than the analyte, both the 
leading and trailing edges can be optimized. This global search 
is capable of rejecting blank photons occurring after the analyte 
signal has decayed to a low value. 

Several postcomputational performance checks are necessary. 
The initial window should be used where either search yields a 
SNR not varying significantly with window size. Any measure­
ment producing an optimum window width of only a few channels 
should be considered below the lower limit of detection. And if 
a global search gives a better SNR then a forward search for the 
case where the blank decays faster the analyte, excessively high 
dark current may be responsible. 

RESULTS AND DISCUSSION 
Computer Model. A computer model of the experiment 

. was used to gain insight as to how the temporal behavior of 
the blank influences the performance of time-filtered detec­
tion. The two types of blanks modeled were Gaussian, sim­
ulating scatter interference, and exponential, simulating a 
fluorescent impurity. In all calculations the blank was set to 
50 000 counts and the analyte to 1000 counts. Therefore, the 
SNR obtained for no temporal resolution was 3.1, close to the 
accepted value for the lower limit of detection. To distribute 
scatter counts, an 80 ps resolution, variable width Gaussian 
random number generator was used. To simulate fluorescence, 
the counts were first distributed into the appropriate Gaussian 
pulse, then counts in each resolution element were redistri­
buted by an exponential random number generator. This 
produces a decay convolved with the scatter response. The 
total sample counts were obtained by adding blank and signal 
counts for each resolution element. Because of statistical 
fluctuations in placing the photons in time, the results of five 
replicate simulations were averaged. 

For a Gaussian blank and exponential signal, the time filter 
should perform well. This is because the blank falls off 
functionally as exp(-t2), whereas the signal decays as exp(-t). 
In Figure 2a, the optimum SNR versus analyte lifetime (tau) 
and blank full width at half maximum (fwhm, gamma) is 
given, showing that this is indeed the result. Figure 2b shows 
the fraction of the initial window which yielded the optimum 
SNR. With a forward search a reduction in size corresponds 
to the leading edge moving toward the trailing edge. For a 
lifetime 10 times greater than the fwhm the SNR improves 
approximately a factor of 9 over the value with no temporal 
resolution_ The leading edge has not moved significantly from 
its initial position. For the case where the signal is drastically 
distorted by convolution with the Gaussian, the effect of 



ANALYTICAL CHEMISTRY, VOL. 61, NO. 23, DECEMBER 1, 1989 • 2613 

0) 

Figure 2. Time-filtered detection for an exponential sample and a 
Gaussian shaped blank. Tau is the analyte lifetime and gamma is the 
blank full width at half maximum. The x- and y-axis units are nano­
seconds, with the minimum value plotted being 1 ns. (a) Optimum 
signal-to-noise ratios when performing a forward search. (b) The 
fraction of the initial window yielding the optimum signal-to-noise ratio. 

scatter can still be reduced by a factor of 2 when the signal 
lifetime is half the fwhm. This information is obtained from 
Figure 2a for a gamma of 20 ns and a tau of 10 ns, which can 
be scaled to an impulse response of 650 ps and a fluorescence 
lifetime of 325 ps for our instrument. Figure 2b shows that 
this situation is typified by a leading edge which has moved 
75% of the way toward the trailing edge in an attempt to 
isolate the exponential tail of the highly convolved fluores­
cence. For tau values shorter than about one-fourth gamma, 
the SNR for time-filtered detection is worse than that obtained 
from a steady-state measurement. The window also quickly 
rebounds to its maximum width. On this basis the loss of SNR 
can be attributed to the initial window including less than half 
of the signal photons. 

Figure 3a shows the optimum SNR for an exponentially 
distributed blank and analyte. Figure 3b, which has the tau 
values inverted for graphical clarity, shows the fraction ofthe 
initial window which yielded the optimum SNR. When the 
analyte lifetime is significantly longer than the blank lifetime, 
the SNR is enhanced due to the front edge of the window 
moving to longer times. For an analyte lifetime 10 times 
greater than the blank lifetime, the SNR improves about a 
factor of 6. The leading edge has moved to yield a window 
about 80% of the original size. Both the SNR enhancement 
and the window fraction are smaller than those for a corre­
sponding Gaussian blank. As the two values of tau approach 
each other, the optimum SNR rapidly degrades. In fact an 
improvement of a factor of 2 requires that the analyte have 
a lifetime 3 times that of the blank. For this situation the 
leading edge has moved about half way toward the trailing 

Figure 3. Time-filtered detection for an exponential sample and blank. 
Tau is the lifetime. The x- and y-axis units are nanoseconds, with the 
minimum value plotted being 1 ns. (a) Optimum signal-te-noise ratios 
when performing a forward search. (b) The fraction of the initial 
window yielding the optimum signal-to-noise ratio. 

edge. When the analyte lifetime is less than twice the blank 
lifetime, little to no improvement in SNR is obtained by a 
forward search and the window width has returned to its initial 
value. 

A global search can be used to improve the SNR when the 
analyte lifetime is significantly less than the blank lifetime. 
Figure 3a hints at this improvement by the slight ridge at a 
I-ns analyte lifetime. Figure 4a shows the SNR difference 
between the forward and global searches. The difference is 
due entirely to the trailing edge moving to earlier times. This 
is dramatically shown by comparing Figure 3b to Figure 4b. 
As Figure 4a implies, the global search will perform better as 
the ratio of blank to analyte lifetimes increases beyond the 
values shown. 

The statistical nature of the distribution of the blank and 
analyte photons prevents the development of an equation 
relating temporal properties and counts to a SNR enhance­
ment. However, several useful observations can be made from 
the modeling results. The most important lesson is recognizing 
that the experimental goal of time resolution is not to totally 
eliminate the blank counts, but instead reduce the effect that 
they have on the propagation of error. Thus the leading edge 
is always positioned well into the blank decay. When the 
analyte lifetime is a factor of 10 or more longer than the blank 
decay of fwhm, time resolution can dramatically improve the 
SNR. When the analyte lifetime is comparable to the blank 
decay or fwhm, scatter interferences are easier to remove than 
a background due to fluorescent impurities. When the blank 
has a decay much longer than the analyte, a global search may 
still be able to improve the SNR. Temporal resolution works 
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Figure 4. Signal-to-noise ratio improvements with time-filtered de­
tection with a global search which adjusts both the leading and trailing 
edges. Tau is the lifetime. The x- and y-axis units are nanoseconds, 
with the minimum value plotted being 1 ns. (a) The difference in 
improvement between a forward search and a global search. (b) The 
fraction of the full window used to create the optimum window. 

best when steady-state measurements are near or below the 
limits of detection. For high analyte concentrations where 
the measured noise is not dominated by the blank, time-fil­
tered detection may reduce sensitivity without significantly 
enhancing the SNR. 

Chemical System. The chemical system employed for 
most of the studies was i3-naphthylamine (BNA) in the sample 
matrices used in aminopeptidase profiling (9). This was done 
since one of the goals of time-filtered detection is to decrease 
the detectable concentration of BNA, thus reducing the 
number of cells necessary for unambiguous identification of 
bacterial pathogens. In addition, the fluorometric measure­
ment has a blank whose photophysical characteristics vary 
with the relative concentration of all of the reagents as well 
as the length of time required to perform the overall micro­
biological assay (1-4 h of incubation). 

A Blank Dominated by Fluorescent Impurities. A 1 
X 10-5 M solution of BNA yielded a lifetime of 17.6 ns. The 
"lifetime" of the fluorescent impurities in the THAM buffer 
was found to be 5.1 ns. Example data of 5 X 10-10 M BNA 
in 0.005 M THAM will be given to demonstrate the software 
optimization. Figure 5a shows the raw data for the sample 
and the blank with the position of the optimum window su­
perimposed. Since the signal is equal to the sample counts 
minus the blank counts, it can be seen that the optimum 
window rejects about 50% of the signal counts and about 90% 
of the blank counts. Figure 5b shows the computed SNR as 
the front edge of the window is moved in a forward search 
from the initial window position. The SNR improves about 
the factor of 2 predicted from Figure 3a. 
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Figure 5. Software optimization of time-fittered detection for 5 X 10-10 

M BNA in 0.005 M THAM. (a) The top set of dots corresponds to the 
sample emission, while the bottom set corresponds to the blank. Each 
channel has a width of 80 ps. (b) The signal-ta-noise ratio produced 
by moving the leading edge of the time filter to the channel denoted 
on the x axis. Data were not computed at times prior to the peak of 
the fluorescence. 
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Figure 6. Time filter window fraction as a function of BNA concen­
tration. The solutions are buffered at pH 8 with 0.005 M THAM. 

To demonstrate that the correction factors would permit 
the construction of a calibration graph with time-filtered 
detection, solutions from 5 X 10-11 to 5 X 10-9 M BNA in 0.005 
THAM were examined. A solution ofthe buffer was used as 
the blank. The plot was linear with a slope of 5.2 X 1011 cps 
M-I and a standard deviation of 8.1 X 109 cps M-I. Figure 
6 shows the size of the window as a function of concentration. 
As expected, the window is large for high concentrations and 
gradually decreases as the blank begins to dominate the noise. 
The lower limit of detection (LLD) can only be determined 
by direct measurement of a solution which gives a SNR of 3. 
This is because the window size, and consequently the fraction 
of the blank observed, changes with analyte concentration. 
The problem is exacerbated by the nonlinear nature of the 
SNR versus concentration curve at low concentrations. The 
LLD is estimated to be 6 X 10-11 M. The LLD using the initial 
window was 1.2 X 10-10 M, while the value with no temporal 
resolution was 1.6 X 10-10 M. The integrated 0.005 M THAM 
emission is equivalent to the fluorescence from 2.3 X 10-9 M 
BNA. Thus, the emission from the analyte at the LLD was 
only 3% of the blank value. 
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A Blank Dominated by Scatter. For this study, a 1 X 

10-5 M solution of one of the substrates used in the bacterial 
identification scheme, L-alanyl ~-naphthylamide, was freshly 
prepared in 0.005 M THAM buffer at room temperature. At 
the same time, a 1 X 10-5 M substrate solution spiked with 
1 X 10-<) M BNA was also prepared under the same conditions. 
For such solutions the blank is dominated by a sub nanosecond 
emission from the unhydrolyzed substrate, which mimics 
scatter. The blank is also comprised of less intense emission 
due to THAM impurities and from BNA released by slow 
self-hydrolysis. The integrated background due to the un­
spiked solution was equivalent to a 1.7 X 10-<) M BNA solution. 
Immediately after mixing, the decays of both solutions were 
measured and the signal for BNA in the spiked solution was 
determined by using the unspiked solution as the blank. The 
SNR obtained for the initial window was 4, whereas, the SNR 
for an optimum window where the leading edge has only 
moved 2.24 ns (3 %) toward the trailing edge was 35. These 
results compare favorably with the model predictions given 
in Figure 2a. 

Rhodamine B in Ru(bpy)r. To test the ability of the 
software to handle a blank with a lifetime that is longer than 
that of the sample, an alternative chemical system was devised, 
since the aminopeptidase method has no such interference. 
The lifetimes of rhodamine B (2.1 ns) and Ru(bpy),3+ (286 
ns) were determined by using 1 X 10-5 M solutions of each 
compound. A solution of 1 X 10-" M rhodamine B in 1 X 10-6 
M Ru(bpy),s+ was examined by using a 1 X 10-6 M Ru(bpy)r 
solution as the blank. With no temporal resolution and with 
time-filtered detection using the initial window, the SNR was 
<1. A forward search found the optimum SNR to occur when 
the leading edge was directly on top of the trailing edge, and 
again gave a SNR <1. When both the leading and trailing 
edges were allowed to move, an optimum SNR of 7.4 was 
obtained. For this case the leading edge stayed at its initial 
position, with the trailing edge being placed such that the 
window was 1.44 ns wide. 

Proiected Improvements in Performance. The present 
laser-based fluorometer has an impulse response of 650 ps. 
For Gaussian shaped scattering interferences the results 

presented predict that time filtering can provide significant 
enhancements in the lower limit of detection for analytes with 
lifetimes longer than about 6 ns. For analytes with shorter 
lived decays. the RCA 8850 photomultiplier could be replaced 
by a channel plate photomultiplier. The temporal resolution, 
which is limited by the transit time spread of the detector, 
would drop to a value below 100 ps. This would extend the 
method to analytes with lifetimes as short as 1 ns. 

Since many fluorometric methods have blanks with expo­
nentially shaped interferences (10), the above suggested 
modification may not significantly enhance the performance. 
Instead the most beneficial change might involve an increase 
in instrumental sensitivity by operating the TAC in a reverse 
interactive mode (7). As a result, total count rates as high 
as 160000 S-1 could be possible. For strongly emitting samples, 
data collection times could be reduced at least a factor of 10 
from the present 60-s value. This change would also permit 
the laser to run at higher repetition rates, increasing the 
instrumental sensitivity by over a factor of 10. 
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Supercritical Fluid Chromatography IFlame Photometric 
Detection: Determination of High Molecular Weight 
Compounds 
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The determination of organosulfur compounds by supercrHical 
fluid chromatographylflame photometric detection (SFC/FPD) 
was further characterized. The noise characteristics of the 
optimized flame photometric detector were determined. The 
detection IImH was found to be shot-noise-limHed for detection 
of analytes from capillary SFC using supercritical carbon di­
oxide as the mobile phase. The sensHivity of SFC/FPD was 
found to be greater than that of SFC/FID (flame ionization 
detection). The use of highly tapered restrictors substantially 
lowered the variation of the base line of the FPD during 
pressure programs. Also, the application of SFC/FPD to the 
separation and detection of high molecular weight polymers 
was shown. The detection limit increased slightly with in­
creasing molecular weight of the sample. The effect of re­
placing carbon atoms in the sample wHh sulfur atoms on SFC 
retention was studied. Retention of the organosulfur com­
pounds on a cyano-substituted stationary phase with super­
crHical carbon dioxide as the mobile phase was similar to that 
found for normal-phase liquid chromatography. The retention 
behavior of Lewis bases showed that interactions with free 
sianol groups on the stationary phase signHicantly contributed 
to the retention on the cyano phase. 

INTRODUCTION 
The applications of supercritical fluid chromatography are 

multiplying rapidly. Supercritical fluid chromatography (SFC) 
is not supplanting gas chromatography (GC) or high-per­
formance liquid chromatography (HPLC), but instead SFC 
is most useful in many applications where neither GC nor 
HPLC is viable. To further widen the scope of utility of 
supercritical fluid chromatography, the easy interface of SFC 
with selective detectors has been successfully demonstrated 
(1-3). 

We recently showed that if properly optimized, a single­
flame, flame photometric detector (FPD) is a viable SFC 
detector for selectively determining the presence of sulfur in 
cbromatographed analytes (4). In a previous report (4), the 
SFC jFPD technique was found to have some characteristics 
similar to those of GC jFPD and others that were unique. For 
example, the optimized SFCjFPD and GCjFPD both have 
detectivity ranges of 1 x 10-11 to 1 X 10-12 gjs. Also, the slopes 
of the log-log calibration curves in SFC jFPD and GC jFPD 
are statistically the same for the same compound. This in­
formation was significant evidence that the mechanisms for 
sulfur dimer formation and chemiluminescence were similar 
in both SFCjFPD and GCjFPD. Conversely, the quenching 
effect on the sulfur dimer chemiluminescence caused by the 
presence of hydrocarbons in the flame was found to be smaller 
in SFCjFPD than in GCjFPD (5) or in HPLCjFPD due to 
differences in flame conditions (6). 

This paper includes the further characterization of the 
SFCjFPD technique. This characterization involved (1) an 
investigation of possible methods to eliminate the variation 
in the base line during pressure programming, (2) an analysis 
of the noise sources that limit sulfur detection, (3) a com­
parison of the sensitivity of SFC jFPD and SFC j flame ion-
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ization detection (FID), (4) a demonstration of possible ap­
plications of SFC jFPD such as the determination of pesti­
cides, organosulfur drugs, and model coal compounds, (5) a 
demonstration that SFCjFPD can be used for the sulfur 
analysis of high molecular weight compounds, and (6) a study 
on the effect of sulfur atoms in a molecule on the retention 
in SFC. 

EXPERIMENTAL SECTION 

The instrumentation used in this study was described previously 
(4). The flame photometric detector (FPD) was a Hewlett­
Packard Model 19256A, which is a single-flame device. For the 
experiments described in this paper, pressure programming was 
necessary. Pressure programming was achieved by controlling 
the syringe pump, an ISCO ,u-LC500 (ISCO, Lincoln, NE), with 
an analog signal that was produced by a digital to analog converter, 
Model DT2821 (Data Translations, Marlboro, MA), incorporated 
in the Zenith Z-200 computer system. The data collection from 
the FPD, data analysis, and pressure programming were accom­
plished by using original programs written in the ASYST labo­
ratory analysis and programming enviromnent (ASYST Software 
Technology, Rochester, NY). Frequency domain spectra of the 
base-line noise on the FPD output were obtained by placing a 
current amplifier, Model 427 (Keithley Instruments, Cleveland, 
OH), and a low band-pass filter, Model 3340 (Krohn-Hite Corp., 
Avon, MA), in series between the photomultiplier's current output 
signal and an analog to digital converter (Data Translations Model 
DT2821). 

The fuel and oxidant gases for the FPD were instrument-grade 
hydrogen and oxygen (Matheson Gas Products, Chicago, IL). All 
analytes in this study were used as delivered and were injected 
into the supercritical fluid chromatograph as solutes dissolved 
in either spectrophotometric grade methanol or anhydrous grade 
acetone (Mallinckrodt Chemical, Inc., Paris, KY). Methyl-p-tolyl 
sulfide, thiophenol, benzo[blthiophene, phenyl sulfide, dibenzo­
thiophene, phenyl disulfide, 1,4,8,1l-tetrathiacyclotetradecane, 
and 1,5,9,13-tetrathiacydohexadecane were obtained from Aldrich 
Chemical, Milwaukee, WI. Quinomethio~ate and Ovex were 
obtained from Chern Service, West Chester, PA. Carbon disulfide 
was purchased from Mallinckrodt. Tolbutamide was provided 
by UpJohn Chemical Co., Kalamazoo, MI. Thiokol LP-3 was 
obtained from Polysciences, Inc., Warrington, PA. 

The chromatographic separations were attained by using a 12 
m long, 220 ,urn i.d. fused silica column coated with 0.25-,um film 
thickness of 7 % cyanopropyl, 7 % phenyl methyl siloxane sta­
tionary phase, BP-lO, (Scientific Glass Engineering, Austin, TX.) 
This column was further cross-linked with azo-tert-butane (7) 
before using it with a supercritical fluid mobile phase. The mobile 
phase for all separations was supercritical grade carbon dioxide 
(Scott Specialty Gases). The restrictors used in this study were 
made in-house with untreated 50 ,urn i.d. fused silica tubing 
(Polymicro Technologies). The diameter of the restrictor at its 
terminus was carefully lowered by heating until the restriction 
was approximately micrometers in dimension. 

RESULTS AND DISCUSSION 

L Analysis of Noise Characteristics of the SFCjFPD 
System_ In ref 4, the detecton limit for the optimized 
SFCjFPD was found to be approximately nanograms of 
sample injected into the column with a detectivity of low pgjs. 
A technique that has even lower detection limits and the 
capability of measuring the sulfur composition in bigh mo-

© 1989 American Chemical Society 
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Figure 1. Amplitude noise spectra of SFC/FPD system. Shown is count rate versus frequency (hertz) of the noise. Experimental conditions: 
(A) flow rate of H, 270 ml/min, 0, 54 ml/min, flame on, no CO, added; (B) flow rate of H, 167 ml/min, 0,93 ml/min, flame on, no CO, added; 
(C) same as B but 40 Ill/min CO, added; (D) same as A but 80 Ill/min CO, added; (E) same as A with 40 Ill/min CO, with 5.3 mM CS,. 

lecular weight species would find numerous applications. For 
example, with the continued growth in the area of biotech­
nology, new analytical techniques are needed to monitor 
possible pollutants from the effluent of production plants. 
Sulfur analysis would be highly useful in detecting bacteria 
in the water that is exhausted from such a production facility 
(8). 

Numerous instrumental and software methods exist for 
signal-to-noise enhancement (9). To apply the most appro­
priate method of signal-to-noise enhancement to the SFC/ 
FPD technique, more information on the limiting variables 
was desired. An analysis of the noise characteristics of the 
SFC /FPD system was undertaken to determine the proba­
bility of lowering the detection limit below its present limit. 
That is, the most important question was: What noise source 
controls the detection limit of SFC /FPD? 

In several studies of GC/FPD with hydrogen/air flames the 
assumption was made that the most significant type of noise 
was flicker noise from the flame (10, 11). Later, a thorough 
study of analytical flames showed that in general "high 
temperature" flames were l/f-noise-limited; while "cool" 
flames such as hydrogen/air flames were shot-noise-Iimited 
(12). If flame noise has a pure l/f dependence, then no 
signal-to-noise increase is gained by enhancement techniques 
such as signal averaging. Alternatively, if the most significant 
noise is primarily shot noise, then the signal-to-noise ratio 
improves with the square root of the number of data points 
taken. Because of the divergent opinions on the noise sources 
in a hydrogen/ air flame and the lack of information of the 
hydrogen/ oxygen flame, which was used in the optimized 
SFC/FPD, an analysis of the significant noise sources in 
capillary SFC/FPD was undertaken. 

Noise spectra of the capillary SFC/FPD detector were 
measured under various experimental conditions. The current 
output from the photomultiplier was amplified with a current 
amplifier. This signal was filtered with a variable frequency 
low band-pass filter. The filtered signal was then sampled 
by a high-speed analog-to-digital converter at a rate approx-

imately 3 times the frequency of the band-pass filter's cutoff 
to fulfill the Nyquist sampling limit. The frequency domain 
noise spectrum for each set of conditions was obtained by 
taking the Fourier transform of the time domain data. The 
frequency domain spectrum of the FPD detector without the 
flame lit (dark current measurement) included shot noise with 
an average current of 1 X 10-9 A and interference noise at 60 
Hz. For comparison, the frequency domain spectrum of a 
constant current supply with an average current of 1 X 10-9 

A was measured. Minimal 60-Hz noise was detected under 
those conditions. Therefore, the 60-Hz interference noise was 
primarily picked up by the FPD and not the current amplifier 
and/ or the low-pass filter that were used to characterize the 
noise spectrum of the system. Figure 1A shows the noise 
spectrum of the FPD system with the flame on, the flame gas 
(H,f02) flow rates at the optimum conditions for SFC/FPD 
but without carbon dioxide added, and the photomultiplier 
on. The strongest characteristic in the spectrum is the in­
terference noise at 60 Hz. Also, additional interference noise 
was noted at 134 and 266 Hz. The shot noise increased by 
a factor of 50% over that attributed to the dark current of 
the photomultiplier dark current. 

Next, the noise spectrum of the system under the same 
conditions as in Figure 1A (good signal-to-noise conditions) 
was measured with 14 mL/min (STP) carbon dioxide flowing 
into the flame, which corresponded to 40 ilL/min at 170 atm 
and 60°C in the column. The frequency spectrum under these 
conditions was the same as shown in Figure 1A with the type 
of characteristic noise and the amplitude of the noise being 
identical. That is, for low flow rates of carbon dioxide and 
optimum flame gas conditions, the addition of carbon dioxide 
has no effect on the measured noise. Figure 1B shows the 
noise spectrum under the same conditions, except the flame 
gas flow rates were those that provided a poor signal-to-noise 
ratio in SFC/FPD (4). Under these conditions the shot noise 
level was increased by 164 % compared to that observed under 
the good SIN conditions shown in Figure 1A. 

The noise frequency spectrum was also measured for the 
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same carbon dioxide flow but under conditions of H2/02 flame 
gas flow rates that provided a poor signal-to-noise ratio (same 
flame gas flow rates as in Figure IB). Under those conditions 
the addition of carbon dioxide did have an effect on the noise 
spectrum (Figure lC). The random noise increased slightly 
in this case. Also, a new band at approximately 10 Hz was 
produced in addition to the 60-Hz interference noise. Similar 
interference noise has been observed in the flame ionization 
detector with a hydrogen/air flame (13). 

The effect of three different types of flow restrictors, in­
tegral, reduced diameter, and Lee Scientific frit type, on the 
flame noise was studied. The type of restrictor had no effect 
on the measured flame noise amplitude and frequency spec­
trum when low CO2 volumetric flow rates such as 14 mL/min 
(STP) were used. 

Figure ID shows the effect of increasing the flow of carbon 
dioxide into the flame to a rate of approximately 28 mL/min 
(STP) for optimum H2/02• At the higher flow rates of carbon 
dioxide the low-frequency noise components in the frequency 
spectrum preferentially increased. Finally, Figure IE shows 
the noise on the signal that was observed when a continuous 
flow of carbon disulfide (dissolved in carbon dioxide) was 
injected into the flame at a rate of 14 mL/min (STP). From 
these data it is clear that when the signal level is increased 
above the detection limit, the predominate noise source is 
white noise. 

In summary, the noise in the optimized SFC /FPD at flow 
rates comparable to those used in capillary SFC/FPD is 
predominately interference noise at 60 Hz and shot noise. The 
60-Hz interference noise can be eliminated by software or 
hardware filtering. The optimized SFC /FPD would therefore 
be primarily shot-noise-limited, which is similar to the noise 
characteristics in H2/air flames (12). Signal-to-noise en­
hancement can be obtained by signal averaging, with the final 
limitation on the extent of averaging allowable being controlled 
by the eventual degradation of the detected resolution of the 
separation. 

II. Possible Methods To Eliminate the Variation in 
the Base Line of the Chromatogram during Pressure or 
Density Programming. In ref 4 the variation in the signal 
intensity and the background intensity of the flame photo­
metric detector was studied as a function of the H2/02 flame 
gas ratio. A statistical optimization revealed response surfaces 
for the signal and the background that were practically op­
posite in behavior. That is, when the H2/02 ratio increased, 
the signal intensity increased and the background intensity 
decreased. Under optimum conditions the background in­
tensity could be diminished to levels that corresponded to the 
dark current of the photomultiplier. In the original statistical 
optimization the flux of carbon dioxide entering the flame was 
held constant. Accordingly, carbon dioxide was not used as 
a variable in the optimization. The primary reason for doing 
this was that the carbon dioxide flow rate should be primarily 
controlled by the desired chromatographic efficiency. 

A pressure-programmed separation was shown in ref 4. The 
base line of the FPD increased with increasing quantities of 
carbon dioxide entering the flame. The hypothesis was made 
that because the base line and the signal were inversely de­
pendent on flame gas flow rates, then perhaps feedback control 
between the pressure of carbon dioxide imposed on the column 
and the flow rate of hydrogen could allow the base line to stay 
constant with minimal effects on the signal intensity. The 
following results show a test of this hypothesis. 

Under optimum flame gas conditions the calibration curve 
of carbon disulfide was determined for a column temperature 
of 60°C and carbon dioxide pressure of 170 atm, which 
corresponded to a flow rate of 33 I'L/min through the column. 
Next, the pressure of carbon dioxide in the column was in-
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Figure 2. log (sulfur signal) vs log (nanograms of carbon disulfide) 
injected for two mass flow rates of carbon dioxide. The fuel gas flow 
rates were changed in B until the base-line background signal was 
lowered to a value equal to that that found in A. The column was 12 
m long, BP-10 with film thickness of 0.25 I'm; temperature was 60°C. 
For A (+) CO, pressure = 170 atm, H, flow rate = 240 mL/min, 0, 
flow rate = 45 mL/min. For B (e) CO, pressure = 238 atm, H, flow 
rate = 280 mL/min, 0, flow rate = 45 mL/min. 

creased to 238 atm, which corresponded to a column flow rate 
of 41. 2 I'L / min, and another calibration curve was measured. 
Then, the hydrogen flow rate was increased until the back­
ground counts due to the presence of carbon dioxide in the 
flame were identical to that found for the case of 170 atm of 
carbon dioxide in the column. The resulting calibration curves 
for this experiment are shown in Figure 2. Unfortunately, 
the results obtained show that when the higher carbon dioxide 
and hydrogen flow rates were used, the signal intensity was 
lowered. Feedback of this sort will not achieve the desired 
goal of allowing easy quantitation of the sulfur signal by 
eliminating the background because the sulfur signal changes 
as well. 

In retrospect, these findings are not surprising. From in­
formation in ref 4, a global statement could be made that as 
the background emission decreased, the signal increased. A 
closer look at the behavior of both the background emission 
intensity and the sulfur emission intensity reveals a more 
complicated interrelationship between background and signal 
emission. Especially near the optimum conditions for flame 
gas flow rates, the signal intensity varied considerably as the 
flame gas flow rates were moved from the optimum conditions. 
The background emission was not as variant with flame gas 
conditions. Also, the results in Figure 2 strongly support the 
two hypotheses purported in ref 4. First, the background 
emission was predominately controlled by flame temperature; 
and second, the signal intensity was more strongly affected 
by the radical reaction chemistry that involved carbon dioxide 
and hydrogen than by flame temperature (4). 

Another means of decreasing the base-line variation in 
pressure programs was, however, discovered. Figure 3A and 
the other chromatograms in this paper show minimal variation 
in the base line when the pressure was changed. The base-line 
variation in Figure 9 ofref 4 was much greater than that found 
in Figure 3A. No base-line subtraction technique was used 
to cosmetically improve the appearance of the base lines of 
the chromatograms in this paper. The attenuation used for 
the chromatograms in this paper was lower than that in 
previous studies, which should have made the base-line var­
iation with pressure even more perceptible in this study. Also, 
the flame gas flow rates in both cases were the same. The only 
change made in the chromatographic method was that highly 
tapered restrictors were used to control the flow for the 
chromatographic analyses in this paper. However, in previous 
work, short 15 I'm i.d. linear restrictors were used. With linear 
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Figure 3. Chromatogram obtained with same column as in Figure 2 
at 70 cc, with an initial CO, pressure of 102 atm held for 30 min, 
followed by a ramp of 2.72 atm/min to a final pressure of 129 atm. 
Chromatogram A used FPD with H, = 240 mL/min and 0, = 5 
mL/min. Chromatogram Bused FID with H, = 130 mL/min and 0, 
= 55 mLlmin. Compounds were in order of elution: 1, carbon di­
sulfide; 2, tetrahydrothiophene; 3, cyclohexyl mercaptan; 4, thiophenol; 
5, benzo[b ]thiophene; 6, diphenylmethane; 7, dibenzyl; 8, phenyl 
sulfide; 9, dibenzothiophene; 10, phenyl disulfide. 

restrictors both the mass flow rate of the gas and the velocity 
of the gas increase with pressure (14). For highly tapered 
restrictors the mass flow rate continues to increase with 
pressure, but the velocity of the gas remains constant at the 
exit of the restrictor. The variation in speed of the gas with 
linear restrictors therefore must adversely affect the base-line 
variation. The need to correct for base-line variation as a 
function of pressure with steep tapered restriction is clearly 
not as important as with linear restrictors. 

III. Comparison of SFC/FPD and SFC/FID. The 
flame ionization detector is the most commonly used detector 
in gas chromatography. For example, 54% of gas chroma­
tographic analyses that were published in 1982 were done with 
a flame ionization detector (15). Flame ionization is also 
becoming highly important in SFC as well. Accordingly, a 
comparison of SFC/FPD and SFC/FID was made. 

For gas chromatography the advantages of the flame ion­
ization detector are that it (1) responds to almost all organic 
compounds, (2) has high sensitivity, and (3) has a wide linear 
dynamic range. In supercritical fluid chromatography similar 
advantages have been assumed, but not verified. 

A comparison was made of the sensitivity of the SFC /FPD 
and SFC /FID. To make a fair comparison, the flame gas flow 
rates used in the SFC /FID were optimized by using the 
Simplex V optimization program (Statistical Programs, 
Houston, TX). The optimized flame gas conditions were 65 
mLjmin for hydrogen and 215 mLjmin for oxygen at a con-

Table I. Comparison of Detection Limits for SFC/FPD and 
SFC/FID 

compound 

thiophenol 
phenyl sulfide 
dibenzothiophene 

detection limits,a ng 

FPD 

1.4 
1.3b 

1.9b 

FID 

3.2 
3.7 
8.4 

aBased on a signal-to-noise ratio of 3. bTaken from ref 4. 

stant flow of carbon dioxide into the flame of approximately 
75 ilL/min at lO2 atm and 70 cC. These values are different 
from the suggested values described by the manufacturer of 
40 mL/min hydrogen and 400 mL/min for air (which corre­
sponds to a flow rate of 84 mL/min oxygen) for gas chro­
matographic conditions using helium carrier gas. This initial 
optimization caused an increase in the signal-to-noise ratio 
of approximately a factor of 3. 

Table I shows a comparison of the detection limits for three 
organosulfur compounds using SFC /FPD and SFC /FID. For 
all three compounds the detection limits are lower for 
SFC/FPD than in SFC/FID. For example, for dibenzo­
thiophene, the FPD detection limit is a factor of 4 larger than 
in FID, and for thiophenol the FPD has a detection limit 2 
times lower than that obtained with the FID. 

Figure 3A shows the SFC /FPD chromatogram of a test 
mixture of organosulfur compounds separated on a capillary 
column coated with BP-I0 stationary phase by use of flame 
gas flow rates that are optimum for the SFC /FPD. With the 
column still attached to the injector and the restrictor, the 
same test mixture was separated under identical chromato­
graphic conditions and detected with the flame ionization 
detector. As mentioned previously, the flow rate for this 
experiment and all others was controlled by a highly tapered 
flow restrictor. To separate the test mixture, a pressure 
program was used. In the pressure program, the pressure was 
initially held at lO2 atm for 30 min and then ramped at a rate 
of 2.72 atm/min to a final value of 129 atm. The temperature 
of the separation was 70 cC. The base line increased more 
significantly over this pressure program in the SFC/FID 
system than in the SFC /FPD system. For example, for the 
same pressure program, the background signal in SFC/FID 
varies from 16 to 127 counts/s (a factor of 8 increase in 
background noise), while in SFC/FPD the background signal 
varies from 11 to 27 counts/s (a factor of 2.4). For benzo­
[b]thiophene, a compound that elutes early in the pressure 
program, the ratio of signal-to-background in FPD to sig­
nal-to-background in FID was 5.0. The same ratio for di­
benzothiophene, a compound that eluted much later in the 
pressure program, was 20. Therefore, variation in base line 
caused by pressure programming was significantly less in the 
FPD than in the FID when a highly tapered restrictor was 
used. 

In summation, of the two detectors studied, the flame 
photometric detector was found to be more sensitive than the 
flame ionization detector. Also, from the aforementioned data, 
the effect of the base-line variation should have minimal effect 
on quantitation in SFC /FPD compared to that in SFC /FID. 
Other workers recently showed preliminary data on a new FID 
design for SFC with improved detection limits (16). In gas 
chromatography, the flame ionization detector has a lower 
detection limit compared to that of the FPD. In GC, the FID 
has a detection limit of 1-100 pg of analyte injected, which 
is 1-2 orders of magnitude lower than that of FPD (17). 

The difference in sensitivity of the two detectors for su­
percritical fluid chromatographic detection is probably due 
to a diminution of sensitivity for the flame ionization detector 
when considerable amounts of carbon dioxide are added to 
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the flame. Previous research that studied the effect of carrier 
gas in GC jFID substantiates this belief. For example, Schafer 
(18) demonstrated decreased sensitivity of flame ionization 
detection when the carrier gas was carbon dioxide as compared 
to nitrogen, helium, argon, or hydrogen. The decrease in 
sensitivity in SFC jFID with carbon dioxide mobile phase may 
be an amplification of this effect. The lower sensitivity with 
carbon dioxide as the carrier gas in GC was attributed to the 
high heat capacity of carbon dioxide. That is, as a noncom­
bustible gas, such as carbon dioxide, is added to the flame, 
the temperature in the combustion zone decreases. Therefore, 
a decrease in the extent of ionization also occurs (18). 

Conclusive evidence identifying the cause of decreased 
sensitivity when carbon dioxide is the carrier gas is not yet 
available. However, recent work has substantiated more 
thoroughly the importance of the flame temperature on the 
maximum extent of ionization in the FID. For various hy­
drogenj air flame gas compositions, with different noncom­
bustible gases being added, the maximum extent of ionization 
always occurred at approximately the same temperature in 
the reaction zone of the flame (19). 

IV. Separation of a Disulfide Polymer: Possible Use 
of SFCjFPD for Sulfur Analysis of High Molecular 
Weight Compounds. The combination of a chromatographic 
technique capable of efficiently separating high molecular 
weight compounds with a sulfur-specific detector is highly 
desirable. For example, the quantity of and type of sulfur in 
coal and coal liquefaction products are still not easily deter­
mined. Also, in many applications, such as those that are 
biotechnological, not only is an efficient separation technique 
needed, but also very small quantities of the material are 
available. Therefore, a highly sensitive sulfur detector is 
necessary. The combination of HPLC with a flame photo­
metric detector for sulfur detection is less than ideal for these 
analyses. For example, the detection limits are considerably 
higher for HPLCjFPD than for GCjFPD. Also, substantial 
quenching effects due to the presence of hydrocarbons have 
been reported in HPLCjFPD (6). We report herein a study 
on the possible use of SFC jFPD for the analysis of sulfur in 
high molecular weight compounds. 

The polymeric system studied was Thiokol LP-3. Thiokol 
is the trade name for disulfide polymers produced by Morton 
Thiokol, Inc. Thiokol LP-3 is a polydisulfide elastomer that 
is used as a sealant and as a feedstock in the polymer industry. 
The predominant application of these elastomers is based on 
their high solvent resistance, which is directly proportional 
to the quantity of sulfur in the elastomer (20). Thiokol LP 
(liquid polymer) elastomers are produced by reacting bis(2-
chloroethyl)formal with an inorganic disulfide such as sodium 
disulfide (21) (reaction 1). For Thiokol LP-3, 2% of a tri­
halide, such as 1,2,3-trichIoropropane, is used as a cross-linking 
reagent (reaction 2) (21). 

CICH2CH20CH20CH2CH2CI + Na2S2 ~ 
(SCH2CH20CH20CH2CH2S)n (1) 

CI S 
I I 

CICH,CHCH,CI + Na,S, - (SCH,CHCH,S)n (2) 

The approximate number-average molecular weight, Mn> 
and weight-average molecular weight, Mw, of Thiokol LP-3 
are 540 and 1500 amu, respectively (22). The approximate 
molecular structure of the polymeric repeating unit is as 
follows (this structure does not include the subunits from the 
cross-linking reaction): 
HS-(C2H.O-CH20-C2H.-SS)n -C2H.O-CH20-C2H.-SH 

Figure 4 shows the chromatographic separation of the 01-
igomers of the Thiokol LP-3 elastomer. This separation is 
atypical compared to other polymeric separations achieved 
by HPLC and SFC in that the number of oligomeric units 
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Figure 4. Thiokol LP-3 oligomer separation performed with same 
column as in Figure 2 at 90 ° C using carbon dioxide as the mobile 
phase. CO, pressure was 102 atm for 15 min, followed by a ramp 
of 3.4 atm/min ending in a final pressure of 306 atm. 

separated was small and the distribution of the oligomers 
appeared nonrandom. This polymer also has unusual reaction 
chemistry. Polysulfide polymers that are endcapped with 
mercaptan linkages undergo a continuous interchange reaction 
between the mercaptan and the disulfide in the repeating unit. 
This reaction tends to keep the dispersivity of these polymers 
low (23). Also, the nonrandom distribution may be due to the 
occurrence of the interchange reaction in the production of 
the polydisulfide polymer or the extent of the interchange 
reaction during this process. Considerable debate on the 
extent and kinetics of the interchange reaction for each of the 
liquid Thiokols has been published (24). 

To make certain that the chromatogram was a true rep­
resentation of the Thiokol LP-3 oligomers, three possible 
causes of a nonstatistical representation of the elastomer 
system were considered. First, were the chromatographic 
conditions degrading the polymer; second, was the injection 
process causing a mass discrimination effect on some of the 
higher molecular weight polymers; and third, was some 
fraction of the polymer permanently adsorbed onto the col­
umn? 

To test for the possibility of the chromatographic conditions 
degrading the polymer, the oligomers were separated at tem­
peratures ranging from 40 to 110°C and pressures from 75 
to 276 atm. Over this range the efficiency of the separation 
changed, but the number of component peaks in the chro­
matogram did not. The lack of degradation of the Thiokol 
LP-3 over this temperature range is not surprising. Numerous 
studies have shown that at least in liquids the elastomer is 
stable up to temperatures as high as 150 °C (21). 

To determine if some of the oligomers were irreversibly 
adsorbed onto the stationary phase, two tests were run. First, 
after each efficient separation the pressure in the column was 
ramped to 410 atm to cause further solvation of any adsorbed 
oligomers. No rise in base line or additional peaks were de­
tected during this process. In the second test the column was 
replaced by an open tube. A 200-nL aliquot of tbe same 
solution used for the chromatogram in Figure 5 was injected 
into the open tube. The flow rate was also controlled by the 
same restrictor, and the same pressure program was run. The 
integration of the resulting sulfur signal from this slug was 
compared to the integrated sulfur signal of the chromatogram. 
The integrated areas were found to be statistically the same 
within 10% error, which is within the reproducibility expected 
for run-to-run variation for high-pressure injections in SFC 
(25). 

The fact that high-pressure injection devices can cause some 
discrimination in SFC against high molecular weight com­
ponents of a mixture has been documented (26). The most 
serious discrimination occurs when the valve is cycled between 



ANALYTICAL CHEMISTRY, VOL. 61, NO. 23, DECEMBER 1, 1989.2621 

6.50 

::; 5.80 
« 
Z 
Cl 5.10 

~ 
4.40 

Cl 
0 
...J 3.70 

3.00 
2.50 2.90 3.30 3.70 4.10 4.50 

LOG [ng OLIGOMER INJECTED] 
Figure 5. Thiokol LP-3 oligomer calibra1ion curve obtained under 
chromatographic condmons of Figure 4: (A) sulfur signal for peak 
eluting at 25.4 min; (e) sulfur signal for peak eluting at 48.5 min. log 
(sulfur signal) was plotted vs log (nanograms of Thiokol polymer in­
jected). 

the inject and load positions during one injection. Cycling 
the valve is commonly desirable to provide a symmetric slug 
injection. During this process in SFC the accompanying 
pressure drop in the injector also causes precipitation of the 
high molecular weight component of the mixture. To make 
certain that minimum error was introduced in the quantitstion 
of these oligomers, the valve was moved to inject and left in 
that position during the chromatographic run. Also, the in­
jector was operated over the temperature range of 40-90 °C 
without any change in the measured components in the 
chromatogram. 

From the dats obtsined in the experiments described above, 
we felt justified in assuming that all the injected sample had 
reached the detector during the chromatographic separation. 
Because the Mn value of Thiokol LP-3 was 540, the chroma­
tographic band with the highest intensity is tentstively as­
signed to an oligomer with n = 2. The subsequent chroma­
tographic bands are probably due to increasingly larger oli­
gomeric units. Also, because the oligomeric system is cross­
linked, the cluster of smaller bands around each oligomeric 
unit is most likely due to different degrees of cross-linking 
in the oligomers. 

The mass spectrum of the Thiokol LP-3 was obtained by 
using fast atom bombardment (FAB) and laser desorption 
ionization. Each technique has been used previously to de­
termined the molecular weight distribution of polymers (27, 
28). 

In the FAB mass spectrum, the largest m/z value detected 
was 927, but the preponderance of ion signal was found at 
mass/charge <270 m/z. This behavior is strongly indicative 
of the sample undergoing substantial fragmentation during 
the F AB ionization process. In the laser desorption Fourier 
transform/ion cyclotron resonance (FT /ICR) mass spectrum, 
the largest m/ z value detected was 1391, but again the pre­
ponderance of ion signal was found at m/z values <250. 
Accordingly, the laser desorption technique also caused con­
siderable fragmentation of the polymer. Due to extensive 
fragmentstion of the elastomer for each ionization technique, 
neither was able to show the oligomeric distribution of the 
Thiokol LP-3. However, with appropriate standards the su­
percritical fluid chromatographic analysis may be useful for 
this purpose. 

Calibration curves for chromatographic peaks for the oli­
gomers that had retention times of 25 and 48 min are shown 
in Figure 5. For sulfur detection the FPD response follows 
the relationship 

1= C[S]" 

where I is the detected chemiluminescence signal, C is a 
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Figure 6. Sulfur cross-linked Thiokol LP-3 oligomer separation under 
the same chromatographic conditions as in Figure 4. 

constsnt, [S] is the concentration of sulfur, and n is a constsnt 
exponent. 

Calibration curves for sulfur in FPD analysis are always 
log-log plots such as in Figure 6 with the slope of the plot 
being the n exponent. The exponent, n, theoretically should 
have a value of 2 because the detected emission is due to the 
sulfur dimer which is formed in the flame. 

Experimental values of n range from 1.69 to 2.00 (29). 
Burnett et al. (29) showed that in GC /FPD the n value was 
compound dependent. in previous work (4), the n value was 
found to be dependent on the compound in SFC /FPD as well. 
Also, the n values determined under SFC /FPD conditions 
were found to be statistically the same as those found for 
GC/FPD (4). Although the variation of the n value with 
compound type is well documented, not enough information 
has been collected to date to allow prediction of the n value 
for a specific compound. For example, information is un­
available on the variation of the exponent, n, for a homologous 
series of sulfur compounds. The oligomers of an elastomer 
make up a homologous series. For all the oligomers of the 
Thiokol LP-3, the n value was the same, n = 1.69. The value 
of n may be constant across a homologous series of sulfur 
compounds as these data imply, but more homologues must 
be studied to verify this trend. An extensive study (30) of 
homologues of phosphorus compounds showed that the slope 
of the calibration curve was invariant across a homologous 
series for the FPD but only for homologous series. 

The detection limits for the first and second oligomers in 
Figure 6 were determined for a signal-to-noise ratio of 3 (the 
IUP AC definition of detection limit). For the first oligomeric 
series, the detection limit was 44 ng of oligomer injected 
(200-nL injection); and for the second oligomeric series, the 
detection limit was 54 ng of oligomer injected. These data 
clearly show that SFC/FPD can sensitively detect sulfur in 
compounds of moderately high molecular weight (ca. 2000 
amu). By comparison, the detection limits for small molecules, 
such as benzo[bjthiophene, were in the nanograms injected 
range. The percentage of sulfur in a molecule of benzol b]­
thiophene is approximately 24 %. The percentage of sulfur 
in an oligomer of Thiokol LP-3 is approximately 38%. 
Therefore, in comparison the detection limit of the polymer 
was strongly affected by the large molecular weight of the 
oligomers and is not a simple function of the percentage of 
sulfur in the sample. 

V. Applications of SFC/FPD. One application that is 
readily suitable to SFC /FPD is the analysis of sulfur vul­
canization of polymers. Cross-linking or vulcanization of 
natural rubbers and synthetic polymers by the interaction of 
elemental sulfur with the polymers remains a stsndard method 
to increase the elasticity of a polymer. Figure 6 illustrates 
the use of SFC /FPD to monitor the changes in the polymeric 
structure after the interaction of the polymer with elemental 
sulfur. The SFC chromatogram in Figure 6 is of the Thiokol 
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Table II. Effect of Sulfur Atom on Retention 

compound retention time, min k" 

cyclohexyl mercaptan 8.62 0.162 
methylcyclohexane 7.0 0.038 

thiophenol 8.99 0.212 
toluene 7.79 0.050 

benzo[b lthiophene 11.16 0.504 
indene 9.18 0.237 

phenyl sulfide 19.54 1.633 
diphenylmethane 14.76 0.989 

dibenzothiophene 26.08 2.515 
diphenylethane 19.98 1.693 

phenyl disulfide 27.62 2.722 
bibenzyl 16.89 1.276 

(l Capacity factor k' calculated with respect to acetone or carbon 
disulfide, both of which were unretained on the column. 

LP -3 elastomer after it was allowed to interact with elemental 
sulfur for 2 h at a temperature of 110°C. The resulting 
cross-linked polymer was not as soluble in the acetone as the 
original sample of Thiokol LP-3. Accordingly, the chroma­
tographic bands of the oligomers, after vulcanization with 
sulfur, are shifted to higher retention times compared to those 
in Figure 4 due to the increased molecular weight of the 
vulcanized oligomers. Also, a new chromatographic band 
appeared with a retention time of approximately 74 min. This 
new band may correspond to a new oligomer unit in the 
vulcanized polymer. 

The characterization of sulfur vulcanization is an application 
that is uniquely suited to SFCjFPD. The GCjFPD cannot 
be used for this analysis due to the molecular weight range 
of the oligomers. HPLCjFPD has numerous problems as­
sociated with sulfur detection such as high detection limits 
and serious quenching interactions of hydrocarbons with the 
excited sulfur dimer. Sulfur is used to cross-link natural 
rubber, butyl rubbers, and styrene-butadiene rubber. These 
polymeric systems are relatively nonpolar. Therefore, except 
for the possible concern that the polymer molecular weight 
may be too large to allow solvation in a supercritical fluid, the 
supercritical solvent and the application seem ideally matched 
This type of application also has the potential of contributing 
to a more thorough understanding of the cross-linking reaction 
mechanism because the effect of vulcanization on each oli­
gomer unit can be monitored. 

Disulfide compounds or polymers are good examples of the 
types of compounds that are best suited for separation by SFC 
and detection by a selective detector such as FPD. Disulfide 
compounds are often typically thermally labile and relatively 
nonpolar (31). These characteristics are ideally suited to SFC 
analysis. The analysis of disulfides can find use in a broad 
range of applied chemistries, such as polymer analysis and 
biochemistry. For example, a-lipoic acid (a disulfide) plays 
a crucial role in metabolism (31). In addition, the S-S linkage 
is highly important in stabilizing the three-dimensional 
structure in proteins (32). 

VI. Effect of Sulfur Atoms in a Molecule on Reten­
tion. With the development of new applications comes the 
desire to provide predictive information on retention behavior 
of the organosulfur compounds in SFC. Therefore, the effect 
on retention in SFC of replacing a carbon-bearing subunit of 
a molecule (methyl, methylene, etc.) with a sulfur atom was 
studied. Table II shows the results of an experiment in which 
the retention times of organosulfur compounds were compared 
to those of the corresponding carbonaceous homologues. The 
capacity factors were measured for constant pressure and 
temperature conditions of70 °C and 102 atm with the BP-IO 
stationary phase. For each set of homologues, the replacement 
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Figure 7. Chromatogram at organosultur compounds separated on 
same column as in Figure 2 by using carbon dioxide as the mobile 
phase w~h the indicated pressure and temperature programs. Eluted 
samples are listed in Table II I. 

of a carbon atom with a sulfur atom caused increased reteu­
tion. This behavior is identical with that found in normal­
phase liquid chromatography in which the more polar com­
pound interacts more strongly with the polar sites of the 
stationary group and therefore is retained longer. 

Previous studies of the effect of sulfur atoms on retention 
in isocratic, reverse-phase liquid chromatography showed a 
mechanism that was much more complicated (33). For ex­
ample, with linear and cyclic alkanes, the replacement of 
carbon with sulfur caused a decrease in retention. This de­
crease was attributed to the formation of a solvent "patch" 
around the sulfur atom in the molecule. Alternatively, the 
replacement of an aromatic carbon with a sulfur atom had 
the effect of increasing the retention. The explanation given 
for this behavior was that the solvent "patch" could not form 
around the aromatic sulfur atoms due to steric hindrance (33). 

Thus, for reverse-phase HPLC the solvation sphere around 
specific types of sulfur moieties was believed to strongly affect 
the retention of the molecule. In the supercritical state, the 
number of solvent molecules per sphere is smaller than in the 
liquid state. But, the interactions between the solute mole­
cules and the solvent sphere may be stronger in the super­
critical state than in the liquid state. Also, the size of the 
solvent sphere is highly variable with the conditions in the 
supercritical state. It is therefore somewhat surprising that 
the selective solvation of sulfur atoms does not have a strong 
effect on the retention of different species in SFC. Our results 
tend to cast doubt on the assumption in the HPLC studies 
that the mechanistic differences were totally solvent-con­
trolled. 

Figure 7 illustrates other possible applications of SFC jFPD 
for the determination of molecules such as model coal com­
pounds, pesticides, and organosulfur drugs. In addition, 
further information on retention behavior of sulfur compounds 
in normal-phase SFC can be obtained by analyzing the re­
tention behavior in the chromatogram shown in Figure 7. The 
structures of the model compounds are given in Table III. The 
retention in this chromatogram can be characterized as typical 
normal-phase behavior in which the more polar compounds 
are retained longer, with the exception of three molecules, 
tetrathiafulvalene (TTF), 1,4,8,11-tetrathiacyclotetradecane, 
and 1,5,9,13-tetrathiacyclohexadecane. All three of these 
molecules are retained longer than expected on grounds of 
substituent polarity alone. 

Significant interaction of these three molecules with residual 
silanol groups is strongly suspected. TTF is a strong Lewis 
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Table III. Structure of Model Sulfur Compounds 

compounda 

1. carbon disulfide 

2. tetrahydrothiophene 

3. cyclohexyl mercaptan 

4. thiophenol 

5. methyl p-tolyl sulfide 

6. benzo[blthiophene 

7. phenyl sulfide 

8. dibenzothiophene 

9. phenyl disulfide 

10. quinomethionate 

11. Ovex 

12. tetrathiafulvalene 

structure 
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13. tolbutamide CH, -0- SO,NHCONHCH,(CH,),CH, 

14. 1,4,8,1l-tetrathia­
cyclotetradecane 

15. 1,5,9,13-tetrathia­
cyclohexadecane 

a Numbers refer to Figure 7. 

base. It readily forms charge-transfer complexes with mole­
cules that can easily accept an electron. The predominate 
reason for TTF's strong electron-donating behavior is the 
resonance stabilization of the positive charge. TTF probably 
interacts with the residual silanollinkages which have Lewis 
acid character. The large retention time indicates that con­
siderable resonance stabilization of the Lewis acid-base 
complex must occur. 

1,4,8,11-tetrathiacyclotetradecane and 1,5,9,13-tetrathia­
cyclohexadecane are both macrocyclic thioethers that have 
characteristics similar to those of macrocyclic ethers, com­
monly termed crown ethers. These molecules are often used 
in metal extractions and also serve as ion transport models 
for porphyrin systems (34). Thiacrown ethers are "soft" Lewis 
bases (35) and therefore, like TTF, are expected to interact 
with Lewis acid sites on the stationary phase such as residual 
silanol linkages. 

The understanding of the interaction of macrocyclic thio­
ethers with ionic species also helps explain their long retention 
time on a moderately polar stationary phase, as Figure 7 

shows. Based on single substituent polarity alone, these 
molecules should elute with the other cyclic thioethers. In­
stead, the interaction of the macrocyclic thioethers with the 
silanol sites must be a cooperative interaction of all the 
thioether linkages in each ring with individual silanol sites. 

The relative retention of the two macrocyclic thioethers 
further substantiates this belief. 1,4,8,11-Tetrathiacyclotet­
radecane has a melting point of approximately 118°C while 
1,5,9,13-tetrathiacyclohexadecane has a melting point of 58 
°C, yet the lower melting macrocylic thioether is the most 
strongly retained. The proposed reason for the additional 
stability is the increased size of the ether ring, which allowed 
conformational stabilization of the complex with the silanol 
group. Further studies on the retention of other macrocycles 
with different basicities and conformation characteristics 
should provide mechanistic information on the interactions 
occurring in cyano phases in supercritical fluid chromatog­
raphy. 

VII. Conclusions. In summary, the flame photometric 
detector was further characterized for use with supercritical 
fluid chromatography. An analysis of the noise characteristics 
of the detector showed that random shot noise is the pre­
dominate noise source. This characterization will allow further 
improvements in the signal-to-noise characteristics of this 
detector for SFC applications. 

The use of feedback control of flame gas flow rates to 
eliminate the variation in the background during pressure 
programming was found to be an untenable option. However, 
when a highly tapered restricting capillary was used for flow 
control, the comparison of the present state-of-the-art 
SFC/FID to the optimized SFC/FPD showed that the 
base-line variation in SFC/FPD was insignificant compared 
to that in SFC /FID. Finally, some of the applications pres­
ented here are uniquely suited to SFC separation followed by 
selective detection, such as FPD. These applications are ones 
that, for reasons of difficulty of instrumental interface or 
problems with the thermal stability of the molecules, are not 
easily implemented by HPLC or GC_ These types of appli­
cations will certainly become the forte of supercritical fluid 
chromatography. 
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Whole column detection (WeD) chromatography is imple­
mented for the first time in high-performance liquid chroma­
tography, and several advantages of the technique are dem­
onstrated. The three-dimensional (peak height, position, and 
time) data set is found to contain significantly more informa­
tion than conventional postcolumn detection. II is shown that 
this additional information makes possible (1) signnicanttime 
savings as a result of peak quantitation at the earliest moment 
that adequate resolution occurs on column, (2) potential time 
savings resuHing from the ability to predict whether adequate 
resolution will occur during an on-going chromatographic run, 
(3) more accurate and precise measurements of capacity 
factors, (4) a simple solution to the general elution problem, 
(5) a measure of the rale of equilibration between the mobile 
and stationary phases, (6) a direct measure of capac~y factor 
versus percent organic modifier behavior during gradient 
elution, (7) experimental verification of the interconversion 
between capacity factors determined during a gradient and 
isocratically determined capacity factors, and (8) simplified 
method development for process control and other automated 
analyses. 

The purpose of this paper is to explore the potential ad­
vantages of continuously monitoring the entire length of a 
high-performance liquid chromatography (HPLC) column. 
Several experimental cases in which whole column detection 
(WCD) offers a unique view of separation and can provide 
significant time savings are demonstrated. Although presented 
here as multiple-site UV absorbance detection along a nor-
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mal-bore HPLC column, WCD could be accomplished with 
a variety of on-column methods such as photoacoustic (1), 
fluorescence (2), refractive index (3), and electrochemical (4) 
detection. 

In this work we show that WCD produces a three-dimen­
sional data set of peak height, position and time, which can 
provide significantly more information about the chromato­
graphic process than conventional postcolumn detection. 
Specifically, we demonstrate that this multidimensional data 
set provides easy visual access to parameters such as (1) a 
complete trace of each peak's path through the column, in­
cluding the location of highly or "permanently" retained peaks, 
(2) exact exit time from the column, (3) earliest time at which 
adequate resolution occurs, and (4) column quality. It is also 
shown that (1) quantitation can be carried out the moment 
adequate resolution occurs, resulting in relaxed requirements 
for solvent and time optimization, (2) linear velocities mea­
sured along the length of a column provide improved accuracy 
and precision in capacity factor data, (3) the rate of equili­
bration between mobile and stationary phases can be mea­
sured (in this case due to the limited number of detector sites, 
14, an upper limit for the rate is established), (4) capacity 
factor versus percent organic modifier behavior during gra­
dient elution can be followed directly, and (5) the intercon­
version between capacity factors determined during a gradient 
and isocratically determined capacity factors can be experi­
mentally verified. The application of WCD to method de­
velopment for process control analyses is presented as an 
example of the versatility and time optimization power of 
WCD. It is shown that the peak tracing capability of WCD 
provides unique insight and allows the operator to utilize peak 
"crossover" information to advantage without the use of 
mathematical estimation methods (5). 

In 1968, Brumbaugh and Ackers (6) developed a method 
they titled "scanning gel chromatography" (SGC). Using SGC 

© 1989 American Chemical Society 



ANALYTICAL CHEMISTRY, VOL. 61, NO. 23, DECEMBER 1, 1989 • 2625 

they were able to monitor the absorbance profile of molecular 
sieve separations throughout the length of a gel column by 
driving the column past a fixed configuration of light source 
and detector. In their introductory paper (6), the authors 
stated that " ... only a small fraction of the quantitative in­
formation obtainable from a given experiment is utilized by 
conventional procedures of solute zone analysis. This limi­
tation is imposed by the experimental necessity of measuring 
solute zone configurations at only a single point of the distance 
coordinate, namely, the point corresponding to the bottom 
end of the chromatographic column." By scanning the column 
during soluble zone movement, the authors were able to 
measure partition coefficients several times during each run, 
thereby greatly improving the speed and accuracy with which 
such parameters could be measured. It was observed that 
analytes within the gel adhered to Beer's law, even under 
conditions in which the gel was saturated with analyte solution. 
This linearity in absorbance behavior in the presence of a 
scattering medium was attributed to "ideal" scattering by the 
gel, i.e. forward scattering, and column dimensions (7). Davis 
et al. (7) reported that a single computer-controlled SGC 
analysis often required several hours to complete. They noted 
that such long analysis times were due to the slow rate of 
migration in gel chromatography and the necessity of scanning 
slowly in order to obtain reproducible measurements. The 
limit of detection using ultraviolet light on gels was determined 
to be in the range of Ilg/mL or '" 10-2 au (8). The usefulness 
of SGC has been demonstrated in several areas such as the 
study of zone spreading (9) and macromolecule binding studies 
(6). 

In an earlier theoretical paper (10), we explored the po­
tential advantages of continuously monitoring the entire length 
of a chromatographic column by using a computer model and 
advanced the concept that WCD could be used to quantitate 
any pair of peaks at the earliest moment on the column at 
which they became sufficiently resolved. Computer simula­
tions also suggested that solvent pulses could be used to se­
lectively separate peaks before they exited the column, thus 
relaxing the constraint of composing a single optimized mobile 
phase in order to resolve every peak at one point-the exit 
of the column. Since a complete map of each peak's progress 
through the column would be produced by monitoring the 
separation process, selective separation could be carried out 
for overlapped peaks without regard to the possible degra­
dation in resolution for previously quantitated peaks. Fol­
lowing our initiative, Gluckman and co-workers (11) employed 
solvent pulses for selective separation of organic dyes. They 
utilized a transparent column to view the separation of highly 
colored compounds and suggested that WCD would indeed 
provide substantially more useful information. 

Optimization continues to be of major concern to chro­
matographers. One may find a large variety of strategies for 
optimization in the literature (12-19). There are graphical 
approaches, such as the window-diagram method (13) and 
overlapping resolution mapping (18), as well as mathematical 
approaches (15). Many of the existing optimization strategies 
require a large capacity factor data base (developed from 
several chromatographic runs) and are thus very time-con­
suming (16). For isocratic elution, Quarry and co-workers (19) 
recently presented a method that has attracted much atten­
tion. The method involves the use of two or more gradient 
runs to predict the optimal isocratic mobile phase; however, 
as the authors pointed out there are a number of potential 
errors that can limit the accuracy of such a prediction. Sources 
of error include (1) system dwell time, (2) "demixing" of the 
solvent, (3) nonlinearity in In k'vs percent organic modifier 
plots, and (4) interconversion of gradient derived capacity 
factors and isocratic capacity factors. Despite the numerous 

strategies available for optimization procedures, in many 
practical situations experience-based trial-and-error ap­
proaches are still employed. 

Although the term "optimization" is used quite frequently 
in the chromatographic literature, there is no single definition 
of the term which seems appropriate for the wide range of its 
use (12). In this paper, when referring to optimization, we 
will use two distinct terms, sol vent optimization and time 
optimization, which describe the two steps required for com­
plete optimization of a method. The term solvent optimization 
will be used to indicate a procedure whose goal is the best 
possible separation (i.e. base-line resolution, R = 1.5) with 
analysis time only a secondary consideration. The term time 
optimization will be used to indicate a procedure whose goal 
is adequate separation (e.g. R ~ 1.3) in minimum analysis time. 

EXPERIMENTAL SECTION 
Instrument. The chromatographic system is composed of a 

Kratos Spectrofiow 400 HPLC pump, a Rheodyne injector with 
a l'IlL injection loop, a 15-cm glass cartridge column (Alltech 
Associates, 3-mm Ld.) packed with 5'llm ODS, a Kratos Spec­
trofiow 773 multiple-wavelength absorbance detector, and a 
Shimadzu CR3A integrating recorder. All of the solvents are 
Burdick and Jackson HPLC grade and the chemicals Aldrich 
Reagent grade. The cartridge system is instrumented with 14 
UV-sensitive photodiodes (Hamamatsu, 51226-18BQ) mounted 
within holes at I-cm intervals along the stainless-steel cartridge 
holder. The source light entrance holes (I-mm diameter) are 
located at points directly opposite (180°) of each photodiode along 
the holder. An 8-W, 25-cm black lamp (Sylvania F8T5, 366 nm) 
is used as the light source. As an analyte passes through a zone 
that is illuminated, the amount of light reaching the corresponding 
photodiode is attenuated. The circuitry that controls diode 
sampling is similar to that used for diode arrays. All of the diodes 
are sequentially sampled within ",4 liS resulting in a "snapshot" 
of peak distribution along the length of the column. Diode in­
tegration time is variable between 50 and 1000 ms. To adequately 
sample a Gaussian peak (base line width", 8a), a minimum of 
eight points must be acquired. For an unretained peak (the worst 
case, peak width", 20 s) an integration time of 5400 ms must 
be used. For most of the studies presented in this work, a 650-ms 
integration time is employed due to the low light levels reaching 
the diodes. Since the worst case is rare, typically all of the peaks 
examined during a run are sufficiently sampled in the time do­
main. 

Calibration. In order to compare peak parameters measured 
at each point on the column, the signal from every diode must 
be linear and identical. This is achieved with software through 
a series of calibration steps. The equation that describes the raw, 
uncalibrated voltage measured at each diode is given by 

i
(k)tQ 

Vi(k) = C Ii(t) dt + Vi off'" + VOMN 
(k-l)to ' 

(1) 

where Vi(k) is the voltage at diode i as a function of a discrete 
point in time (k), C is a constant that accounts for capacitor 
characteristics and diode sensitivity, to is the integration time, 
Ii(t) is the intensity at diode i as a function of continuous time 
(t), Vi,orm" is the electronic offset of diode i, and VOMN is the zero 
mean (or random) noise component of the measurement (e.g., lamp 
flicker). Ultimately, the goal of calibration is to obtain the pure 
signal Ii and have each diode respond identically. 

The first step in calibrating the system is to remove Vi,offset. 

Since V,(k) is linearly related to diode integration time, a series 
of samples are taken (Vi(k) as a function of to) prior to a separation 
run. The resulting line is then extrapolated to zero integration 
time. At to = 0 the integral in eq 1 is equal to zero and Vi(k) = 
Vi offset + VOMN• A large number of data points are averaged at 
each integration time so that VOMN '" 0 and Vi(k) '" Vi.off",' Thus, 
Vi off." may be subtracted directly from the signal. Further noise 
reduction is then achieved via a digital low pass filter. The next 
calibration step involves countering peak distortion caused by 
diode integration time. In practice, peak distortion due to in­
tegration time is examined in the frequency domain and removed 
in the time domain via a digital filter. At this point the blank 
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Figure 1. WCD separation of the three isomers of nitroaniline; '" 1.8, 
2.6, and 0.75 mg/mL injected concentrations for 0-, m-, and p­
nitroaniline, respectively: solvent composition of 80/20 water/aceto­
nitrile, 0.4 mLlmin flow rate, and 650 ms diode integration time. 

intensity (10) is ratioed to I (the C term cancels) and the logarithm 
taken. 

As one might expect for light traveling through densely packed 
particles, the absorbance~vs-concentration response is inherently 
nonlinear. To determine the degree of nonlinearity an absor­
bance-vs-concentration plot is obtained and fit with a polynomial 
function for each diode. The inverse polynomial is then used to 
reevaluate the data, which in effect linearizes the absorbance­
vs-concentration relationship. The slope is multiplied by a 
constant such that the sensitivity is normalized to that observed 
at the postcolumn detector. 

The last calibration step involves normalizing each detection 
cell. Since the total mass of an analyte does not change as it 
progresses along the column, the total peak area at each position 
must be the same. Areas measured at each position are scaled 
to the area measured at an arbitrarily chosen reference position 
(in this case, the last diode) by multiplying each by the correct 
normalization constant Peak parameters, such as peak area, 
width, and height, are measured using a nonlinear least-squares 
fit to a gamma density function (20). The limit of detection, signal 
to noise (peak-to-peak) ratio of 3, is ",10-3 absorbance unit. A 
more detailed description of the WeD absorbance instrument and 
the calibration procedure will be given in a subsequent paper. 

RESULTS AND DISCUSSION 
Time Optimization. As mentioned earlier, WCD inher­

ently generates a three-dimensional data set of peak height 
versus position and time on the column. While 3-D plots of 
the data are interesting to look at, they are difficult to use 
for visual information. Figure 1 shows a two-dimensional plot 
of the separation of the three isomers of nitroaniline. The 
diode number corresponds to distance along the column; e.g., 
at diode 1 (Figure 1.1) the mixture has moved 1 cm along the 
column. Although 14 diodes were employed in this instru­
ment, for clarity only 12 are displayed in Figure 1. At first 
glance it may be difficult to understand this type of chro­
matographic display since it is a function of both time and 
position on the column. It is easiest to think in terms of each 
diode display being a time-based chromatogram of the sepa­
ration at that particular position. Thus, looking left to right 
for each diode one views the fastest peaks first (less retained) 
and then the slowest (more retained) peaks, just as in COn­
ventional chromatograms. 

Note that by diode 3 all of the nitroaniline isomers are 
identifiable and that they are nearly base-line resolved by 
diode 5. As shown at diode 12, more than adequate resolution 
is obtained near the exit of the column. In this case, knowing 
the polarity of the analytes to be separated, the operator chose 
this particular mobile phase as a starting point for a trial­
and-error solvent optimization. It is clear that this separation 
is not time optimized for exit detection, since time is wasted 
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Figure 2. Rate of resolution for separation shown in Figure 1. The 
rate is defined here as the change in P factor as a function of position 
on the column. See text for details. 

in "over separating" the analytes. For exit detection then, 
complete optimization of the method would involve further 
adjustment of the mobile phase such that adequate resolution 
occurs at the exit of the column in the shortest possible time. 
With WCD, time optimization is inherent in the detection 
process, since any analyte may be quantitated at the earliest 
position where resolution is deemed sufficient. For the sep­
aration shown in Figure 1, each isomer may be quantitated 
at diode 5, and perhaps at diode 4 if less stringent resolution 
is acceptable. Thus, complete separation and quantitation 
are accomplished within 5 min. After this length of time (and 
possibly earlier), a new sample could be injected, or a pulse 
of strongly eluting solvent could be introduced to "wash off' 
the sample, followed by the solvent of choice for the next 
analysis. Indeed, one can imagine approaching the separation 
of an unknown mixture by starting off with a high water 
content isocratic mobile phase (for reversed phase chroma­
tography) in order to assure "over separation" of many if not 
all components. The problems normally associated with this 
type of approach, often described as the "general elution 
problem", simply do not apply to WCD, as will be discussed 
later in the text. Thus, time savings result from both sim­
plified optimization and reduced analysis time. It is important 
to note that quantitation early on in the separation process 
assumes, of course, that the operator has a prior knowledge 
of how many components there are in the mixture. The same 
assumption must also be made in postcolumn analysis; i.e., 
the operator must decide whether or not complete separation 
has been achieved. 

Rate of Resolution. Another time-saving feature of WCD 
is the ability to predict early in the separation process (as­
suming real-time display) whether or not adequate resolution 
will be achieved at a particular position on the column or at 
the exit of the column. For example, Figure 2 is a plot of the 
rate at which the analytes in Figure 1 separate. The rate is 
determined by the change in P factor (16). The P factor is 
a ratio of the height of the valley between two peaks (as 
determined from the top of the valley to the midpoint of a 
line drawn between each peak's maximum) and the height of 
the midpoint (as determined from the midpoint of a line 
drawn between each peak's maximum to the base line). As 
shown by the steepness of the slopes for the two sets of peaks, 
the rate of separation is fast and base-line resolution (P = 1.0) 
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Figure 3. Peak position versus time display for the separation shown 
in Figure 1. Peak width in the time domain (",4,,) is represented by 
horizontal lines drawn through each point. 

is achieved by diode 5. This unique information about the 
rate of separation would allow an operator to make a decision 
about the suitability of the mobile phase for achieving the 
desired separation during the initial stages of the analysis. On 
the basis of the information displayed in Figure 2, one could 
predict as early as 2-3 min into the separation that adequate 
resolution will occur on-column. For peaks that do not resolve 
on-column, a negative prediction could be made early on in 
the run, the actual time determined by the time required for 
the partially overlapped peaks to travel past at least two 
diodes. 

Peak Trace. Figure 3 is another type of two-dimensional 
plot of the separation shown in Figure 1. The absorbance 
maximum of each observed peak is plotted as a function of 
time and position on the column. The horizontal lines drawn 
through each point correspond to the base-line width of the 
peak (",4" for resolved peaks) in the time domain at a par­
ticular diode. One can see from this plot that base-line res­
olution occurs at diode 5, since there is no overlap between 
the width lines for adjacent peaks. If one were interested in 
quantitation at a lesser degree of resolution, the peak width 
plotted could be redefined accordingly (e.g., 3.5,,). 

These plots allow rapid access to capacity factor (k) in­
formation. The slope of peak position versus time is the linear 
velocity of the peak. The capacity factor is related to the 
velocity (v) by 

k' = (vo/v,) - 1 (2) 

where Vo denotes the linear velocity of an unretained com­
pound and v, is the linear velocity of the analyte of interest. 
The determination of capacity factors by WeD measurement 
of linear velocity is more precise, and potentially more accu­
rate, than the conventional method of retention time mea­
surements 

k' = (t, - toll to (3) 

Since linear velocity is measured as tldj tlt between each pair 
of adjacent diodes, it is not subject to errors resulting from 
a delay between injection of the sample and recorder start 
time. The precision of the k' measurement is improved by 
the use of multiple detection cells along the column, in this 
case 14. In order to achieve the same precision using con­
ventional methods, several chromatographic runs would be 
required. 

Some of the problems associated with peak crossovers 
during optimization can be more easily handled with WeD. 
For example, in optimizing a gradient elution program, the 
time (gradient time) spent in completing the program is varied. 
This variation in gradient time often results in unpredictable 
peak crossovers, such that comparison of postcolumn chro-
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Figure 4. Peak position versus time plot for the separation of nitro-­
aniline isomers (peaks 1-3), dimethylanthraquinone (peak 5), and 
let1-bulylanthraquinone (peak 6). Peaks 4 and 7 are impurities from 
the anthraquinones. Injected concentrations for each analyte are 
",0.9, 0.7, 0.3, 0.6, and 2.0 mg/mL for 0-, m-, p-nitroaniline, 1.4-
dimethylanthraquinone, and 2-tert-butylanthraquinone, respectively. 
The initial solvent (isocratic) was 60/40 water/acetonitrile. Four 
minutes into the separation the solvent was switched to 100 % ace­
tonitrile. Other conditions include 0.4 mUmin flow rate and 650 ms 
integration time. 

matograms of a mixture obtained by using different gradient 
times can be difficult. For example, Dolan et al. (16) recently 
reported a case in which extending the gradient time from 5 
to 100 min resulted in four peak crossovers. The complete 
map of retention behavior obtained in WeD chromatography 
greatly simplifies the assignment of peaks eluted by using 
different solvent programs. 

The linearity of peak position vs time plots, under isocratic 
conditions, allows the operator to monitor the quality of the 
column over long periods oftime. For instance, contamination 
at the head of the column might result in erratic velocities 
in that region due to poor solute capacity. In addition, con­
tamination would likely result in reduced source intensity 
reaching the detector. 

Isocratic Simplicity. The "general elution problem" is 
a term generally used to describe the ineffectiveness of isoc­
ratic elution for the separation of a mixture composed of 
compounds with a wide range of retention factors. By use of 
a constant solvent mixture, early eluting peaks are often poorly 
resolved while highly retained peaks are broad and greatly 
extend analysis time. Gradient elution is often chosen as a 
solution due to its ability to achieve adequate resolution of 
early eluting peaks while sharpening late eluting peaks and 
reducing analysis time. However, the problems associated with 
gradient elution, i.e., (1) the time required to optimize the 
gradient program, (2) reduced precision of retention time 
measurements, and (3) detector base-line drift caused by the 
gradient, make the simplicity and reproducibility of isocratic 
elution very attractive. Thus, isocratic elution remains the 
method of choice for many applications (12). 

WeD offers a simple solution to the general elution prob­
lem, in that a complete "movie" of the separation process 
allows the operator to take advantage of gradient elution 
benefits under isocratic elution conditions. Figure 4 is an 
example of a separation of a mixture containing compounds 
with a wide range in polarity. The initial isocratic mobile 
phase was selected to ensure that the polar compounds (peaks 
1-3) would be separated at some point on the column. As a 
result, the nonpolar molecules are highly retained (peaks 4-7; 
dashed lines represent linear velocity if isocratic conditions 
were maintained throughout the run). The increased analysis 
time normally associated with highly retained compounds is 
due to the fact that in conventional detection methods 
quantitation cannot take place until the peaks exit the column. 
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Figure 5. Absorbance vs time plots at diodes 2 and 3 for the sepa­
ration shown in Figure 4. 

As pointed out earlier, with WCD the peaks may be quan­
titated the moment they become resolved. For the separation 
shown in Figure 4 the peaks 1-3 are base-line resolved at diode 
12 and peaks 4-7 are base-line resolved by diode 3. With 
confidence that there are only seven components of interest 
in the mixture, complete quantitation of all components may 
be completed within 13 min. In the absence of any solvent 
changes, quantitation of all components at the exit of the 
column requires ",66 min. In addition, all of the late eluting 
peaks are poorly detected postcolumn due to severe band 
broadening. 

Since, in the most simple WCD instrument design, only a 
single wavelength is used for quantitation, one might wish to 
utilize postcolumn detection to obtain additional information 
by using other detectors such as a mass spectrometer or diode 
array. WCD information can be used to facilitate postcolumn 
detection (or to simply reduce the time required for the 
column to clear after analysis is complete). For example, once 
the desired separation has been achieved on-column, a pulse 
of strong solvent (organic modifier in this case) may be used 
to speed up progress toward the exit. For the case demon­
strated in Figures 4 and 5 the initial mobile phase is 60/40 
H20/acetonitrile (ACN). As the separation nears completion, 
a pulse of 100% ACN is introduced. This pulse serves both 
to clear the column rapidly, as is shown by the steepness and 
the curvature of the linear velocity for the nonpolar com­
pounds, and to maintain the degree of separation achieved 
at the time the new solvent front catches up with each com­
ponent. The degree of separation is preserved because all of 
the components are essentially unretained in lOO% ACN. 
Figure 5 shows the chromatogram at diode 2 prior to the new 
solvent front and at diode 3 after the new solvent has passed 
over peaks 6 and 7. The peak profile is sharpened considerably 
by the focusing effect of higher organic modifier content in 
the mobile phase. 

Although not discussed in detail nor quantitated here, it 
is interesting to note that peak width variation as a function 
of time spent in a "new" solvent (e.g., isocratic step or gradient) 
will likely yield important information about both solvent and 
solute interactions with the stationary phase. As shown in 
Figure 5, a step to higher percent organic modifier sharpens 
the peak width in the time domain. A step to lower percent 
organic modifier (higher percent water) severely broadens the 
peak width in the time domain. 

Rate of Solvent Equilibration. After the solvent com­
position for isocratic elution has been changed, it is common 
practice to allow several column volumes to pass through the 
column in order to achieve complete equilibration between 
the mobile and stationary phases. When a pump designed 

o 1 2 3 4 5 6 7 8 9 10 11 12 13 1~ 15 16 11 18 19 20 21 22 23 24 25 

Time (minutes) 

Figure 6. Peak pOSition versus time plot for 2-min-interval injections 
of 2-nitroaniline (0.9 mg/mll as mobile phase is changed from 20/80 
ACN/H,O to 30/70 ACN/H,O. 

only for isocratic elution is used, a change in solvent com­
position is typically achieved by physically switching the 
solvent reservoir. For ACN /water mixtures applied in this 
manner, we note that the number of column volumes required 
to achieve a stable retention time at the exit of the column 
is due primarily to the mixing profile of the pump (Le. how 
long it takes the pump to deliver "pure" new solvent) and is 
not due to slow equilibration between the mobile and sta­
tionary phases. For example, the linear velocity of 4-nitro­
aniline in 20/80 ACN/H20, is 1.18 cm/min. When an in­
jection of 4-nitroaniline is followed immediately by a true 
solvent "step" (such a step can be accomplished by pumping 
several milliliters of the new solvent through the pump prior 
to connection to the column) to 30/70 ACN/H20, the linear 
velocity, as observed over all of the diodes, is found to cor­
respond to the linear velocity in 30/70 ACN/H20 under 
equilibrated conditions (2.17 em/min). From this and other 
isocratic step experiments, we estimate the time constant of 
solvent equilibration, for a step to higher ACN in H20, to be 
:510 s. The time constant for a step to higher water 
(ACN/water) is :530 s. These time constants imply that, under 
the conditions of the system (ACN/water on ODS), the col­
umn is equilibrated within a single column volume. For 
comparison, the time constant for analyte / stationary phase 
equilibrium has been reported by Marshall et al. (21) to be 
",10-3 s. 

Capacity Factor Behavior during a Gradient. In order 
to effectively utilize the sophisticated optimization strategies 
mentioned in the introduction, such as that developed by 
Quarry et al. (19), it is important to know a priori how the 
peak capacity factors change as a function of solvent com­
position. It is also important to verify that capacity factors 
determined from gradient elution (or during a gradient, as will 
be shown for WCD) can be accurately related to isocratic 
capacity factors. With WCD, "instantaneous" capacity factors 
can be measured at all points during a gradient. Several 
injections of 2-nitroaniline made at 2-min intervals during a 
gradient are shown in Figure 6. The gradient used in this 
case is a result of the mixing profile of our isocratic pump. 
The profile of solvent delivery (solvent composition vs time) 
was measured by using the technique described in ref 13 (p 
367) with lO-5 M anthracene dissolved in the new solvent. The 
profile is sigmoidal in shape and has a time constant of ",3.4 
min. The solvent change in Figure 6 is from 20/80 ACN/H20 
to 30/70 ACN/H20. Each peak trace shown in the figure is 
fit with a cubic spline function and the derivative taken at 
each position to produce a plot of velocity as a function of time 
during the gradient, right vertical axis of Figure 7. By use 
of the relationship given in eq 2, velocity as a function of time 
can be converted to instantaneous capacity factor as a function 
of time, left vertical axis of Figure 7. Since the solvent com-
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Figure 7. Peak velocity and capacity factor values as a function of 
elapsed time following a solvent switch. Peak velocity increases from 
",0.8 to 1.6 cm/min. while the capacity factor decreases from ",11 
to 5.2. 

position as a function of time and column position is known, 
a plot of In k' vs percent organic modifier can be constructed. 
The linear equation that describes the relationship between 
In k' and percent organic modifier is 

In k' = In k'H
2
0 + mx (4) 

where the subscript H20 indicates the capacity factor in water, 
m is capacity factor sensitivity to changes in the mobile phase, 
and x is percent organic modifier in water. The equation for 
2-nitroaniline, as measured under completely equilibrated 
isocratic conditions, over the range of 20% ACN to 100% 
ACN, is In k' = 3.44 - 0.0639x. Figure 8 is a plot of In k'vs 
percent ACN for three 10% step gradients. The fit to the 
above equation for the gradient data is In k' = 3.75 - 0.0718x. 
The maximum error between the two lines, over the range 
measured, is ~12%. The major source of error is believed to 
be due to inaccuracy in the measurement ofthe mixing profIle 
of the pump. This systematic error accounts for the curvature 
in the data at the extreme ends of the three gradient steps. 
Even so, the relatively good agreement between the two 
methods of measuring k' as a function of mobile phase com­
position demonstrates the validity of interconversion of k' data 
and the usefulness of being able to follow the change in re­
tention behavior as a function of position and time during a 
solvent gradient. In addition, with WCD the problem of 
preelution (i.e., solute elutes prior to the arrival of the gradient 
front, see ref 19) diminishes in importance due to the capa­
bility of correlating each peak's trace with time into the 
gradient. 

Effects of Solvent Changes on Quantitation. For the 
instrument employed in these studies, the blank intensity (Iol 
used to calculate absorbance is determined with only solvent 
on the column prior to the separation run. As long as the 
solvent composition remains constant, the error associated 
with this "static" 10 determination arises principally from the 
drift and flicker noise of the lamp. However, if the solvent 
composition is altered during separation, as discussed in the 
previous section, two additional factors contribute to potential 
error in quantitation. The extinction coefficient of most 
analytes has a slight dependence on solvent polarity. For 
example, the extinction coefficient of 2-nitroaniline, one of 
the analytes used in characterization of the WCD system, 
exhibits a ",3% difference between methanol, acetonitrile, and 
ethyl acetate (note, however, that the change in peak height 
shown for peak 6 in Figure 5 is primarily due to a change in 
refractive index). Extinction-coefficient dependence on mi­
croenvironmental polarity raises the question of how the ab-

~ gradient derived 
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Figure 8. Plot of In k'vs percent ACN derived from gradient (data 
pOints and least-squares line) and isocratic (least-squares line indicated) 
elution of 2-nitroaniline. Gradient data were obtained for solvent steps 
of 20-30%,30-40%, and 40-50% ACN. 

sorption spectrum is affected by a certain fraction of the 
molecules being partitioned into the stationary phase. [On 
the other hand, differences in extinction coefficients or 
fluorescent quantum yields due to dynamic micro environ­
mental changes may prove to be extremely useful in gaining 
additional information about retention mechanisms (22)]. In 
addition, the amount of light that reaches each photodiode 
(with only solvent flowing through the column) depends on 
the refractive index of the solvent. There is a 12% change 
measured in 10 as the solvent is varied from methanol to water 
and a 11 % change between 20% and 60% ACN in water. The 
maximum value of 10 is observed to occur at approximately 
50/50 organic modifier/water in both cases. These two sources 
of error could limit the amount of quantitative information 
obtainable during method development; i.e., when an operator 
chooses to vary the mobile phase while a separation is in 
progress. As mentioned previously, both of these sources of 
error (change in analyte extinction coefficient, change in base 
line due to variable solvent composition) are also found in 
gradient elution and contribute to the irreproducibility of 
quantitative information but are not prohibitive to the use 
of gradient elution. Since WCD offers many time-saving 
advantages when operated under fully equilibrated conditions 
and unique qualitative information under gradient conditions, 
we do not regard these sources of error to be a major constraint 
in the application of WCD as implemented here. 

Method Development for Process Control. There are 
many applications in which a mixture is to be sampled at 
regular intervals in order to follow the progress of a reaction. 
For example, it has been stated (23) that fast HPLC tech­
niques will find wide application in the pharmaceutical in­
dustry for " ... stability tests, dissolution rates, content uni­
formity, method development, kinetics, and process control." 
In many such cases short, "fast" chromatographic columns will 
serve. The major advantages of these short columns is the 
speed with which analyses may be carried out. The major 
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Figure 9. Three injections of nitroaniline isomer mixture (see Figure 
1 for concentrations). The time between each injection is 2 min. Other 
conditions include solvent composition of 70/30 water/acetonitrile. 0.4 
mLimin flow rate, and 650 rns integration time. 
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Figure 10. Peak posnion versus time plot of separation shown in Figure 
9. 

limitation of such columns is the reduced separation capacity; 
for complex mixtures it is often necessary to use longer col­
umns in order to achieve the desired separation. WCD offers 
the advantages of both column types-on a single instru­
mented column. Figure 9 shows three injections of a mixture 
made at 2-min intervals. For the solvent mixture used, every 
peak is adequately resolved at diode 5; thus, a 5-cm column 
could be used to separate this mixture routinely. However, 
using WCD an operator can optimize the time interval be­
tween injections and the mobile phase composition to suit the 
length of a fast column while retaining the ability to develop 
methods for more difficult separations which require longer 
columns. For example, Figure 10 is a position vs time plot 
of the separation shown in Figure 9. Note (in both figures) 
that after complete resolution at diode 5 the peaks begin to 
merge and then cross one another. In the postcolumn chro­
matogram several of the peaks are overlapped and it is difficult 
to identify which peaks are from each injection. If one were 
to carry out this separation on the same column without WCD, 
and therefore without the knowledge that each peak is resolved 
at 5 em on the column, one might be tempted to simply 
lengthen the injection interval time until none of the peaks 
were overlapped at the exit of the column. Such an adjust­
ment would add approximately 2 min to the interval time and 
extend the total analysis time by 2n, where n is the number 
of intervals required to monitor the entire reaction. 

Another way in which WCD might be useful in bioanalytical 
separations is through application to compound stability tests. 
Very often a newly synthesized compound must be separated 
from reaction components with little initial information 
concerning compound stability under chromatographic con-

ditions. As a result, during the first attempt at separation, 
the compound may be lost, perhaps due to decomposition or 
permanent retention on the column. The peak tracing ca­
pabilities of WCD can provide information about .the com­
pound's fate. Indeed, if the analyte is suspected of being 
unstable, the peak may be stopped (by shutting off the pumps) 
within a detection cell on-column and the kinetics of decom­
position characterized by measuring absorbance decay (as­
suming absorbance is the detection scheme used) as a function 
of time. If multiple wavelengths are used, the decay products 
could be tracked and studied from the point of origin once 
flow is reinitiated. 

Future Trends, In a forthcoming paper we will evaluate 
the use of WCD chromatography for a true measure of column 
efficiency without interference from extracolumn contributions 
to peak width. The width in the time domain can be converted 
to width in the length domain using the measured linear 
velocity of the peak. Thus, in WCD, measurements of (Jx' can 
be made at each detection cell on the column and plots of total 
variance vs position constructed. The result of such a plot 
is a straight line described by 

(12 total = xH + 0"2 extracol (5) 

where x is position on the column and H is the height 
equivalent to a theoretical plate. The slope of the plot is equal 
to H, and the y intercept is the sum of all extracolumn con­
tributions to variance. Thus, WCD can provide a measure­
ment of column efficiency, H, independent of extracolumn 
variance. 
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Rotamer analysis and methods for the determination Of mi­
crospecles concentration were combined. Relationships be­
tween the protonatlon constants of rotational isomers and bulk 
(macro- and micro-) constants were deduced. Populations 
for 9 rotamers of asparagine and 15 rotamers of aspartic acid 
were estimated by using pH dependence of 'H and 13C NMR 
coupling constants. The -COOH and -CONH2 groups proved 
to be practically equivalent In the formation of rotamer pop­
ulations. A close correlation was found between rotamer 
population data and other NMR parameters. Protonation 
constants for each rotational isomer were calculated, includ­
Ing rota-mlcroconstants for the acidic region of aspartic acid, 
where 12 microforms coexist, six of which are isomers both 
from protonation and rotational pOint of view. Such rota-mi­
croconstants could not be determined previously, due to their 
overlapping equilibria. 

INTRODUCTION 
Aspartic acid and asparagine exist in solution in several 

forms of protonation and intramolecular rotation. The 
isomeric products of protonation and rotation always occur 
in the presence of each other, due to their fast, continuous 
interconversion. These coexisting species produce composite 
analytical signals; however they act individually in specific 
biochemical processes. This is why the determination of their 
concentration, e.g. an appropriate type of speciation is im­
portant, but it needs indirect methods. 

Speciation aims at determining not only the total concen­
tration of a given component in the sample but also its dis­
tribution among different species. Microspeciation distin­
guishes between the different isomeric products of protonation 
(1), whereas rota-microspeciation, in addition, must specify 
the position of the flexible moieties of the molecule. 

A sine qua non of the above types of speciation is infor­
mation on the equilibrium constants. Simple speciation uses 
thermodynamic macroconstants. Microspeciation is based 
upon microconstants (microscopic protonation or dissociation 
constants) or group constants (1,2), whereas rota-microspe­
dation requires rota-microconstants. 

This paper presents the determination of the rotameric and 
microscopic forms and the relevant equilibrium constants of 
the title compounds. These closely related amino acids are 
equally important in biochemical interactions and metal 
complexation processes (3). 

Asparagine is one of the best possible examples to study 
protonation processes of different rotamers. It takes up 
protons in well-separated steps, but its rotamer populations 
have not yet been fully elucidated (4). The bulky, polar 
-CONH2 side-chain does not associate with protons but can 
influence either the proton-binding ability of other groups or 
the population of the rotamers. 

The proton-binding equilibria of aspartic acid are more 
composite processes. Solutions of aspartic acid contain five 

0003-2700/89/0361-2631 $0 1.50/0 

protonation microspecies and, thus, 15 rota-microspecies. For 
the two carboxylates of aspartic acid, which are of similar 
basicity, protonation constants have been published (5) but 
were derived only from empirical relationships. We therefore 
performed experiments to evaluate more reliable microcon­
stants. Several valuable contributions have been made toward 
the characterization of aspartic acid rotamer populations in 
the basic and neutral pH region (6-10). However, no attempt 
has been made for the rotamer analysis in the most compli­
cated acidic region, where 12 rota-microspecies coexist. We 
have also estimated the concentration of all these rota-mi­
croforms, including the six doubly isomeric (protonation and 
rotation) species. 

EXPERIMENTAL SECTION 
Amino acids were of analytical reagent grade (Reanal, Hungary) 

and used without further purification. All the potentiometric 
titrations were done with a Radiometer pHM 64 digital research 
pH meter and ABU 12 automatic buret, attached to an Ingold 
1040523059 combined electrode. In all solutions, ionic strength 
was kept constant at 2.0 mol dm-3 by NaC!. This was also the 
internal filling of the combined electrode. The titrant used was 
carbonate-free NaOH in 0.1-2.0 mol dm-3 concentrations. Amino 
acids were dissolved in hydrochloric acid solutions. Concentrations 
were identical with those of the titrants. For pH calibration the 
following standard solutions were used: 0.01 mol dm-3 HCl + 0.09 
mol dm-3 KCI (declared pH = 2.07); 0.05 mol dm-3 potassium acid 
phthalate (pH = 4.008); 0.01 mol dm-3 Na,B,07·10H,O (pH = 
9.180); 0.025 mol dm-3 Na,C03 + 0.025 mol dm-' NaHCO, (pH 
= 10.012). The temperature was kept at 25.0 ± 0.1 °C by 
ultrathermostat. The NMR solvent was D,O. To obtain con­
vertible pH and pD values by means of analytical n(pH) and n(pD) 

data (11), all potantiometric amino acid titrations were also carried 
out in D,O. Most NMR spectra were run on a Varian XL-l00/15 
spectrometer operating at 100.1 MHz for 'H and 25.16 MHz for 
"C. The proton spectra of the extremely acidic samples (pH = 
0.0) were recorded on a Varian XL-400 instrument since the 
,,-methylene protons proved to be magnetically equivalent at 100 
MHz. Chemical shifts were measured relative to internal tert­
butyl alcohol (1.22 ppm for 'H and 32.50 ppm for "C). 

Accurate NMR data of the ABX type proton spectra were 
obtained by iterative calculations using the LAOCN' program (12). 
The rms errors of the calculated "best fit" spectra were less than 
0.03 Hz, and the probable errors for individual data points were 
better than 0.03 Hz. 

RESULTS AND DISCUSSION 

Protonation Equilibria of Asparagine and Aspartic 
Acid. Asparagine and aspartic acid have two and three 
binding sites for protons, respectively. Figures 1 and 2 show 
their major protonation pathways. 

Published values (13) for the separately occurring amino 
and carboxylate protonations of asparagine are log K, = 8.79 
and log K, = 2.09 at T = 293 and 1.0 M/ dm' ionic strength. 
Our analogous pH-metric stepwise macroconstants at 298 K 
and 2.0 M/ dm' ionic strength in H,O were found to be log 
K, = 8.73 ± 0.02 and log K, = 2.02 ± 0.04, where uncertainties 
are standard deviations. 

© 1989 American Chemical Society 
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Figure 1. Major protonation processes of asparagine. 
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Figure 2. Major protonation processes of aspartic acid. 

In the case of aspartic acid, K2 and K3 are composites of 
microconstants (14) 

K2 = k A + kB 

K2K3 = kAkAB = kBkB
A 

(1) 

(2) 

The superscripts A and B on microconstant k denote the 
functional group protonating in the given process, while the 
subscript (if any) indicates the group attached to the proton. 
Indices A and B denote a- and /1-carboxylates, respectively_ 
Two examples of microconstants are given below (see also 
Figure 2) 

k A = 
[ASPN.A] 

(3) 
[ASPN][W] 

kAB = 
[ASPN.A.B] 

(4) 
[AsPN,A][H+] 

Several combined pH-metric-spectroscopic methods for the 
determination of microconstants have been discussed else­
where (15-17). However, no such method could be used for 
aspartic acid, due to the similar spectroscopic character of the 
two carboxylates and the small number of intervening atoms 
between them. 

Edsall's early work (5) for the estimation of microconstants 
by using semiquantitative substituent effect data was based 
on pK values of esters and other derivatives. The utilization 
of these constants is only recommended with caution (3). since 
the size and the H-bonding characteristics of the ester group 
are obviously different from those of the carboxyl. 

To minimize the ambiguity of the aspartic acid microcon­
stants, we used two further approaches: 

(1) Equations 1 and 2 show that in addition to K2 and K3• 
at least one other independent piece of information is nec­
essary in order to evaluate the microconstants. The NMR 
data of asparagine and aspartic acid in acidic medium are very 
similar. In fact, their rotamer populations are virtually the 
same (see Table III), indicating that the -CONH2 group very 
closely mimics the -COOH. Thus. K2 of asparagine can be 
considered a good approximation for kBA of aspartic acid. 
Microconstant kB is calculated from eq 2 as kB = K2K3IkBA_ 
However, note that this treatment provides reliable values only 
for kB and kBA. The analogous microconstants for the minor 

Table I. Protonation Macroconstants for Amino Acids at 
298 K and 2.0 mol dm-' Ionic Strength' 

aspartic acid 

log K, 9.53 ± 0.02 
logK, 3.65 ± 0.02 
logK, 1.96 ± 0.02 

asparagine 

8.73 ± 0.02 
2.02 ± 0.04 

a-alanine 

9.74 ± 0.01 
2.35 ± 0.01 

Ii-alanine 

10.14 ± 0.03 
3.60 ± 0.01 

aUncertainties are standard deviations. 

Table II. Protonation Microconstants for Aspartic Acid 
Given by Edsall et al. (Column I) and Determined in This 
Work by Metbod 1 (III) and 2 (II)' 

II III 

log hA 2.4 2.37 
log hB 3.7 3.63 3.59 
log kBA 2.0 1.98 2.02 
log hAB 3.2 3.24 

reference 5.3 this work this work 
2 1 

a For methods see text. Estimated uncertainties are around 0.05 
log k units. 

pathway of protonation (kA and kA B) cannot be determined 
accurately by this approach, due to the inevitable experimental 
errors in K2 and kB • and the insignificant difference between 
them. 

(2) Aspartic acid can be regarded either as a /1-carboxyl 
derivative of a-alanine or as an a-carboxyl derivative of /1-
alanine. In this respect we always denote the N-bound carbon 
a. When the aspartic acid molecule is "built up" in this way, 
the absolute value of basicity for both carboxylates changes, 
but the ratio remains equal to 18.1, as in the case of the two 
alanines. K2 of eq 1 can be divided into kA and kB accordingly_ 
Knowing both kA and kB, the other two microconstants kBA 
and kAB can be calculated from eq 2. 

The kA and kB microconstants derived in this way express 
the inherent basicity of the unmodified a- and /1-carboxylates. 
Moreover, since they are calculated by using K 2, their values 
reflect the interaction between the two carboxylates_ The 
effect of protonation on the other group is also reflected in 
the microconstants (see kBA I kA and kA B I kB ratios), by using 
the Ks macroconstant in the calculations. At present. this is 
the best approach for determination of aspartic acid micro­
constants. 

In an effort to obtain fully comparable data, we made pH­
metric measurements to determine macroconstants for the 
four relevant amino acids at 298 K and 2_0 moll dms ionic 
strength. Table I summarizes the results. The data in Table 
II indicate that the microconstants for aspartic acid are es­
sentially the same even when different source data and 
methods are used and despite differences in H-bonding ability 
of the functional groups in the auxiliary compounds_ 

Protonation Equilibria of Asparagine Rotamers. 
Figure 3 shows the staggered rotameric forms of differently 
protonated asparagine species. The number of theoretically 
possible species is limited by two factors: (1) the eclipsed 
rotameric forms essentially do not exist; (2) the concentration 
of the "inverse" single-proton-containing species, in which the 
carboxylate holds the proton (-COOH), and the amino group 
is uncharged (-NH2), is negligible, since the basicity of the 
amino group is several orders of magnitude greater than that 
of the carboxylate. 

By use of the convention cited previously (7. 8) t and g 
designate the rotamers in which the bulkiest groups are in 
trans and gauche positions, respectively. In h rotamers. all 
three carbon-bound hydrogens as well as the three bulky 
substituents are adjacent. Subscripts N and A occur when 
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Figure 3. Staggered rotarners of Asn-, HAsn, and H,Asn+. 

the amino and a-carboxylate groups are protonated, respec­
tively. 

Protonation constants of the individual rotational isomers 
can then be defined as follows: 

[tN] 
(5) K =--

1t [t][W] 

K -~ 
19 - [g][W] 

(6) 

[hN] 
(7) K ---

lh - [h][W] 

[tN,A] 
(8) K =--

2t [tN][H+] 

[gN,A] 
(9) K ----

2g - [gN][W] 

[hN,A] 
(10) K =---

2h [hN][W] 

The following mass-balance equations are then valid: 

CA,n = [Asn-] + [HAsn] + [H2Asn+] (11) 

[Asn-] = [t] + [g] + [h] 

[HAsn] = [tN] + [gN] + [hN] 

[H2Asn+] = [tN,A] + [gN,A] + [hN,A] 

The bulk macroconstants are given as 

K _ [HAsn] 

I - [Asn-][H+] 

(12) 

(13) 

(14) 

(15) 

K _ ---,-[H---,2=-A_s_n+--=]_ 
2 - [HAsn][H+] 

(16) 

Rotamer mole fractions are designated by using three 
symbols: F, the concentration of any rota-microspecies relative 
to the total asparagine concentration (CA,n); i, the concen­
tration of any rota-microspecies relative to the concentration 
of one of the macrospecies (Asn-, HAsn, or H,Asn+); and ~, 
the concentration of a rotameric form, regardless of the pro­
tonation stage. (~t' ~g, and ~h comprise all species in the given 
t, g, or h rotameric form.) 

For example, the mole fraction of g can be written as 

Fg = [g]jCA,n (17) 

Examples of partial mole fractions are as follows: 

[g] 

i g = [g] + [t] + [h] 

[gN] 

i gN = [gN] + [tN] + [hN] 

[gN,A] 

~ values for asparagine can be expressed as 

~g = Fg + FgN + FgNA 

~t = F t + FtN + F tN.A 

~h = Fh + FhN + FhN,A 

(18) 

(19) 

(20) 

(21) 

(22) 

(23) 

By the introduction of F-type mole fractions not only for 
rotameric forms but also for macro- (or micro)species, the 
relation between the i- and F- type rotamer populations can 
be expressed. The example for Asn- and g is as follows: 

FAsn- = [Asn-]jCA,n 

From eq 18, 12, and 24, we derive 

f =~=-[-g]-=~ 
g [Asn-] FA,n-CA,n- FA,n-

(24) 

(25) 

F and ~ values depend on the pH; however, i values are 
pH-independent. From eq 25, it is clear that ig and Fg are 
equal when FA,n- = L This is the case for asparagine in very 
basic solutions. In general, rotameric i and F values become 
practically identical whenever a species in a given state of 
protonation becomes the overwhelmingly predominant species. 
In that case, some simplifications become possible. 

At very high pH, the concentrations of HAsn and H,Asn+ 
are negligible 

C A,n(pH><2) = [Asn-] (26) 

F g(PH><2) = ig (27) 

Ft(PH> <2) = it (28) 

Fh(pH><2) = ih (29) 

On the other hand, at neutral pH, HAsn exists almost ex­
clusively 

F gN(S>pH >6) = I gN 

FtN(S>PH>6) = ItN 

FhN(S>PH>6) = IhN 

(30) 

(31) 

(32) 

(33) 
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Table III. IH NMR Data and Calculated Rotamer Populations for Asparagine and Aspartic Acid" 

obsd 
three-bond 

rotamer populations, cI> coupling 
chemical shifts, ppm values, Hz JG = 2.4, J T = 13.3 JG = 2.56, J T = 13.6 

compound pH (pD) A B X 3J;,x 3JBX g h h 

asparagine 13.1 3.691 3.849 4.767 8.70 4.96 0.58 0.23 0.19 0.56 0.22 0.23 
7.4 4.109 4.151 5.226 7.27 4.01 0.45 0.15 0.41 0.43 0.13 0.44 
0.0 4.271 4.305 5.613 6.25 4.38 0.35 0.18 0.46 0.33 0.16 0.50 

aspartic acid 13.2 3.493 3.815 4.730 9.55 4.06 0.66 0.15 0.19 0.63 0.14 0.23 
7.2 3.914 3.985 5.105 7.94 3.87 0.51 0.14 0.36 0.49 0.12 0.39 
3.87 4.042 4.088 5.179 7.69 3.88 0.49 0.14 0.38 0.47 0.12 0.42 
3.19 4.127 4.155 5.231 7.26 4.13 0.45 0.16 0.40 0.43 0.14 0.43 
0.0 4.358 4.397 5.654 6.34 4.35 0.36 0.18 0.46 0.34 0.16 0.50 

(1 The most acidic spectra were recorded at 400 MHz, all others at 100 MHz. 

When the media is very acidic, only the doubly protonated 
species is present 

CAsn(PH<I) = [H2Asn+] 

FgN.A<PH<l) = fgN,A 

FtN,A(PH<l) = ftN.A 

FhN,A(PH<ll = fhN.A 

(34) 

(35) 

(36) 

(37) 

Note, however, that the above simplifications are not valid 
outside the indicated pH ranges. 

Combining and rearranging eq 6, 19, 18, 12, 13, and 15 as 
well as 9, 20, 19, 14, 13, and 16 gives the rota-macroconstants 
K1g and K'g, respectively 

fgN[HAsn] fgN 
K =----=-K 

Ig fg[Asn-](H+] fg 1 
(38) 

fgN,JH,Asn+] fgN.A 

K 2g = fgN[HAsn](H+] = fgN k2 (39) 

Protonation constants for all other rotational isomers can 
be expressed in an analogous manner. Equations 38 and 39 
show that these parameters are combinations of structure and 
equilibrium elements and are derived from a bulk protonation 
constant and two mole fractions. We distinguish the pro­
tonation constants as rota-macro- or rota-microconstants. For 
asparagine, only the former is considered. Due to the over­
lapping carboxylate protonations, both constants are appli­
cable for aspartic acid. 

Mole fractions of rotamers can be elucidated from three­
bond coupling constants. Individual rotamers cannot be 
directly observed, because of their fast interconversion on the 
NMR time scale. However, their time-averaged signals pro­
vide well-established indirect methods (7-9, 18-22) for the 
evaluation of their concentrations. For most a-amino acids, 
the substituted ethane residue possesses a three-spin ABX 
pattern, due to the nonequivalent two (3- and a-hydrogens. 
The observed 3J(HA-Hx ) and 3J(HB-Hx) coupling constants are 
mdependent only of the magnetic field; but they do depend 
on pH, because of the change in rotamer populations. In order 
to extract the rotamer mole fractions from the NMR coupling 
data, two-parameter formulations (7, 9, 18-20) and six-pa­
rameter formulations (21,22) have been suggested. As dis­
cussed more recently (8) the six-parameter treatment may 
yield results only marginally improved over those obtained 
with the simpler and more rapid two-parameter method. 

The general, two-parameter formulation is as follows: 

JA,x = if>,JG + if>,JT + if>hJG (40) 

Js,X = if>,JT + if>,JG + if>hJG 

if>, + if>g + if>h = 1 

(41) 

(42) 

Table IV. Macro- and Rota-Macroconstants of Asparagine 
in log Units 

macrocon- rota-macroconstants 

stants h 
symbol value symbol value symbol value symbol value 

8.73 Klt 
2.02 K2t 

10.75 (32t 

9.01 
2.07 

11.0, 

where J AX and JB,x are experimental vicinal coupling values 
and JG and JT are coupling parameters for the gauche and 
trans (anti) positions, respectively. 

The NMR aspects of eq 40-42 present the following 
problems. Since the HA and Hs assignments are arbitrary, 
IH NMR coupling data alone do not provide sufficient evi­
dence for the t and g assignments. This shortcoming can be 
avoided by using 13C-IH coupling values (9). In principle, 
three-bond 13C-IH couplings can also be used for the numerical 
evaluation of rotamer populations. However, the limited 
accuracy of these data restricts their use to assignments only 
(8,9). An additional difficulty arises in most cases of acidic 
solution, where the chemical shifts of the two (3-methylene 
protons are very similar. Distinction between these two nuclei 
is possible only by high-resolution NMR measurements. The 
most widely accepted J G and JT constants for proton-proton 
couplings are 2.4 and 13.3, as reported by Martin (8), and 2.56 
and 13.6, reported by Hansen (9) et al. Virtually the same 
values were given in the pioneer works of Pachler (18) and 
Abraham (19). Table III gives IH NMR data and rotamer 
populations for asparagine and aspartic acid. 

An important methodical conclusion can be drawn from 
Table III. Rotamer populations calculated by Martin's and 
Hansen's parameters are in good agreement. The estimated 
uncertainty is approximately 5%. Using rotamer populations, 
macroconstants, and eq 38 and 39, we calculated protonation 
constants for rotational isomers. Table IV lists the corre­
sponding bulk constants for comparison. Accuracy of the data 
is represented by the number and form of decimals. 

Protonation Equilibria of Aspartic Acid Rotamers. 
Figure 2 shows macro- and microequilibria of aspartic acid. 
All solutions of aspartic acid contain a mixture of rotational 
isomers. Figure 4 shows structures of these rota-microspecies 
and the relevant constants. Super- and subscripts of constants 
indicate first the macro- or microprocess and then the ro­
tameric form. Each of the five protonation stages of aspartic 
acid is a composite of three rotamers. Thus the total number 
of rota-microspecies is 15. By choosing appropriate pH values, 
we can prepare solutions, containing nearly exclusively Asp2-
or HAsp- or H3Asp+. From the 3-bound coupling data of these 
systems, rotamer populations of the above species can be 
determined by the methods discussed for asparagine. How-
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Figure 4. Staggered rotamers of aspartic acid and their protonation 
equilibria. 

ever, the macro-composition of H2Asp consists of two micro­
and accordingly six rota-microspecies. All of these species are 
isomers either in the stage of protonation or in the form of 
rotation. Concentrations of such doubly isomeric species have 
not been previously reported. Calculation of their individual 
concentrations is not possible even with the knowledge of 
microconstants and coupling data. Microconstants are useful 
to calculate only the sum of mole fractions for rotamers of 
protonation isomers 

[AsPN.Al 
(42) 

(43) 

FASPNJ3 = FtNJ3 + F",B + FhNJ3 (45) 

Similarly, coupling data provide only sums for analogous 
rotamers of isomeric protonation 

oI>t = F t + FtN + FtN,A + FtN,B + FtN,A,B (46) 

oI>g = Fg + FgN + FgN,A + FgNJ3 + F",A,B (47) 

oI>h = Fh + FhN + FbN,A + FhNJ3 + FhN,AJ3 (48) 

Populations of the unprotonated rotamers (Fg, F" and Fh) are 
negligible below pH 7. The 12 other rota-microspecies occur 
in significant concentration. F tN, F", and FhN values are known 
to form eq 25 type relations as products of F AsPN and the 
respective ftN' f<N' and fhN data. For example 

FtN = ft/Aso. (49) 

The pH-independent ftN value is known from neutral so­
lutions, where ASPN is the exclusive protonation form. FAsPN 

can be calculated from macroconstants and pH data by using 
the appropriate form of an eq 42 type equation. Analogously 
FtNAB, F <N ,and FhNAB can also be calculated for any arbitrarily 
chosen pH value. Accordingly, oI>t, oI>g, and oI>b can be reduced 
to forms containing only two terms on the right-hand sides 
of the equations 

oI>t' = FtN,A + FtN,B 

oI>g' = FgN,A + F<NJ3 

oI>h' = FhN.A + FhN,B 

(50) 

(51) 

(52) 

Most importantly, eq 43, 45, and 50--52 clearly do not contain 
sufficient information to elucidate the unknown mole fractions. 
Evaluation of these rotamer populations needs additional 
considerations. 

Estimation of Rotamer Populations for the Protona­
tion Isomers. Table III shows that in very acidic medium, 
the rotamer populations of asparagine and aspartic acid are 
identical. This is not true at other pH values. This obser­
vation means that the -COOH and -CONH2 groups have 
equivalent roles in forming rotamer populations. It follows 
that natural asparagine is analogous with the ASPN B proton­
ation isomer. Therefore, the populations of their'rotamers 
are practically the same 

ftAeP(N,B) = itABD(Nl 

f gAsp(N.Bl = f gkln(N) 

f hAsp(N,Bl = f hAMI(N) 

(53) 

(54) 

(55) 

This provides numerical data for the rotamer populations of 
the ASPN,B major protonation isomer. With the above values, 
one could now calculate the minor protonation isomer (AsPN,A) 
rotamer populations directly, based on eq 50-52. However, 
the total occurrence probability of these rotamers (tN,A, gN,A, 
hN,A) does not exceed 5 %, even at the most favorable pH. 
Their contribution to the observed NMR coupling data is 
commensurable with the uncertainty of the measurement. 
Thus, we developed an indirect method to estimate the ro­
tamer populations for the minor protonation isomer. This 
method is based on our data for 18 asparagine and aspartic 
acid rotamer populations. By definition, the sum of (-type 
mole fractions is equal to unity, For the rotamers of ASPN,A 
microspecies, this sum takes the following form: 

1 = ftN,A + fgN,A + fhN.A (56) 

Evaluation of the quantities on the right-hand side of eq 56 
requires two additional relations. The following two ratios 
could then be estimated: 

ftN.A/ibN,A = trans/gauche(c-G) (57) 

fgN.A/fhN.A = trans/gauche(c_N) (58) 

Our explanation of the above relationships is as follows. In 
the formation of rotamer populations, the role of the sub­
stituents of a- and iJ-carbons is very different. In this per­
spective, the effect of A, B, and X protons is negligible relative 
to the bulky groups of high electron density. We therefore 
tried to find relationshios between the relative position of the 
carboxylate and amino groups with other NMR parameters 
of the molecule. Com. arison of t and h rotamers (Figure 4) 
shows that the ft/ h population ratio measures only the 
translgauche tendency between the two carboxylates, since 
(1) the amino-iJ-carboxylate position is equally gauche in both 
the t and h rotamers and (2) the carbon-bound protons do 
not significantly influeJlce the populations. Analogous ratios 
can also be estimated for other stages of protonation (e.g. 
ftNlfbN' etc.). 

As expected, this ratio gradually decreases with the progress 
of protonation, since uptake of protons is followed by loss of 
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Table V. Trans/Gauche Tendency Ratios and Sums of Carbonyl 13C NMR Chemical Shifts· 

state of group 
symbol of species 

Asp'-
HAsp­
H3Asp+ 
Asn-
HAsn 
H2Asn+ 

(3 

-COO-
-COO-
-COOH 
-CONH, 
-CONH2 
-CONH2 

-COO-
-COO-
-COOH 
-COO-
-COO-
-COOH 

a For abbreviations see text. 
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Figure 5. The trans/gauche tendency of the carboxyl(ate) groups 
plotted against the sum of the carbonyl 13C NMR chemical shifts at 
different stages of protonation. 

electron density and basicity at the adjacent groups. This is 
also manifested in the loss of repulsion between the groups. 
In Figure 5, It! Ih ratios are plotted as a function of the sum 
of 13C NMR chemical shifts of the a- and {3-carbon-bound 
carbonyl C atoms. Since the chemical shifts are also electron 
density dependent, the close correlation is not surprising. 

~ollowing similar arguments, Ig/ fh, IgN/lhN, etc. population 
ratIOS characterize the extent to the trans/gauche tendency 
between the amino and {3-carboxylate groups. Table V con­
tains t/g ratios for the case of (3-carboxylate-a-carboxylate 
t/g(C-C) and (3-carboxylate-amino t/g(C-N) relations as well as 
the sum of the two carboxyl carbon 13C chemical shifts (La). 

The t/ g(C-N) value is approximately 0.3, wherever the amino 
group is protonated. Accordingly, this is a good approximation 
for the IgN) fhN,A in eq 53. 

On the other hand, the value of the t/g(C-C) ratio is strongly 
dependent on the protonation state of the groups. Fortu­
nately, the correlation between t/g(C-C) and La values is good 
(Figure 5). If the 13C NMR chemical shift values for the AsPN,A 
carbonyl carbons are known, the straight line of Figure 5 
provides a good approximation for the t/g(C-C) value. The 
NMR spectrum of AsPN,A species cannot be directly recorded. 
ASPN.A is a protonation isomer (and only a minor one), so it 
occurs only in the presence of other species. However, the 
Sudmeier-Reilley equation (23) provides a means to calculate 
the spectra from appropriate NMR data 

!lo. = f.C .. + f~C~. 
!lo~ = f.C.~ + f~C~~ 

(59) 

(60) 

where !la. and !lop are protonation shifts at a given pH, 

t/g(C-C) t/g(C-N) LO. ppm 

2.74 0.59 183.91 + 181.26 = 365.17 
1.24 0.30 178.73 + 175.42 = 354.15 
0.66 0.32 174.04 + 171.57 = 345.61 
2.43 0.96 177 .80 + 182.63 = 360.43 
0.98 0.30 174.50 + 175.43 = 349.93 
0.66 0.32 174.36 + 171.87 = 346.23 

Table VI. Macro-, Micro-, Rota-Macro-, and 
Rota-Microconstants of Aspartic Acid in log Units 

macro- or 
microcon- rota-macro- or rota-microconstants 

stants g h 

symbol value symbol value symbol value symbol value 

Kl 9.53 Klt 9.4, K 1g 9.4, Klh 9.7, 
hB 3.63 hB, 3.6 hB 3.7 hBh 3.7 
hA 2.37 h\ 2.3 hA' 2.4 h A

h 2.4 
hAB 3.24 kA

B
t 3.1 hA~' 3.3 kABh 3.3 

hBA 1.98 kBAt 1.9 kB\ 2.1 kB\ 2.0 
{3, 13.18 {32t 13.0 {32g 13.1 {32h 13.5 
{33 15.14 {33t 14.87 {33, 15.1, {33h 15.4, 

measured at the a- and {3-carbonyl carbons, f. and f~ are the 
protonation mole fractions of the a- and ~-carboxylates at the 
same pH, C •• and C~. are protonation shift coefficients of the 
carboxylate at the a- and (3-carbonyl, respectively, and so forth. 
Since the t/g(C-C) values are plotted as a function of the sum 
of carbonyl chemical shifts, eq 59 and 60 can be combined. 
Further simplification is possible, since we know the !lomax 
= C. + C~ values by acidifying from neutral (f. = I~ = 0) to 
very acidic (f. = Ip = 1) medium. The La values calculated 
in this way for the ASPN,A species at pH = 3.19 and 3.87 are 
349.6 and 349.4 ppm, respectively. The corresponding t/ g(C-C) 
value is approximately 1.08. Introducing these data as well 
as tjg(C-N) = 0.3 into eq 56 gives ftN.!. = 0.45, fON,A = 0.13, and 
ihN~ = 0.42. 

The above results and rotamer populations for ASPN and 
ASPN.A.B as well as experimental NMR coupling data at pH 
= 3.19 and 3.87 permitted an independent test calculation for 
the AsPN.B rotamer populations. The values ftN.B = 0.42,lgN.B 
= 0.14, fhN.B = 0.44 were obtained. The corresponding data 
for the neutral asparagine species were ftN = 0.43, fON = 0.13, 
and fhN = 0.44. 

Considering the number of parameters to be handled, the 
agreement between these rotamer populations is excellent. 
This agreement can be interpreted as either evidence of the 
equivalent role of -COOH and -CONH, groups forming ro­
tamer populations, or proof of the validity of the evaluation 
method. 

With all the population data and equilibrium constants, 
rota-macro- and rota-microconstants could be calculated. The 
values are summarized in Table VI. The number of decimals 
in the constants is proportional to the accuracy. The un­
certainty of rota-microconstants is inevitably greater, since 
this kind of equilibrium parameter needs more experimental 
and evaluation methods. The requirements of the thermo­
dynamic relations between the macro- and microconstants are 
sometimes not absolutely satisfactory, due to roundings. 

CONCLUSIONS 

Microequilibrium data of aspartic acid have been treated 
with caution (3) thus far. Our studies, however, using different 
and independent approaches, support Edsall's early state­
ments(5). The {3-carboxylate basicity is about 18 times greater 



ANALYTICAL CHEMISTRY, VOL. 61, NO. 23, DECEMBER 1, 1989 • 2637 

than that of the a-carboxylate. The interactivity parameter 
between the two carboxylates is Ll. log k = 0.39; i.e., depro­
tonation of one of the carboxyl groups causes a 2.5-fold in­
crease in basicity at the other carboxylate group. 

Population data of asparagine rotamers indicate that the 
proportion of rotamer h gradually increases with protonation, 
at the expense of rotarner t. The repulsing character of bulky 
groups with high electron density is responsible for the small 
population of rotamer h, and the predominance of rotamer 
t at high pH. The enhanced proton binding ability of rotarner 
h can be explained by the fact that all the basic moieties of 
the molecule are adjacent. The dominance of rotamer h in 
acid medium is certainly connected with H bonding and 
solvation effects. The protonation constants of the rotamers 
are generally great whenever a basic group in gauche position 
is situated near the protonation site. For example, the 
-CONH2 group does not ionize itself in any way but does 
promote the protonation of other groups in gauche. This 
gauche effect (E,.uoh,) can be quantified by comparing rota­
macroconstants 

E,.uoh,.NH, = log KJh - log K J, "" 0.5 

Eg.uohe.COO- = log K2h - log K2t "" 0.2 

In aspartic acid, the decline of rotamer t and the increase of 
rotamer h can also be observed upon acidifying the solution. 
Accordingly, protonation constants of h rotamers are always 
greater, and those of t rotamers are smaller than the corre­
sponding bulk (macro- or micro)constants. In cumulative 
constants ((3), the differences are also accumulated. A dif­
ference between the relevant rota-constants of more than 0.2 
log k units can be considered significant. The corresponding 
rotarner populations of the two protonation isomers are nearly 
equal, suggesting that the formation of a rotational state is 
essentially independent of which of the carboxylates holds the 
proton. 

The !t/ I, type ratios for the given states of protonation are 
also informative, since they measure the different interactions 
that influence the formation of rotamer populations. In t 
rotamers, the (3-carboxyl(ate)-a-carboxyl(ate) positions are 
trans, while in g rotamers, the (3-carboxyl(ate)-amino(am­
monium) positions are trans. This is why the !t/ Ig ratio reflects 
the relative importance of the (3-carboxyl(ate)-a-carboxyl(ate) 
interaction as compared with the (3-carboxyl(ate)-amino(am­
monium) interaction in populating the rotarners. The I, value 
and its change are always significantly smaller than It and its 
change, indicating that the main governing factor in formation 
of the rotarner populations is the carboxyl(ate)-carboxyl(ate) 
interaction. The nonequivalence of rotarneric log k values may 
also imply different receptor- and metal-ion-binding ability 

for aspartic acid and other biomolecule rotamers. 
By means of the appropriate rotamer populations and 

equilibrium constants the individual concentrations of all 
rota-microspecies can be calculated at any arbitrarily chosen 
pH. For example, the relative concentration of gN,B of aspartic 
acid (F",B) can be given as 

FgN,B = F ASPN,JgN,B = 

1 + KJ[H+j + 1l2[H+j2 + 1l3[H+/'N,B 

F";B can also be expressed by using rota-macro- and rota­
microconstants 

K J,kB,[H+j2 
F - f 

,",B - '1 + KJ[H+j + 1l2[H+j2 + 1l3[H+j3 

The actual values of F";B relative concentrations at pH 7 
and 4 are 5.95 X 10-5 and 4.12 X 10-2, respectively, which are, 
at the same time, real, absolute concentrations in 1 moll dm3 

aspartic acid solutions. 
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Chemical Acoustic Emission Analysis in the Frequency Domain 
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The utility of frequency domain power spectra computed from 
chemicai acoustic emission signals is investigated. Averaged 
power spectra from eight chemical systems are employed and 
the frequency range 50 kHz to 1.5 MHz is examined. The 
chemical processes include aqueous dissolution (NaOH and 
Na,CO.), hydration (silica gel, quicklime), sOlid-liquid (water) 
and solid-solid (C,CI.) phase transitions, and carbonated 
water effervescence. Power spectra for a given chemical 
system are found to be reproducible for at least several 
months provided the same acoustic transducer is used in 
each case. Differences among power spectra indicate dif­
ferences in the physical processes giving rise to the signal. 
Bubble release is shown to result in low-frequency signals, 
while crystal fracture is believed to produce higher frequency 
signals. 

Acoustic emission analysis (AEA), the analysis of acoustic 
signals from systems undergoing physical change, has been 
used by engineers and material scientists for many years (1-3). 
Only recently, however, has the area drawn the attention of 
chemists (4-11). Many dynamic chemical systems, particularly 
those that involve phase transitions, are acoustically active. 
Chemical changes are normally accompanied by energy 
transfer and some of the energy released may be in the form 
of an acoustic wave. Chemical AEA has demonstrated good 
potential for monitoring industrial processes and chemical 
systems that are difficult to observe by other means (10). 
Other advantages are the passive, noninvasive nature of the 
technique and the relatively low cost of the instrumentation. 

One reason for the current dearth of applications of AEA 
to chemistry has been the complex nature of the signals in­
volved. Experimental data are readily obtained, but inter­
pretation has been hampered by the fact that few fundamental 
studies have been conducted to relate the characteristics of 
the signals to mechanisms and processes occurring. Much of 
the previous work has focused on the overall acoustic activity 
(energy released) as a function of time. Because chemical 
systems typically emit bursts of acoustic energy, this usually 
means measuring peak acoustic activity as events occur. Such 
studies are useful in monitoring the processes that are oc­
curring. Useful information may also be derived through time 
series analysis as demonstrated by Belchamber et al. (10, 12). 
To distinguish among different mechanisms generating the 
signals, however, it is necessary to look at the characteristics 
of the signals themselves. It has been demonstrated that 
different processes in the hydration of silica gel could be 
distinguished by using pattern recognition methods (10), but 
little further work has been openly published in this area. 

One goal of our current research is to be able to differentiate 
physical processes occurring in chemical systems by the nature 
of acoustic signals emitted. One way to study these signals 
is to obtain the Fourier transform of the signal and examine 
the characteristics of the resulting power spectrum, i.e. the 
frequency components of the signal. Power spectra of acoustic 
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emission signals have been reported by several workers (4, 10, 
11), but little has been done to investigate their utility. In­
terpretation of the power spectrum is complicated by the fact 
that the acoustic signal originating in the system is distorted 
by several factors. First, there are the transmission charac­
teristics of the signal through the medium and across the 
transducer interface, which are frequency dependent. Also, 
different frequency components of the signal propagate 
through the medium with different speeds, adding a depen­
dence on source location. Reflections and the generation of 
surface waves at the interface are additional complicating 
factors. Finally, the signal transfer characteristics of the 
transducer and amplifier system play an important role. 
Piezoelectric transducers are commonly used for AEA. Sim­
pler types employ a single resonance, which makes frequency 
domain analysis virtually impossible. We employ broad-band, 
high-frequency transducers that are composed of multiple 
resonators. While these have a wide bandwidth, the frequency 
response is not flat and will affect the appearance of the power 
spectrum. Typical transducer response functions are shown 
in Figure 1. 

Because of the complicating factors in the frequency 
analysis of acoustic signals, this study attempted to answer 
several fundamental questions. The first concerned the re­
producibility of power spectra from a given chemical system. 
Another question was how dependent the power spectra were 
on the particular transducer used, since each has its own 
characteristic frequency response. Finally, we wished to 
consider whether power spectra from different chemical 
systems contain enough information to distinguish among 
different processes that might be occurring. To help answer 
these questions, eight chemical systems, encompassing a va­
riety of processes, were chosen for study with chemical AEA. 
Frequency components in the range 50 kHz to 1.5 MHz were 
examined. Since individual power spectra tend to be quite 
variable due to the nature of the acoustic signals, average 
power spectra were used in this study. 

EXPERIMENTAL SECTION 
Instrumentation. The experimental apparatus used in this 

work is shown in Figure 2. The sample being studied was nor­
mally placed on the acoustic transducer in a 30-mL Pyrex beaker, 
with a thin layer of stopcock grease on the bottom of the beaker 
to improve acoustic coupling. The exception was the hexa­
chloroethane system, which is more fully described in the section 
on chemical systems. The transducers used were Bruel and Kjaer 
Model 8312 broad-band piezoelectric transducers with a built-in 
40-dB preamplifier (Bruel and Kjaer, Naerum, Denmark). The 
frequency responses of the two transducers used in this study are 
shown in Figure 1. Transducer 1 was used for most studies, with 
transducer 2 employed for transducer comparisons. The trans­
ducer normally rested on a I-in. foam pad to minimize the in­
fluence of laboratory bench vibrations. 

The output of the transducer was connected to a Bruel and 
Kjaer Model 2638 wide band conditioning amplifier, which pro­
vides a variety of band-pass filters. A frequency range of 50 kHz 
to 2 MHz was selected for this work, since ultrasonic frequencies 
appear to encompass the bulk of acoustic activity (4, 11) and 
monitoring signals in this region avoids audio interference from 
the laboratory environment (8). Although the amplifier is rated 
to 2 MHz, the upper frequency is limited by the response of the 
transducer (about 1.2 MHz). The gain of the amplifier is switch 

© 1989 American Chemical Society 
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Figure 1. Frequency response of acoustic transducers employed in 
this study. 

Chart Recorder 

Transducer Digital Storage OscHloscope 

Figure 2. Experimental apparatus for acoustic emission experiments. 

selectable over the range 0-60 dB in steps of 1 dB. 
The amplifier used has two outputs available, a peak-detect 

output and a direct output. The peak-detect output responds 
instantly to the maximum peak amplitude of the signal burst and 
has a 200-ms decay constant to allow time for a chart recorder 
to respond. This permits the overall acoustic activity of the system 
to be monitored with a slow recording device. The direct output 
is simply the amplified and filtered signal. This was connected 
to the input of a Tektronix Model 2230 digital storage oscilloscope 
(Tektronix, Beaverton, OR). For all experiments conducted, a 
sampling interval of 200-ns was used and 1024 points were ac­
quired per signal. The scope was pretriggered such that about 
100 points were collected before the trigger point. The digital 
data with 8-bit resolution were transferred to a personal computer 
(12-MHz IBM PC/ AT compatible, Nora Systems, Vancouver) 
via an IEEE-488 bus and stored on a hard disk for later processing. 
The maximum throughput of this system is approximately 0.5 
signals/so 

The number of signals collected and the amplification required 
varied among systems. Details are given in Table 1. The fre­
quency of emissions varied as well, but in all cases the rate of 
arrival of signals was slow enough to allow individual bursts to 
be collected. Figure 3 shows the peak amplitudes measured for 
each set of signals as a function of time. These plots were gen­
erated by using data sets collected on the scope and reflect trends 
that were also observed with the chart recorder. All of the peak 
amplitudes have been normalized to the maximum for each group. 
Although common abscissas are shown, each group of signals was 
collected for a different period of time and does not necessarily 
represent a complete set of signals for the process. Data ac­
quisition was stopped when (1) no further signals were observed, 
(2) enough signals had been collected for reliable analysis, or (3) 
it was felt that a significant change in the mechanism responsible 
for acoustic signals would occur if the data collection period was 
extended. 

Chemical Systems, Eight chemical systems were examined 
in this study. These were the melting of ice, the hydration of 
quicklime, the hydration of silica gel (two cases), a solid-solid 
phase transition in hexachloroethane, the dissolution of sodium 

Table I. Experimental Information on Acoustic Emission 
Systems Studied 

Figure 3. Peak amplitudes of acoustic signals collected for each 
chemical system studied as a function of time: A, melting ice; B, 
quicklime hydration; C, smca gel hydration I; D, smca gel hydration II; 
E, hexachloroethane solid-solid phase transition; F, sodium hydroxide 
dissolution; G, sodium carbonate dissolution; H, carbonated water. 
Amplitudes have been normalized to the maximum in each data set 
to permit comparison. 

hydroxide and sodium carbonate in water, and effervescence of 
carbonated water. Each of the systems examined is described 
in more detail below. For convenience in referencing, each system 
has been labeled with a letter between A and H. 

A. Ice. The melting of ice was used to study the reproducibility 
of the power spectrum as well as for the comparison of power 
spectra from different chemical systems. This system was chosen 
for the reproducibility studies because it was relatively easy to 
replicate conditions and because the power spectrum was quite 
broad. In all cases, 10 mL of distilled water was frozen overnight 
in a 30-mL beaker and then placed on the transducer at room 
temperature. Signals were collected during the initial stages of 
the process where signals from crystal fracture are believed to 
predominate. 

B. Lime. The sample in this case was a 1-g pellet (roughly 
spherical) of reburned lime from a pulp mill (Donohue, St. 
Felicien, Quebec). The sample consisted primarily of CaO, with 
small amounts of MgO (0-2.5%) and quartz. The hydration 
(slaking) produces calcium hydroxide and is accompanied by the 
crumbling of the relatively hard pellet to form a powder. The 
reaction is slow unless the temperature is elevated. The sample 
was placed in a 30-mL beaker and abcut 15 mL of water just below 
the boiling point was added to initiate the reaction. Acoustic 
signals were monitored until the reaction appeared to be complete. 
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C. Silica Gel I. The hydration of silica gel is one of the most 
dramatic examples of acoustic emission. Granule fracture is easily 
audible and constitutes by far the largest signal observed in this 
study. The bottom of a 30-mL beaker was covered with an even 
layer of silica gel (6-20 mesh, about 1 g) and 10 mL of distilled 
water was added to initiate the reaction. 

D. Silica Gel II, After the audible fractures described above 
for the hydration of silica gel have subsided, acoustic activity 
persists at a much lower level (see Table I). Tbis activity arises 
from bubble release and (probably) from smaller inaudible 
fractures. By increasing amplifier gain, a new group of signals 
can be collected after the audible activity is complete. 

E, Hexachloroethane, At a temperature of 43.6 DC, hexa­
chloroethane undergoes a polymorphic phase transition. This 
transition is acoustically active and was monitored with our 
system. The sample of hexachloroethane is contained in a sealed 
tube which is suspended in a temperature bath. In this case, the 
acoustic transducer was coupled to the tube with a specially 
designed clamp. To prevent water damage, the transducer was 
enclosed in a plastic bag and electrical connections were sealed 
with silicone. Dilatometer readings were also made to monitor 
the transition. Experimental details of this system will be fully 
described in a forthcoming paper. 

F. Sodium Hydroxide. The dissolution of sodium hydroxide 
in water is accompanied by tbe release of small bubbles that are 
the likely cause of the acoustic activity of the process. In this 
study, a layer of sodium hydroxide pellets (BDH, Toronto, On­
tario) was placed at the bottom of a 30-mL beaker and about 15 
mL of distilled water was added. The pellets were allowed to 
dissolve naturally with no stirring. Acoustic signals were collected 
during the initial stages of the process. 

G. Sodium Carbonate, The dissolution of sodium carbonate, 
as with sodium hydroxide, is accompanied by the release of 
bubbles. A thin layer of anhydrous sodium carbonate crystals 
(BDH, Toronto, Ontario; about 0.5 g) was placed on the bottom 
of a 30-mL beaker and 10 mL of distilled water was added. 
Acoustic signals were recorded during the dissolution process. 

H, Carbonated Water. A brief experiment was conducted 
with carbonated water as a system in which the release of bubbles 
is the only source of acoustic signals. About 15 mL of carbonated 
water (in the form of a clear soft drink) was added to a 30-mL 
beaker. Although the primary site of bubble nucleation was near 
the edge of the beaker and away from the active area of the 
transducer, adequate signals were obtained. 

Data Processing, Oscilloscope signals were stored by Tek­
tronix IEEE-488 driver subroutines as individual files. These files 
were merged into a single file for each experiment. The power 
spectrum for each signal was then calculated with a fast Fourier 
transform algorithm (13). Before the Fourier transforms were 
calculated, a Welch window (13) was generally applied to the 
signals to avoid problems caused by discontinuities at the be­
ginning and end of the signal. Average power spectra were 
calculated from the individual spectra for each data set. For each 
of these data sets, individual power spectra were generally on the 
same order of magnitude. 

RESULTS AND DISCUSSION 
Effects of Windowing, As noted in the previous section, 

a Welch window was applied to the signals prior to computing 
the power spectrum. This was felt necessary since not all 
signals decayed to the background level by the time all 1024 
points were collected. This leads to a discontinuity between 
the end of the data set and the pre trigger period which can 
adversely affect the results. The absence of a windowing 
function is equivalent to applying a square window to the data 
and this can cause excessive "leakage" among frequencies in 
the computation of the power spectrum. The use of more 
smoothly varying windowing functions is generally recom­
mended in such cases (13). For the Welch window, each data 
point in the signal is multiplied by a weight, Wj, given by 

_ (j-(N-1)/2)2 
wj-1- (N+1)/2 (1) 

where j is the point number (0 to 1023) and N is the number 

500 1000 1000 

Frequency (kHz) 

Figure 4. Effect of signal windowing on the average power spectrum 
of quicklime hydration. The upper spectrum has been offset two un~s 
on the ordinate. 

of points in the data set (1024). As with other window 
functions, this one rises gradually from zero at the edges of 
the data to unity at the midpoint. 

To determine the effect that the windowing function was 
having on the characteristics of the power spectra, Fourier 
transforms were calculated with and without windowing. It 
was found that the effects were not significant. Minor changes 
were noted, especially when individual signals were trans­
formed, but there were no differences in the overall features. 
There were virtually no differences for averaged power spectra. 
This is illustrated in Figure 4 which shows average power 
spectra from the hydration of quicklime computed in both 
ways. This particular process was used as an illustration since 
it produces a relatively broad power spectrum. The features 
of the two spectra in the figure are essentially identical, with 
a correlation coefficient of 0.996. As expected, the windowed 
spectrum is attenuated to some extent but the overall shape 
of the spectrum is unchanged. Although arguments can be 
made for and against the use of windowing, we have chosen 
to employ it for the remainder of the spectra presented here 
because of the nature of the signals. 

Reproducibility Studies. In order to assess the utility 
of the power spectra obtained from the acoustic emission 
signals, it is first necessary to examine the reproducibility of 
the power spectra within a given chemical system and among 
transducers. To this end, four experiments were conducted 
with the melting ice system. Two experiments were conducted 
by using each of the two transducers, with the transducers 
being alternated between experiments. Three of the data sets 
contained 44 signals, while the other contained 42. The 
comparison utilized average power spectra rather than indi­
vidual spectra for two reasons. First, the individual power 
spectra tend to differ more than the averages due to the 
variable characteristics of the particular acoustic source and 
its location. Thus, the average spectra offer a more consistent 
comparison. Second, a particular chemical system may emit 
more than one type of signal, making it difficult to compare 
spectra without knowing a priori the type of signal. In the 
case of ice, for example, at least two types of signals are 
suspected. Over the entire process, however, the proportion 
of signals of each type should be reasonably consistent. 

The results of this study are shown in Figure 5. The power 
spectra in parts a and b of Figure 5 were obtained with 
transducer 1, while those in parts c and d were obtained with 
transducer 2. Comparison of the figures indicates that there 
is good reproducibility for power spectra obtained with the 
same transducer. The correlation coefficient for Figure 5a,b 
is 0.85, and that for Figure 5c,d is 0.92. On the other hand, 
reproducibility between transducers is not as good, although 
there are some similarities. This is expected since the fre-
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Figure 5. Effect of transducer on power spectra for metting ice. Parts 
a and b were obtained with transducer 1 and c and d with transducer 
2. Spectra for transducer 1 have been scaled up by a factor of 1.5 
for comparison. 
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Figure 6. Effect of transducer age on average power spectrum of 
melting ice. The lower spectrum was obtained about 4 months before 
the upper one. 

quency responses shown in Figure 1 exhibit significant dif­
ferences. The correlation between parts a and c of Figure 5 
is only 0.62, and that between the other pair is 0.61, verifying 
what can be observed directly. 

Another important consideration is the reproducibility of 
a given transducer over time. As the piezoelectric element 
ages and is stressed by experimental conditions and general 
use, one would expect its frequency response to change. If 
these changes are rapid, the general utility of acoustic power 
spectra is diminished. To examine the dependence of power 
spectra on the age of the transducer, the average power 
spectrum for melting ice (shown in Figure 5a) was compared 
to one obtained more than 4 months earlier with the same 
transducer. In the interim, the transducer was routinely 
employed for a variety of studies. The two spectra, shown 
in Figure 6, are quite similar, with a correlation coefficient 
of 0.94. Differences can be attributed to experimental vari­
ability, so the transducer response appears to remain fairly 
constant, at least over a period of several months. 

This study shows that the power spectra for a given chem­
ical system can be regarded as reliable if the same transducer 
is used, but variations can be expected if another transducer 
is employed. Ideally, it should be possible to compensate for 
the variable frequency response of transducers mathematically, 
but in practice this is difficult for several reasons. First, the 
frequency calibration of a particular transducer is performed 
by the manufacturer and, while it is a useful guide, it probably 
lacks sufficient resolution for mathematical corrections. 
Furthermore, as already noted, the response is expected to 
change with other variables such as age and temperature. 
Routine laboratory calibration is difficult, requiring the ap­
propriate apparatus and reference sources. Finally, given the 
fact that the transducer gain can change by 20 dB or more 
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Figure 7. Average power spectra for chemical systems studied: A, 
melting ice; S, quicklime hydration; C, silica gel hydration I; 0, silica 
gel hydration II; E, hexachloroethane solid-solid phase transition; F, 
sodium hydroxide dissolution; G, sodium carbonate dissolution; H, 
carbonated water. Spectra have been independently scaled to permit 
comparison. 

over the calibrated range, the dynamic range of the current 
data acquisition system (8 bits) is probably insufficient to 
permit correction without significant errors arising from 
quantization. 

Chemical Systems. Given that the power spectra are 
sufficiently reproducible, the next concern to be addressed 
is if there are significant differences among the spectra from 
different chemical systems. If so, these might be correlated 
with different processes occurring in those systems. Figure 
7 shows the average power spectra from the eight chemical 
systems used in this study. All of the spectra were obtained 
with transducer 1 and have been scaled appropriately to allow 
easy comparison. The relative magnitudes of the signals before 
scaling are indicated in Table I. It should be noted that there 
is no particular chronological relationship among the exper­
iments indicated in the figure. The experiments spanned a 
period of several months. 

It is clear that there are significant differences among the 
spectra in Figure 7, but there also similarities exhibited among 
several systems. This indicates that the nature of the acoustic 
signals is associated with fundamental processes occurring 
within the system, and that these processes may be related 
in some cases. The most striking similarities are exhibited 
among systems F, G, and H. These are the dissolution of 
sodium hydroxide and sodium carbonate and the effervescence 
of carbonated water, respectively. In systems F and G, bubble 
release is believed to be the primary source of acoustic 
emission, and for system H it is known to be the only source. 
Thus, these low frequencies are believed to result from ef­
fervescence. Signals from these systems were obtained over 
a period of several days, so other sources of the correlation 
are unlikely. This conclusion is also in agreement with 
Belchamber et aL (10) who attributed low-frequency signals 
from silica gel to bubble release. 

The similarities among spectra for systems F, G, and Hare 
also reflected in the peak amplitude sequences shown in Figure 
3. In each case, the peak amplitudes of acoustic signals remain 
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fairly constant, an observation that is consistent with the 
mechanism of bubble release. For systems F and H (NaOH 
and carbonated water), bubble nucleation sites are essentially 
fixed and we would expect a constant peak amplitude. The 
crystals of sodium carbonate (system G) are smaller and more 
dispersed than the sodium hydroxide pellets, so bubble nu­
cleation sites will be more spread out around the active area 
of the transducer. Consequently, a greater variability is ob­
served in peak amplitudes. 

All of the remaining power spectra show contributions at 
higher frequencies. These appear to be related to structural 
perturbations in the solid matrix. There are strong similarities 
between the spectra of melting ice (A) and the hydration of 
quicklime (B), and, to a lesser extent, the silica gel fracture 
(C). All of these systems involve crystal fracture. The two 
silica gel spectra (C and D) show similarities, but have some 
important differences. Although audible fractures are no 
longer occurring in Figure 7D, crystal fractures are likely still 
occurring at a lower level. There is also believed to be an 
important contribution from bubble release (10), a hypothesis 
supported by the dominance of low-frequency bands and the 
relatively constant peak amplitudes in Figure 3D. The 
spectrum in Figure 7C shows significant levels at higher fre­
quencies that may arise from the fracture of large granules. 
This aspect remains to be studied. 

The above results suggest that acoustic spectra can indicate 
important differences among dynamic chemical systems, al­
though our current understanding yields mainly information 
about physical processes occurring rather than purely chemical 
interactions. Nevertheless, physical processes are important 
to chemists, as chemical transformations inextricably manifest 
themselves in physical form. By examination of the power 
spectra under different conditions, or as a function of time, 
important information might be revealed about successive or 
parallel mechanisms in the process. This capability, and the 

instrumental simplicity of AEA, indicate a potential for 
studying chemical processes and for industrial process control 
applications. Certainly more fundamental and applied studies 
of acoustic emission are warranted. 
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Room-Temperature Solid-Surface Luminescence Analysis 
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,B-Cyclodextrin (,B-CO)/sall mixtures were investigated as 
solid matrices for obtaining room-temperature fluorescence 
(RTF) and room-temperature phosphorescence (RTP) from 
adsorbed compounds. A 30 % ,B-CO mixture produced strong 
luminescence signals from adsorbed compounds without the 
need for a heavy atom. Linear ranges, reproducibility, and 
limits of detection were obtained for p-aminobenzoic acid and 
phenanthrene. The selectivity demonstrated for the ,B-CO/ 
NaCI mixtures should prove useful In mixture analysis. Also, 
II was shown that a saturated SOiL ilon of ,B-CO was needed 
In the sample preparation step a"d also a matrix packing 
effect of the dried mixture was important to obtain strong 
luminescence Signals. The spectra obtained with the 30 % 
,B-CO/NaCI mixture possessed more fine structure than those 
obtained with fiHer paper. The RTF and RTP spectra obtained 
wllh the 30 % ,B-CO mixture were practically the same in 
structural detail as those acquired at low temperature. The 
powdered ,B-CO/NaCI mixtures were very easy to handle for 
low-temperature analysis, conventional luminescence equip­
ment could be used, and only small amounts of analyte were 
needed to ensure good spectra. 

INTRODUCTION 

Room-temperature phosphorescence (RTP) analysis has 
developed into a very effective analytical technique for organic 
trace analysis. The utility of the approach has been discussed 
in reviews (1-3) as well as books (4, 5). Although filter paper 
remains the most frequently used solid-surface in RTP 
analysis, other surfaces and solution media have also proved 
to yield good RTP signals from phosphors. Hurtubise and 
co-workers (6, 7) used sodium acetate to determine the lu­
minescence parameters of p-aminobenzoic acid (PABA). Su 
and Winefordner (8) used a variety of inorganic substrates 
to obtain the RTP characteristics of polycyclic aromatic hy­
drocarbons (PAHs). Femia and Cline Love (9) have reported 
the use of micelle-stabilized solutions to obtain RTP. 
Donkerbroek et al. (10) employed sensitized phosphorescence 
for obtaining RTP signals. Typical applications for RTP may 
be found in biological analysis (1I), drug analysis (12), and 
environmental analysis (13). 

Recently, the use of cyclodextrins was demonstrated in 
several areas of analytical chemistry. Cyclodextrins are glu­
cose-containing oligosaccharides joined via a-l,4 linkages into 
a cone-shaped torus. The more commonly used cyclodextrins 
are those containing six, seven, and eight glucose units. These 
cyclodextrins are referred to as a-, {3-, and 'Y-cyclodextrins, 
respectively. Cyclodextrins have the unique ability to se­
quester molecules in their hydrophobic cavity (14). They have 
been used as organic modifiers in mobile phases and/or as 
part of the stationary phase in high-performance liquid 
chromatography (HPLC) (15, 16). Also, a-cyclodextrin was 
used as a spray reagent in thin-layer chromatography (TLC) 
(17). Blyshak et al. (18) employed cyclodextrins in aqueous 
solution extraction experiments. Scypinski and Cline Love 
(19) employed cyclodextrins in the presence of heavy atom 
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to induce RTP in solution. Filter paper impregnated with 
a-cyclodextrin showed an increase in the RTP signal intensity 
for adsorbed phosphors over untreated filter paper (20). Bello 
and Hurtubise (21) demonstrated that an 80% a-cyclo­
dextrin/ sodium chloride (a-CD /NaCl) mixture induced RTP 
from polycyclic aromatics of various size and funtionality. 

Bello and Hurtubise (22) have reported analytical figures 
of merit for the RTP and room-temperature fluorescence 
(RTF) of four model compounds with an 80% a-CD /NaCI 
mixture. They also investigated interactions responsible for 
observing RTP on a-CD/NaCl mixtures (23, 24). Recently, 
it was demonstrated that a 1 % a-CD /NaCl mixture could be 
used instead of an 80% a-CD /NaCl mixture with little loss 
in the analytical integrity of the signal (25). From these 
investigations, it was believed that {3-cyclodextrin should also 
induce solid-surface RTP. {3-Cyclodextrin ({3-CD) has a 
somewhat larger cavity than a-CD, which enables {3-CD to 
accommodate larger molecules than a-CD. The results in this 
paper illustrate the ability of {3-CD /NaCl mixtures to induce 
RTF and RTP and show the analytically utility of {3-CD /NaCl 
in solid surface luminescence analysis. 

EXPERIMENTAL SECTION 
Reagents. Benzo[a]pyrene, benzo[f]quinoline, and benzo­

[e ]pyrene were all Aldrich Gold Label reagents and used as re­
ceived. All other compounds were also purchased from Aldrich 
and recrystallized from distilled ethanol prior to use. Cyclohexane 
was Aldrich Gold Label. Ethylene dichloride (l,2·dichloroethane) 
was reagent grade and was purchased from Mallinkrodt (SpectrAR 
grade). The methanol and acetone were Photrex grade (J. T. 
Baker). The 2-propanol and water were HPLC grade and pur­
chased from J. T. Baker. The {3-eyclodextrin (Aldrich) was washed 
with distilled ethanol prior to use. The sodium chloride, sodium 
bromide, and sodium iodide were all reagent grade from J. T. 
Baker. All salts were washed with distilled ethanol prior to use. 
The nitrogen gas was passed through an Oxyclear tube (Alltech 
Associates, Inc.) to remove any oxygen. The filter paper used 
in acquiring room temperature spectra was developed in distilled 
ethanol twice to collect impurities at one end. 

Instrumentation. All room temperature fluorescence (RTF) 
and RTP intensity measurements were obtained by use of a 
Schoeffel SD 3000 spectrodensitometer with a SD 300 computer. 
The source was a 200·W Hg-Xe lamp (Canrad-Hanovia, Inc.), 
and the detector was a R928 PMT (Hamamatsu Corp.). RTF 
and RTP and low-temperature fluorescene and phosphorescence 
excitation and emission spectra were collected with a Fluorolog 
2+2 spectrofluorometer (Spex Industries). The detector was a 
water-cooled R928 PMT and a 450-W Xe lamp was used to excite 
the fluorescence of the samples. The phosphorescence spectra 
were obtsined by using the Spex 1934C phosphorimeter accessory 
with programmable pulsed source and selectsble gated detector. 
The data were processed with a Spex Datamate computer. The 
sample holders were previously described (22). For low-tem­
perature solid ·surface spectra, the dry powder was placed in a 
quartz tube and slowly submerged in liquid nitrogen, and then 
the spectra were collected. 

Procedures. Determination of Solubility of {3-CD in Various 
Organic and Organic / Aqueous Solvents. Saturated solutions of 
{3-CD were prepared and stirred for 1 h. The solution was then 
filtered and three 25.00-mL aliquots were transferred into weighed 
beakers, and the solvent was allowed to evaporate at room tem­
perature. After the solvent had evaporated, the beakers were 
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placed in an oven at 100 DC for 1 h for additional drying. After 
this, the beakers were placed in a desiccator and allowed to come 
to room temperature and weighed. The solubilities obtained were 
the average of six trials except for 50:50 2-propanol/water which 
was the average of nine runs. The relative standard deviation 
for all solubility data was between 1.5 and 3.0%. 

Preparation of Cyclodextrin Mixture. The Il-CD/NaCI mix­
tures were prepared as follows. Appropriate amounts of Il-CD 
were weighed out and combined with the amount of ground 
sodium chloride to yield the desired percentage of Il-CD/NaCI 
mixture. The mixture was then stirred in a ball mill for 30 min 
to ensure a homogeneous mixture of Il-CD and NaCI. 

Sample Preparation for Intensity Measurements. Sample 
preparation for intensity measurements was as previously de­
scribed for a-CD/NaCI (22), except for this study a 30% Il­
CD /NaCI mixture and a 50:50 methanol (MeOH) /water solvent 
were used. 

Sample Preparation for Spectra Collection. Sample prepa­
ration for those samples used in the acquisition of excitation and 
emission spectra was carried out as follows. Into a small test tube, 
a 0.2-mL aliquot of 50:50 MeOH/H20 was added along with a 
5-I'L aliquot of analyte solution and then 100 mg of 30% Il­
CD/NaCI mixture. The contents of the test tube were then 
sonicated for 10 s. The slurry was placed in an oven at 110 DC 
for 40 min. The dried sample was then placed into the sample 
holder and spectra were obtained. The samples for RTP mea­
surements were degassed with nitrogen for approximately 10 min 
before their spectra were collected. 

RESULTS AND DISCUSSION 
Solvent Study. Previously it was believed that inclusion 

complex formation of cyclodextrins occurred exclusively in 
aqueous solution. However, Siegel and Breslow (26) reported 
that inclusion complex formation did occur in dimethyl sul­
foxide (DMSO) and dimethylformamide (DMF). In 1984, 
Harada and Takahashi (27) reported that Il-CD was able to 
form inclusion complexes in a variety of organic solvents. 
Recently, Patonay et al. (28) proposed a ternary structure for 
-y-cyclodextrin, pyrene, and 2-methyl-2-propanol (tert-butyl 
alcohol) in aqueous solutions. They reported that not only 
is size important for inclusion complex formation but hydrogen 
bonding with 2-methyl-2-propanol and the primary and sec­
ondary hydroxy groups of the cyclodextrin increased the ef­
fective hydrophobicity of the cyclodextrin cavity. Therefore, 
the solvent was found to play an active role in complex for­
mation. Also, Patonay et al. (28) reported that other alcohols 
exhibited similar behavior but a less hydrophobic environment 
was found with these alcohols. 

Because the desirable characteristics of a solvent for sol­
id-surface luminescence include a low boiling point and ease 
of evaporation, water is not a good solvent because of its high 
boiling point, and many organic compounds are insoluble in 
water. However, cyclodextrins are only sparingly soluble in 
organic solvents. Bello and Hurtubise (22) reported the effect 
of various solvents on the luminescent intensity of several 
compounds with an 80% a-CD /NaCI mixture. They found 
that for the 80% a-CD /NaCI mixture, more intense signals 
were obtained by using methanol as a solvent over ethanol, 
2-propanol, or other organic solvents such as cyclohexane, 
dichloroethane, and acetone. The larger solubility of a-CD 
in methanol compared to the other organic solvents was given 
as a factor for strong RTP signals. Table I gives the solubility 
results obtained in this work for Il-CD. From Table I, it may 
be concluded that Il-CD is more soluble in alcohol/water 
solvents. For example, there is a significant increase in the 
solubility of Il-CD with the alcohol/water (50:50) solvents 
compared to the solubility in the pure alcohol. In fact, for 
2-propanol/water, the solubility of Il-CD was very high, 
namely, 3.250 g/lOO mL. 

Luminescence Characteristics of Compounds Ad­
sorbed on Il-CD/NaCI. Bello and Hurtubise (22) reported 
the effects of water content in alcohol solvents on the lu-

Table I. Solubility of tI-Cyclodextrin in Various Organic 
and Aqueous/Organic Solvents 

solvent 

1,2-dichloroethane 
cyclohexane 
acetone 
2-propanol 
2-propanol/water" 
ethanol 
ethanol/water' 
methanol 
methanol/water" 

'50:50 (v Iv) 

IS. DO 

>- 12.00 

w 
Z 
~ 9.00 

w 

solubility, g/100 mL 

0.000 
0.000 
0.024 
0.024 
3.250 
0.056 
0.878 
0.045 
0.295 

~ ,.aolc-~ __________ ~ 

3.00 

o.ooL---~--~~--~--~,,::---~ 
0.00 40.00 

PERCENT ALCOHOL 

Figure 1. RTP intensity of 4-phenylphenol (100 ng) adsorbed on 30 % 
Il-CD/NaCI as a function of water present in methanol (D) ethanol (e), 
and 2-propanol (X). 

minescence properties of compounds adsorbed on 80% a­
CD /NaCI mixture. They observed a decrease in luminescence 
signals for alcohol solvents which had greater than 10% water 
content. Also, it was demonstrated that little change in in­
tensity was found in the region of 0-10% water content. To 
determine if an increase in the Il-CD solubility would corre­
spond to an increase in luminescence intensity from the ad­
sorbed compound, RTF and RTP intensity measurements 
were collected by varying the amount of water present in 
methanol, ethano~ and 2-propanoL These solvents were used 
to adsorb the compounds on the Il-CD /NaCI mixture. For 
the compounds investigated, there was essentially no change 
in RTF intensity from 0 to 100% alcohol. For 4-phenylphenol, 
Figure 1 shows that the RTP intensity did not change much 
from 10% to 80% water. However, Figure 1 indicates smaller 
intensities were observed for pure water and pure alcohol. A 
MeOH/H20 (50:50) solvent was chosen for future RTF and 
RTP work with Il-CD /NaCI mixtures based on several criteria. 
This solvent composition was in the plateau region found in 
Figure 1, thereby allowing for good solubility of Il-cyclodextrin 
without a large increase in drying time for the sample. Also, 
for most of the compounds studied, the methanol/water 
solvents gave the largest increase in signal over the other 
alcohol/water compositions investigated. 

Figure 2 is a representative example of RTF and RTP 
intensity changes with different ratios of millimoles of Il-CD 
to millimoles of analyte in severalil-CD /NaCI mixtures. The 
following discussion pertains to RTP because it showed more 
dramatic changes in intensity than did RTF. There exists 
three regions of interest over the range of 0.01-80% Il-CD in 
the Il-CD /NaCI mixtures (Figure 2). On the basis of the 
solubility of Il-CD in MeOH/H20 (50:50), these regions may 
be defined in reference to the saturation point for Il-CD in 
the solvent. The saturation point is indicated by the arrow 
in Figure 2. For the mixtures containing amounts of Il-CD 
less than that required for a saturated solution in the sample 
preparation step, relatively low RTP intensities were observed. 
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Figure 2. RTF (e) and RTP (0) intensity of PABA (100 ng) as function 
of (3-CD present in (3-CD/NaCI mixtures. 

Table II. Compounds Examined for RTP and RTF with 
30% }3-CD/NaCI 

compound solution fluorescencea RTP' RTF' 

phenanthrene + 2 l' 
perylene + 28 78 
tetracene + 133 43 
pyrene + 16 1133 
benzo[a]pyrene + 2597 
benzo [e ]pyrene + 17 413 
4-phenylphenol + 23 10 
I-naphthol + 166 281 
2-naphthol + 17 812 
p·aminobenzoic acid + 455 255 
5,6-benzoquinoline + 31 7 
7,8-benzoquinoline + 31 7 
phenazine 
phthalic acid + 1" 2714 
terephthalic acid 24 5567 
isophthalic acid 2 5428 

'Key: +, signal observed; -, signal not observed. '100 ng of 
analyte adsorbed on 30% p-CD/NaCI. 'All fluorescence intensi­
ties relative to phenanthrene. d All phosphorescence intensities 
relative to phthalic acid. 

However, there was a sharp increase in the RTP signal when 
a saturated solution (1.1 % (3-CD/NaCI mixture) was used to 
prepare the sample. The saturation point results in a milli­
mole ratio of (3-CD:analyte of 185. With samples prepared 
with amounts of (3-CD greater than the saturation point, the 
RTP signal continued to increased until 10% (3-CD /NaCI 
mixture corresponding to a millimole ratio of (3-CD:analyte 
of 1680. From 10% to 80% (3-CD content, the luminescence 
signals reached a plateau region and little increase in signal 
was observed with increasing amounts of (3-CD in the (3-
CD /NaCI mixtures (Figure 2). This is similar to what was 
reported for a-CD /NaCI (23, 24). In the work with a-CD / 
NaCI, a maximum RTP signal was almost reached when a 
saturated solution of a-cyclodextrin was used in the sample 
preparation step. Figure 2 illustrates that this is not true with 
(3-CD. With (3-CD there was a relatively large increase in RTP 
signal after the saturation point. This implies that not only 
is it necessary to have a saturated solution, which would ensure 
maximum complex formation in solution preparation step, 
but also packing of the dried matrix is important to ensure 
maximum signal from the phosphors with (3-CD /NaCI mix­
tures. Current studies are underway which should lead to a 
better understanding of the interactions responsible for the 
increase in signal beyond the saturation point. A 30% (3-
CD /N aCI mixture was chosen for further analytical work 
because this percentage of (3-CD was located well within the 
plateau region in Figure 2, which ensured stable luminescence 
signals, and because of the relatively small amount of (3-CD 
in the mixture. 

Spectral Characteristics. Table II gives a listing of 

1.SSE-02 

::n 
+' 

l!\ 
C 
GJ 

+' 
C 

0.00E 021 
240.00 470.00 700.1110 

Wavelength [nm) 
Figure 3. RTP spectrum (--) of 500 ng of phenanthrene with 30% 
(3-CD/NaCI mixture and RTP spectrum (---) of 100 ng of phenan­
threne on filter paper (0.1 !,g/mL ethanol/H20 (8:2) solution spotted). 
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Figure 4. LTF spectrum (--) and RTF spectrum (- - -) of 500 ng 
of benzo[f]quinoline with a 30% iJ-CD/NaCI mixture. 

compounds of varying geometry, size, and functionality that 
were found to give RTP and/or RTF when adsorbed on the 
30% (3-CD /NaCI mixture. Of the compounds listed in Table 
II, phthalic acid, terephthalic acid, isophthalic acid, and 
tetracene did not give RTP and/or RTF in earlier results with 
an 80% a-CD /NaCI mixture (21), but showed both RTF and 
RTP in this work. The preferential selectivity by ct- and 
(3-cyclodextrins for interactions with compounds should be 
useful for mixture analysis using cyclodextrin solid-surface 
luminescence analysis. Earlier, Bello and Hurtubise (29) 
showed that considerable selectivity could be obtained with 
80% a-CD /NaCI. By using extraction, selective excitation, 
a-CD/NaCI mixtures and solution fluorescence, they devel­
oped a simple method for qualitative analysis of mixtures of 
polycyclic aromatic hydrocarbons (PAH). With their method, 
they were able to characterize, at nanogram levels, a nine­
component mixture of PAH. It should also be noted that 
phenazine did not give RTP or RTF with a- and (3-cyclo­
dextrin. 

Spectra obtained by using the 30% iJ-CD /NaCI mixture 
showed somewhat greater fine structure compared to spectra 
obtained with filter paper, which demonstrated a more ho­
mogeneous environment for the phosphor with the 30% iJ­
CD /NaCI matrix. Figure 3 offers a comparison of the RTP 
spectra of phenanthrene obtained with (3-CD /NaCI mixture 
and on filter paper. It is evident that the spectrum obtained 
with (3-CD /NaCI gave slightly better resolution and somewhat 
sharper bands compared to the spectrum obtained with filter 
paper. A comparison of typical RTF and low-temperature 
fluorescence (L TF) spectra in which both spectra were ob­
tained with the 30% (3-CD /NaCI mixture is contained in 
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Figure 5. L TP spectrum (--) and RTP spectrum (- - -) of 500 ng 
of benzo[nquinoline with a 30% i3-CD/NaCI mixture. 
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Figure 6. LTP (--) solution spectrum (0.1 Ilg/mL ethanol) and L TP 
(- - -) spectrum of 500 ng of phenanthrene wtth a 30% i3-CDlNaCI 
mixture. 

Figure 4. The low-temperature spectrum was obtained at 
liquid nitrogen temperature. There is only a slight loss in 
resolution and slight band broadening at room temperature 
for the fluorescence spectrum. Figure 5 demonstrates that 
there is also only slight loss in resolution and slight band 
broadening between RTP and low-temperature phosphores­
cence (L TP) spectra with i3-CD /NaCI. Figures 4 and 5 clearly 
demonstrate that low temperature is not needed with i3-
CD /NaCI to obtain well-defined spectra. 

In other spectral comparisons, the low-temperature solid­
surface and low-temperature solution spectrum of phenan­
threne show little loss in band structure with the 30% i3-
CD /NaCI solid-surface (Figure 6). The results in Figure 6 
show that essentially equivalent spectral results were obtained 
at low temperature with a solid surface as were obtained with 
a solution at low temperature. It was found that there are 
other advantages for the i3-CD /NaCI mixture over solutions 
for low-temperature luminescence analysis. For conventional 
low-temperature solution luminescence, either a solvent that 
forms a clear glass or special modifications for cracked or 
snowy solutions are required (30). For the 30% i3-CD /NaCI 
mixture, the solvent requirements are somewhat less re­
strictive. The solvent is used to dissolve the analyte, to adsorb 
the solute on the surface, and to yield maximum signal in­
tensity. The MeOH/H20 solvent used with the 30% i3-
CD /NaCI mixture would not lend itself nicely to low tem­
perature solution luminescence analysis because of snow 
formation and would require modifications for sample han­
dling, such as those described by Aaron and Winefordner (30). 
The sample holder used with the i3-CD /NaCI mixture is the 
same as for conventional low-temperature solution measure-

Table III. Analytical Figures of Merit for Model 
Compounds with 30% P-Cyclodextron/NaCI and -NaBr 
Mixtures 

compounds 

PABA 
phenan~ 

threne 

linear range, 
ng 

RTF RTP 
LOD,· ng 

RTF RTP 

o-soo 0-400 O.SO (0.13) 0.25 (0.14) 
O-SOO O-SOO 1.10 (0.60) 0.30 (0.15) 

RSD,' % 
RTF RTP 

3.0 2.S 
3.0 4.2 

• LOD, limit of detection. LOD = ksB/ m, k = 3, SB is the 
standard deviation of the blank, m = slope. Values for 30% (3-
CD/NaBr are in parentheses. bRSD, relative standard deviation. 
RSD was determined by using 100-ng samples. 

ments. Therefore, no instrument modifications were required 
either for the solid matrix or sample holder. Also, the 30% 
i3-CD /NaCI mixture was easier to handle than a solvent at 
low temperature. The 30% i3-CD/NaCI mixture could be 
more rapidly placed in the liquid nitrogen, and cracked or 
snowy solutions were not a problem. The 30% i3-CD /NaCI 
formed a very homogeneous mixture as a result of the sample 
preparation step; thus well-defined spectra were obtained. 

Analytical Parameters for Model Compounds with 
30% P-CD /NaCI Mixture. Table III contains the analytical 
figures of merit for p-aminobenzoic acid (PABA) and phen­
anthrene with 30% i3-CD/NaCI mixture. These compounds 
were chosen on the basis of geometry, size, and functionality. 
They also represent a strong emitter (PABA) and weak emitter 
(phenanthrene) observed with the 30% i3-CD /NaCI mixture. 

The 30% i3-CD/NaCI mixture yielded a linear range, re­
producibility, and limit of detection comparable to those re­
ported for the a-cyclodextrin/salt mixture (22). A 30% i3-
CD /NaBr mixture was also used to determine analytical 
figures of merit. The effect of the presence of a heavy atom 
can be seen in lower RTP limits of detection for both com­
pounds. As shown in Table III, the RTF limits of detection 
were also lowered with NaBr. This may be due to more 
effective packing of the matrix; however, additional work 
would have to be done to prove this. It should be mentioned 
that with sodium bromide there was an increase in RTP 
intensity by a factor of approximately 2.5 for both PABA and 
phenanthrene. Sodium iodide was also investigated but failed 
to yield a useful dried sample because it reacted with the i3-CD. 
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Evaluation of a Diode Laser/Charge Coupled Device 
Spectrometer for Near-Infrared Raman Spectroscopy 

Yan Wang and Richard L. McCreery' 

Department of Chemistry, The Ohio State University, Columbus, Ohio 43210 

A charge coupled device (CCO) detector and turnkey diode 
lasers operating at 782 and 830 nm permit acquisition of 
Raman spectra in the near-infrared (near-IR) region. With 
adequate attention to instrumental variables such as fiilering 
and laser characteristics, it was possible to obtain high signal 
to noise (SIN) spectra from dilute solutions of benzene in CCI. 
and pyridine in water. For the case of benzene in CCI., a 
detection limit of 2 mM and a linear dynamic range of over 
900 in concentration were established. The ability of near-IR 
Raman spectroscopy with the CCO/diode iaser spectrometer 
for reducing fluorescence was demonstrated with fluorescent 
samples such as nylon and Rhodamine 6G. Although these 
samples exhibit featureless broad-band fluorescence with a 
515-nm laser, excellent Raman spectra were obtained with 
782-nm illumination. Although fluorescence suppression may 
be less effective than that reported for Fourier transform 
Raman spectroscopy at 1064 nm, the sensitivity was sub­
stantially better, with high SIN spectra possible with low laser 
power and dilute solutions. For example, a spectrum with 
SIN = 74 was obtained for 0.1 M SO/- in water with ca. 20 
mW of 782-nm laser power at the sample. 

INTRODUCTION 

The Raman effect has many useful attributes for observing 
and monitoring solid, liquid, and surface samples, including 
subpicosecond time resolution, vibrational information without 
infrared light, surface selectivity, and often resonance en­
hancement. Accompanying these useful features are some 
drawbacks, particularly the weakness of the Raman effect and 
frequent interference from fluorescence, of either the target 
molecule or other components in the sample. These draw­
backs have significantly constrained the breadth of samples 
that may be examined with Raman spectroscopy, compared 
to competitive techniques based on IR absorption. Two 
relatively recent instrumental developments have led to major 
improvements in Raman spectrometers which promise to 
greatly enhance its applicability. First, the application of 
multichannel detectors and accompanying refinement of 
spectrometer design have led to major signal to noise (SIN) 
enhancement for visible and UV Raman (1-5), with dilute 
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solutions (6), surface monolayers (7,8), and weak scatterers 
(9) being observed for the first time. Second, the combination 
of interferometers and near-IR lasers has resulted in Raman 
spectrometers capable of greatly suppressing fluorescence 
(10-20). This technique has become known as Fourier 
transform Raman spectroscopy (FT-Raman) and has extended 
the utility of Raman spectroscopy to fluorescent samples, 
mixtures, and other previously intractable analytes. 

In a recent communication, we reported a combination of 
a charge coupled device (CCD) detector with a diode laser to 
obtain near-IR Raman spectra with a dispersive spectrograph 
and 782-nm illumination (21). Since CCD detectors have high 
quantum efficiency in the near-IR region compared to PMT's 
or intensified photodiode arrays (IPDA's) (9,22) and operate 
at the shot noise limit, the CCD I diode laser Raman spec­
trometer has high sensitivity compared to FT-Raman. As 
concluded previously, the shorter laser wavelength required 
by the CCD photoresponse sacrifices some fluorescence re­
jection while providing major improvements in detection limits 
or significant decreases in required laser power, compared to 
FT-Raman with 1064-nm illumination (21). The current re­
port has two objectives related to a more complete exami­
nation of the CCD I diode laser Raman spectrometer. First, 
the sensitivity and detection limits of the spectrometer will 
be optimized and compared to conventional PMT and IPDA 
spectrometers. Second, the system will be applied to several 
difficult samples, including fluorescent solids, mixtures, and 
dilute solutions. 

THEORY 
The variables that determine the SIN for a Raman spec­

trometer depend strongly on the spectrometer design and 
sample characteristics, so a general expression for SIN as a 
function of experimental variables would be unwieldy. For 
the current report, we will consider the common case of a 
solution illuminated by a beam of constant radius (a, cm) and 
uniform power density having a total power Po (photons S-I). 
The total Raman scattering (photons sr-1 S-I) from the sample 
is given by 

(1) 

where (3, is the Raman cross section (cm2 sr-1 molecule-I), Nci' 
the number density of analyte (molecules cm-3), and d the 
length of the laser beam in the sample (cm). It is convenient 
to define the specific intensity, L (photons cm-2 sr-1 S-I) by 
dividing the total Raman signal by the area from which it is 
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radiated (23). For the case of 90° observation. L is given by 
equation 2. Note that L does not depend on the spectrometer 

Poi3,Nd'd Poi3,Nd' 
L=~=2;- (2) 

but rather on laser and sample characteristics. The best case 
for optimizing SIN is when the Raman scattering just overfills 
the spectrometer aperture (6), and the signal (counts) is given 
by equation 3. AD is the area of the laser beam sampled by 

S = LADnTQt (3) 

the spectrometer, Q the collection efficiency (sr), T the 
spectrometer transmission including collection optics and any 
filters, Q the detector quantum efficiency (counts/photon), 
and t the measurement time for each resolution element. AD 
is a function of entrance optics and spectrograph magnification 
but is ultimately limited by the detector or slit area, whichever 
is smaller. The multichannel advantage, if present, is ex­
hibited in the measurement time t, since an Ne-channel 
spectrometer will monitor each resolution element Ne times 
longer than a single-channel scanning system. Stated dif­
ferently, for a given total measurement time, the signal for 
a multichannel spectrometer will be Ne times larger than a 
single-channel system. 

Noise in a photodetector has contributions from analyte 
scattering shot noise, background scattering shot noise, de­
tector readout noise, and dark noise (22). For a CCD system 
monitoring weak scattering from solution, the readout and 
dark noise are usually negligible and the background scattering 
shot noise is generally large compared to analyte shot noise. 
Even with the single-grating spectrograph used here, proper 
filtering can reduce stray light to the point where inelastic 
background scattering from the sample solution is the major 
noise source. Assuming the S /N is background scattering shot 
noise limited, the noise equals the square root of background 
scattering (24), given by equation 4. The product f3BNl refers 

(
POi3BN l )1/2 

N = -2-a-QTADQt (4) 

to all inelastic background scatterers, including solvents, im­
purities, background fluorescence, etc. Combining eq 2, 3 and 
4, the S /N for a background shot noise limited case with 90° 
observation is given by equation 5. Assuming f3BNl is 

S / N = ,d O"-D (5) i3 N' (P A nTQt)I/2 
(f3BNl)I/2 2a 

constant for a given solvent, sample matrix, etc., the SIN is 
linear with analyte concentration (Ni), but has a square root 
dependence on laser power, ADQ product, Q, and t. If analyte 
rather than background shot noise becomes dominant (e.g. 
at high analyte concentration), the SIN will depend on (Ni)1/2 
rather than Nl. Finally, for a given total measurement time, 
a single-channel spectrometer spends only tiNe seconds per 
spectral resolution element, yielding the Ne 1/2 improvement 
in SIN for multichannel systems, assuming all else is equal. 
The Ne 1/2 multichannel advantage is not always fully realized 
due to differences in spectrometer design, including dispersion, 
AD, etc. (6). For example, a higher dispersion single-channel 
system may reduce the expected N,1/2 advantage by permitting 
wider slits than a multichannel system for a given resolution. 
However, multichannel systems in general lead to a significant, 
often essential, improvement in SIN. 

EXPERIMENTAL SECTION 
The Photometrics PM512 CCD detector was described pre­

viously (21), as was the Liconix "Diolite" diode laser system. The 
CCD was maintained at -110°C in all cases. Both 782-nm (Sharp 
L T024MD) and 830-nm (Sharp L TOI5MD) diode lasers were used, 

CCD 

ISA 640 

Shroud~ 

Diode Laser 

L1 

BP 

----------------, 

"-______ --'-________________ .1 Sample 

BRI BR2 L3 L2 

Figure 1. Optical diagram showing fitter placement. L 1 is a focusing 
lens built into the diode laser, L2 is a 50 mm fll.4 camera lens, and 
L3 is a 25 cm fl5 biconvex lens. BP, BRI. and BR2 are filters de­
scribed in the text. The shroud was made from opaque cloth. 

both operated at 10°C. The significantly below ambient operating 
temperature was recommended by Liconix to maximize tem­
perature stability and reduce drift. At 10 °C, no indication of 
mode hopping was observed and drift was within the line width 
of the Raman bands observed. The ISA 640 single· grating 
spectrograph employed 300 lines/mm (blazed at 1.0 ,urn) and 150 
lines/mm (blazed at 500 nm) classically ruled gratings. The lasers 
were focused directly into the sample by using their built in 
focusing lenses, with no additional mirrors or lenses. With the 
sample approximately 15 cm from the laser head, the beam was 
about 100 ,um in diameter at its waist. The broad·band inter­
ference reported earlier (21) was reduced but not eliminated by 
a band-pass filter between the laser and sample, implying that 
the interference is not due totally to spontaneous emission from 
the laser, as previously believed. The interference was greatly 
reduced by carefully preventing stray laser light from entering 
the spectrometer, mainly by encasing the collection optics in 
opaque cloth. For minimum interference, it was important to 
ensure that all light entering the spectrograph passed through 
both laser line rejection filters as discussed below. The entrance 
slit width varied from 50 to 150 ,urn. 

Collection optics were oriented at 90° to the laser beam axis, 
using parallel polarization (Figure 1). An interference band-pass 
filter BP (special order from Oriel, number 784BPlO) was placed 
after the laser focusing lens and had a peak transmission of 65% 
at 782 nm. The band-rejection fIlters BRI and BR2 (special order 
from Pomfret research, Orange, V A) were oriented as shown. On 
the basis of manufacturer's claims and local testing, input angles 
to BP, BRl, and BR2 deviating from normal by less than 10° 
degrade fIlter performance only slightly. BRI and BR2 each have 
an optical density of ca 3.0 at the relevant laser line, with ca. 75% 
transmission greater than 20 nm away from the rejection wave­
length. However, the transmission varies periodically by ±10% 
due to interference effects in the fIlters, thus introducing intensity 
variations discussed below. The product TQ for the optics and 
detector was determined by recording the spectrum of an ordinary 
tungsten desk lamp. If one assumes the lamp output is constant 
over the wavelength region monitored by the spectrometer, a plot 
of TQ vs t;ji was determined and is most useful when normalized 
to a maximum value of 1.0 as in Figure 2. Correction of a raw 
spectrum for variations in Q, filter transmission, spectrograph 
transmission, and collection optics transmission with wavelength 
were accomplished by dividing the raw spectrum by the nor­
malized TQ vs t;ji curve. Separate TQ vs t;ji curves were deter­
mined for each laser wavelength, as shown in Figure 2. For all 
spectra, the pixel number of the raw spectrum was converted to 
dv after calibration with known Raman peaks from common 
solvents. Throughout the text and figures, "intensity" refers to 
the output of the analog to digital (A/D) converter in the CCD 
system. For all spectra obtained at low concentrations, it was 
verified that the analyte signal was much smaller than the 
background level, implying the SIN is background noise limited. 
Unless stated otherwise, a background spectrum with the laser 
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Figure 2. CCD response for a common tungsten desk lamp passing 
through L2, L3, and BR filters. CCD output was normalized to a 
maximum value of 1.0 and plotted vs the Raman shift relative to 782 
or 830 nm. Each curve is a composite of several spectra covering 
different portions of the Raman shift range. BR 1 and BR2 were chosen 
to match the corresponding laser. Only BR1 was present for the 
830-nm curve, while both BR 1 and BR2 were in place at 782 nm. 
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Figure 3. Spectra of 4.0 M benzene in CCI, obtained wilh the 782-nm 
laser (20 mW at sample), 300 lines/mm grating, 75-l'm entrance sl~, 
CCO integration times as shown. BP and BR1 were in place, but not 
BR2. 

off was subtracted from all spectra to correct for CCD bias and 
dark counts. 

Benzene, CCJ.." (NH,),SO" pyridine, and methanol were reagent 
grade. Rhodamine 6G was obtained from Lambda Physik 
(Lambdachrome 5900), and the nylon sample was a common 
machine screw. 

RESULTS AND DISCUSSION 
The spectrometer was first evaluated with the 782-nm laser 

and dilute solution samples, in order to assess sensitivity. 
Figure 3 shows spectra of 4.0 M (36%) C6H6 in CCl" in this 
case with only BP and BR1 in place. Not only are both 
components easily observed with a 6-s integration time but 
the SIN of the spectra exhibit the t'l' dependence predicted 
from eq 5. Figure 4 shows a similar sample, but after dilution 
of benzene by a factor of 400. It demonstrates a useful S /N 
even at a concentration as low as 0.01 M (0.1 %) benzene in 
CCl,. The observation of small bands in the presence of large 
ones, as shown in Figure 4, is difficult with interferometric 
detection, because the scattering from the large band is dis­
tributed over the entire interferogram, causing noise in 
transformed spectra near large bands. 

(NH,),SO, in water bas been used previously for comparison 
of multichannel spectrometers (4,6). Figure 5 shows spectra 
for three concentrations of aqueous (NH,),SO, obtained with 
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Figure 4. Spectra of 0.01 M benzene in CCI,. Laser conditions were 
the same as those given in Figure 3. Intens~ expressed as CCD AID 
un~s per second of laser exposure. BP, BR1, BR2 were in place, 30 
min integration time; sl~ width = 125 I'm. The large peaks extending 
off scale at 459 and -780 cm-1 are due to the CCI, solvent. 
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Figure 5. Spectra of various concentrations of (NH,),SO, in water. 
Conditions were the same as given in Figure 4, except for integration 
time, which is shown in parentheses. Solvent background was sub­
tracted after acquiring a spectrum of pure water. 

the CCD / diode system at 782 nm. The 0.1 M spectrum has 
a SIN which is comparable to that obtained with 100 mW of 
unfocused 515-nm light and an IPDA detector (6). However, 
this comparison should be considered semiquantitative since 
the beam focus (a, cm) and power were not matched for the 
two lasers. As N d' and t are varied for the three spectra, the 
S /N varies in accordance with eq 5. The detection limit 
extrapolated from the 0.01 M spectrum is 0.002 M (NH,},SO, 
for a SIN of 2, defined as the average signal height divided 
by the standard deviation of the background noise. For the 
case of pyridine in water shown in Figure 6, comparable results 
were obtained, with a submillimolar detection limit. 

The linearity of signal vs concentration for the benzene/ 
CCl, case was determined by measuring the benzene (992 
cm-I)/CCl, (459 cm-l ) peak intensity ratio as a function of 
the molar concentration ratio of benzene to CCl,. In order 
to cover a wide range of concentration, the results were plotted 
in log/log format (Figure 7). Note that the peak ratio is linear 
(slope of log/log plot = 0.92) over a dynamic range of 900. 
While the detection limits for benzene, pyridine, and (N­
H.l 2SO, are very good by normal Raman standards, there is 
substantial room for improvement by using fiber optics and 
a long sample tube (25,26). On the basis of results with visible 
lasers, it should be possible to extend the CCD / diode laser 
detection limit down to 10-5-10-4 M for benzene in CCl, (25). 

Several filter, grating, and laser wavelength combinations 
were tested with several unconventional samples, some of 
which are fluorescent. In the absence of any filters, the Stokes 
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Figure 6. Spectra of pyridine in water: 782-nm laser, 20 mW at 
sample, 63-l'm slit, BP & BR 1 in place, 300 lines/mm grating; 100 s 
integration time for lower spectrum, 1200 5 for the remaining two. 
Solvent background was corrected as in Figure 5. 
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Figure 7. Ratio of the intensity of the 992-cm-' band of benzene to 
the 459-cm-' band of CCI, as a function of the ratio of benzene to CCI, 
concentrations. Conditions were the same given in as Figure 4, except 
integration time varied from 10 to 100 s. 
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Figure 8. Spectrum of neat CCI, obtained with 782-nm laser, 150 
grooves/mm grating, and 25-l'm sltt: upper spectrum, only BP in place, 
20 mW at sample, 15-s integration time; lower spectrum, BP and BR 1 
in place, 20 mWat sample, 60-integration time. Neither spectrum was 
corrected by dividing by TO (t,ii). 

and anti-Stokes lines of CCl, were easily observed (Figure 8) 
with a 150 lines/mm grating. Despite the intense, unfiltered 
Rayleigh scattering, detector blooming or stray Rayleigh light 
did not interfere with the Raman peaks. Note that BR1 and 
BR2 have rejection bands ca. 40 nm wide, which affect the 
Raman shift range of ±500 cm-1 relative to a 782-nm laser. 
Thus the intensities of the CCl, peaks between +400 and -400 
cm-1 are distorted or eliminated if BR1 and/or BR2 are in 
place (lower spectrum). 
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Figure 9. Spectra of nylon obtained with both 515- and 782-nm 
illumination: 300 grooves/mm grating, upper spectrum recorded with 
Spex 1403 scanning spectrometer. Second spectrum is a composite 
of six CCD spectra recorded wtth BP, BR1, and BR2 in place: 75-l'm 
slit, 20 mW at sample, 60~s integration time. Lower spectrum is same 
data after division by TO (.6.v) spectrum shown in Figure 2. Asterisks 
indicate artificial peaks caused by transmission of BRI and BR2, and 
detector Q. 
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Figure 10. Spectra of Rhodamine 6G powder. Conditions were the 
same as given in Figure 9 (corrected), except integration time for each 
spectral segment was 10 s. 

Due to the much higher intensity of scattered light, the band 
rejection filters are indispensable for most solids samples. 
Figure 9 shows several spectra of nylon which demonstrate 
the utility of the CCD / diode laser system for a fluorescent 
sample. The upper spectrum in Figure 9 was obtained with 
a Spex 1403 double monochromator and 515-nm illumination. 
Since the 1403 has excellent stray-light performance, the broad 
spectrum is attributable solely to fluorescence of nylon when 
illuminated by 515-nm light. The middle plot in Figure 9 is 
a spectrum of the same sample obtained at 782 nm with BR1 
and BR2 in place. While Raman peaks are discernible, they 
are distorted by variation in filter transmission and detector 
Q with wavelength. After division by TQ (b.ii) (from Figure 
2), the spectrum is very similar to that for Nylon 66 obtained 
with FT-Raman instruments (27). As apparent from the 
corrected spectrum, there is residual fluorescence present at 
782 nm which was not observed at 1064 nm. This fluorescence 
is modulated by BR1 and BR2, yielding the artifactual peaks 
in the uncorrected spectrum. As predicted previously, spectra 
obtained at 782 nm exhibit less fluorescence reduction than 
those at 1064 nm. However, the CCD / diode system is op­
erating at very low power (20 m W at sample) compared to 
most FT-Raman systems and required less than 30 s of in­
tegration time. Spectra of nylon were not acquired with 
830-nm illumination because the corresponding BR filter was 
not available at the time the work was carried out. Solid and 
solution spectra of highly fluorescent Rhodamine 6G are 
shown in Figures 10 and 11. The spectrum of the solid 
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Figure 11. Spectra of Rhodamine 6G in methanol obtained at three 
laser wavelengths. BR 1 was in place for 782- and 830-mm spectra, 
but BP and BR2 were not. Integration time was 10 s for 782-nm 
spectrum and 25 s for 830-nm spectrum, 75-l'm slit. Laser powers 
were 30 mW (782 nm) and 40 mW (830 nm) at sample. The 782- and 
830-nm spectra are compos~es of two CCD spectra obtained w~ 150 
grooves/mm grating. Peak marked with an asterisk is due to MeOH. 

obtained at 782 nm demonstrates reduction of the broad-band 
fluorescence observed with 515-nm light. The residual 
fluorescence is comparable to that observed with 1064-nm 
excitation (12) and is not an impediment to spectral inter­
pretation. Spectra of Rhodamine 6G in methanol permit 
comparison of 515-,782-, and 830-nm excitation, as shown in 
Figure 11. On the basis of Figure 11, the ratio of the 15OO-cm-1 

Raman intensity to the broad-band fluorescence intensity is 
27% for the spectrum obtained with the 782-nm laser, while 
it is 79% with the 830-nm laser. Thus the longer the laser 
wavelength, the lower the fluorescent background, and this 
trend should continue as the laser wavelength extends further 
into the infrared region. With a silicon-based CCD detector, 
this improvement in fluorescence rejection is accompanied by 
a trade-off with decreasing the detector Q. 

The importance of the BRl, BR2, and BP filters was 
strongly dependent on the sample. For relatively strong 
Raman scatterers exhibiting relatively weak elastic scattering, 
such as neat liquids or concentrated (>0.1 M) solutions, no 
filtering was necessary. A wide range of samples considered 
"typical" before the advent of multichannel and multiplex 
spectrometer can be examined with the CCD / diode laser 
system without filters. For weak scatterers (e.g. dilute solu­
tions) or samples with strong elastic scattering (e.g. solids), 
filtering is necessary. BRI and BR2 reduce the elastic scatter 
at the cost of eliminating the spectrum below 500 cm-I . BP 
did improve the broad-band background for solid samples, 
since some of the background is attributable to broad-band 
spontaneous emission from the diode laser. Although the user 
must be conscious of this source of background, it is easily 
eliminated by BP with a 35% reduction in laser power 
available at the sample. On comparison of the filtering re­
quirements of the CCD / diode laser spectrometer to conven­
tional dispersive spectrometers with ion lasers, BP is analogous 
to a plasma line rejection fliter, and the need for BRI and BR2 
is a strong function of spectrograph type. They were used here 
in order to exploit the high throughout of a single grating 
spectrograph but should be unnecessary with double or triple 
spectrograph designs. 

As noted previously (21) the useful Raman shift range of 
the CCD / diode laser system is dictated by the quantum ef­
ficiency vs wavelength curve of the CCD. The gradual changes 
in the TQ (Ll;;) curves in Figure 2 above 500 cm-I reflect the 

CCD photoresponse. With BRI and BR2 in place, TQ is near 
zero for Ll;; <500 cm-I and when t.v approaches 3000 cm-I . For 
the 782-nm laser, Raman shifts above 3000 cm-I are observ­
able, albeit at relatively low Q. For the 830-nm laser, it will 
be difficult to observe Raman shifts above about 2500 cm-I . 

The restricted Raman shift range available with longer laser 
wavelength is accompanied by improved fluorescence reduc­
tion, so the choice of laser will depend on sample requirements. 

CONCLUSIONS 
The very high sensitivity, low laser power, solid-state design, 

short spectral acquisition time, and useful fluorescence re­
duction make the CCD / diode laser spectrometer a viable 
alternative to FT-Raman with an interferometer and Nd:YAG 
laser. For dilute solutions, weak scatterers, thermolabile 
samples, or dilute components of mixtures, the CCD / diode 
laser system will usually outperform the FT Raman systems. 
On the other hand, FT-Raman instruments have better 
wavelength accuracy and spectral range and should ultimately 
have lower fluorescence interference when operated at 1064 
nm. As noted previously (21) the choice of spectrometer type 
will depend on the sample. 
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Copper Atomization Mechanisms in Graphite Furnace 
Atomizers 
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Cu atomization from a graphite surface has been investigated 
with the use of thermal desorption mass spectrometry, atomic 
absorption spectrometry, and computer simulations. The Cu 
atomization from a sample deposited as an aqueous Cu(N03h 
solution is postulated to be a first-order desorption process 
with the activation energy of 31 ± 2 kcaVmol, suggesting that 
the desorption of copper atoms from the graphite surface at 
individual active sites is the rate-limiting step. Powder sam­
ples of copper metal and of copper oxide atomize by different 
mechanisms, but both powders behave simHarly and exhibit 
a measured activation energy between 45 and 60 kcal/mol. 
The comparison between the powder samples and aqueous 
solutions revealed that copper oxide molecules are dispersed 
prior to reduction by carbon for the aqueous solutions. The 
reactions occurring for aqueous solution samples are Cu­
(N03Ms) ~ CuO(ads) ~ Cu(ads) ~ Cu(g). Computer 
simulations and experimental resuHs have shown that copper 
dimer may form from gas-phase reactions at higher concen­
trations, but the gaseous dimer is not generated from the 
graphite surface. The lower appearance temperatures of the 
Cu signal under vacuum conditions in comparison with those 
at atmospheric pressure may be due to the absence of 
readsorption and unfavorable conditions for copper dimer 
formation in vacuo. 

INTRODUCTION 

Cu release from a graphite surface has been studied ex­
tensively (1-12). Table I summarizes those studies in which 
a value for the energetics of free-atom formation have been 
postulated. As illustrated in Table I, there is little agreement 
either on the process governing atom formation or on the 
energies involved in the production of gaseous Cu. 

By using the tailing portion of the absorbance profile and 
assuming isothermal conditions, Fuller (3) obtained a 33 
kcal/mol activation energy value for Cu atomization and 
suggested that the carbon reduction of copper oxide is the 
rate-determining step. By using the leading edge of the ab­
sorbance profile, Sturgeon et al. (5) obtained 77 and 44 
kcal/mol for Cu atomization activation energy, E" values in 
the temperature regions below and above 1400 K, respectively. 
They suggested sublimation of solid Cu takes place in the 
lower temperature region and decomposition of Cu,(g) occurs 
at higher temperatures. Smets (7) utilized the initial stage 
of the atomization signal and suggested that the Cu samples 
are reduced to the elemental form by carbon, and the sub­
sequent vaporization of the metal would be the rate-deter­
mining step. His E. value of 74 kcal/mol correlates with the 
reaction enthalpy at the temperature given. By using different 
models proposed by various researchers (5-7), Frech et al. (9) 
compared E. values for copper atomization and stated that 
useful information is difficult to extract from energy values 
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Table I. Copper Atomization Mechanisms Proposed and 
Activation Energy E. Values Obtained by Different 
Authors 

E" temp 
proposed rate-determining step kcal/mol region, K 

Cu diffusion in GFA 23 >1540 
atoms lost from disk nuclei edges 47' 

(vacuum conditions) 
Cu,O + C ~ 2Cu(s/l) + CO 33 >1720 
Cu(s) ~ Cu(g) 77 <1400 
Cu,(g) ~ Cu(g) 44 >l400 
CU2C2 forms during atomization 78 <l400 

29 >1400 
Cu(s) ~ Cu(g) 74 
Cu(condensed) ~ Cu(g) 77 
Cu,(g) ~ Cu(g) 48 <973' 
Cu(s) ~ Cu(g) 81 1372' 
Cu(ads) "" Cu(g) + C(s) 29 
Cu(ads) "" Cu(g) + C(s) 30 

ref 

6 

7 
8 

10 

11 
12 

a Obtained under vacuum conditions by using single-crystal gra­
phite with eli vapor deposition. b Pretreatment temperature. 

obtained with these methods because of the large standard 
deviations. McNally and Holcombe (12) obtained the acti­
vation energy ofrelease of 30 ± 2 kcal/mol for Cu by applying 
the Smets model to the initial stage of Cu atomization and 
suggested that a relatively strong Cu-graphite interaction 
exists in the atmospheric pressure system. They further 
suggested that Cu desorbs from the graphite surface as in­
dividual atoms. 

Comparing the results from Monte Carlo simulations to 
experimental data for graphite furnace atomizers (GFA), Black 
et al. (11) obtained an activation energy of 29 ± 3 kcal/mol 
and proposed that the release of Cu in a graphite furnace at 
atmospheric pressure is a first-order desorption process pro­
ceeding from submonolayer coverages of Cu atoms dispersed 
across the surface. 

Under a much more controlled set of conditions, Arthur and 
Cho (2) have investigated the Cu desorption process from the 
(0001) plane of single-crystal graphite by mass spectrometric 
measurements. The Cu was vapor-deposited onto the basal 
plane at submonolayer coverages. They concluded that the 
thermal desorption of Cu has an order of release of 1/, at low 
coverage with weak, nonlocalized bonding of metal atoms to 
the basal plane of graphite. Furthermore, they speculated that 
two-dimensional nucleation of mobile adsorbed atoms occurs 
upon adsorption, and the reverse process (i.e., loss of atoms 
from the edges of disk nuclei) is the rate-limiting step for 
desorption. For surface coverage below 1014 cm-2, the acti­
vation energy for the desorption process of Cu on (0001) 
graphite was reported to be 47 kcal/mol. 

Besides the vacuum studies of Arthur and Cho, only a 
limited number of experimental or theoretical models have 
focused on the order of release for GFA. Most of the GFA 
papers have assumed a first-order process (3, 7, 11). McNally 
and Holcombe (12) intentionally focused on this issue and 
reported a first-order release. 

In this research the vaporization/ atomization behavior of 
Cu samples is studied in order to elucidate the mechanism 
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controlling the production of gaseous Cu atoms both in vacuO 
and under an atmosphere of inert gas. The samples are in­
itially deposited as an aqueous solution or as powders onto 
a pyrolytically coated graphite platform. 

EXPERIMENTAL SECTION 
Apparatus_ The atomic absorption/mass spectrometry 

(AA/MS) vacuum system consisted of a quadrupole mass analyzer 
(QMA) (Uthe Technology International, Model 100C) with 
electron impact ionizer (70 eV), a UTI progranunable peak selector 
(PPS), and an Apple ll+ microcomputer. This system is described 
in greater detail elsewhere (13, 14). 

A Cu hollow cathode lamp (Perkin-Elmer, Norwalk, CT), op­
erated in direct current (dc) mode at 12 rnA, was used as a light 
source for the vacuum AA measurements. A O.3-m monochro­
mator (GCA/McPherson Instruments, Model LU700) was used 
to monitor the 234.7-nm line of Cu. The image-transfer system 
employed an over-and-under mirror configuration with one-to-one 
imaging (15) with a 1-mm horizontal slit located in the tangential 
image plane to isolate the region immediately above the graphite 
surface. 

Samples were deposited on a pyrolytically coated graphite flat 
(1.5 x 0.76 x 0.17 cm, grade FE35, Schunk Carbon Technology, 
coated by Ringsdorff-Werke GmbH) held between two graphite 
electrodes on the atomizer assembly. The atomizer was heated 
with a computer-controlled digital power supply (16). A program 
developed in this laboratory provided a linear temperature ramp 
(17), which was verified by measurements noted in the Procedure 
section. 

Reagents and Chemicals. A Cu stock solution (1000 mg/L) 
was prepared by dissolving eu powder in a minimum volume of 
concentrated HNO,. The test solutions were prepared by ap­
propriate dilution of the stock solution immediately prior to their 
use. While the concentrations varied, 4-.uL sample aliquots were 
used in all cases. ACS grade Cu powder and CuO powder were 
introduced directly onto the platform in some experiments. This 
was accomplished by touching the water droplet formed on the 
tip of the sample introduction syringe to the appropriate powder 
and then transferring this adhering powder to the graphite surface. 
The Cu powder consisted of particles in the range of 10-50 I'm, 
and all particles passed a 200-mesh sieve (i.e., <75 I'm). Analysis 
of the powder for Cu showed that the CuO and other impurities 
represented <2% of the sample. 

Procedure. The temperature of the graphite flat was cali­
brated with an optical pyrometer (The Pyrometer Instrument Co., 
Inc., Northvale, NJ). A hole was drilled in the side of the py­
rolytically coated graphite flat with a radius-to-depth of 1:6 to 
approximate a black body cavity for temperature calibration. The 
transmission of the windows through which the platform was 
viewed was also taken into account in the temperature deter­
mination. The heating coefficients were then calculated and 
adjusted by using the software described previously (17). The 
final temperature ramp was linear within ±20 K/s in the de­
tectable range. 

The graphite surface was cleaned at T> 2300 K for 3 sunder 
vacuum conditions in the prechamber, and the prechamber was 
then filled with N,(g). After the atomizer had cooled down, the 
sample was deposited and dried at 375 K for 40 s. For some 
experiments a thermal pretreatment under 1 atm of N, was em­
ployed. Next, the prechamber was evacuated to approximately 
10-<; Torr, the gate valve that separated the two chambers was 
then opened, and the atomizer was moved under the QMA ionizer 
and into the AA light path. When the pressure reached <2.0 X 
10-<; Torr, the final atomization cycle was initiated. Following 
the atomization process, the data were transferred from the PPS 
to Apple II+ and stored on a floppy disk. Finally, the atomizer 
was pulled back into the prechamber, the gate value was then 
closed, and the graphite flat was cleaned for another cycle. The 
turnaround time was approximately 25 min per sample. 

Computer simulations used in studying dimer formation were 
run on a microcomputer (Turbo PC, PC's Limited) using nu­
merical techniques. 

RESULTS AND DISCUSSION 
Copper Atomization from Cu(NO,), Aqueous Solu­

tions. Vacuum Studies_ Cu(NO,h solutions ranging from 

2.50 

Time (a) 

Figure 1. Cu+ (mlz 63) mass spectral intensity signal (dashed) and 
Cu absorbance signal (in vacuo) obtained from a 4-I'L aliquot of a 100 
mg/L Cu(N03), solution. 

1 to 250 mg/L were used to obtain the mass spectra. The Cu+ 
signal was collected at m/z = 63 and was verified by moni­
toring the ratio of Cu+ isotopes at masses 63 and 65. Figure 
1 shows the Cu+ (m/z = 63) signal and the Cu atomic ab­
sorbance signal obtained under the same experimental con­
ditions. From Figure 1 it can be seen that the Cu+ signal has 
two peaks, but the Cu absorbance signal has only one peak, 
which coincides with the higher temperature Cu+ signal. The 
two signals have been scaled in this figure to illustrate the 
similarity in peak shape and to emphasize the fact that both 
signals originate from the same source. Therefore, it can be 
surmised that the second Cu+ signal originates from desorbed 
Cu atoms while the low-temperature peak is a fragmentation 
pattern of another Cu-containing species. Early in time (ca. 
400 K) a CuO+ peak appears and probably represents the 
parent ion to the Cu+ signal observed at this same time in­
terval. Coincident with this peak are signals from NO, and 
0" which suggests the decomposition of Cu(NO,), and the 
accompanying shattering of the nitrate crystal with gaseous 
release of the oxide thus formed. This has been observed for 
a number of other metals (13, 14) and does not represent a 
bona fide loss mechanism. 

When a graphite furnace is used under atmospheric pressure 
conditions, the multiple collisions between these evolved 
species and the surface result in condensation of the oxide 
at that time. This has been verified experimentally by 
charring the deposited Cu(NO,), solution under 1 atm of N, 
at 523 K. The mass spectral signal detected in vacuo for the 
low-temperature CuO species is reduced and the high-tem­
perature Cu+ signal is substantially larger than the case when 
no atmospheric pressure thermal pretreatment is invoked. 
This confirms that readsorption of any copper oxide back onto 
the surface is consistent with the well-behaved "char curves" 
observed for Cu. 

The following classical desorption equation may be used 
to describe the rate of release of atoms or molecules from the 
graphite surface (18): 

a(J (-E.) at = -V(Jn exp RT (1) 

where (J is the surface coverage at time t, v is the preexpo­
nential factor, n is the order of release, E. is the activation 
energy of desorption, R is the gas constant, and T is the 
time-dependent absolute temperature. This approach is 
commonly used to describe peak shapes in vacuum desorption 
experiments. 

In the vacuum system at 10-<; to 10-7 Torr, the mean-free 
path of the atoms released from the graphite surface is suf-
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Temperature (K) 

Figure 2. Cu+ (mlz 63) mass spectral intenstty signals as a function 
of temperature obtained from 4-J.LL aiquols of Cu(NOal, solutions having 
concentrations of 1.0 mg/L (4 ng of Cu), 2.5 mg/L (10 ng), 5.0 mg/L 
(20 ng), and 7.5 mg/L (30 ng). 

ficiently large to neglect gas-phase collisions and readsorption 
back onto the surface, although some readsorption will occur 
because of large surface morphology disparities in the region 
of release. This is unlike the tube-type graphite furnace 
atomizers under atmospheric pressure, where gas-phase col­
lisions and readsorption of gases onto the graphite surface 
cannot be neglected. In the vacuum system, the rapid removal 
rate (i.e., pumping speed) makes the recorded intensity signal 
lit) proportional to the generation function and the surface 
coverage 11 is proportional to the integral of the intensity signal 
(18). 

-al1 
[(I) 0: at (2) 

11 0: ioo[(t) dt (3) 

1100: 5ooo[(t) dt (4) 

where 110 is the initial surface coverage at t = O. Substituting 
eq 2 and 3 into eq 1 yields 

[(t) _ C exp(-Ea) (5) li oo 1(t)]" - RT 

I" (u;';;:,,]" H ~i ) + to c 16) 

where C is a proportionality constant that is independent of 
temperature T. 

By use of eq 5 and 6, the order of the atomization process 
and the activation energy can be determined from the intensity 
profile. 

When a linear temperature ramp is used with a starting 
temperature of To at t = 0 and a ramp rate of a, the tem­
perature is described by T = To + at. Assuming that Ea is 
independent of 11, the temperature, Tp, at which the desorption 
rate al1 / at is a maximum can be defined by taking the de­
rivative of eq 1 with respect to t and setting it equal to zero 
(8). 

(
E) vn(jn-l 

R;p2 = (-Ea 
a exp RTp 

(7) 

If we increase the initial amount of sample (and hence 110), 

Table II. Peak Temperatures and Calculated Activation 
Energy Values for Various Concentrations of Cu(NO,), 
Solutions, 4-~L Sample Injection 

mass, ng Tm8%,K Ea, kcal/mol 

4 833 34.7 
10 833 29.1 
20 846 30.1 
30 856 29.4 
40 858 32.4 

100 865 30.7 
200 869 30.1 
300 869 32.4 

1000 871 31.6 

average 856 31.2 ± 2 

-\ ;; ::: .::.:: -5.00 

~ 

, 
f (xl03 K') 

Figure 3. Evaluation of order of release from modified Arrhenius plots 
using mass intensity data for Cu+ (mlz 63) and 100 ng of Cu at 2 X 
10-6 Torr assuming (b) n = 0, (c) n = 'I" (d) n = 'I" (e) n = 1, and 
(f) n = 2. (For reference, the signal intensity for Cu+ is shown as a 
dashed line in curve a.) 

from eq 7 it can be determined by differentiation that T p shifts 
to higher temperatures when 0 :s n < 1, Tp remains the same 
when n = 1, and Tp moves to lower temperatures when n > 
1. Therefore, the desorption order can be determined from 
the shift of Tp with changing amounts of sample assuming a 
single release mechanism (i.e., constant Ea and p). From Figure 
2 it can be seen that the peak locations for Cu with different 
concentrations of Cu are very similar, suggesting that Cu 
atomization is a fIrSt-order process (12, 18). Peak temperatures 
and the corresponding activation energies for Cu+(63) signals 
are given in Table II. 

Figure 3a shows the atomization profile for 100 ng of Cu. 
The Arrhenius plots for Cu atomization using eq 6 and orders 
of release of 0, '/2, 2/3, 1, and 2 are shown in Figure 3b-f, 
respectively. The best straight line over the region where the 
signal-to-noise ratio (S/N) is reasonable (i.e., T > ~760 K) 
corresponds to n = 1 and provides additional support to the 
conclusion that a first-order release is occurring. As shown 
in Figure 3e, the Arrhenius plot at lower temperatures is 
approximately linear and seems to have a different Ea value. 
However, at the beginning of atomization, the signal is weak 
and it is difficult to extract an accurate value of the base line. 
Therefore, this region is unusable for postulating the atom­
ization mechanism. This has been demonstrated in more 
detail by Bass and Holcombe (19). 

Arrhenius plots for first-order atomization of various 
amounts of Cu samples are shown in Figure 4. It is interesting 
to note that in all cases linearity extends from the beginning 
to the end of the atomization profile, a distinct contrast to 
results obtained from atmospheric pressure conditions where 
the finite removal rate perturbs the signal late in the profile 
(19). The E, values have been calculated by applying a 
least-squares exponential fit to eq 5 (see Table II). An average 
activation energy of 31 ± 2 kcal/mol was calculated from these 



ANALYTICAL CHEMISTRY, VOL. 61, NO. 23, DECEMBER 1, 1989 • 2655 

-.700 

-2.10 

::-\ ; ::::- :::: -3.50 
S~_ 

~ 
.s 

-4.90 

-6.30 

1.04 1.20 1.36 

f (X103. K·1) 

Figure 4. Arrhenius plot for first-order atomization for different initial 
amounts of Cu: (a) 100, (b) 40, (c) 30, and (d) 10 ng. (Curves have 
been displaced along the abscissa for display purposes.) 

TEme (s) 

Figure 5. Mass spectral intensities for CU+2 (mlz 126) and Cu20+ 
(mlz 142, dashed) obtained from atomization of deposited Cu(NO,h 
solution (4 ,uL of 100 mg/L). 

data from the vacuum studies. This is in contrast to the value 
of 47 kcal/mol obtained by Arthur and Cho (2) using sin­
gle-crystal graphite and a vapor-deposited sample. 

The differences between our results and those of Arthur 
and Cho are probably due to the large number of surface 
imperfections in the typical GFA pyrolytically coated surface 
and the associated large number of active sites on these 
surfaces. Thus, the Cu is no longer mobile on the surface and 
capable of nucleating and forming microdroplets. This is 
consistent with the 30 kcal/mol value for Ea representing the 
adsorption of Cu to the surface. 

L'vov (20) has postulated the existence of a carbide for Cu. 
A question of semantics thus emerges. While chemisorbed 
Cu on graphite relies on bonding-type interactions between 
Cu and C, the bond strengths and accompanying energies 
needed to break the Cu-C(s) bond are not (and should not 
be) the same as that found for bulk copper carbide. Thus 
"adsorbed Cu on graphite" (rather than "copper carbide") is 
a more accurate description of the chemical/physical state 
of Cu preceding atomization. During collection of mass 
spectral data, signals for CuC+ (m / z of75 and 77) and CU2C 
(m/z 138) showed no detectable signal above the noise level. 

At higher amplifier gains, CU2+ (m/z = 126) and CU20+ 
(m/z = 142) are observed early in time (Figure 5). A nearly 
identical peak shape and coincidence in appearance times 
suggest that these are ions from a common source, most 

277. 

119. 

TEme (s) 

Figure 6. Comparison of mass spectral intensities for (a) Cu+ (mlz 
63), (b) CuO+ (mlz 79), and (c) Cu,+ (mlz 126; X100). Profiles 
obtained from a 4-,uL aliquot of a 100 mglL Cu(NO')2 solution. 

282. 

220. 

Time (s) 

Figure 7. Cu+ (mlz 63) signals obtained from (a) Cu(N03h solution, 
(b) Cu powder, and (c) CuO powder atomizations. 

probably CU20, which is a more reduced form of the CuO 
species that is detected in larger quantities. Figure 6 shows 
the relative shapes of the peaks for Cu+, CuO+, and CU2+' 
These data confirm the source of the lower temperature (at 
about 0.5 s, T ~ 400 K) peak as CuO with a smaller peak likely 
due to CU20 perhaps being formed at more reactive reducing 
sites on the surface. It should also be noted that no CU2 + ion 
signal is detected other than that coincident with CU20+. This 
suggests that the dimer is not a precursor to atomic Cu in 
the graphite furnace system operated under vacuum or at 
atmospheric pressure. However, the dimer may form from 
gas-phase recombination, and a more detailed discussion of 
this will be presented in a subsequent section. 

Several papers have been presented to support reduction 
of the oxide to elemental Cu prior to atomization (5, 7,21, 
22). Frech et al. (23) considered the role of CO(g) in the 
reduction process and found that Cu was present on the 
surface and did not require gas-phase reduction. Further, their 
activation energies agreed with those of this work (i.e., 29-33 
kcal). The MS results further show that surface-adsorbed Cu 
(i.e., not droplets or crystallites) is the precursor to Cu(g). It 
is not clear whether the dispersed, surface-adsorbed species 
exists during the oxide stage or only once the oxide has de­
composed to form Cu. To evaluate this aspect, finely ground 
powders of elemental Cu and CuO were deposited separately 
on the graphite and brought through the atomization cycle 
under vacuum. 

CnO and Cu Powder Samples. The Cu+ signals obtained 
by depositing the CU(N03)2 aqueous solution, Cu powder, and 
CuO powder are shown in Figure 7. If one neglects the 
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low-temperature peak for the aqueous solutions (which has 
been explained earlier), it is readily apparent that the aqueous 
solution produces a much earlier Cu signal than in the case 
of either copper oxide or elemental Cu powder. Confirmation 
that the Cu+ mass spectral signal was due to evolution of 
atomic Cu from the surface was obtained by recording the 
absorbance signal above the surface under vacuum. The 
atomic absorption signals from both the Cu(N03!. aqueous 
solution and the CuO and Cu powders were coincident in time 
with and maintained the general shape of that observed for 
the mass spectral signaL 

These data in Figure 7 strongly suggest two distinct 
mechanisms for Cu atomization and support the concept that 
the Cu is adsorbed on the surface in submonolayer amounts 
and not present as bulk oxide or bulk elemental Cu. The 
activation energy for the high-temperature desorption from 
the powders was calculated for several samples. While the 
powders of CuO and Cu had similar appearance temperatures 
and shapes, the noise level was sufficiently large that it was 
difficult to obtain precise measurements for Ea. All values 
measured fell within the range of 45-60 kcal/moL This is 
statistically different from the value obtained for the solu­
tion-deposited sample and lies near the value obtained by 
Arthur and Cho but is significantly smaller than the 75 
kcal/mol for the heat of vaporization of bulk CuO). 

Thus, with the presence of intact bulk amounts initially 
deposited (i.e., the powders), a mechanism similar to that of 
Arthur and Cho may be active. This strongly implies that 
the CuO from the decomposition of the solution-deposited 
sample exists on the surface as a dispersed adsorbed species, 
rather than as bulk CuO, prior to reduction by graphite. The 
use of the two powders also confirms the ability of graphite 
to reduce the oxide even when the CuO is present as relatively 
large crystallites. 

While no definitive evidence has been presented regarding 
the form of the Cu(N03)2 on the surface prior to its decom­
position, the significant evolution of CuO(g) suggests that bulk 
crystallite materials for the nitrate salt may be present since 
the shattering of these crystals may be responsible for the 
copious amounts of CuO(g) generated under vacuum condi­
tions. Thus, the atomization processes leading to the for­
mation of Cu gas in the graphite furnace are as follows: 

Cu(N03),(s) ~ CuO(ads) ~ Cu(ads) ~ Cu(g) (8) 

The presence of an atmosphere of an inert gas (e.g., Ar or 
N2) should have minimal impact on the surface reactions and 
release mechanisms proposed above, although, as mentioned 
previously, it will ensure that the copper oxide that was ob­
served with the vacuum studies will not be lost from the 
furnace. The other perturbation caused by the presence of 
atmospheric pressure would be gas-phase reactions that could 
attenuate the free Cu signal. The formation of the dimer from 
surface vaporization has been shown to be insignificant from 
the mass spectral studies presented above. However, the 
possible formation of the dimer in the gas phase under an 
atmosphere of pressure must be considered. 

Existence and Formation of Copper Dimer, CU2' The 
dimer was shown not to vaporize from the graphite surface 
under vacuum. Additionally, the amount of Cu sample used 
in routine atmospheric pressure GFA systems (10-12 to 10-8 

g) is less than that used in this experiment (10-9 to 10-6 g). 
Thus, if surface nucleation does not form in these vacuum 
experiments, it is even less likely to form at the lower con­
centrations in GFA. 

However, gas-phase reactions involving Cu(g) may affect 
the characteristics of the absorbance signaL Because of the 
long mean free path (~50 m) all gaseous reactions can be 
neglected. This assumption is not true in an atmospheric 
pressure system since the collision frequency increases dra-

mati cally with pressure. Consider the following reaction: 

2Cu(g) ~ CU2(g) (9) 

The reaction rate constant of reaction 9, k f , can be expressed 
as 

(-E') kf = Vf exp R; (10) 

where Vf is the preexponential factor for the forward reaction 
shown in eq 9 and Ea' is the activation barrier for dimer 
formation. The reaction is exothermic, and if one assumes 
no activation barrier (Le., Ea' = 0), then eq 10 simplifies to 
hf = Vf. Considering the most favorable kinetic conditions, 
Le., every collision is "an effective collision", Vf can be calcu­
lated as follows (24): 

(11) 

where M is the molecular weight and ¢ is the molecule di­
ameter. Substituting M = 63 and ¢ = 2.34 X 10-10 m, we 
obtain Vf = (1.6 X 10'0),r-1/2 atm-1·s-1• Taking into account 
the generation by desorption of Cu from the surface, loss by 
formation of the dimer, and loss by diffusion, the following 
equation is used to simulate the partial pressure (in atmo­
spheres) of free Cu(g): 

aPcu (-Ea) at = k'vlJ exp RT - vfPcu2 - koDoT'"/2pcu (12) 

where k' is a proportionality constant that accounts for the 
furnace area, volume, and temperature. Do is the diffusion 
coefficient at 273 K, and hD is a proportionality constant that 
accounts for the dependency of the loss rate on furnace ge­
ometry. In eq 12, the dimensions of the three items are 
carefully considered and unit conversion is performed if 
necessary. Equation 12 was solved numerically, and the results 
for the PCU:PCU2 ratio were checked against the values predicted 
from equilibrium for reaction 9. If the ratio exceeded this 
volume, equilibrium concentrations were assumed; i.e., kinetics 
were not limiting. For all concentrations between 0.001 and 
100 ng, the kinetic value was within 99% of the value predicted 
by equilibrium. Thus, the calculations suggest that equilib­
rium can be obtained if every collision between two Cu atoms 
could form CU2(g) and the dimer formation is not collision­
rate-limited. It should be mentioned that the kinetics for this 
reaction at these temperatures is not known and could reduce 
the rate of dimer formation, which would only tend to increase 
the relative amount of free Cu(g). 

The assumption of kf = Vf and those used with eq 11 make 
dimer formation as favorable as possible; and yet, as Figure 
8 shows, at low concentrations the formation of the dimer has 
little effect on the Cu signal simulated by using eq 12_ At 
elevated concentrations, the equilibrium shifts the appearance 
temperature to higher values and affects only the early time 
(i.e., low temperature, 800-1200 K) portion of the profile. This 
may be the reason Fuller (3) obtained the 33 kcal/mol Ea value 
by using the tailing part of absorbance signaL The CU2 for­
mation with a large amount of sample may also explain why 
CU2 has been observed in a King furnace (25). 

Figure 9 shows the Arrhenius plots of the data from Figure 
8 and illustrates the deviation from the slope expected for a 
simple desorption process. However, use of the early portion 
of the curve provides no assistance in assigning the energetics 
for desorption or dimer formation. This inability to extract 
information on gas-phase reaction from GF A Arrhenius plots 
has been recently discussed elsewhere (26). 

Thus, dimer formation can occur for higher concentrations 
that might be used with GFA, although the impact persists 
only early in time. The presence of the dimer could not be 



ANALYTICAL CHEMISTRY, VOL. 61, NO. 23, DECEMBER 1. 1989' 2657 

I -;600 

Temperalure (K I 

Figure 8. Normalized simulation profiles for Cu atomization under 1 
atm of Ar assuming a total Cu mass of (a) 0.04, (b) 4, and (c) 40 ng. 
The dashed curve represents the profile expected if no dimer were 
formed. (A furnace volume of 0.7 em' and a heating rate of 1000 Kls 
are assumed.) 
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Figure 9. Smets modification of Arrhenius plots of the simulated data 
shown in Figure 8b assuming (a) dimer formation and (b) no dimer 
formation in the gas phase. The simulated absorbance profiles are 
also shown for reference by the dashed lines. 

deduced from the Arrhenius plots, and it is possible that 
misleading conclusions would be drawn in attempting to do 
so when the dimer exists. The dimer's presence at high partial 
pressures of Cu and/ or low temperatures may explain some 
of the E. values obtained by other researchers when high 
concentrations were being used. Similarly, at very high con­
centrations, it seems likely that droplet fonnation with possible 
vaporization from the edge of disk nuclei or, in the extreme, 
vaporization from bulk Cu could be observed. However, both 
instances represent perturbations from the conditions typical 
of GFA. As will always be the case where the surface plays 
such a major role in determining the mechanism of release, 
sample concomitants can alter the behavior of Cu on the 
surface and lead to a significantly different release process 
than that reported in this study. 

Comparison of Copper Atomization in Vacuum and 
Atmospheric Pressure Systems. From Figure 1 it can be 
seen that the appearance temperature of Cu is approximately 
720 K, which is lower than that observed in the atmospheric 
pressure system (ca. 1300 K (e.g. ref 21». Under vacuum 
conditions, the mean free path is large enough to neglect the 
readsorption. However, under 1 atm, the mean free path is 
approximately 10-5 cm. After Cu atoms desorb from the 
graphite surface, elastic collisions with the inert gas (e.g., Ar) 
occur, which results in redirection of the Cu and highly 
probable readsorption of the analyte back onto the surface. 
The attractive forces between the Cu atoms and the graphite 
surface have been suggested as a source of peak broadening 
in the graphite furnace at atmospheric conditions (12). When 
there is an attraction between the anaIyte and the graphite 

surface, the appearance temperatures are dependent on the 
strength of the interaction between the graphite and the el­
ement (11). The interaction of Cu with the furnace results 
in multiple collisions at the gas/solid interface with subsequent 
adsorption and desorption of Cu atoms. This results in an 
increase in the appearance temperature with 1-atm pressure 
of inert gas. As noted above, the formation of Cu, may also 
give the impression of an increase in the appearance tem­
perature compared to that of the vacuum system. 

The first-order desorption kinetics of Cu(N03), aqueous 
solution atomization under vacuum shows that droplets likely 
do not form before atomization. The E. value of 31 ± 2 
kcal/mol obtained is in good agreement with the 29 ± 3 
kcal/mol obtained by Black et aL (11) using Monte Carlo 
simulation and with the E. values 30 ± 2 of McNally and 
Holcombe (12) using a modified Smets model under atmos­
pheric pressure atomization. Thus, the same atomization 
mechanism exists under both vacuum and 1 atm. In com­
paring the atomization of Pb, Bi, and Au in graphite furnace 
atomic absorption spectrometry (GFAAS) at atmospheric 
pressure to that under vacuum, Sturgeon and Arlow (27) also 
concluded that there are no significant differences between 
atmospheric and vacuum vaporization. 

CONCLUSIONS 
Combined with atmospheric pressure atomic absorption, 

mass spectrometry is a powerful tool to investigate the 
atomization mechanism in electrothermal atomizers. Not only 
can molecular species be detected, but gas-phase reactions and 
the influence of the dissipation process on the generation 
profile can be simplified to better isolate the processes oc­
curring. The mass spectral signal intensity is proportional 
to the rate of generation, and the gas-phase information is a 
direct reflection of the processes taking place on the graphite 
surface. Therefore, the atomization mechanism can be in­
vestigated without making a large number of assumptions and 
invoking complicated mathematical data treatment. Some 
experimental results that cannot be deduced in an atmospheric 
atomic absorption spectrometry system have been obtained 
here. For example, the absence of the copper dimer and 
copper carbide coupled with the strong signal from elemental 
Cu(g) reliably isolates the mechanism of release. Furthermore, 
the fact that the values for the activation energies of release 
obtained in this study are identical with those we have ob­
tained under 1 atm (11, 12) can be combined with the deduced 
mechanism and the previous work of Arthur and Cho (2) to 
conclude that a large number of active sites exist on the 
pyrolitically coated graphite surfaces used in GFA. This fact 
points out the very significant role that these sites play in 
governing the mechanism of release. 
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Simulation of Carbon-13 Nuclear MagnetiC Resonance Spectra 
of Linear Cyclic Aromatic Compounds 

Abigail S. Barber and Gary W. Small' 

Department of Chemistry, The University of Iowa, Iowa City, Iowa 52242 

Hiickel molecular orbital theory and molecular mechanics 
calculations are used to derive structural parameters that 
allow carbon-13 nuclear magnetic resonance spectra of linear 
cyclic aromatic compounds to be modeled. With a set of 32 
substituted benzenes, naphthalenes, and anthracenes, three 
models are derived that allow complete spectra to be simu­
lated to an average error of 0.509 ppm. The accuracy of the 
simulations is keyed by the development of a series of elec­
tronic structural parameters based on free valence and au­
topolarizablllty, two parameters derived from the molecular 
orbital calculations. The performance of the computed mod­
els is evaluated in detail, and they are subsequently applied 
to the simulation of spectra of compounds not included in the 
model development work. The predictive ability of the models 
is Judged to be excellent based on an analysis of these sim­
ulated spectra. 

INTRODUCTION 
In carbon-13 nuclear magnetic resonance spectroscopy (13C 

NMR), spectrum simulation techniques have come into use 
as a means to verify chemical shift assignments or to sub­
stantiate a proposed structure for an unknown. Aromatic 
compounds are a challenge to most spectrum simulation 
methods due to the unique manner in which the aromatic 
system influences chemical shifts. Unlike carbons in saturated 
systems, the chemical shifts of aromatic carbons can be in­
fluenced by chemical structural effects at large interatomic 
distances. 

Four approaches can be used to simulate or model chemical 
shifts in aromatic compounds: (1) the direct calculation of 
chemical shifts based on the theoretical principles of magnetic 
shielding (1-8), (2) the calculation of chemical shifts based 
on substituent effects (9), (3) the derivation of empirical 
models that relate structural characteristics to chemical shifts 
(10-18), and (4) the retrieval of chemical shifts from a spectral 
database in which each stored chemical shift is indexed to an 
encoded representation of the corresponding carbon atom 
environment (19). Each of these methods has limitations. The 
theoretical methods are computationally intensive, and re­
ported errors between actual and predicted chemical shifts 
have often exceeded 20 ppm. The approach based on sub­
stituent effects is limited in that only short-range inductive 
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effects on chemical shifta are typically encoded. Steric and 
long-range effects, often important in aromatic systems, are 
seldom included. Empirical modeling studies have produced 
highly accurate chemical shift predictions (errors <1 ppm), 
although the majority of work has focused on saturated sys­
tems only. Finally, for the database approaches to be suc­
cessful in simulating a spectrum, the appropriate chemical 
shifts must be present in the spectral database. 

Recently, work in our laboratory has sought to expand the 
applicability of the chemical shift modeling approach to more 
complex chemical systems (20,21). This work is motivated 
by the belief that the modeling approach offers the greatest 
chance for obtaining highly accurate chemical shift predictions 
without having to build and maintain a large spectral database. 
In the work reported here, the expansion of this methodology 
is continued with the introduction of chemical shift modeling 
procedures for methyl-substituted linear aromatic ring sys­
tems. This methodology is keyed by the development of a 
new series of electronic structural parameters that encode the 
influence of the aromatic system on 13C NMR chemical shifts. 
These structural parameters are examined, and the computed 
chemical shift models are evaluated in terms of their predictive 
ability. 

EXPERIMENTAL SECTION 
Thirty-two aromatic compounds were used in the development 

of the chemical shift models reported here, and six compounds 
were used in testing the computed models. The broad band 
decoupled 13C NMR chemical shift values for these compounds 
were taken from five published studies. 

Woolfenden and Grant reported the chemical shifts for the 
methyl carbons on seven substituted benzenes (22). Samples were 
run neat at room temperature with a Varian V-4311 spectrometer 
operating at 15.1 MHz. The chemical shifts were reported relative 
to internal benzene. An offset of 128.6 ppm was used to convert 
the chemical shifts to a Me,Si reference. In a later study, the 
same research group reported chemical shifts for the ring atoms 
of the benzene compounds, as well as the complete spectra for 
four tri- and tetramethylnaphthalenes (23). Spectra for the 
methylbenzenes were collected under the same conditions as 
reported above, while the napthalene spectra were collected by 
use of a Varian XL-100-15 Fourier transform NMR spectrometer 
operating at 25.2 MHz. The solvent used was CDCI3. All chemical 
shifts were reported relative to internal dioxane. An offset of 66.9 
ppm was used to convert the shifts to a Me,Si reference. No 
concentrations were reported for samples used in either of the 
studies. 

© 1989 American Chemical Society 
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Thirteen spectra of naphthalene derivatives were reported by 
Wilson and Stothers (24). Samples were prepared as 10-15% 
(w/v) solutions in CDCl,. Spectra were collected with a Varian 
XL-loo Fourier transform NMR spectrometer, and chemical shifts 
were reported relative to internal Me.Si. The spectra for 12 
anthracene derivatives were reported by Caspar, Stothers, and 
Wilson (25). The experimental conditions used were the same 
as those used for the naphthalene derivatives. 

The spectrum of 2,3-dimethylnaphthalene was taken from the 
work of Gobert et al. (26). The sample was prepared as a 0.4 M 
solution in CDCl,. The spectrum was collected by use of a Varian 
XL-100-12 WG NMR spectrometer operating at 25.2 MHz. 
Chemical shifts were reported relative to internal Me.Si. 

All computer software used in this work was written in FOR­
TRAN 77 and implemented on a Prime 9955 interactive computer 
system operating in the Gerard P. Weeg Computing Center at 
the University of Iowa. Plots were made by use of the TELLA­
GRAF interactive graphics system (Integrated Software Systems, 
Inc., San Diego, CAl and with original software. A Hewlett­
Packard 7475A digital plotter was used as the output device. 

RESULTS AND DISCUSSION 
Overview of Spectrum Simulation Methodology_ The 

spectrum simulation methodology developed here for simple 
aromatic systems is based upon the empirical chemical shift 
modeling technique noted above. The developed models have 
the general form 

Sj = bo + b,X, + b2X 2 + ... + bpXp (1) 

where Sj is the predicted chemical shift for carbon atom j, 
the bi values are weighting coefficients, the Xi values are 
numerical parameters that describe the chemical environment 
of atom j, and p is the number of terms in the model. A 
predicted chemical shift for an atom is thus formed from a 
linear sum of terms that describe the manner in which the 
surrounding chemical environment determines the shift of that 
atom. By use of a set of known and correctly assigned 
chemical shifts, a multiple linear regression analysis is per­
formed to derive the values of the bi and to select the Xi that 
are most statistically significant in modeling the chemical 
shifts. Once the coefficients have been determined, the model 
can be used to predict the chemical shifts of atoms that were 
not included in determining the coefficients. A complete 
simulated spectrum can be formed by assembling the pre­
dicted chemical shifts of each unique atom in a structure. 

Assembly of Data for Modeling. The 32 compounds used 
in the development of the chemical shift models are listed in 
the upper part of Table I, along with the literature reference 
for the corresponding spectral data. The structures of these 
compounds were entered into computer disk files by use of 
a graphical procedure developed by Brugger and Jurs (27). 
To allow steric effects on chemical shifts to be subsequently 
encoded, force-field molecular mechanics calculations were 
performed on the structures to generate approximate three­
dimensional coordinates for the atoms. A force field described 
by Stuper et al. (28) was used to compute initial atomic co­
ordinates for the structures, and the MMPI procedure of 
Allinger (29) was used to generate final coordinates. 

Previous chemical shift modeling studies have indicated 
that to achieve the highest accuracy of predicted chemical 
shifts, separate models should be generated for natural 
structural subgroups of atoms. In this way, each model can 
be more detailed and thus can achieve a higher prediction 
accuracy. In the present study, three subgroups of atoms are 
apparent: group I, methyl carbons; group II, ring carbons; 
and group III, ring-bridging carbons. For the 32 compounds, 
groups I, II, and III contain 47,179, and 50 atoms, respectively. 
The corresponding chemical shift ranges for the atom groups 
are 13.7-27.0, 118.0-137.7, and 129.4-135.5 ppm. This as­
sembly of atoms represents the set of 276 topologically unique 
atoms across the 32 compounds. Atoms in duplicate structural 

Table I. Compounds Used for Modeling and Testing 

no. name ref 

modeling 
I benzene 20 
2 I-methylbenzene 19,20 
3 1,2-dimethylbenzene 19,20 
4 1,3-dimethylbenzene 19,20 
5 1,3,5-trimethylbenzene 19,20 
6 1,2,3-trimethylbenzene 19,20 
7 naphthalene 21 
8 1-methylnaphthalene 21 
9 2-methylnaphthalene 21 

10 1,2-dimethylnaphthalene 21 
11 1,3-dimethylnaphthalene 21 
12 1,4-dimethylnaphthalene 21 
13 1,5-dimethylnaphthalene 21 
14 1,8-dimethylnaphthalene 21 
15 1,6-dimethylnaphthalene 21 
16 1,7 -dimethylnaphthalene 21 
17 2,6-dimethylnaphthalene 21 
18 2,3-dimethylnaphthalene 21 
19 2,3,6-trimethylnaphthalene 20 
20 2,3,5-trimethylnaphthalene 20 
21 1,3,5,8-tetramethylnaphthalene 20 
22 anthracene 22 
23 I-methylanthracene 22 
24 2-methylanthracene 22 
25 9-methylanthracene 22 
26 2,3-dimethylanthracene 23 
27 1,4-dimethylanthracene 22 
28 9,lO-dimethylanthracene 22 
29 2,7,9-trimethylanthracene 22 
30 lA,5,8-tetramethylanthracene 22 
31 1,4,5,9-tetramethylanthracene 22 
32 1,4,5,8,9-pentamethylanthracene 22 

testing 
33 1,4-dimethylbenzene 19,20 
34 1,2,4-trimethylbenzene 19,20 
35 2,7 -dimethylnaphthalene 21 
36 1,4,6,7-tetramethylnaphthalene 20 
37 1,8-dimethylanthracene 22 
38 1,4,9-trimethylanthracene 22 

environments were eliminated to ensure that all atoms would 
be given equal weight in the regression analysis. The selection 
of the atom groups was performed automatically by use of a 
procedure developed by Small and Jurs (30). 

Design of Structural Parameters for Aromatic Sys­
tems. In our previous studies involving saturated systems, 
the most useful structural parameters have had the general 
form 

(2) 

where Xj is the computed value of the parameter for atom 
j (the target atom whose chemical shift is being predicted), 
di,k is the interatomic distance between atoms i and k, and 
n is a weighting exponent (usually 3). The interatomic dis­
tances are computed based on the approximate atomic co­
ordinates obtained from molecular mechanics calculations. 
Individual parameters differ by the criterion used to determine 
which distances are included in the summation. In some cases, 
i = j, and the k values specify those atoms at a specific to­
pological bond distance from atom j. For example, the sum­
mation might be taken over all atoms three bonds from atom 
j. In this case, the computed parameter would focus on 
different stereochemical orientations at the distance of three 
bonds from the target carbon. 

The principal difference between the current study and 
those performed previously lies in the special characteristics 
of the aromatic system and the manner in which chemical 
shifts are influenced by these characteristics. In preliminary 
research, it became evident that the long-range interatomic 
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Table II. Aromatic Structural Parameters Based on 
Topological Bond Steps 

parametefl description 

MXepb nC maximum value among atoms n bonds removed 
from the target atom 

MNep n minimum value among atoms n bonds removed 
from the target atom 

TOep n sum of values for atoms n bonds removed from the 
target atom 

A Yep n average of values for atoms n bonds removed from 
the target atom 

NTep n sum of absolute values for atoms n bonds removed 
from the target atom 

(I Structural parameters are identified by a four-character label 
and a numerical flag. b ep, designation for one of the four elec­
tronic parameters (AP, autopolarizability; BD, bond order; SD, 
superdelocalizability; FV, free valence). For example, MXAP des­
ignates the maximum autopolarizability. en, designation for the 
number of topological bond steps to be used. For example, n = 2 
would specify those atoms two bonds removed from the target 
atom. Thus, MXAP 2 specifies the maximum autopolarizability 
among atoms two bonds removed from the target atom. 

effects seen in many l3C NMR spectra of aromatic compounds 
could not be fully explained by the parameters used previously. 
A principal goal for the work was to develop electronic 
structural parameters that encode information about the 71' 

system within the aromatic structures. It was hypothesized 
that a simple molecular orbital (MO) theory would generate 
parameters encoding the appropriate information while, at 
the same time, requiring a minimum of computation time. 
Huckel molecular orbital (HMO) theory was chosen as it offers 
a computationally simple approach while encoding information 
about the 71' system. The HMO program used in this inves­
tigation was formed by combining software modules described 
individually by Lowe (31) and Greenwood (32). Additionally, 
coulomb values and bond integral values defined by Yates (33) 
and Streitwieser (34) were used. 

In theoretical studies, application of the HMO theory alone 
to calculate l3C NMR chemical shifts has not been successful 
(35). However, several parameters generated from an HMO 
calculation (bond order, free valence, and electron density) 
have been shown to influence chemical shifts (36). For the 
present application, electron density is of no use, as HMO 
theory calculates an electron density of unity for atoms in 
alternant aromatic systems. The benzene, naphthalene, and 
anthracene ring systems employed here are alternant systems. 

For our work, four HMO parameters were investigated for 
their utility in the formation of structural parameters: (1) 
free valence, (2) autopolarizability, (3) superdelocalizability, 
and (4) bond order. The first three parameters are computed 
for each atom in the molecule, while a bond-order parameter 
is computed for each bond. Free valence and superdelocal­
izability are both used as potential measures of chemical 
reactivity. While calculation of the free valence index assumes 
the initial electronic structure of the molecule is not yet 
disturbed by the potential reactant, the superdelocalizability 
index calculation assumes perturbation has occurred. Auto­
polarizability, as defined by Dewar (37), is a measure of the 
way the 71' charge density changes with the changing electro­
negativity of the corresponding atom. The bond order is an 
arbitrarily defined measure of the bond strength between two 
atoms. 

Given these electronic parameters, a decision had to be 
made regarding how to formulate the actual structural pa­
rameters. To be useful in helping to model chemical shifts, 
each structural parameter must describe some aspect of the 
chemical environment of the target carbon. This implies that, 
in defining the structural parameters, the values produced by 

or tho positions 

"OO©: 
meta positions 

para positions 
Figure 1. Asterisks define the atoms residing in the extended ortho 
(top), meta (middle), and para (bottom) positions in anthracene (com­
pound 22). The target carbon is deSignated by a "+", and numbers 
are used to define the individual para steps radiating outward from this 
atom. 

the HMO calculation must be selected based on their rela­
tionship to the target carbon. Initially, the electronic pa­
rameters were evaluated over the atoms at selected topological 
bond steps removed from the target atom. Table II describes 
the resulting structural parameters. After the atoms were 
assembled at a specified bond distance, five different methods 
were used to combine the values of the chosen electronic 
parameter. 

A preliminary investigation revealed that structural pa­
rameters computed at greater than two bond steps from the 
target carbon were not helpful in modeling chemical shifts. 
Given that long-range effects on chemical shifts are known 
to be present in aromatic systems, it was concluded that an 
alternative scheme must be devised for formulating the 
structural parameters. On the basis of inspection of many 
structures and their corresponding l3C NMR spectra, a pos­
itional scheme was devised for selecting atoms to be used in 
constructing the structural parameters. This positional ap­
proach is based on an extended defmition of the familiar ortho, 
meta, and para ring designations. 

In a given structure, atoms are defined that are para to the 
target carbon. This procedure is based on "para steps". For 
example, the target carbon resides at para step 0, while the 
carbon para to the target carbon resides at para step 1. The 
carbon para to this atom resides at para step 2. The extended 
ortho and meta positions are defmed based on the para atoms. 
Ortho atoms are defined as being one bond removed from 
atoms at even para steps from the target carbon. In this 
context, para step ° is considered an even step. Analogously, 
meta atoms are defined as being one bond removed from 
atoms at odd para steps. These extended position designations 
are illustrated in Figure 1 for anthracene (compound 22). The 
target carbon is identified by "+", and the individual para 
steps are designated by number. Atoms meeting the ortho, 
meta, and para criteria are designated by asterisks. 

Table III describes the three types of positional parameters 
that have been investigated. In each case, the values of the 
selected electronic parameter are summed over the atoms 
meeting the positional criterion. In one case, each term in 
the sum is weighted by the inverse throughspace distance from 
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Table III. Positional Aromatic Structural Parameters 

description parametetl 

Aepbrc 0 
Tepr 0 
Depr n 

average value among atoms meeting the specified positional criterion 
sum of values for atoms meeting the specified positional criterion 
weighted sum of values for atoms meeting the specified positional criterion. Each value is weighted by l/dn, 

where d is the throughspace distance from the target atom to the atom whose electronic parameter value is being used. 
Allowed values of n are 1, 2, and 3 

a Structural parameters are identified by a four-character label and a numerical flag. b ep, designation for one of the four electronic 
parameters (AP, autopolarizability; BD, bond order; SD. superdelocalizability; FV, free valence). C r, positional indicator (0, ortho; M, meta; 
P, para), where the extended ring positions are defined in the discussion of Figure 1. For example, AFVP specifies the parameter produced 
by averaging the free valence values for the atoms para to the target atom. 

Table IV. Summary of Model Statistics 

group 

I 
II 
III 

nO 

47 
179 

50 

5 
12 
6 

R' 

0.995 
0.984 
0.911 

0.337 
0.747 
0.535 

F" 

749 
419 

34.9 

aNumher of chemical shifts used to define model. bNumber of 
parameters in computed model. C Correlation coefficient. 
dStandard error of estimate in chemical shift units (ppm). e F 
value for significance of the model. 

the target carbon to the corresponding atom. These distances 
are computed based on the coordinates returned from the 
molecular mechanics calculations. A weighting exponent can 
be applied to the inverse distance as discussed previously in 
relation to eq 2. The distance-based positional parameters 
allow geometrical information to be coupled with the topo­
logically based HMO parameters. 

Computation and Evaluation of Chemical Shift Mod­
els. For each of the three atom groups. a combination of 
stepwise regression and best subset regression (38) was used 
to determine the best sets of parameters for use in modeling 
the chemical shifts. The many possible models for each group 
were evaluated based on the statistical diagnostics resulting 
from the regression computations. In addition, the models 
were evaluated for the effects of collinearity among the in­
dependent variables (39). On the basis of this analysis, one 
model was selected for each atom group. Table IV provides 
a summary of the overall statistics for each model. Each model 
is ststistically valid, and the standard errors between predicted 
and observed chemical shifts are significantly less than 1 ppm 
in each case. 

Within each compound, the individual predicted chemical 
shifts were assembled to form complete simulated spectra. For 
each of the 32 compounds, the average prediction error across 
the spectrum was computed. The upper plot in Figure 2 is 
a bar graph that displays these spectral prediction errors. The 
mean spectral prediction error is 0.509 ppm. 

The simulated spectra were evaluated further by comparing 
them to each of the experimentally observed spectra. In effect, 
a library search was performed in which the simulated spectra 
were treated as "unknowns", and the experimentally observed 
spectra comprised the "library". Spectral comparisons were 
performed by use of the 13C NMR library search algorithm 
described by Carpenter and Small (40). In this test, the best 
possible results would be obtained if the nearest match to each 
simulated spectrum were the corresponding observed spec­
trum. This would imply that the simulated spectra are more 
similar to the corresponding observed spectra than they are 
to spectra of other similar compounds. In the library search, 
30 of the 32 observed spectra were retrieved as the nearest 
matches to the corresponding simulated spectra. For the two 
cases in which the correct observed spectrum was not the 
nearest match, the correct spectrum was found as the second 
nearest match. These library search results further confirm 
the high accuracy of the simulated spectra. 

COMPOUND NUMBER 

COMPOUND NUt.lBER 

Figure 2. Top: Bar graph depicting the average spectral prediction 
error (ppm) for compounds 1-32. Bottom: Bar graph depicting the 
percentage of chemical shifts correctly aSSigned in compounds 1-32 
when the predicted spectra were used to assign the shifts. 

Perhaps the sternest test of the accuracy of the computed 
models is an evaluation of their utility for assigning chemical 
shifts to specific atoms within a structure. To perform shift 
assignments, the experimental spectrum to be assigned is 
mapped onto the predicted spectrum. For example, the 
smallest chemical shift in the experimental spectrum is as­
sociated with the atom corresponding to the smallest chemical 
shift in the predicted spectrum. The other shifts are assigned 
in a similar manner. 

For each of the 32 compounds, the predicted spectra were 
used to assign the chemical shifts. The percentage of shifts 
assigned in agreement with the literature shift assignments 
was taken as an indicator of the success of the models in 
assigning chemical shifts. The lower plot in Figure 2 is a bar 
graph that displays these percentages for the 32 compounds. 

The success of the spectrum simulation approach to shift 
assignment is directly dependent on the accuracy of the 
predicted chemical shifts. An inspection of the lower bar 
graph in Figure 2 reveals that, for the most part, the models 
allow a large number of correct assignments to be made. 
Errors in assignments are caused in every case by the oc­
currence of several chemical shifts that differ by less than the 
standard error of the model used to predict the shifts. 
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Table V. Model for Group III Carbons 

no. coefficient t valuea parameter 

-1.44 1.96 sum of autopolarizabilities for atoms meta to tbe target carbon (TAPM 0) 
37.2 7.30 distance-weighted sum of free valences for atoms para to the target carbon (distance exponent 1) 

(DFVP 1) 
-S.l1 5.26 sum of free valences for atoms para to the target carbon (TFVP 0) 
-0.404 
-5.0S 

5.64 
4.15 

count of number of hydrogen atoms attached to carbons two bonds from the target carbon (NNHY 2) 
maximum free valence among atoms one bond from the target carbon (MXFV 1) 

54.9 2.99 distance-weighted sum of autopolarizabilities for atoms meta to the target carbon (distance exponent 3) 
(DAPM 3) 

constant 129.17 

a t value for the significance of the coefficient. A t value greater than 4.0 is considered highly significant. 

Table VI. Example of Use of the Group III Model with Compound 24 

atomb 11 atom 12 atom 13 atom 14 

parametefl value ppm value ppm value ppm value ppm 

TAPMO 2.05 -2.95 2.33 -3.36 2.29 -3.30 2.14 -3.0S 
DFVP 1 0.290 10.79 0.141 5.25 0.276 10.27 0.202 7.51 
TFVPO 0.9S9 -S.02 0.574 -4.66 0.976 -7.92 0.592 -4.SO 
NNHY2 2 -D.Sl 3 -1.21 3 -1.21 3 -1.21 
MXFV 1 0.5S0 -2.95 0.513 -2.61 0.513 -2.61 0.545 -2.77 
DAPM3 0.115 6.31 0.134 7.36 0.129 7.0S 0.121 6.64 
sum of terms, ppm 2.37 0.77 2.32 2.29 
constant, ppm 129.17 129.17 129.17 129.17 
predicted shift, ppm 131.54 129.94 131.49 131.46 
observed shift, ppm 132.10 130.40 131.30 131.90 
residual, ppm -D.56 -D.46 0.19 -D.44 

a Parameters correspond to those described in Table V. b Atoms refer to those specified in Figure 3. 

Examination of Utility of Aromatic Structural Pa­
rameters_ For the three computed chemical shift models, 
a total of 23 structural parameters are required. Nine of these 
are aromatic parameters of the type described in Tables II 
and III. Nine of the other parameters are distance-based 
parameters that employ the modeled atomic coordinates, while 
the remaining five parameters are derived from the topological 
features of the structures. By themselves, the HMO-based 
parameters are insufficient to model the chemical shifts ac­
curately. Correspondingly, the distance-based parameters of 
the type described by eq 2 are also incapable of modeling the 
shifts when used alone. From this work, it is clear that a 
combination of steric and electronic structural information 
is required to allow highly accurate chemical shift models to 
be formed. 

An examination of the nine aromatic structural parameters 
used reveals three parameters based on topological bond steps 
(Table II) and six based on our extended definition of ortho, 
meta, and para positions (Table III). Of the six positional 
par ameters, three are para, two are meta, and one is ortho. 
Two are weighted by throughspace distances. Of the three 
parameters based on topological bond steps, only bond steps 
1 and 2 are found useful. In addition, each parameter is based 
on the maximum or minimum value at the selected bond step, 
rather than on a summation of values. These results confirm 
that long-range effects are not encoded in a simple manner 
based on bond distances. The greater utility of the positional 
parameters supports our definition of the extended ortho, 
meta, and para positions. 

Seven of the nine aromatic parameters are based On com­
puted free valences, and two are based on autopolarizabilities. 
Throughout the model development work, the parameters 
based on bond order and superdelocalizability were less useful 
than those based on free valence and autopolarizability. 

To demonstrate the manner in which the computed models 
work, Table V describes the group III model in detail, and 
Table VI illustrates the use of this model to predict the 
chemical shifts of atoms 11, 12, 13, and 14 in 2-methyl-

14 11 

000 
13 12 

Figure 3. Structure of 2-methylanthracene (compound 24). The sim­
ulation of the chemical shifts of the numbered atoms is detailed in Table 
VI. 

anthracene (compound 24). Figure 3 depicts the structure 
of this compound. The relevant atoms are indicated in the 
figure. 

The group III atoms were more difficult to model than the 
atoms in groups I and II. This is reflected in the lower cor­
relation coefficient and F value for this model. The devel­
opment of the positional aromatic parameters was a key in 
obtaining a correlation coefficient greater than 0.9. From an 
inspection of Table V, the only nonaromatic parameter in the 
model is an indicator variable that identifies the presence of 
methyl-substituted carbons two bonds from the target carbon. 
Four of the five aromatic parameters are based on our ex­
tended definition of ring position. 

Table VI displays the values of the structural parameters 
used to predict the chemical shifts of the four indicated atoms. 
These values are multiplied by the corresponding regression 
coefficients in Table V to obtain the contributions of the 
parameters in chemical shift units (parts per million). An 
inspection of the parameter values reveals that the aromatic 
parameters effectively differentiate among the four target 
carbons. Each shift is predicted to an accuracy of 0.6 ppm 
or better. While it is difficult to interpret the function of the 
parameters in terms of magnetic shielding effects, the models 
are statistically valid and appear to perform well. 

Evaluation of Predictive Ability of Models_ The com­
puted models were evaluated further by applying them to the 
prediction of chemical shifts in six compounds that were not 
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Figure 4. Top: Bar graph depicting the average spectral prediction 
error (ppm) for compounds 33-38. Bottom: Bar graph depicting the 
percentage of chemical shifts correctly assigned in compounds 33-38 
when the predicted spectra were used to assign the shifts. 

included in the model development work. These compounds, 
numbered 33-38, are listed in Table L Complete simulated 
spectra were computed for the six compounds. Figure 4 
displays the average prediction error for the six compounds, 
as well as the percentage of chemical shifts that would be 
correctly assigned by use of the simulated spectra. The two 
bar graphs in Figure 4 are analogous to those in Figure 2. As 

Figure 5. Simulated and observed spectra for compounds 33-38. 

before, the models perform extremely well. The mean of the 
average prediction errors is 0.565 ppm, very close to the value 
computed for compounds 1-32. Correspondingly, a majority 
of the chemical shifts are correctly assigned by use of the 
simulated spectra. In addition, a library search was performed 
as before. The library consisted of the experimentally ob­
served spectra of compounds 1-38. In each case, the observed 
spectra of compounds 33-38 were retrieved as the nearest 
matches to the corresponding simulated spectra. 

To provide a visual perspective on the quality of the sim­
ulated spectra, Figure 5 depicts the simulated and experi­
mentally observed spectra for each of the six compounds. In 
the figure, lack of plot resolution causes some lines to overlap. 
Any apparent discrepancies in the number of lines between 
simulated and observed spectra are a function of the lack of 
plot resolution. On the basis of each of these evaluations, the 
chemical shift models are observed to perform in a highly 
accurate manner. 

CONCLUSIONS 
The computed chemical shift models allow the 13C NMR 

spectra of linear cyclic aromatic compounds to be simulated 
with high accuracy. On the basis of a variety of evaluation 
criteria, the derived models are judged useful for application 
to structure elucidation studies and in the confirmation of 
chemical shift assignments. 

We believe the key to the success of this work is the use 
of a combination of steric and electronic structural parameters. 
The aromatic parameters derived from HMO calculations are 
extremely useful when combined with steric parameters based 
on the approximate atomic coordinates returned from mo­
lecular mechanics computations. While molecular mechanics 
and HMO calculations represent nontraditional tools for 
analytical chemists, they are both computationally practical. 
When integrated into a computer-based spectrum simulation 
system, these techniques can be used efficiently, and simulated 
spectra can be obtained rapidly. While the methodology 
described here has been implemented on a large interactive 
computer system, each of the calculations is compatible with 
a modern single-user laboratory computer. 

The work described here represents a first step toward the 
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development of a general spectrum simulation methodology 
for use with aromatic compounds. The key step required to 
enhance the practicality of the approach is the extension of 
the methodology to compounds containing heteroatoms and 
heteroatom-based substituents. This represents the next 
phase of the research to be performed. 

ACKNOWLEDGMENT 

Peter C. Jurs and co-workers of the Pennsylvania State 
University are acknowledged for performing the initial im­
plementation of the HMO software on the Prime computer 
system. 

Registry No.1, 71-43-2; 2, 108-88-3; 3, 95-47-6; 4,108-38-3; 
5, 108-67-8; 6, 526-73-8; 7, 91-20-3; 8, 90-12-0; 9, 91-57-6; 10, 
573-98-8; 11,575-41-7; 12,571-58-4; 13, 571-61-9; 14, 569-41-5; 15, 
575-43-9; 16,575-37-1; 17,581-42-0; 18, 581-40-8; 19, 829-26-5; 20, 
2245-38-7; 21,14558-12-4; 22,120-12-7; 23, 610-48-0; 24, 613-12-7; 
25,779-02-2; 26, 613-06-9; 27, 781-92-0; 28, 781-43-1; 29, 784-52-1; 
30,2960-97-6; 31, 57380-67-3; 32, 57380-68-4; 33, 106-42-3; 34, 
95-63-6; 35, 582-16-1; 36, 13764-18-6; 37,15815-47-1; 38, 27532-81-6. 

LITERATURE CITED 
(1) Fukui, H. Bull. Chern. Soc. Jpn. 1974, 47, 751. 
(2) Ando, I.; Nishioka, A.; Kondon, M. Bull. Chern. Soc. Jpn. 1974, 47, 

1097. 
(3) Ebraheem, K. A. K.; Webb, G. A. Prog. Nucl. Magn. Reson. 1977, 

11.149-181. 
(4) Solkan, V. N.; Klimenko, V. Yu.; Ustnyuk, Yu. A. Thear. Exp. Chern. 

(Engl. Transl.) 1973, 9, 254. 
(5) Beveridge, D. L. In Semiempirical Methods of Electronic Structure 

Calculation, Part 8: Applications; Segal, G. A" Ed.; Plenum: New 
York, 1977; Vol. 8. 

(6) Barfield. M.; Grant, D. M. J. Chern. Phys. 1977, 67, 3322. 
(7) Ditchfield, R.; Miller, D. P.; Pople, J. A. J. Chem. Phys. 1971, 54, 

4186. 
(8) Fukui, H.; Yoshida, H.; Muria, K. J. Chern. Phys 1981, 74, 

6988-6989. 
(9) Ewing. D. F. Org. Magn. Reson. 1979, 12, 499-524. 

(10) Grant, D. M.; Paul, E. G. J. Am. Chern. Soc. 1964, 86, 2984-2989. 
(11) Lindeman, L. P.; Adams. J. Q. Anal. Chern. 1971, 43, 1245-1252. 
(12) Smith, D. H.; Jurs, P. C. J. Am. Chern. Soc. 1978, 100,3316-3321. 

(13) Small, G. W.; Jurs, P. C. Anal. Chern. 1983, 55,1128-1134. 
(14) Small, G. W.; Jurs, P. C. Anal. Chern. 1984, 56. 2307-2314. 
(15) Egolf, D. S.; Jurs, P. C. Anal. Chern. 1987, 59,1586-1593. 
(16) Sutton, G. P.; Jurs, P. C. Anal. Chern. 1989, 61,863-871. 
(17) Gasteiger, J.; MarisHi, M. Org. Magn. Reson. 1981, 15,353. 
(18) Gasteiger, J.; Saller, H. Angew. Chern., Int. Ed. Engl. 1985,24, 

687-689. 
(19) 8remser, W. Anal. Chim. Acta 1978, 103,355-365. 
(20) McIntyre, M. K.; Small, G. W. Anal. Chern. 1987, 59, 1805-1811. 
(21) Small, G. W.; McIntyre. M. K. Anal. Chern. 1989, 61,666-674. 
(22) Woolfenden, W. D.; Grant, D. M. J. Am. Chern. Soc. 1966, 88, 

1496-1502. 
(23) Dalling, D. K.; Ladner, K. H.; Grant. D. M.; Woolfenden, W. R. J. Am. 

Chern. Soc. 1977, 99, 7142-7150. 
(24) Wilson, N. K.; Stothers, J. B. J. Magn. Reson. 1974, 15,31-39. 
(25) Caspar, M. L.; Stothers, J. B.; Wilson, N. K. Can. J. Chern. 1975, 53, 

1958-1969. 
(26) Gobert, F.; Combrisson, S.; Platzner, N.; Ricard, M. J. Magn. Reson. 

1976, 8, 293-298. 
(27) Brugger, W. E.; Jurs, P. C. Anal. Chem. 1975, 47, 781-784. 
(28) Stuper, A. J.; Brugger, W. E.; Jurs, P. C. Computer Assisted Studies of 

Chemical Structure and Biological Function; Wiley-Interscience: New 
York, 1979; pp 83-90. 

(29) Allinger, N. L.; Sprague, J. T. J. Am. Chern. Soc. 1973, 95, 
3893-3907. 

(30) Small, G. W.; Jurs, P. C. Anal. Chern. 1984, 56, 1314-1323. 
(31) Lowe, J. P. Quantum Chemistry; Academic Press: New York, 1978. 
(32) Greenwood, H. H. Computational Methods In Quantum Chemistry; 

Wiley-Interscience: New York, 1972. 
(33) Yates, K. Huckel Molecular Orbital Theory; Academic Press: New 

York, 1978. 
(34) Streitwieser, A. Molecular Orbital Theory for Organic Chemists; Wiley: 

New York, 1961. 
(35) Ducasse, L.; Hoarau, J.; Pesquer, M. J. Mol. Struc.: THEOCHEM. 

1982,88,61-70. 
(36) Karpus, M.; Pople, J. A. J. Chern. Phys. 1963,38.2803-2807. 
(37) Dewar, M. J. S. The Molecular Orbital Theory of Organic Chemistry; 

McGraw-Hili: New York. 1969. 
(38) Draper, N. R.; Smith, H. Applied Regression Analysis, 2nd ed.; Wiley­

Interscience: New York. 1981; Chapter 6. 
(39) Belsley, D. A.; Kuh, E.; Welsch, R. E. Regression Diagnostics: Identi­

fying Influential Data and Sources of Coflinearity; Wiley-Interscience: 
New York, 1980; Chapter 3. 

(40) Carpenter, S. E.; Small, G. W. Anal. Chern. 1988. 60. 1886-1895. 

RECEIVED for review June 27, 1989. Accepted September 19, 
1989. 

Electrochemical Detection of Peptides 

Anne M. Warner' and Stephen G. Weber' 

Department of Chemistry, University of Pittsburgh, Pittsburgh, Pennsylvania 15260 

A general method of wide applicability for the determination 
of peptides is described. Peptides longer than dipeptides 
react in the classical biuret reaction with Cu( II) to yield 
electroactive Cu( I I )-peptide complexes that can be oxidized 
to the corresponding Cu( I II) complexes. This allows the 
sensHive electrochemical detection of peptides following their 
separation by reversed-phase liquid chromatography. The 
reaction chemistry, which is reversible, allows for the deter­
mination of peptides that lack an electroactive group or a 
primary amine. Selectivity for a model peptide is 103_10' 
over nonelectroactive amino acids. 

The quantitative determination of peptides is an important 
pursuit in medicine, biology, and the pharmaceutical industry. 
Two highly selective methods, high-performance liquid 
chromatography (HPLC)/binding assay (1,2) and HPLC/ 

1 Current address: Eli Lilly & Co., P.O. Box 685, Lafayette, IN 
47902. 

0003-2700/89/0361-2664$01.50/0 

mass spectrometry (3-7), are used when one or a few known 
peptides are sought. These exacting techniques are less at­
tractive for many tasks that do not require such exquisite 
selectivity. Unfortunately, there is a lack of reasonably simple 
and sensitive detectors that are generally useful for peptides. 
UV absorbance detection at 210 nm (8-10) is too general. The 
techniques that rely on the detection of particular amino acids, 
such as UV absorbance or fluorescence of the amino acids 
phenylalanine, tyrosine, and tryptophan (11), or electro­
chemistry of cysteine (12), tyrosine, and tryptophan (13, 14), 
lack generality. Procedures that use amine-specific chemistry 
for derivative formation, such as ninhydrin (15, 16), and 
fluorescamine (8, 17, 18), lack specificity. In addition, the 
amine derivatizing procedures are blind to peptides that lack 
an amino terminus, such as those that contain pyroglutamate 
or those that are formylated. The biuret reaction has been 
used for protein and peptide detection by UV absorbance 
following HPLC separation; however, the detection limits were 
a modest 100 pmol (19). We describe a simple detection 
system that uses the biuret reaction and dual electrode am­
perometric detection. This detection system gives electro-

© 1989 American Chemical Society 
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HPLC 

Cu 2+, tartrate, KOH 

Figure 1. Schematic diagram of the apparatus. A tee mixes the 
He-pressure-driven stream of biuret reagent with the HPLC effluent. 
This is mixed in a short piece of knotted Teflon tubing before entering 
the dual electrode detector. The current from both electrodes is 
monitored, as is the pH of the effluent. 

chemical signals for tripeptides and longer peptides that are 
not naturally electrochemically active. Thus, it is generally 
useful and enjoys the selectivity of the electrochemical de­
tector. 

The detection system is based on the century-old biuret 
reaction (20). The color of the Cu(ll) complex formed in base 
by peptides and proteins is the basis of its utility in the clinical 
laboratory. Cu(II)-peptide complexes are also electroactive. 
The chemistry of these complexes has been studied by 
Margerum for over a decade, and that work has been reviewed 
recently (21). Cu(ll)-peptide complexes, such as Cu(ll)-(G3), 

(the single-letter abbreviations for the amino acids will be used 
throughout; Table II defines these abbreviations) undergo a 
quasireversible oxidation to the Cu(Ill)-peptide at modest 
potentials (21) (0.6-0.9 V vs a normal hydrogen electrode 
(NHE)). The ability to be oxidized at modest potentials makes 
the Cu(ll)-peptide complexes suitable for electrochemical 
detection. Because the electrochemistry is reversible, the more 
selective dual electrode amperometric detection can be used 
(22). In this scheme an upstream anode (generator) oxidizes 
Cu(ll) to Cu(III), and then the Cu(III) is transported down­
stream across the surface of a cathode (collector). Current 
at the cathode from the Cu(III) reduction back to Cu(ll) is 
measured. Investigations have been undertaken to determine 
both the suitability of this chemistry to electrochemical de­
tection and the suitability of the scheme to peptide deter­
minations. 

EXPERIMENTAL SECTION 
The electrochemical detector (homemade or BAS, West La­

fayette, IN) contains an upstream glassy carbon anode to oxidize 
Cu(Il) to Cu(IIl) and a downstream glassy carbon cathode to 
reverse this reaction. (Both electrodes were 3 mm diameter glassy 
carbon disks; they are separated (center-to-center) by 3.5 mm.) 
The spacer thickness was 0.013 cm. The current-to-voltage 
converter and potentiostat consisted of an LC4B from BAS and 
a homemade current-to-voltage converter for the second electrode. 

The mobile phase for reversed-phase liquid chromatography 
contains water and perhaps either acetonitrile or methanol, 
phosphate (for buffering near pH 3 or 6 during chromatography), 
and borate (for buffering near pH 10 for the biuret reaction). The 
column was a Nova Pak C18 from Waters Associates. 

A solution of cupric ion, added as the sulfate or perchlorate, 
at around millimolar concentration with 3 times that concentration 
of potassium sodium tartrate and KOH at around 1 M was added 
to the liquid chromatographic effluent after the column and before 
the electrochemical detector (see Figure 1). (Actual concentra­
tions are given in the figures and tables.) The postcolumn reagent 
was pumped from a plastic bottle by using positive He pressure. 
The pH of the effluent from the electrochemical detector was 
monitored continuously by using a Fisher "pencil thin" combi~ 
nation pH and reference electrode and a Corning Model 5 or an 
Orion Model 701 meter. Sufficient pressure was applied to the 

postcolumn reagent bottle to yield an effluent pH of 9-10. 
Typically, the anode was held at a potential of 0.8 V and the 
cathode at 0 or 0.1 V vs Agj Agel, 3 M NaCl (which has a measured 
potential of +0.219 V vs NHE). The currents from both the anode 
and the cathode were recorded. Cyclic voltammetry was per­
formed with a BAS CV-lB potentiostat. Peptides were obtained 
from Sigma (St. Louis, MO) and Research Plus (Denville, NJ) 
(alanine homopolymers only). It is worth noting that even simple 
peptides vary widely in their stability in solution. 

RESULTS AND DISCUSSION 
Before electrochemical detection was attempted, cyclic 

voltammetry at a glassy carbon electrode was used to deter­
mine the influence of the matrix on the Cu-peptide chemistry 
and electrochemistry. Because mobile phases for the re­
versed-phase liquid chromatography of peptides almost always 
will contain some organic solvent due to the hydrophobic 
nature of most peptides (23), any detection scheme must be 
compatible with these solvents. The formation of the Cu­
(ll)-peptide complexes must occur after chromatography if 
silica-based reversed phases are used because the basic pH 
required to form the complexes causes hydrolytic destruction 
of that chromatographic medium. Thus, addition of the 
reagents in a postcolurnn reactor is required. The commonly 
used solution for the biuret contains a Cu(ll) salt, a salt of 
tartrate, and base. Because chromatography takes place in 
an acidic to neutral environment, the postcolumn addition 
of a buffer system and base is required to shift to a basic pH 
and maintain it. It therefore becomes necessary to determine 
whether the presence of the organic solvent and the buffer 
system will perturb the formation and electrochemistry of the 
complex. 

The biuret complex was formed from a basic tartrate so­
lution of copper and the tripeptide AGG. The cyclic vol­
tammetry of this solution at pH 9 (see Figure 2) shows a 
quasireversible wave (!lEp = 80 m V) at 0.70 V vs Agj AgCl, 
3 M NaCl. The ratio of the cathodic to anodic peak currenta 
can be used to infer the lifetime of the Cu(III) product (24). 
If the Cu(III)-peptide is stable on the time scale of the ex­
periment, then the peak current ratio will be 1.0. If the Cu(III) 
is unstable, the peak current ratio will be less than 1. In 
aqueous solution at 20 m V S-1 the peak current ratio is about 
0.5, which indicates that the Cu(III) complex undergoes 
chemical change to an electrochemically unreactive form on 
the 10-s time scale. (The experimental time from the half­
wave potential to the switching potential is 10 s, and without 
detailed kinetic analysis, only an order of magnitude estimate 
is justified.) This decomposition is far more rapid than that 
observed by Rybka et al. for the G, complex (25). 

Margerum (21) has correlated the decomposition rate of 
Cu(III)-peptides with the EO of the Cu(ll) / (III) couple. The 
more positive the EJ, the more rapid the decomposition. The 
three tripeptides that are somewhat analogous to the AGG 
(A3, G3, Lal have decomposition rate constants in the 0.5-3-s-1 

range; thus the cyclic voltammetric determination yields a 
reasonable value. The rate of the destruction of the Cu(III) 
complex is faster when 25% (by volume) of the water is re­
placed by acetonitrile or methanol. The addition of 12.5 mM 
each of Na2B,07 and K2HPO, (pH 9) in aqueous and mixed 
organic/ aqueous solutions leads to the disappearance of the 
Cu(llI) reduction peak. Voltammetry at 500 mV S-1 reveals 
the Cu(Ill) reduction wave (see Figure 3). At higher scan 
rates there is less time for the Cu(llI)-consuming reaction to 
occur, and a voltammetric wave for the reduction is visible. 
The lifetime of the Cu(III) must be on the order of 100 ms 
under these conditions. In the mixed solvents of chromato­
graphic relevance no large shift in redox potential is observed. 

The cyclic voltammetry indicates that it is possible to detect 
the peptides by the oxidation of the Cu(ll) complex. Cyclic 
voltammetry of other peptides (GGA, AGGG, A3, A,) revealed 
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Figure 2. Cyclic voltammetry at a 3 mm diameter glassy carbon disk 
electrode taken at 0.020 V S-1. In the left column voltammograms 
of solutions containing 1 mM AGG in an excess of basic copper tartrate 
are shown (the pH. or apparent pH. of each solution is near 9). The 
right column contains voltammograms from solutions containing the 
same solutes. but 12.5 mM phosphate and borate in addnion. The top 
row has voltammograms that are taken in aqueous solution, the middle 
row is for 25% (v/v) acetonitrile, and the bottom row is for 25% (v/v) 
methanol. The dashed curve in the lower right panel is a voltammo­
gram of a solution lacking the AGG. 
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Figure 3. Cyclic voltammetry of AGG in methanolic buffer. Same 
conditions as in the lower right panel of Figure 2. but at the higher 
sweep rate of 0.50 V S-1. Note the obvious presence of the Cu(III) 
~ Cu(II) reduction peak. absent in the voltammogram of the solution 
lacking the AGG (the featureless voltammogram in this figure) and 
absent in the voltammogram in Figure 2 taken at a slower sweep rate. 

longer Cu(III) lifetimes than the one for AGG. Rybka et al. 
(25) mention dramatic effects of borate and carbonate buffers 
on Cu(III)-G. complex stability. It is safe to conclude. from 
the literature and data presented, that Cu(II)-peptide com­
plexes can be oxidized in an amperometric detector. Whet­
her or not the resulting Cu(III) complex can be reduced at 
a downstream cathode depends on the transit time between 
the anode and cathode in the flow cell and the particular 
peptide involved. This is best determined experimentally. 

Table I. Collection Efficiency' 

solute aqueous 10% MeOH 40% MeOH 15% AN' 

As 0.28 
A, 0.19 0.2 
As 0.33 0.29 
A. 0.30 
GGFL 0.16 0.23 
Fib-B' 0.08 

'The eluent was 12.5 mM borate, 40 mM phosphate, and the pH 
was between 3 and 5 (during chromatography) with the indicated 
volume concentration of solvent. The postcolumn reaction solu­
tion was 1.1 mM Cu'+' 3.3 mM tartrate. and 520 mM KOH. 
'Fibrinopeptide B is pEGVNDNEEGFFSAR. 'Acetonitrile. 

The collection efficiency of the detector is defined as the 
ratio of the current at the collector to the current at the 
generator (26). If the collection efficiency is high, then a 
Cu(II)-peptide complex that yields a signal by virtue of its 
oxidation will yield a significant signal at the downstream 
cathode. When this occurs, there is added selectivity, because 
the number of compounds giving rise to such signals is smaller 
than the number giving rise to the oxidation alone. If the 
collection efficiency is poor, then only the oxidation can be 
measured. Theoretical efficiencies for completely reversible 
electrodes have been calculated only for rectangular electrodes 
(26). For the circular electrodes of the dimensions used, the 
theoretical efficiency for a reversible reaction is about 0.33 
if both halves of the redox couple are stable. If, in addition 
to simple diffusion, chemical processes occur that decrease 
the concentration of the product in the vicinity of the cathode, 
then the collection efficiency would be lower, decreasing to 
zero for a chemically irreversible oxidation. At typical flow 
rates (1-2 mL min-I) the delay time between Cu(III) pro­
duction at the upstream anode and Cu(III) reduction at the 
downstream cathode is on the order of 0.1 s. From the cyclic 
voltammetry data it can be inferred that the collection effi­
ciency should be greater than zero and dependent on specific 
experimental conditions. Values obtained in a range of solvent 
systems are shown in Table I. The collection efficiency, which 
reflects the stability of the Cu(III)-peptide, is acceptable for 
analytical work. It reaches nearly the theoretical maximum 
for several of the alanine oligomers. The fact that the col­
lection efficiency is lower for A. than for both As and A5 is 
puzzling. While it reinforces the point that the chemistry of 
the Cu(III)-peptides is sensitive to small alterations in the 
particular peptide, it is in contradiction with the previously 
discussed correlation of E" and decay rate. It may reflect the 
fact that the collection efficiency is also sensitive to changes 
in solvent and buffer composition. 

Primary amine groups, and especially amino acids, are the 
targets of the commonly employed chemical reactions used 
for peptide derivatization. Because many other amines occur 
in biological samples, an excessive burden is placed on the 
chromatography for selectivity. The formation of the biuret 
complex is more specific because it requires the peptide 
backbone nitrogen and the molecular geometry of the peptide, 
but it does, after all, rely on Cu(II) chemistry, and it is 
well-known that Cu(II) forms complexes with amines. Thus 
the selectivity of the detector against amino acids was de­
termined by comparing the signal at the anode and cathode 
for Gs to that for amino acids. Representative data are shown 
in Table II. The selectivity at the collector electrode is 10'-lO" 
for Gs over the nonelectroactive amino acids. Note that the 
most interfering nonelectroactive species are the basic amino 
acids, histidine, lysine. and arginine. It is probable that the 
signal from the amino acids is simply a result of the pertur­
bation of the many complex equilibria in the solution with 
the result that the background current changes slightly. In 
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Table II. Sensitivity Ratio' for G,:Analyte at Generator 
and Collector Electrodes 

electrode 

generator 

Nonelectroactive Analytes 
nonpolar 

alanine (A) 500 
phenylalanine (F) 80 
glycine (G) 700 
isoleucine (I) 300 
leucine (L) 300 
methionine (M) 700 
proline (P) 200 
valine (V) 600 

polar, not basic 
aspartic acid (D) 2000 
glutamic acid (E) 1000 
asparagine (N) 500 
glutamine (Q) 1000 
serine (S) 1000 
threonine (T) 2000 

basic 
histidine (H) 50 
lysine (K) 200 
arginine (R) 1000 

Electroactive Analytes 
cysteine (C) 2 
tryptophan (W) 5' 
tyrosine (Y) 2 

Peptides 
GA 103 
G, 1 
G, 2 
Gs 2 

collector 

4000 
1000 
4000 
1000 
3000 
2000 
1000 
8000 

2000 
10000 
1000 
5000 
1000 
2000 

900 
800 
800 

2 
200 
200 

3000 
1 
2 
3 

a The sensitivity ratio is the concentration CuM) of analyte re­
quired to yield the same signal as 1.0 MM G,. Conditions: mobile 
phase, 12.5 mM borate, 41.2 mM phosphate, pH 3.5; postcolumn 
phase, 1.1 mM Cu'+, 3.3 mM tartrate, 0.52 M KOH. 'This datum 
was taken under slightly different conditions: mobile phase, 50 
mM borate, 0.14 M phosphate, pH 3.0; postcolumn solution, 1.1 
mM Cu'+, 3.3 mM tartrate, 1.8 M KOH. 

fact, the cathodic current response to the amino acids is 
typically opposite in sign to that for the peptides. 

Of the electrochemically active amino acids, only cysteine 
interferes at the cathode, because it is reversible. Although 
tyrosine and tryptophan interfere at the anode, their inter­
ference at the cathode is minimal because their oxidation 
products undergo rapid chemical reactions to form species that 
are difficult to reduce. Within the series of peptides, note the 
clear demarcation between the dipeptide GA and the tri­
peptide G3, a result consistent with the biuret complex 
chemistry. The higher homologues in the Gn series show good 
sensitivity, but some signal attenuation occurs. 

For many small peptides in both flow injection experiments 
(i.e., HPLC with no column) and chromatography, the sen­
sitivity is roughly constant. Small peptides of three to six 
amino acids yield, at the anode, about 8 nA I'M-l injected in 
a 20-I'L quantity and about 2 nA I'M-l at the cathode. With 
typical noise values (27, 28) and clean samples this would 
translate into nanomolar (10 femtomol) detection limits. The 
experimentally determined detection limit, controlled by 
pump flow noise, is 12 nM, or 0.25 pmol injected for A3• This 
could be improved considerably through the use of a well 
designed pulse dampener. The dynamic range is not known; 
however, the relationship between current (at both electrodes) 
and concentration injected is linear (adjusted r = 0.9684 for 
34 measurements at the anode; 0.9970 for 31 measurements 
at the cathode) over the range 86 nM to 86 I'M. Most of the 
scatter in the calibration curves is due to a slow loss in sen­
sitivity. No attempts to minimize the sensitivity loss by 

! , 

o 5 10 
retention time/min 

Figure 4. Detection of 54 pmol (20 I'L of 2.7 I'M) of A, using 
postcolumn addition of basic copper tartrate solution and dual electrode 
electrochemical detection. The mobile phase is aqueous 10.4 mM 
potassium dihydrogen phosphate and 12.5 mM sodium borate adjusted 
to pH 3.2 with phosphoric acid. The postcolumn addttion phase is 1.1 
mM CuSO" 3.3 mM potassium sodium tartrate, and 0.52 M KOH. 
Other conditions: anode, O.S V vs Ag/AgCI; cathode, 0.0 V; effluent 
pH, 9.4. The postcolumn reaction solution is controlled by pressure, 
not volume, so the mixing ratio is not actually controlled. Measurement 
showed that the postcolumn reaction volume was typically one-tenth 
of the column effluent volume. 

I 10 nA 
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retention time/min 
Figure 5. Detection of S.8 pmol Des-Tyr-Ieucine-enkephalin (GGFL). 
Conditions were the same as in Figure 4, except 40 % by volume of 
the water in the mobile phase, but nol the postcolumn phase, has been 
replaced by methanol. 

electrochemical cleaning were made. 
This detection limit compares favorably with the electro­

chemical detection of tyrosine- and tryptophan-containing 
peptides (in the O.l-lO-pmol range (13, 14,29-32». This 
detection is poorer than that reported by Mousa (33) for 
{1-endorphin: 30 pg or about 0.01 pmo!. Fluorescence de­
tection of derivatized peptides, using 9-fluorenylmethyl 
chloroformate (34) and naphthalene-2,3-dicarboxaldehyde 
(35), is accomplished in the 0.2-Q.5-pmol range. The current 
procedure has a selectivity in between the two cited class of 
procedures, and even though lower detection limits have been 
reported, this procedure should be useful for a br.oad spectrum 
of peptides. 

Figures 4--B show representative chromatograms illustrating 
the applicability of the detector under a variety of circum­
stances. The detection of A5, with 0.30 efficiency at the 
collector, demonstrates the feasibility of the technique. The 
electroinactive tetrapeptide fragment of Leu-enkephalin, 
GGFL, yields a clear response in 40% methanol mobile phase 
(collection efficiency 0.16) (Figure 5) or in 15% acetonitrile 
(collection efficiency 0.23). A question that has not been 
investigated fully is the upper limit of the size for peptides. 
Certainly, proteins yield the biuret reaction, but whether or 
not reversible electrochemistry also occurs is not known. The 
tetradecapeptide fibrinopeptide B yields a signal as well; 
however, the sensitivity (on a molar basis) is 58 and 180 times 
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Figure 6. a. Human urine 3000 molecular weight cutoff ultraliltrate 
injected onto the column. The mobile phase was as described for 
Figure 3, except 15 % by volume 01 the water has been replaced by 
acetonitrile. Detection is UV at 210 nm. b. Same conditions, with 
postcolumn addition 01 1.1 mM Cu(CIO.)" 3.3 mM potassium sodium 
tartrate, and 0.52 M KOH in 15 % acetonitrile, and dual electrode 
electrochemical detection. The live peaks that match the behavior 
of peptides are marked by vertical lines connecting the anodic and 
cathodic peaks. 

less than for GGFL at the anode and cathode, respectively. 
Note that the amine terminus in fibrinopeptide B is unreactive 
toward amine-specific fluorescent reagents because of the 
cyclization in the pyroglutamate. Other a-amino substituted 
peptides, such as formylated and acetylated peptides, will also 
be reactive in this biuretj electrochemical detection system, 
but not in any amine-specific systems. Chromatograms of 
urine and canine CSF that have been treated only by ul­
trafiltration through a 3000 molecular weight cutoff filter are 
remarkably simple. Figure 6 compares the chromatograms 
of urine obtained by UV detection and the current method. 
The number of compounds yielding signals that are consistent 
with the component being a peptide is much smaller in Figure 

6b than in Figure 6a. The selectivity advantage is clear. 
It is not expected that this procedure will supplant the 

existing highly specific methods such as LC jbinding assay (1, 
2) or LCjMS (3-7). However, the inherent simplicity, gen­
erality, selectivity, and sensitivity combine well to recommend 
it highly for determining peptides in such circumstances as 
screening or monitoring protein degradation. Whether the 
components that give peptide-like peaks are, in fact, peptides 
is currently being investigated by mass spectrometry on 
collected effluent. Further work toward increasing the se­
lectivity toward peptides is underway. 
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Determination of Polycyclic Aromatic Hydrocarbons Using Gas 
Chromatography/Laser Ionization Mass Spectrometry with 
Picosecond and Nanosecond Light Pulses 

Charles W. Wilkerson, Jr., Steven M. Colby, and James P. Reilly' 

Department of Chemistry, Indiana University, Bloomington, Indiana 47405 

The effect of laser pulse duration on the ionization efficiency 
of a variety of polycyclic aromatic hydrocarbons is studied by 
use of laser Ionization gas chromatography/mass spectrom­
etry. For compounds that undergo rapid excited-state relax­
alion, Ihe use of uHrashort (picosecond) lighl pulses increases 
Ihe probability of Ionization relative 10 relaxalion, resulting in 
Improved Ionization efficiency for Ihese species. 

INTRODUCTION 
Laser multiphoton ionization has been employed as an 

effective ion source for the mass spectrometric determination 
of many compounds (1-10). In this technique, which offers 
some unique advantages compared to other ionization meth­
ods, analyte molecules are first excited by a UV laser to a 
low-lying electronic state, and then a second UV photon is 
absorbed to generate the ion. Under appropriate experimental 
conditions, laser ionization can be a very efficient process, and 
when combined with the high ion transmission of a time-of­
flight mass spectrometer, excellent sensitivity can be achieved 
(2,4). The time-of-flight instrument records an entire mass 
spectrum with each laser pulse. This eliminates the need to 
scan a mass analyzer and provides a multiplex advantage that 
also enhances sensitivity. High sensitivity is particularly useful 
when the analyte is present in small concentration or is in the 
ion source for only a short period of time, such as in gas 
chromatography/mass spectrometry (GC/MS). A gas chro­
matograph is used for sample introduction in our experiments 
to ensure that trace impurities, which can drastically alter 
observed ionization yields (11, 12), are separated from the 
compounds of interest. The GC also provides a quantitative 
and reproducible method for introducing multiple analytes 
into the ion source, thereby enabling a direct measurement 
of their relative ionization efficiencies under nearly identical 
conditions. In addition to the mass selectivity obtained in 
GC/MS, laser ionization can provide an additional degree of 
molecular selectivity, since the laser wavelength can be tuned 
so that certain analytes produce very strong ion signals, while 
other species may show little or no ionization (2, 3). 

A number of previous investigations have explored the 
influence of laser conditions on the ionization yields of various 
species (I-3, 13-15). In the course of these studies it has been 
observed that ionization efficiencies can vary dramatically 
from compound to compound. Some of the reasons for this 
behavior are obvious. Molecules have different absorption 
characteristics and different ionization potentials. It is 
therefore not surprising that changing the laser wavelength 
would result in significant changes in relative ionization yields. 
Other reasons are more subtle. For example, the neutral 
precursor molecules can undergo dissociation after the ab­
sorption of the first photon. The resulting fragments mayor 
may not be laser ionizable. Benzaldehyde is an example of 
a molecule that shows this kind of behavior, and its multi­
photon ionization characteristics have been studied in detail 
(II, 14, 15). Excited neutral molecules can also undergo 
nonradiative relaxation. If an electronically excited molecule 

0003-2700/89/0361-2669$01.50/0 

Table I. Selected Properties of the PAR Analytes Studied 

MW, IP,' , (240 , (266 , (299 
molecule amu eV nm) nm) nm) 

naphthalene 128 8.12 2600 7000 200 
biphenyl 154 8.27 15400 3000 =0 
acenaphthene 154 7.66 1000 5500 1500 
fluorene 166 7.78 11500 12000 4000 
phenanthrene 178 8.03 87000 16000 150 
anthracene 178 7.43 40000 1500 200 
fluoranthene 202 7.72 11000 10000 3600 
pyrene 202 7.53 8500 20000 7000 

'Values from Murov, S. 1. Handbook of Photochemistry; Mar-
cel Dekker: New York, 1973. 

relaxes to a lower-lying state before it absorbs a second, ion­
izing photon, a loss of ionization efficiency may be observed. 
Some relaxation phenomena, such as internal conversion and 
intersystem crossing, can occur on very rapid, subnanosecond, 
time scales (I, 16, 17). In theory, one could overcome this 
problem by increasing the intensity of the laser pulse, thereby 
increasing the rate of photoionization relative to the rate of 
spontaneous relaxation. However, in practice this has not been 
of great utility. Previous experiments have shown that as the 
pulse intensity is increased, dissociation of both neutrals and 
ions becomes a dominant process (13). On the other hand, 
if the laser pulse is short compared to the time scale of these 
relaxation events, the use of high intensities is not necessary. 
In this case, photoionization should be favored compared to 
excited-state relaxation, and the ionization efficiency of a 
molecule with a very short excited-state lifetime should im­
prove. The goal of the current study is to use both nanosecond 
and picosecond laser pulses to investigate the effect of laser 
pulse duration on the ionization efficiency of several polycyclic 
aromatic hydrocarbons. The measurements undertaken here 
employ species that have been studied in the past (2, 4, 7) but 
involve the use of different light wavelengths and pulse du­
rations. 

EXPERIMENTAL SECTION 
Naphthalene (Eastman), biphenyl (MCB), acenaphthene 

(MCB), fluorene (MCB), phenanthrene (New England Nuclear), 
anthracene (MCB), fluoranthene (City Chemical Co.), and pyrene 
(Aldrich) are all used as received. For some experiments, stock 
solutions of the various analytes are prepared in methylene 
chloride (Fischer, Spectranalyzed), and these solutions are com­
bined and diluted to give a final sample containing =7 ng/I'L of 
each component. In other experiments, a standard polycyclic 
aromatic hydrocarbon sample (Accu-Standard M-610), containing 
all of the desired analytes except biphenyl, is used, and biphenyl 
is spiked into this sample to give a fmal concentration of 10 ng/I'L 
of each component. A summary of selected properties of the 
molecules studied is given in Table I. The analytes are separated, 
using a Varian 3700 GC with on-column injection, on a 30 m/250 
I'm i.d. fused silica capillary column (Supelco SPB-l). The 
nitrogen carrier gas flows at a rate of =0.6 mL/min. A heated 
interface, which is held at a constant temperature of 250 or 320 
°C (depending on the sample used), connects the GC to the mass 
spectrometer. The end of the column is positioned between the 

© 1989 American Chemical Society 
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Figure 1. Schematic layout of experimental apparatus. The dotted 
line shows the path of the picosecond light pulse. 

first two accelerating grids of a linear time-of-flight mass spec­
trometer that has heen described earlier (2). A schematic drawing 
of the experimental apparatus is shown in Figure 1. The mass 
spectrometer is evacuated by a liquid-nitrogen-trapped Varian 
VHS-6 diffusion pump. Spectrometer pressure during the ex­
perimental runs is 4.6 X 10-5 Torr. Dual microchannel plates 
(Varian) configured in tandem are used for ion detection. The 
detector signal is amplified (LeCroy VV101ATB) and then di­
gitized by using a high-speed waveform recorder (Biomation 6500). 
The digital signal is stored in a microcomputer for data display 
and analysis. A pico/nano pulsed Nd:YAG laser (Quantel YG-
571-C) is used as the light source in all experiments. Conversion 
of the 1.06-I'm Nd:YAG fundamental to the UV fourth harmonic 
at 266 nm is accomplished by two steps of frequency doubling 
(in KD*P and KDP). In nanosecond mode, the laser produces 
~ 10 ns (fwhm) Q-switched pulses. When operated in picosecond 
mode, the active/passive mode-locked system produces pulses 
of 18 picosecond (fwhm) duration at 1.06 I'm. We estimate that 
the pulse duration at 266 nm is ~1O ps, although this has not been 
directly measured. Stimulated Raman shifting in hydrogen gas 
(18) is used to obtain additional UV wavelengths, specifically, the 
first anti-Stokes (240 nm) and first Stokes (299 nm) lines of the 
fourth harmonic of the Nd:YAG. This technique for generating 
multiple wavelengths of coherent UV light from a fixed frequency 
pump laser offers the advantages of simplicity, ease of operation, 
and ruggedness compared to tunable dye lasers, and may be more 
suitable for routine analysis than a dye laser. The details of our 
Raman shifting technique will be presented in a separate pub­
lication (19). A 250 mm focal length lens is used to focus the beam 
into the ionization region of the mass spectrometer, and the focal 
point is positioned to intersect the analytes as they elute from 
the GC. The diameter of the beam at the point of ionization is 
~800 I'm. The laser pulse energy is measured with a Laser 
Precision RjP-735 joulemeter mounted on the instrument so as 
to intercept the beam as it exits the spectrometer. 

RESULTS 

It is important to bear in mind that the purpose of the 
current study is to observe the effect of laser pulse duration 
on the relative ionization efficiencies of different molecules. 
With our current laser system, the amount of light produced 
in nanosecond mode is considerably greater than in picosecond 
mode. As a result, the absolute ion signal is invariably larger, 
and the signal to noise ratio tends to be better, in the longer 
pulse measurements. Nevertheless, the purpose of the 
short-pulse experiment is to improve our understanding of 
why ionization efficiencies vary as they do from one molecule 
to the next. 

240-nm Wavelength, Figure 2 shows laser ionization 
chromatograms of the polycyclic aromatic hydrocarbon sample 
recorded by using the 240-nm first anti-Stokes line of the 
Nd:YAG fourth harmonic. Figure 2A displays the chroma­
togram obtained with nanosecond light having an average 
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Figure 2. Chromatograms of polycyclic aromatic hydrocarbon sample 
at 240-nm wavelength: (A) nanosecond laser ionization, 100 i'J/pulse, 
0.6-I'L injection volume (~7 ng/component); (B) picosecond laser 
ionization, 2 ,uJ/pulse, 2-,uL injection volume. Elution order is naph­
thalene, biphenyl, acenaphthene, fluorene, phenanthrene, anthracene, 
f1uoranthene, pyrene. 

pulse energy of 100 I'J. Figure 2B shows the chromatogram 
recorded by using picosecond light at the same wavelength 
but at a significantly lower pulse energy of 2 I'J. Some loss 
of chromatographic resolution is observed in the picosecond 
experiment, this being due to a larger injection volume (2.0 
J.LL compared to 0.6 I'L in the nano experiment). Note that 
in the nanosecond chromatogram the area of the biphenyl 
peak is ~4 times smaller than the area of the naphthalene 
peak. The picosecond result is dramatically different, the 
biphenyl signal being ~13 times larger than the naphthalene 
response. Fluorene and anthracene also exhibit enhanced 
ionization efficiency with the picosecond pulses in comparison 
with naphthalene. 

299-nm Wavelength, The laser ionization chromatograms 
of the polycyclic aromatic hydrocarbon sample obtained by 
using the Stokes Raman shifted light at 299 nm are shown 
in Figure 3. Again, Figure 3A gives the nanosecond data 
acquired by using a laser pulse energy of 616 I'J, while Figure 
3B shows the chromatogram obtained in the picosecond ex­
periment at an average pulse energy of 52 J.LJ. Note that the 
chromatograms at this wavelength appear completely different 
from those recorded with the 240-nm light, demonstrating that 
molecular selectivity can be obtained by prudent selection of 
laser wavelength, even without using supersonic beam sample 
introduction to reduce spectral congestion. Phenanthrene and 
anthracene, both of which ionize well at 240 nm, yield very 
small ion signals for both picosecond and nanosecond pulse 
durations at this wavelength, as do both naphthalene and 
biphenyl. By comparison with naphthalene, fluorene and 
fluoranthene appear to ionize much more efficiently with 
picosecond light. The relative ionization efficiencies of ace­
naphthene and fluorene seem to reverse on going from na­
nosecond to picosecond conditions, and this observation will 
be discussed in the following section. 

266-nm Wavelength, Chromatograms obtained by using 
the fourth harmonic of the Nd:YAG laser at 266 nm are 
presented in Figure 4. The nanosecond result, with an average 
pulse energy of 710 I'J, is shown in Figure 4A, while the pi-
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Figure 3. Chromatograms of polycyclic aromatic hydrocarbon sample 
at 299-nm wavelength: (A) nanosecond laser ionization, 616 !'<l/pulse, 
O.6-I'L injection volume; (8) picosecond laser ionization, 52 !'<l/pulse, 
O.6-.uL injection volume. The elution order is the same as in Figure 
2. 

cosecond chromatogram, recorded by using 41O!W /pulse laser 
energy, is shown in Figure 4B. The nanosecond results 
presented here are somewhat different than those reported 
by Gross for a few of these analytes (7). It is not clear why 
this is the case. While the nanosecond and picosecond results 
are quite similar at this wavelength, one noteworthy exception 
is the improvement in fluoranthene ionization yield with 
shorter light pulses. 

Since the primary goal of this work was to determine the 
ionization yield for these molecules as a function of laser pulse 
width, the full capability of the mass spectrometric detection 
system was not exploited. Single ion monitoring to improve 
both sensitivity and selectivity has been demonstrated usmg 
laser ionization MS (5,6), but was not employed in this study. 
Ion signals with flight times corresponding to a mass range 
of 1-210 amu were integrated to obtain the data presented 
above. This time window discriminated against scattered laser 
light and high mass background, although very little of the 
latter was observed and it was not necessary to perform 
background subtraction. The amount of ion fragmentation 
was found to be strongly dependent on the laser intensity. In 
these experiments, the lowest light intensities were at 240 nm, 
and in this case fragment ions were responsible for less than 
10% of the total ion signal. However, at the 266- and 299-nm 
wavelengths, more energetic pulses of light were available, 
particularly under nanosecond conditions, and fragment ions 
made up 30-90% of the ion yield. Since the fragments are 
believed to result from photofragmentation of parent ions, it 
is appropriate to include them in the total ion sum. 

DISCUSSION 
In order to understand the significance of the data pres­

ented in the previous section, it is first necessary to discuss 
those molecular characteristics that lead to efficient laser 
ionization. Clearly, in order for a resonant ionization process 
to occur, it is necessary for the molecules of interest to absorb 
the incident light. Therefore, investigating the UV absorption 
properties of the various analytes s~ou.ld ~ive an initi~l .in­
dication as to their expected laser IOnIZatIOn propensltles. 
Unfortunately, while solution-phase UV absorption spectra 
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Figure 4. Chromatograms of polycyclic aromatic hydrocarbon sample 
at 266-nm wavelength: (A) nanosecond laser ionization, 71 !'<l/pulse, 
O.6-I'L injection volume; (B) picosecond laser ionization, 41 I'J/pulse, 
O.6-.uL injection volume. Elution order is the same as in Figure 2, 
although retention times are not identical due to use of a different GC 
temperature program. 

of the analytes involved in this study are well-known (17), 
gas-phase spectra for most have not been published. To 
measure accurate molar extinction coefficients of large gas­
phase molecules generally requires a heated gas absorption 
cell. The higher temperatures needed to attain sufficient vapor 
pressure for such determinations typically lead to a significant 
amount of thermal congestion. This results in spectra that 
are not much better resolved than they are in solution. 
Furthermore, without accurate knowledge of the vapor 
pressure curve for a compound, information about the tem­
perature of a heated cell is not sufficient to determine the 
sample concentration. In order to determine gas-phase ex­
tinction coefficients for the species in our experiment, we 
employ a hybrid approach. We have recorded low-resolution 
(=1 AI gas-phase absorption spectra for each of the eight 
polycyclic aromatic hydrocarbons. The general appearance 
of these spectra is very similar to the published solution 
spectra; that is, the bands are of approximately the same width 
and shape. However, all are shifted by 6 to 18 nm from their 
solution counterparts. For this reason, we use the measured 
liquid phase extinction coefficients in conjunction with the 
shifted gas phase wavelength measurements. 

From the 240-nm data, it is clear that the picosecond result 
is dramatically different than the nanosecond result. In 
particular, we focus on biphenyl. In the nanosecond exp~r­
iment, biphenyl ionizes poorly compared to naphthalene, while 
with the shorter light pulse biphenyl ionizes very well com­
pared to naphthalene. The current nanosecond result is 
similar to earlier data obtained by using a 10-ns pulse KrF 
excimer laser (2, 4) whose wavelength is 248 nm. Using the 
method outlined above for determining gas-phase extinction 
coefficients, we find that biphenyl absorbs about 10 times more 
strongly than naphthalene at both the KrF wavelength and 
240 nm. This number correlates well with the observed 
chromatographic peak ratios in Figure 2B. We therefore 
believe that biphenyl's poor ionization efficiency in the na­
nosecond experiment is the result of rapid excited-state re­
laxation. There are several additional pieces of data to support 
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this interpretation. It is well-known to physical organic 
chemists that molecules with "floppy" substituent groups, that 
is, groups that are free to rotate and vibrate with respect to 
the rest of the molecule, often display fast relaxation char­
acteristics (20). The quantum yield of fluorescence for bi­
phenyl is 0.13, which also suggests rapid nonradiative decay 
(21). In additon, although the radiative lifetime of biphenyl 
in solution is on the order of several nanoseconds (17), lifetime 
measurements in the gas phase using a 2-ns dye laser pulse 
suggest that the lifetime is much shorter, perhaps on the order 
of hundreds of picoseconds (22). The fact that biphenyl 
ionizes well with picosecond light pulses establishes a lower 
bound on the lifetime of 10 ps. Other molecules, including 
fluorene and anthracene, also show improved ionization ef­
ficiency relative to naphthalene using the shorter light pulses. 
These species also have short radiative lifetimes in solution 
and are therefore also likely to be experiencing rapid excit­
ed-state relaxation. 

The 299-nm data also exhibit some interesting effects. 
Phenanthrene and anthracene, both of which ionize very well 
at 240 nm, ionize only sparingly at 299 nm due to their small 
extinction coefficients in this region of the spectrum. This 
observation is true for both nanosecond and picosecond ex­
periments. The exceptional case, fluoranthene, has a short 
fluorescence lifetime in solution and has a nonradiative re­
laxation rate that is 4 times greater than its radiative rate (16). 
Its ionization characteristics should be quite analogous to those 
of biphenyl as described above. The dramatic change in 
relative ion yields for acenaphthene and fluorene on going from 
nanosecond to picosecond conditions merits further comment. 
In the picosecond experiment, the ratio of the chromatographic 
peak areas is the same as the ratio of the extinction coeffi­
cients, as one might most simply predict. It is noteworthy 
that in this case the laser pulse energy is rather small (52 pJ). 
In the nanosecond experiment, the pulse energy is substan­
tially higher (616 pJ), and the reversal ofthe peak heights may 
be indicative of transition saturation effects. When saturation 
occurs, all of the strongly absorbing molecules irradiated by 
the laser beam are converted to ions, and the relative ioni­
zation efficiencies for all of the other species change, com­
plicating the interpretation of the data. 

The analytical utility of this technique would be improved 
if a quantitative model could predict laser ionization effi­
ciencies of various compounds. An initial formulation will now 
be presented, in which we assume that the ionization efficiency 
of a molecule depends primarily on four factors: [1] 0'" the 
cross section for absorption of the first photon which excites 
the molecule from the ground electronic state into an elec­
tronically excited intermediate state; [2] 0'2, the cross section 
for absorption of the second photon which pumps the excited 
molecule into the ionization continuum; [3] T, the lifetime of 
the electronically excited intermediate state; and [4] the laser 
fluence, which affects the rate of stimulated absorption. We 
assume that the time for the absorption of both excitation and 
ionization photons, which is less than or equal to the temporal 
profile of the laser pulse hJ, is short compared to the lifetime 
of the resonant excited state h" < T). This should be a valid 
assumption under picosecond laser conditions but is not 
generally true under nanosecond conditions. While the ex­
citation cross-section 0'1 can be obtained directly from the 
molar extinction coefficients, we must assume that the ex­
cited-state photoionization cross-section 0'2 is approximately 
the same for all molecules under study. Finally, to ensure that 
ion yield will directly depend on 0'" we assume that the first 
absorption step is not saturated. This model allows us to 
estimate the photoionization yield of compound i in the pi­
cosecond experiment based on the following equation: 

#Ions(i) = k*n(i)*0'1(i) 

NA 61 AC FL PH AN FA PY 
Figure 5. Comparison of picosecond experimental results to results 
from model described in text: (A) 240-nm laser wavelength, (B) 299-nm 
laser wavelength, (C) 266-nm laser wavelength; (left bar) calculated 
value, (right bar) experimental value: NA, naphthalene; BI, biphenyl; 
AC, acenaphthene; FL, lIuorene; PH, phenanthrene; AN, anthracene; 
FA, lIuoranthene; PY, pyrene. Experimental resutts represent total ion 
chromatogram peak areas. 

where #Ions(i) is the number of ions produced by laser ion­
ization of n(i) neutral molecules and k is a constant that is 
proportional to the laser fluence and the ionization cross 
section (.,.2)' The number of neutral precursors in the laser 
focal volume, n(i), is proportional to the mass of each com­
ponent injected and inversely proportional to its molecular 
weight. 

Figure 5 presents a series of bar graphs that compare the 
picosecond experimental chromatographic peak areas to re­
sults predicted from the above model. Part A corresponds 
to the 240-nm case. There is a strong correlation between the 
experimental and calculated values; where we predict good 
ionization efficiency we observe it, and where we predict poor 
ion yield we also observe that. This encouraging agreement 
is also found at the 299-nm wavelength, as evident in Figure 
5B. At 266 nm the correspondence between calculation and 
experiment is also quite good, with the exception of fluoran­
thene (FL). Its experimental response is about a factor of 2 
lower than the model predicts, and the errors in both the 
experimental measurement and in the data incorporated into 
the model are small compared to this difference. The most 
likely explanation for this discrepancy is that fluoranthene 
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has a significantly different excited-state photoionization cross 
section ("2) compared to the other analytes at this wavelength. 
We are currently pursuing experiments to investigate the 
nature of this unexpected result. 

In the earlier discussion on biphenyl ionization efficiency, 
the difference between the fluorescence lifetime measured in 
solution and that measured in the gas phase was mentioned. 
Recent work in our laboratory indicates that for some mole­
cules the fluorescence lifetime in the gas phase is longer than 
that in solution, while for other molecules the opposite is true. 
Certainly the interaction between the excited molecule and 
the solvent critically affects the excited-state dynamics. In 
some cases, such as biphenyl, the presence of a solvent cage 
around the molecule may inbibit free rotation about the in­
ter-ring bond, and without this free rotation, the rate of re­
laxation should be diminished. Even in some rigid molecules, 
following the initial excitation of high-lying electronic states, 
internal conversion can lead to substantial population in vi­
brationally excited levels of the first excited singlet state, S1' 
Vibrational relaxation by solvent collisions can populate lower 
vibrational levels of S1' In this case the solvent's effect is to 
increase both the observed lifetime and the quantum yield 
of fluorescence. However. for other molecules, the presence 
of the solvent may provide other pathways for rapid collisional 
deactivation leading to shorter excited-state lifetimes and 
smaller amounts of fluorescence. Understanding such dif­
ferences in gas-phase vs liquid-phase excited-state relaxation 
is a problem of general interest, and laser ionization can help 
provide some of this information. Picosecond pump-probe 
ionization experiments can be used to determine the lifetimes 
of various molecules in the gas phase, while picosecond 
time-resolved fluorescence can be applied to measure solution 
lifetimes. 

CONCLUSIONS 

Interpretation of tbe results obtained in the current study 
has allowed us to more clearly understand previous experi­
mental observations (2,4, 7). The analytical benefit gained 
from this understanding is the potential for an increase in 
detection sensitivity when ultrashort light pulses are used to 
photoionize species that undergo rapid nonradiative processes. 
This potential will only be realized when high-energy coherent 
picosecond light sources are available. The good agreement 
between the experimental data and calculated 
"chromatograms" suggests that it should be possible to predict 
with semiquantitative accuracy the behavior of other species 
on the basis of our simple model. Also, these measurements 
have demonstrated that an additional degree of selectivity can 
be gained by controlling the laser pulse duration. Future 
experiments will be directed at determining effective ionization 
cross sections by performing intensity-dependent measure­
ments of ion yield (1). In addition, we will continue to in-

vestigate the application of picosecond pulse laser ionization 
to improving the detection sensitivity of other species. such 
as nitro-containing molecules, phenols, and chlorinated aro­
matics, some of which also ionize poorly with nanosecond 
radiation (5, 6, 23). These applications may impact envi­
ronmental analysis, due to the ubiquity of these types of 
compounds. Numerous molecules undergo efficient inter­
system crossing as a result of heavy atom substitution (16). 
It is likely that excited-state relaxation effects will adversely 
affect the ionization efficiencies of these species, and the use 
of picosecond light pulses may improve their detection sen­
sitivity. 

Registry No. Naphthalene, 91-20-3; biphenyl, 92-52-4; ace­
naphthene, 83-32-9; fluorene, 86-73-7; phenanthrene, 85-01-8; 
anthracene, 120-12-7; fluoranthene, 206-44-0; pyrene, 129-00-0. 
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Influence of the Ratio of Matrix to Analyte on the Fast Atom 
Bombardment Mass Spectrometric Response of Peptides 
Sampled from Aqueous Glycerol 

C. E. Heine,' J. F. Holland! and J. T. Watson*·1,2 

Departments of Chemistry and Biochemistry, Michigan State University, East Lansing, Michigan 48824 

Fast atom bombardment mass spectrometry (FAB-MS) stud­
ies of the nonapeptide bradykinin sampled from aqueous 
glycerol illustrate the importance of the matrix to analyte ratio 
in the FAB experiment. Enhanced mass spectral results (in 
conventional direct probe FAB analyses) are characterized 
by increased ionization efficiency of the analyte together with 
a substantial reduction in the glycerol background signal. 
Replicate analyses of different bradykinin/glycerol/water 
mixtures show this improvement to depend upon the glycer­
ol/bradykinin relationship and not the water/bradykinin rela­
tionship in sampling 4 nmol of bradykinin from 1 % to 56 % 
aqueous glycerol (2 ILL initial sample volumes). The optimum 
desorption ionization occurs when the molar ratio of glycerol 
to bradykinin is approximately 300:1. A model emphasizing 
the importance of the analyte surface concentration in the 
matrix (with water being simply a convenient vehicle for the 
deposition of minute portions of glycerol) is proposed to ac­
count for the spectral enhancement. The FAB-MS enhance­
ment behavior of four other peptides, selected for their dif­
ferences in hydrophobicity (and hence, surface activity in 
glycerol), is compared to that of bradykinin. 

INTRODUCTION 
Since its advent in 1981 (1), fast atom bombardment (F AB) 

has become the dominant mode in desorption ionization mass 
spectrometry. This technique provides molecular weight in­
formation from sustained and reproducible ion signals for 
many nonvolatile, thermally labile analytes. The innovative 
feature of F AB-MS involves the use of a liquid support com­
pound, or matrix, to provide an environment conducive to 
sustained desorption ionization under conditions of kilo­
electronvolt particle bombardment. Although persistent 
questions concerning the mechanism still remain, much has 
been learned regarding the desorption ionization process in 
FAB as many of the parameters and conditions in the ex­
periment have been optimized (2). One factor that has been 
shown to exert considerable influence over the mass spectral 
results is the concentration of the analyte at the surface of 
the matrix (3-13). 

Unfortunately, the matrix compound itself provides a mass 
spectrum that can interfere with and complicate spectral 
interpretation for the analyte. The mass spectrometrist would 
prefer to maximize the signal from the analyte and minimize 
the interfering matrix spectrum. Various strategies in sample 
preparation have evolved to accomplish these goals. Many 
workers add acidic or cationic modifiers to their samples to 
enhance the analyte ion abundance in the positive ion mode; 
however, this method also increases the abundance or com­
plexity of the matrix spectrum in many cases (13, 14). Some 
laboratories apply the matrix from a solution of a particular 
concentration (e.g., 50% aqueous glycerol), while others de-

1 Department of Chemistry. 
2 Department of Biochemistry, 
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posit a portion of neat matrix on the sample pedestal. 
Our work originated with the observation that application 

of the glycerol matrix in a dilute aqueous solution (rather than 
neat) allows a significant enhancement in the spectral quality 
of conventional direct probe F AB analyses. This observation 
prompted a systematic study regarding the effects of analyte, 
glycerol, and water quantity upon the F AB-MS results for five 
peptides. The experimental findings suggest that the molar 
ratio of glycerol to analyte is critical in optimizing the de­
sorption ionization behavior of the sample. The optimum 
occurs at the point where the formation and detection of 
analyte ions are differentially favored over that of the matrix 
ions. 

EXPERIMENTAL SECTION 
Mass Spectrometry. All experiments were performed upon 

a double focusing (EB geometry) JEOL Hx·no mass spectrom­
eter. This instrument is equipped with a F AB gun which produces 
a 6-keV xenon beam that was used for this work. The source 
pressure with the xenon beam operating was approximately 3 X 
10-6 Torr. A resolving power of 3000 was employed at an ac­
celeration potential of 8 or 10 kV. For the comparisons strictly 
involving bradykinin, scans were collected over a mass interval 
from 30 to 1200 u, in a period of 10.1 s, allowing 2.8 s between 
consecutive scans. For those runs utilized in the comparison of 
results from the five peptides, a mass range of 0-1300 u was 
scanned in 11.1 s, allowing 2.1 s between scans. All data were 
acquired, stored, and processed with the JEOL DA5000 data 
system. 

Materials. The five peptides ([vaI4J-angiotensin III, 
proenkephalin, bradykinin, fibronectin related peptide, and 
NPNANPNANPNA) were purchased from Sigma Chemical Co. 
and glycerol was obtained from Mallinckrodt, Inc. Aqueous matrix 
solutions were prepared in terms of weight percentage glycerol. 

Sample Preparation and Analysis. All aqueous solutions 
of matrix and analyte were applied with Hamilton syringes. 
Sample application began by depositing the glycerol matrix upon 
the probe tip. The analyte portion was then added and the sample 
stirred with the syringe needle for approximately 15 s. All sample 
compositions reported below describe the sample prior to exposure 
to the vacuum. The probe was introduced into the source of the 
mass spectrometer immediately after evacuating the vacuum lock. 
At this point, the F AB beam, acceleration potential, repeller 
potential, and lens potentials were adjusted to optimize the peak 
shape and intensity at a selected mlz value (e.g., mlz 185). Only 
minor adjustments were needed for each parameter because of 
prior focusing, and the entire process, from probe insertion to 
initiation of the scan, was accomplished in approximately 1 min. 
Due to the transient desorptive behavior of some samples, On 

occasions when extensive focusing (requiring longer than one 
minute) was necessary, the probe was removed from the source 
without the acquisition of data and a new sample was applied. 
For this reason, also, the first scan of each run was utilized for 
data comparison. 

Ion abundances represented in the figures were divided by the 
full·scale value of the output device; hence, they are intended to 
be interpreted in an absolute sense. Appropriate peaks in the 
bradykinin spectrum have been labeled according to the no­
menclature suggested by Roepstorff and Fohlman (15) and 
modified by Biemann (16). Figures illustrating bradykinin ion 
response under various conditions are based on a representative 

© 1989 American Chemical Society 
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Figure 1. (a) FAB mass spectrum of 1.0 ill of aqueous bradykinin 
solution (4 nmoll ill) added to 1 ill of glycerol. Major peaks derived 
from the glycerol matrix are labeled with a "G". (b) FAB mass 
spectrum of 1.0 ill of bradykinin solution added to 1.0 ill of 10% 
glycerol. 

cross section of the mass spectrum: one ion oflow mass (e.g., mlz 
70), another of intermediate mass (e.g., mlz 527), and the [M + 
Hj+ ion (mlz 1060); other significant bradykinin ions (mlz 120, 
491, 572, 805, 903) in each spectral region usually behaved in an 
analogous manner. Comparison of results (absolute peak intensity 
values) was limited to those data collected from an individual 
session on the mass spectrometer. Results from different days 
were not compared because of differences in instrumental con­
ditions (e.g., source cleanliness and settings of detection elec­
tronics). 

RESULTS AND DISCUSSION 
Figure 1a shows a spectrum of 4 nmol of bradykinin dis­

persed in 56% (w Iw) glycerol in water (prior to exposure to 
the vacuum). This sample was prepared by adding 1.0 ilL of 
an aqueous bradykinin solution (4 nmoll ilL) to 1 ilL of gly­
cerol. Those peaks denoted by a "G" correspond to glycerol 
matrix ions. Figure 1b shows a spectrum of 4 nmol of bra­
dykinin dispersed in an environment of 5% (w/w) glycerol 
in water. This sample was obtained by adding 1.0 ilL of the 
aqueous bradykinin solution to 1.0 ilL of 10% glycerol in 
water. Interestingly, the spectra display significant differences. 
Tbe spectrum taken from the sample containing less glycerol 
and more water (Figure 1b) shows a much better visibility of 
analyte peaks over matrix peaks, although both samples 
contained the same amount of bradykinin. This improvement 
occurs from the [M + Hj+ signal at mlz 1060, through peaks 
corresponding to structurally significant fragment ions, to 
lower mass immonium ions. 

To more carefully characterize this effect, mass spectral 
results from samples composed of 1 %,2%,5%,21 %, and 
56 % glycerol in water were compared. Each sample contained 
4 nmol of bradykinin and the total sample volume in each case 
was initially 2 ilL. Figure 2 shows peak intensities for selected 
analyte ions (divided by the full-scale signal of the output 
device) plotted against weight percent of glycerol. Each point 
represents the mean of three separate runs (the first scan was 
evaluated from each run) and the error bars correspond to 
one standard deviation of these data. For all analyte ions there 
is a significant increase in abundance as the sample consists 
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Figure 2. Plots of peak intenSity for selected bradykinin ions (mlz 70 
(top), mlz 527 (middle), and mlz 1060) versus weight percentage 
glycerol. Each sample contained 4 nmol of bradykinin and the total 
sample volume in each case was 2 ,uL 

of more water and less glycerol. This enhancement reaches 
a maximum followed by a decline in abundance as the glycerol 
becomes scarce. Interestingly, the optimum matrix compo­
sition does not appear to be identical for all analyte ions. 
While the higher mass analyte ion abundances maximize at 
5% glycerol. (as viewed in Figure 2), the ion abundances for 
mlz 70 maximize at 2% glycerol. The peak at mlz 70 cor­
responds to an immonium ion which is indicative of the proline 
amino acid residue. For bradykinin and the other four pep­
tides investigated in this work, peak intensities for the im­
monium ions and other especially low mass fragment ions 
optimized at slightly lower proportions of glycerol in water 
than the peak intensities for other analyte ions. This trend, 
which may appear subtle given the precision of results ob­
tained from the two sample compositions shown in Figure 2, 
is nonetheless reproducible in the repeated formulation of 
these curves. 

Figure 3 shows the corresponding data for selected matrix 
ions, Quite clearly, the glycerol peak intensities decrease 
substantially as the amount of glycerol in the sample declines. 
Accordingly, the net effect observed in Figure 1 is due to two 
complementary factors. Increasing the amount of water and 
decreasing the amount of glycerol in the sample appear to 
bolster analyte ion abundances and diminish matrix ion 
abundances significantly. This result is analogous to the 
observations of Caprioli while using the continuous flow F AB 
probe (17). 
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Figure 3. Plots of peak intensity for selected glycerol ions (m Iz 75 
(top). mlz 93 (middle). and mlz 277) versus weight percentage gly­
cerol. Each sample contained 4 nmol of bradykinin and the total 
sample volume in each case was 2 ,uL 

Another difference in results obtained from the two sample 
compositions represented in Figure 1 involves the time de­
pendence of the experiment. While the sample containing 
more glycerol maintains a signal over a relatively long period 
of time, the signal from the sample containing less glycerol 
is more transient. The ion abundances produced from the 
latter environment tend to diminish comparatively rapidly; 
consequently, the first spectrum obtained under these cir­
cumstances is often the most useful. This observation sug­
gested a comparison of ionization efficiency of the analyte as 
a function of matrix composition. An assessment of ionization 
efficiency was accomplished by integrating the ion current for 
several analyte ions while analyzing samples containing the 
same amount of bradykinin, but different concentrations of 
matrix, namely, 2-"L portions of 56% and 5% glycerol in 
water (the same two sample compositions represented in 
Figure 1). Accordingly, spectra from both these sample 
compositions were collected continuously until the [M + Hj+ 
signal (m/ z 1060) could no longer be distinguished from de­
tector noise (this required approximately 30-40 min for the 
samples containing more glycerol and approximately 10-15 
min for the samples containing less glycerol). The signal areas 
under the mass cbronograms for analyte ions at m/z 70, 120, 
417, 527, 572, 805, and 1060 were then integrated. This 
comparison was carried out 3 times (on three separate days). 
The data indicate that analyte in the 5 % aqueous glycerol 
sample experiences enhanced desorption ionization (more ions 

Table I 

Part 1 (4 nmol of Bradykinin (B) in Each) 

amt of amtof 
% glycerol (G). molar water (W). molar 

sample glycerol mg (mmol) G/B mg (mmol) W/B 

1 56 1.3 (0.014) 4000 1.00 (0.056) 10000 
2 21 0.44 (0.0048) 1000 1.65 (0.092) 20000 
3 5 0.10 (0.0011) 300 1.92 (0.11) 30000 
4 2 0.05 (0.0005) 100 1.96 (0.11) 30000 
5 1 0.02 (0.0002) 50 1.98 (0.11) 30000 

Part 2 (4 nmol of Bradykinin (B) in Each) 

amt of amt of 
% glycerol (G), molar water (W), molar 

sample glycerol mg (mmo!) G/B mg(mmo!) W/B 

A 8 0.11 (0.0012) 300 1.16 (0.064) 20000 
B 7 0.10 (0.0011) 300 1.42 (0.079) 20000 
C 3 0.10 (0.0011) 300 2.92 (0.16) 40000 
D 8 0.41 (0.0044) 1000 4.68 (0.26) 60000 

detected) in comparison to that in the 56% aqueous glycerol 
sample. The increase in ionization efficiency is by a factor 
of 2. This trend was observed for all analyte ions that were 
examined. 

The phenomenon described in Figures 1, 2, and 3 raises 
interesting questions. For instance, does the increased water 
or the decreased glycerol content account for the greater an­
alyte signal observed when analyzing samples oflower weight 
percentage glycerol as shown in Figure 2? Is water a reagent 
responsible for the spectral enhancement or merely a passive 
carrier which supplies variable quantities of matrix for the 
analyte? We conducted a series of experiments designed to 
definitively answer these questions. Part 1 of Table I breaks 
down the samples represented in Figures 2 and 3 into their 
individual components. The molar ratios of glycerol and 
water, respectively, to the analyte are also included. The 
amount of bradykinin present in each case was constant (4 
nmol). From inspection of Figures 2 and 3, the composition 
of sample 3 was chosen as that providing the optimum results 
for this quantity of analyte. Sample 3 initially contained 0.10 
mg of glycerol and 1.92 mg of water, along with the 4 nmol 
of bradykinin. Experiments were performed to determine 
whether this particular level of glycerol or this particular level 
of water was responsible for the observed effect. 

Sample compositions A, B, and C listed in part 2 of Table 
I were prepared from the optimal amount of glycerol used in 
sample 3, but widely varying amounts of water. The range 
of water quantities incorporated into samples A-C is quite 
large with respect to the range of water quantities used in 
samples 1-5 (part 1 of Table 1) within which the relatively 
sharp optimization was observed in Figure 2. Samples A-C 
also contained 4 nmol of bradykinin and each sample was 
analyzed in triplicate. These results are compared to those 
obtained from the optimal sample composition (sample 3) in 
Figure 4 for selected analyte ions and in Figure 5 for selected 
matrix ions. These data indicate a correlation of the F AB 
response to the glycerol/ analyte relationship and not the 
water / analyte relationship. Note the good agreement between 
the data (Figures 4 and 5) collected from samples A, B, and 
C and that obtained from the designated optimum sample 
(sample 3). 

Finally, sample D is included to demonstrate that the effect 
cannot be attributed to the weight percentage of glycerol in 
water present in the original sample. Both samples A and D 
initially contain 8 % glycerol in water, but sample D shows 
significantly inferior results in Figures 4 and 5 because it 
contains more than the optimum ratio of glycerol to brady-
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Figure 4. Peak intensity for selected bradykinin ions (mlz 70 (top), 
mlz 527 (middle), and mlz (1060) plotted against sample composnion 
(described in Table I). Samples A, B, and C contain the same amount 
of glycerol, but significantly different amounts of water than the op­
timum composition (sample 3, Table I). Sample 0 contains more than 
the optimum amount of glycerol and water but the same weight per­
centage of glycerol in water as sample A. 

kinin. Indeed, the results from sample D much more closely 
resemble those from sample 2 (part 1 of Table I) which is 
composed of a similar ratio of glycerol to bradykinin. 

These data indicate that macroscopic amounts of water play 
no role in the enhancement mechanism within the range of 
water quantities employed in this study. This conclusion 
prompted a series of simplistic measurements to ascertain how 
much water the optimal portion of the hygroscopic glycerol 
might hold under the influence of the vacuum. Therefore, 
gravimetric measurements were made of the optimal sample 
composition both before and after exposure to the vacuum 
lock. Assuming that the vacuum removes only water from the 
sample and not glycerol, it was determined that virtually 100% 
of the water is gone by the time the probe is inserted into the 
source. It is important to note that these results do not 
preclude the participation of trace levels of water in deter­
mining the spectral results. Greater than trace levels of water, 
however, are definitely not involved in the mass spectral en­
hancement. We therefore began viewing this system, which 
was tertiary in sample preparation, as a binary one (simply 
a mixture of analyte in glycerol) by the time the analysis by 
FAB-MS had begun. 

Up to this point, a constant amount of bradykinin had been 
used in all the experiments; thus the actual ratio of glycerol 
to bradykinin had varied according to the quantity of glycerol 
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Figure 5. Peak intensity for selected glycerol ions (mlz 75 (top), mlz 
93 (middle), and mlz 277) plotted against sample composition (de­
scribed in Table I). Samples A, B, and C contain the same amount 
of glycerol but significantly different amounts of water than the optimum 
composition (sample 3, Table I). Sample 0 contains more than the 
optimum amount of glycerol and water but the same weight percentage 
of glycerol in water as sample A. 

used. Once attention focused on the glycerol/ analyte rela­
tionship in the sample, it was decided to manipulate the 
glycerol to bradykinin molar ratio by varying the amount of 
bradykinin in a constant amount of glycerol. Therefore, 
calibration curves were constructed for bradykinin sampled 
from the larger, 1.3-mg portion of glycerol and also the optimal, 
0.10-mg portion. 

Results obtained with the larger amount of glycerol (1.3 mg) 
are plotted in Figure 6 for various bradykinin ions as a 
function of bradykinin quantity. Data points correspond to 
1, 4, 8, and 12 nmol of bradykinin dispersed in approximately 
1.3 mg of glycerol. Ion current at each m/z value shows a 
roughly linear response within the range of bradykinin 
quantities employed. Figure 7 shows the response for various 
glycerol ions as a function of bradykinin amount. In general, 
these plots show little change in glycerol ion response as 1 to 
12 nmol of bradykinin are mixed into the constant amount 
(1.3 mg) of glycerol, with the exception of some higher mass 
cluster ions (e.g., m/z 369) which seem to fall off in abundance 
with increasing bradykinin concentration. A possible expla­
nation for this latter observation is discussed below. 

Results obtained with the smaller amount of glycerol (0.10 
mg) are presented in Figures 8 and 9. These figures corre­
spond to experiments analogous to those represented in 
Figures 6 and 7, respectively. The analyte ion current in 
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Figure 6. Response for selected bradykinin ions (mlz 120 (top), mlz 
572 (middle), and mlz 1060) produced from samples composed of the 
indicated amount of bradykinin in 1.3 mg of glycerol. 

Figure 8 shows little linearity and a tendency to "plateau", 
or even decrease, with increasing bradykinin concentration, 
Analyte response curves of this shape have been observed by 
others using FAB-MS (13, 18-21). This behavior is believed 
to result from optimizing the concentration of the analyte at 
the matrix surface; once this optimal surface concentration 
is achieved, further increases in analyte sample quantity yield 
no improvement in analyte ion response. 

Figure 9 shows the matrix ion response for the O.lO-mg 
glycerol samples. These data provide an even more striking 
contrast with the curves in Figure 7 (from the 1.3-mg glycerol 
samples). Small additional increments of bradykinin sub­
stantially reduce matrix ion abundances detected from the 
O.lO-mg glycerol samples (Figure 9), where they had very little 
effect during analyses of samples containing 1.3 mg of glycerol 
(Figure 7). This behavior can also be interpreted as a surface 
effect, in which small additional increments of analyte begin 
to dominate the surface of the matrix and strongly suppress 
desorption ionization of the more abundant glycerol molecules. 

The onset of this surface coverage effect is also apparent 
in Figure 7 (1.3-mg glycerol samples) in the response profile 
of the largest glycerol cluster shown (m/z 369); for higher 
concentrations of bradykinin fewer glycerol cluster ions are 
produced. The diminished response at m / z 369 may indicate 
sufficient analyte surface population to interfere with the 
creation of these larger cluster ions. This interpretation is 
consistent with that from a previous discussion regarding the 
effect of surface coverage on glycerol cluster ion detection (22). 

0.160 

0.140 t ",. 0.120 
~ 
~ 0.100 

~ 0.080 

" 0.060 
~ z 0.040 

0.020 

0.000 
0 10 12 14 

1.10 

1.00 

! 0.90 
",. 0.80 
~ 0.70 
~ 0.60 

m/z 185, [2G+H] + 

~ . 0.50 

1 0.40 

z 0.30 

0.20 

0.10 

0.00 
10 12 14 

0.070 

I 0.060 
",. 
.~ 0.050 

~ 0.040 

m/z 369, [4G+H]+ 

-g ., 
0.030 

1 0.020 z 
0.010 

0.000 
10 12 14 

nmol Bradykinin 

Figure 7. Response for selected glycerol ions (mlz 75 (top), mlz 185 
(middle), and mlz 369) produced from samples composed of the 
indicated amount of bradykinin in 1.3 mg of glycerol. 

These results stimulated consideration of the following 
model to explain the mass spectral enhancement. In the last 
several years the collective efforts of many workers (3-13, 18, 
20-23) have clearly established the tendency of F AB mass 
spectra to reflect the surface composition of the sample. 
Formation of surface-active derivatives of many analytes has 
successfully increased signal intensity for those species while 
suppressing ion current from other sample components (8, 9, 
12). Surfactants have been shown to dramatically diminish 
matrix ion signals by preferentially occupying surface sites 
(4). We postulate that concentrating a certain amount of 
analyte into a smaller portion of glycerol facilitates surface 
population of the glycerol by the analyte. When 4 nmol of 
bradykinin is mixed with 1.3 mg of glycerol, the ratio of gly­
cerol to bradykinin molecules is approximately 4000 to 1. 
Samples of this composition did not show pronounced evi­
dence of surface effects. In the samples containing the O.lO-mg 
portions of glycerol, however, the ratio of glycerol to brady­
kinin molecules is approximately 300 to 1. Pronounced evi­
dence of surface effects did result from analysis of samples 
containing this smaller portion of matrix. The smaller glycerol 
volume will decrease dispersion of the analyte and provide 
an increased surface area to volume ratio. The increased 
surface concentration will be driven by a higher bulk con­
centration, resulting in significant analytical advantages. 

In this process water is considered primarily as a convenient 
vehicle for depositing minute portions of glycerol on the 
sample probe tip. Microscopic examination of the optimal 
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Table II 

sequence [M+HJ+ 

Bull and Breese 
hydrophobicity 

indexG peptide 

[Val'J-angiotensin III 
proenkephalin 
bradykinin 
fibronectin related 

Arg-Val-Tyr-Val-His-Pro-Phe 
Tyr-Gly-Gly-Phe-Met-Arg-Gly-Leu 
Arg-Pro-Pro-Gly-Phe-Ser-Pro-Phe-Arg 
Cys-Gln-Asp-Ser-Glu-Thr-Arg-Thr-Phe-Tyr 

917 
900 

1060 
1249 

-463 
-268 
-104 
+119 

peptide 
NPNANPNANPNA Asn-Pro-Asn-Ala-Asn-Pro-Asn-Ala-Asn-Pro-Asn-Ala 1207 +555 

a Hydrophobicity increases from bottom to top. 
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Figure 8. Response for selected bradykinin ions (m/z 120 (top), m/z 
572 (middle), and m/z 1060) produced from samples composed of the 
indicated amount of bradykinin in 0.10 mg of glycerol. 

sample composition (0.10 mg of glycerol and 1.92 mg of water) 
after exposure to the vacuum lock revealed a very thin layer 
of viscous material uniformly distributed over the sample 
stage. In view of the high precision of results obtained from 
these samples, evaporation of the water seems to be involved 
in providing a relatively specialized sample preparation. 

In considering a model which emphasizes surface effects, 
one might expect differences in the enhancement behavior 
for analytes which possess different surface activities in gly­
ceroL To address this question, a comparison study was 
undertaken for five peptides (including bradykinin) of com­
parable size, but widely differing values of the Bull and Breese 
Hydrophobicity Index (24). These peptides are listed in Table 
II along with their amino acid sequences, the mass of each 
protonated molecule, and the appropriate Bull and Breese 

0.140 

0.120 

'" .~ 0.100 

~ 0.080 

~ 0.060 

§ 
0.040 z 
0.020 

0.000 
10 12 

0.80 m/z 185, [2G+H]+ 

0.60 

0.40 

0.20 

10 12 

0.040 ,-----------::m"'/z,-;;-36"'9,.., -;-[4:;-;G"'+'H;;-I+" 

0.030 

0.020 

0.010 

0.000 +-~-'---r-~-.-~--r--Y-~--l 
10 12 

nmol Bradykinin 

Figure 9. Response for selected glycerol ions (m/z 75 (top), m/z 185 
(middle), and m/z 369) produced from samples composed of the 
indicated amount of bradykinin in 0.10 mg of glycerol. 

index. It should be noted that the most negative values of 
the Bull and Breese index correspond to the most hydrophobic 
peptides. 

Figure 10 displays the mass spectral response for the [M 
+ H]+ ion of three of the peptides listed in Table II as a 
function of sample composition. The peptides represented 
include the most hydrophobic ([vaI4]-angiotensin III), the 
peptide of intermediate hydrophobicity (bradykinin), and the 
least hydrophobic (NPNANPNANPNA). These curves are 
analogous to those shown in Figure 2 (as evidenced by the 
similar shape of the bradykinin curve) but contain two im­
portant differences. The first pertains to the sample com­
position axis, which was changed from weight percent glycerol 
to absolute amount of glycerol. The second change regards 
the addition of a sample composition (2.3 /LIDol of glycerol) 
to provide greater resolution of these curves and facilitate the 
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Figure 10. Plots of [M + H]+ peak intensity for three peptides versus 
the absolute amount of glycerol in sample. All samples contain 4 nmol 
of analyte. 

identification of a trend among them. All samples represented 
in Figure 10 contained 4 nmol of analyte. A trend is indeed 
apparent as the [M + H]+ peak intensity for the most hy­
drophobic peptide ([Val']-angiotensin III) is maximized in a 
larger portion of glycerol than is the [M + H]+ peak intensity 
for bradykinin. Likewise, the ion abundances of the least 
hydrophobic peptide (NPNANPNANPNA) are maximized 
in smaller portions of glycerol than are those of bradykinin. 
Curves generated for other important peaks throughout the 
mass spectrum of each of the three peptides showed close 
agreement with those displayed in Figure 10 (with the ex­
ception of those corresponding to immonium ions). These 
results are consistent with a model emphasizing surface effects 
because the most hydrophobic peptide, which has the greatest 
tendency to reside at the glycerol surface, would be expected 
to tolerate larger portions of glycerol in establishing its optimal 
surface concentration. In contrast, the least hydrophobic 
peptide would require the smallest portions of glycerol before 
it is forced toward the surface and the enhancement is ob­
served. Data from samples containing the other two peptides 
in Tahle II (proenkephalin and fibronectin related peptide) 
also fit into this trend in optimization as a function of hy­
drophobicity. 

A related trend is also apparent for the glycerol ion response 
in this set of experiments. Figure 11 shows peak intensities 
for mlz 93 ([glycerol + H]+) plotted in a manner similar to 
that in Figure 10. Samples containing the most hydrophobic 
peptide show significant suppression of the glycerol peak in 
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Figure 11. Plots of [glycerol + H]+ peak intensity (at m / z 93) versus 
absolute amount of glycerol present in samples containing 4 nmol of 
the indicated peptide. 

Table III. Sample Compositions Represented in Figures 12 
and 13" 

"mol of glycerol 

0.55 
1.1 
2.2 
3.4 

nmol of bradykinin 

2 
4 
8 

12 

"Molar ratio of glycerol to bradykinin = 300:1. 

relatively large portions of glycerol, whereas samples con­
taining the least hydrophobic peptide show no substantial 
diminution of glycerol peak intensity until the smallest por­
tions of glycerol are used. It is interesting to note that the 
segments of these curves where the glycerol peaks are strongly 
suppressed correspond to the segments in which the accom­
panying analyte signals are strongly enhanced (in Figure 10). 
This fact implies the existence of a competition between an­
alyte and matrix, which is also consistent with a model em­
phasizing surface effects. 

In pursuit of the importance of the ratio of glycerol to 
analyte in the F AB experiment, a study was designed to an­
alyze a series of samples in which the glycerol to bradykinin 
ratio was maintained at a constant value while adjusting the 
absolute quantities of each component. The ratio chosen was 
approximately 300 glycerol molecules for each bradykinin 
molecule (a ratio similar to that in the designated optimum 
sample 3 of Table I), and the experiments encompassed a 
range from 2 to 12 nmol of bradykinin. The compositions of 
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Figure 12. Plots of abundance of selected bradykinin ions (mlz 70 
(top), mlz 491 (middle), and mlz 1060) versus nanomoles of bradykinin 
in sample. All samples possess a constant ratio (300:1) of glycerol 
molecules to bradykinin molecules a~hough the absolute quan@es of 
each vary. 

these samples are listed in Table III. Figure 12 shows the 
abundance of selected analyte ions plotted against the amount 
of bradykinin present in the sample. One observes little effect 
of increased analyte sample quantity upon analyte ion re­
sponse. Likewise, little change in results is observed when 
glycerol ion response is plotted against glycerol sample 
quantity (Figure 13). Despite an increase in the levels of all 
sample components by some 600%, the greatest variation 
observed in the abundance of any ion was 38%; besides those 
plotted in Figures 12 and 13, peak intensities at mlz 120, 527, 
572,805,903,277, and 369 were examined. Spectra from all 
samples described in Table III are qualitatively similar. This 
consistency of spectral results after significant manipulation 
of sample composition suggests that the ratio of glycerol to 
bradykinin molecules can be a useful factor in approximating 
the optimal mass spectral response. 

As previously mentioned, acidic modifiers have commonly 
been included in FAB-MS sample preparations to increase 
analyte ion abundances in the positive ion mode. A limited 
comparison of the spectral enhancement resulting from ad­
dition of acidic modifiers with that due to manipulation of 
the ratio of glycerol to analyte was conducted. Samples 
composed of 1.3 mg of glycerol and 4 nmol of bradykinin 
(sample 1 in part 1 of Table I) were analyzed by F AB-MS and 
the results compared to those from similar samples which also 
contained 100 nmol of He!. Addition of the acid increased 
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Figure 13. Plots of abundance of selected glycerol ions (mlz 75 (top), 
mlz 93 (middle), and mlz 185) versus micromoles of glycerol in 
sample. All samples possess a constant ratio (300: 1) of glycerol 
molecules to bradykinin molecules although the absolute quantities of 
each vary. 

the abundances of the six bradykinin ions which were eval­
uated (ml z 70, 120, 417, 572, 903, and 1060) by an average 
of 34%. These acidified samples also displayed increased 
glycerol ion abundances; the five glycerol ions evaluated (mlz 
75, 93, 185, 277, and 369) showed an average increase in 
abundance of 6%. The optimal sample 3 composition in part 
1 of Table I (4 nmol of bradykinin and 0.10 mg of glycerol) 
was also analyzed with and without the addition of 100 nmol 
of He!. The added acid increased the abundances of the six 
specified bradykinin ions by an average of 7%. At the same 
time, the five designated glycerol ions were increased in 
abundance by an average of 9%. Mass spectra obtained from 
the optimal sample composition with and without the Hel 
were indistinguishable in a qualitative sense. For the sake 
of reference, the abundance of the six bradykinin ions was 
enhanced by 690% on average by optimizing the ratio of 
glycerol to bradykinin (nonacidified samples), while the 
abundance of the five glycerol ions was decreased by an av­
erage of 64 %. A separate study undertaken with bradykinin, 
glycerol, and tartaric acid also showed that any spectral en­
hancement gained by adding the acidic modifier was insig­
nificant to that gained through optimization of the glycerol 
to analyte ratio. 

CONCLUSION 
It has been shown that the matrix to analyte ratio pro­

foundly affects the quality of FAB-MS results. Although the 
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qualitative information regarding the analyte is maximized 
when using the smaller portions of glycerol, it is interesting 
to note that a wider linear response for the analyte results from 
the use of larger amounts of glycerol. This would indicate that 
the larger glycerol portions are better suited for quantitative 
purposes where dynamic range is important. 

The spectral enhancement Can be realized simply by mixing 
the analyte with a h,L portion of 10% (w/w) aqueous gly­
cerol. By introducing less glycerol into the mass spectrometer 
source, one can also reasonably expect less rapid contami­
nation of the ion lenses. The only disadvantage encountered 
by this approach regards ion signals of decreased temporal 
duration in comparison to those measured from samples in­
troduced in larger amounts of the glycerol matrix. However, 
for the many applications ofFAB-MS which do not require 
extremely long-lived ion currents, this method provides sub­
stantial analytical advantages. 
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Comparison of Screening Techniques for Polychlorinated 
Biphenyls in Waste Oils 
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A commercial colorimetric field screening kit for the detection 
of polychlorinated biphenyls (PCBs) is compared to instru­
mental thermal neutron activation analysis as a screening tool 
in a variety of oil matrices. The precision of these two 
methods was compared to an accepted method of analysis, 
gas chromatography with electron capture delec~ion. and in­
terferences of each screening technique were investigated. 
The colorimetric test was shown to be less re6able and more 
prone to interferences than neutron activation analysis. The 
advantages and limitations of each method are discussed. 

INTRODUCTION 
With polychlorinated biphenyls (PCBs) becoming a widely 

recognized regulatory problem, accurate and simple screening 
techniques applicable to large numbers of environmental 
samples are highly desirable. The major source of PCB in­
troduction into the environment has been through the disposal 
of contaminated oils. PCBs were routinely used into the 19705 
in dielectric fluids in capacitors and transformers, heat transfer 
fluids, hydraulic fluids, and lubricating and cutting oils. 
Enactment of the Toxic Substances Control Act (PL 94-469) 
in 1978 and subsequent amendments in 1981 (PL 97-129) 
established regulations for disposal of existing PCBs and 
severely restricted future production and use of these com­
pounds. A review providing an excellent overview of PCBs 
and their analysis by gas chromatography and mass spec-
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trometry can be found in ref l. 
Several screening methods for PCBs have been developed 

or proposed. The use of simplified chromatographic proce­
dures (gas, thin layer, or high pressure), of total organic halide 
(TOX) methods, of X-ray fluorescence, and of chemical de­
termination for total chlorine have been reviewed by Erickson 
(2). The latter is the basis for the many commercial colori­
metric kits that provide a field test to determine if the PCB 
concentration in oils are within the EPA disposal limits. These 
kits usually provide semiquantitative results of greater than 
50 ppm or greater than 500 ppm depending upon which kit 
is used. There has been some uncertainty about the accuracy 
of these results for actual field samples, especially at the lower 
regulatory limit of 50 ppm. These considerations led us to 
investigate the use of instrumental thermal neutron activation 
analysis (ITNA) as a screening technique for PCBs. Since 
EPA has approved this method for TOX analysis (3), it could 
be an acceptable screening methodology for PCBs. When 
ITNA is available, it is a rapid, simple, reliable, and almost 
interference-free technique that can significantly reduce the 
number of samples requiring the more time-consuming EPA 
approved methods employing gas chromatography and elec­
tron capture detection (GC/ECD). 

Another important reason for having a reliable screening 
method is the high sensitivity of electron capture detectors 
(ECD). The ECD is easily saturated with analyte and can take 
several days to restabilize when high concentration samples 
are inadvertantly injected without proper dilution. This may 

© 1989 American Chemical Society 
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also lead to eventual loss of sensitivity and necessitate detector 
replacement. To protect against these possibilities, unknown 
samples are highly diluted initially and rediluted as necessary 
to achieve the proper analytical range, often requiring several 
analytical runs before the correct range for measuring PCBs 
is found. Due to the time involved in analysis, data reduction, 
and the need for experienced analysts, GC /ECD analysis is 
not desirable for routine screening of large numbers of samples. 
While other screening techniques sacrifice the specificity of 
the GC /ECD analysis, the advantages are speed, low cost, 
simplicity, and the ability to significantly reduce the number 
of samples requiring more sophisticated and time-consuming 
analysis. 

EXPERIMENTAL SECTION 
Preparation of Standards. Aroclor 1242 and 1260 standards 

were prepared by dissolving known amounts of the neat PCB 
(99%, Chern Service) in 1 mL of hexane and adding to a halo­
gen-free hydrocarbon oil. All prepared standards were placed in 
an ultrasonic bath overnight to promote homogeneity. Homo­
geneity was confirmed by gas chromatographic analysis. 

Other halogenated compounds were used to investigate the 
potential interference from non-chlorinated halocarbon com­
pounds dissolved in the oils. The compounds that were liquids 
at room temperture were gravimetrically added directly to the 
halogen-free blank oil. The compounds that were solids were first 
dissolved in hexane, and this solution was gravimetrically diluted 
with the blank oil. Serial dilution was then used to provide a range 
of concentrations. Mixtures were produced by combining several 
of the concentrated stock oil solutions and diluting this mixture 
with blank oil. 

All ITNA analyses were standardized against solutions prepared 
by dissolving high-purity NaCI, NaF, NaBr, and KIO, in deionized, 
distilled water. The neutron moderating properties of oil and 
water are similar, thus eliminating the need for exact matrix 
matching for samples and standards. 

Standard Reference Materials for total chlorine in oil and PCBs 
in oil were obtained from the National Institute for Standards 
and Technology (NIST, formerly the National Bureau of 
Standards). A large variety of PCB in oil quality assurance 
materials were also obtained from EPA, Cincinnati, OH. The 
small quantities of each oil reference material prevented their 
use for colorimetric evaluation. 

Colorimetric Kits. Several kits are produced commercially 
to test oils for PCBs in the field. Most work on the principle of 
total chlorine detection. A widely used product is the Clor-N-Oil 
kit, which the manufacturer clearly labels as "A PCB screening 
test for transformer oil" and states in the instructions that "This 
test is intended for use only with trans'ormer oil of petroleum 
origin. It may not be useful for other fluids." (4). This kit was 
selected for further investigation since we have observed that the 
manufacturer's advice may be widely ignored and in the hope that 
its applicability could be extended to oils of unknown origin 
(including waste oils). We used two different Clor-N-Oil kits, one 
that detects levels of PCBs greater than 50 ppm and another which 
detects PCBs greater than 500 ppm. Both kits consist of two 
capped polyethylene tubes containing glass ampules of reagents. 
The tube with the black cap is the tube in which the oil is added 
and the tube with the white cap is the second tube where the 
positive or negative result of the test is determined. 

To screen a sample with these kits, a 5-mL aliquot of the oil 
sample is placed into the first tube and an ampule containing a 
3:1 mixture of diglyme (or diethylene glycol methyl ether) / 
naphthalene catalyst is broken and the tube shaken. An ampule 
containing sodium dispersed in oil is then broken and any organic 
chlorine in the sample is stripped out forming sodium chloride. 
A buffer solution (0.18 M NaH,PO, + 0.3 N HNO,) from the 
second tube is added to the first tube and shaken, neutralizing 
any excess sodium and extracting the sodium chloride into the 
aqueous phase. The aqueous phase is permitted to separate for 
2 min and then transferred to the second tube. The ampule of 
premeasured mercuric nitrate is broken and mixed with the 
aqueous phase, forming a complex with the chloride ions. The 
final step is the breaking of the ampule of 0.1 % diphenylcarbazone 
indicator in the tube. If no excess chlorine is present in the sample, 

the solution turns pink to purple. A yellow solution indicates 
excess chlorine and the possible presence of PCBs, necessitating 
a GC/ECD analysis. The amount of mercuric nitrate present in 
the 50 ppm kits is set to react with 21 ppm chlorine. This cor­
responds to 50 ppm Aroclor 1242 which is the PCB containing 
the least amount of chlorine normally found in oil samples. Other 
common Aroclors found in oils would therefore give a positive 
result below 50 ppm. The kits were thus developed with the idea 
of erring on the side of false positives as opposed to false negatives. 

Instrumental Neutron Activation Analysis. Small a1iquots 
(1 mL) of potentially contaminated oils are encapsulated in 
polyethylene containers and irradiated individually in the man­
ually operated, pneumatic transfer, thermal neutron irradiation 
facility of the Los Alamos Omega West Reactor for 1 min in a 
neutron flux of 1 X lO13 (n/ cm') Is. Induced ,,-ray activity of the 
sample is observed with a large, high-resolution Ge(Li) detector 
coupled to a 4096-channel pulse-height analyzer. The following 
,,-rays are used for quantitative determination of total elemental 
halogen content of the oil: 1633 keY from 11.0 s "F, 2167 keY 
from 37.2 min ssCI, 617 keY from 17.7 min BOBr, and 442 keY from 
25.0 min 1281. Two separate counts are required. The first, for 
60 s, following only 20 s of decay, permits the observation of 
fluorine. If the system dead time exceeds lO%, these fluorine 
data must be discarded, since there is insufficient time to change 
counting geometry to reduce dead time. At the end of the initial 
count, a counting geometry is selected that results in a counting 
system dead time ofless than lO%. At a total decay time of 2.0 
min, the remaining induced ')'-ray activities are counted for 200 
s. Spectral data are integrated on the CRT display of the 
pulse-height analyzer or transferred to magnetic tape for off-line 
reduction on a Digital Equipment Corp. VAX 11/730 computing 
system. Quantitative data are obtained by comparison of net peak 
areas of the samples with those of known elemental standards 
irradiated and counted in the same fashion. The total time 
required for an analysis is about 10 min, equally divided between 
sample preparation and neutron activation. Detection limits of 
5 ppm F, 0.5 ppm CI, 0.3 ppm Br, and 0.2 ppm I have been 
demonstrated. Additional details may be found in Gladney et 
al. (5). 

Gas Chromatography/Electron Capture Detection 
Analysis. Approximately 0.1 mL of contaminated oil is weighed 
and diluted to 1 mL with pesticide grade hexane. Serial dilutions 
of factors of 10 (up to lOOOO) are made to the sample depending 
upon the expected PCB concentration levels as revealed by a 
screening technique. An attempt is made to limit detector loading 
to less than 50 ng of total chlorine. One microgram per milliliter 
of lindane is spiked into the sample before analysis for use as an 
internal standard. A I-ilL splitless injection is made onto a 30 
m X 0.25 mm DB-5 fused silica capillary column. The oven 
temperature is programmed to start at 120°C to trap the PCBs, 
rise to 220 °C at 15 deg/ min, and finish by increasing to 280°C 
at 4 deg/min. All PCBs are eluted from the column within 35 
min. Calibration standards are prepared from dilutions of EPA 
certified PCBs in oil. Each commercially produced PCB gives 
approximately 40-50 resolved peaks and specific PCBs can be 
identified from a unique fingerprint pattern. Six well-resolved 
peaks are chosen for quantitation, and a calibration curve plotting 
normalized area versus concentration is developed for each peak. 
The concentrations determined from each calibration curve are 
averaged to give an indication of the match of the sample PCB 
to the standard PCB and the potential uncertainty involved in 
the analysis. Additional information on this analysis is available 
from ref 6. 

RESULTS AND DISCUSSION 

PCBs are actually made up of a mixture of congeners of 
a polychlorinated biphenyl ring. The various compositions 
and the percent weight chlorine present in commercial Ar­
oelors can be found in ref 1, 2, and 7. Most screening tech­
niques use this percent weight chlorine to calculate a potential 
PCB value from the measured chlorine value. Erickson (2) 
indicates that most PCBs found in oils will be Aroclors 1242, 
1254, and 1260. Assuming that Aroelor 1242 will be the least 
chlorinated PCB found in oils, a potential PCB value can be 
determined by dividing the concentration of chlorine measured 
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Table I. Screening Results from Aroclor 1242 and 1260 in 
Oils Prepared In-House (I'g/g) 

ITNA 

potential calculated 
ArocIor GC/ECD Cl PCB kit Cl PCB 

1242 91 ± 11 42 ± 4 100 ± 9 <50 44 105 
71 ± 7 33 ± 3 79 ± 7 <50 33 79 
57 ± 6 25 ± 3 60 ± 7 <50 26 63 
46 ± 5 21 ± 2 50 ± 5 <50 22 52 
39 ± 4 19 ± 2 45 ± 5 <50 18 42 

1260 75 ± 8 45 ± 5 107 ± 12 >50 48 79 
54 ± 5 34 ± 3 81 ± 7 >50 36 60 
42 ± 4 27 ± 3 64 ± 7 <50 29 48 
34 ± 3 25 ± 3 60 ± 7 <50 24 40 
26 ± 3 19 ± 2 45 ± 5 <50 19 32 

in unknown samples by 0.42. This will give a conservative 
number for possible PCB concentration. because the actual 
PCB value would be lower for the more highly chlorinated 
PCBs. When the total chlorine content of the sample is less 
than 21 ppm. the maximum PCB content is less than the EPA 
control limit of 50 ppm and the oil may be disposed of without 
further analysis. 

Colorimetric screening kits use the principle of measuring 
total chlorine in oils and have been used extensively in the 
field to determine PCB disposal requirements. There are 
several problems that can arise in administering these kits. 
These products are frequently used for applications that the 
developers clearly indicate as inappropriate. We also found 
the results of the kits to be dependent on the training and 
experience ofthe user. When the kits are used for the analysis 
of Askarels (pure PCBs or high concentrations of PCBs mixed 
with trichlorobenzene) an inversion occurs. causing the oil 
layer instead of the aqueous layer to be transferred to the 
second tube. Unless the user is alert. a negative test result 
will occur. when in fact the sample contains percent levels of 
PCBs. This could mean that those samples with the highest 
amounts of PCBs would be judged to be below the 50 ppm 
EPA concern limit. This problem is clearly documented in 
the product literature (4). Another problem commonly seen 
is the attempt to screen water samples with these kits. Since 
water reacts with the sodium dispersion. erroneous conclusions 
could easily be drawn. 

To investigate the accuracy of colorimetric kits. we tested 
them with PCB standards in oil made up in our laboratory. 
Erickson (2) characterizes transformer oil as containing 
mineral oil with 20-30% aromatics and the balance as hy­
drocarbons. This type material was selected for preparation 
of our spiked samples. NIST or EPA standards were not used 
because they are available in only I-mL aliquots while the kits 
require 5 mL of oil. Representative results (expressed as 
potential PCBs) are shown in Table I for Aroclors 1242 and 
1260 as determined by the kits. ITNA. and GCjECD. The 
difference between the GC JECD results and the calculated 
spike concentrations were all less than 2 times the experi­
mental uncertainty of the GC JECD data. The differences 
between the ITNA results and the calculated spike concen­
trations were all less than one experimental uncertainty of 
the ITNA data. As expected. the potential PCBs are higher 
than the calculated PCBs in every sample containing Aroclor 
1260. erring on the side of false positives. No false negatives 
were observed by ITNA. The kit results were highly variable. 
sometimes giving false negatives even at the 100 p.gjg level. 
Studies conducted by the Electric Power Research Institute 
(8) indicated a much higher accuracy than we were able to 
obtain. The kits gave instances of false negatives that could 
have led to incorrect disposal action. while the ITNA values 
would not have led to any incorrect disposal actions. Our 

Table II. Chlorine Concentrations in NIST Chlorine in Oil 
Standard Reference Materials 

SRM ITNA. JJ.g/g certified. JJ.g/ g 

1818-1 26.8 ± 1.4 29 ± 5 
1818-II 62.2 ± 2.5 63 ± 4 
1818-III 79.7 ± 2.8 78 ± 4 
1818-IV 226 ± 4 231 ± 6 
1818-V 549 ± 16 558 ± 11 

Table III. ITNA Screening of PCB Content of NIST and 
EPA Transformer Oil Reference Materials (JJ.gI g) 

ITNA certified 
agency Arodar Cl potential PCB PCB 

NIST 1242 41.0 ± 0.7 97 ± 2 100 ±1 
NIST 1260 58 ± 4 138 ± 9 100 ± 3 

EPA 1016 4.5 ± 0.2 10.7 ± 0.4 10.1 
EPA 1016 19.5 ± 0.9 47 ± 2 50.1 ± 11 
EPA 1016 201 ± 4 478 ± 11 501 ± 100 

EPA 1242 5.2 ± 1.3 12.4 ± 3.1 10.1 
EPA 1242 20 ± 1 48 ± 3 50.2 ± 7.7 
EPA 1242 206 ± 5 490 ± 12 501 ± 55 

EPA 1254 6.0 ± 1.4 14.3 ± 3.5 10.0 
EPA 1254 24.3 ± 0.7 58 ± 2 50.0 ± 8.2 
EPA 1254 263 ± 6 627 ± 14 500 ± 60 

EPA 1260 7.2 ± 0.5 17.2±1.1 10.1 
EPA 1260 27 ± 3 64 ± 6 50.0 ± 7.0 
EPA 1260 284 ± 2 677 ± 5 499 ± 60 

Table IV. ITNA Screening of PCB Content of EPA 
Capacitor Oil Reference Materials (JJ.g/g) 

ITNA 

Arodar Cl potential PCB certified PCB 

1016 2.8 ± 0.8 6.6 ± 1.9 11.8 
1016 19.9 ± 1.8 48 ± 4 51.2 ± 11 
1016 200 ± 1 475 ± 2 507 ± 101 

1242 223 ± 13 531 ± 30 514 
1242 20.2 ± 1.7 48 ± 4 51.4 
1242 3.7 ± 1.1 8.8 ± 2.5 10.4 

1254 7.1 ± 0.5 16.8 ± 1.3 12.7 
1254 25 ± 1 60 ± 3 50 ± 10 
1254 259 ± 2 616 ± 4 500 ± 60 
1254 257 ± 16 612 ± 38 512 
1254 26 ± 2.2 62 ± 5 51.2 
1254 5.6 ± 1.4 12.6 ± 3.3 10.4 

Table V. ITNA Screening of PCB Content of NIST Motor 
Oil Standard Reference Materials (JJ.g/g) 

Arodor 

1242 
1260 

Cl 

46.2 ± 2.7 
58.6 ± 2.0 

ITNA 

potential PCB certified PCB 

108 ± 4 100 ± 1 
140 ± 5 100 ± 2 

results support the conclusion of Bertram (9) that these kits 
could not be applied to PCB determination in many waste 
oils. 

The precision and accuracy of ITNA determination of 
chlorine in oil are shown in Table II using NIST SRM 1818 
Chlorine in Oil. Five replicate analyses are summarized for 
each chlorine level. All experimental mean values are within 
one NIST standard deviation of the NIST certified value. The 
relative standard deviations for our determinations range from 
1.8% to 5.2%. 

Data for ITNA screening of a variety of certified EPA and 
NIST PCB in Oil reference materials are shown in Tables 
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Table VI. ITNA Screening of PCB Content of EPA 
Hydraulic Oil Reference Materials (I'g/g) 

ITNA 
Aroclor CI potential PCB certified PCB 

1016 52 ± 1 124 ± 4 11.4 
1016 76 ± 3 179 ± 6 57.1 ± 12 
1016 286 ± 6 681 ± 14 576 ± 115 
1254 183 ± 5 434 ± 13 11.5 
1254 80 ± 3 192 ± 8 57.6 ± 9.0 
1260 55 ± 2 131 ± 4 11.7 
1260 376 ± 21 894 ± 49 576 ± 67 
1260 151 ± 5 360 ± 12 57.4 ± 8.2 

III-V. The data shown represent the mean ± one standard 
deviation among five replicate analyses. The chlorine contents 
measured by ITNA are converted to potential PCBs according 
to the screening assumption stated above. In only one case 
(1016 in capacitor oil at 12 J.<gj g) did the ITNA potential PCB 
value fall more than one experimental standard deviation 
below the certified PCB concentration. 

The data for hydraulic oil reference materials shown in 
Table VI (the mean ± one standard deviation among five 
replicates) illustrate the inability of the ITNA screening 
method to differentiate between PCBs and other chlorinated 
organic compounds. The potential PCBs derived from ITNA 
data are consistently above the certified PCB concentration 
in every sample. 

For chlorine concentrations of over 20 ppm, precision of 
-10% can be obtained by ITNA. The uncertainty increases 
to -100 % at 3 ppm due to variability of the chlorine blank 
in the plastic of the irradiation containers. The blank problem 
can be overcome by rapidly transferring the oil to a clean 
(nonirradiated) container immediately after the neutron ir­
radiation and before counting. With this transfer, precisions 
of -10% can be obtained at chlorine concentrations of 1 ppm 
with detection limits of 0.1 ppm. Additional operator time 
and radiation exposure are required for this sample transfer. 

An advantage of the manual ITNA method over completely 
automated neutron activation systems (l0, 11) is the analyst's 
ability to change counting geometry at will to accommodate 
high activity samples (usually due to high chlorine concen­
tration). The analyst can maintain counting system dead 
times below 10% but must calibrate each geometry used. In 
this fashion, quantitative chlorine concentrations may be 
obtained even for pure solvents or PCBs. Most automated 
activation systems operate at a fixed geometry and will usually 
have an upper limit to the analyte concentration they can 
handle quantitatively. 

We wanted to determine the performance of these screening 
procedures on actual field samples, since laboratory-prepared 
spikes often fail to include the uncontrolled interferences 
sometimes seen in real samples. We analyzed 43 samples by 
all three methods and an additional 67 samples by ITNA and 
GCjECD alone. GCjECD analyses were assumed to be 
correct in this study. At the regulation level of 50 ppm, false 
positives were observed for 23 % of the samples analyzed by 
ITNA and 42% of the samples screened by the kits. This 
disparity between ITNA and kit results would greatly impact 
the number of samples needing the more time-consuming 
GC JECD confirmation if one were depending exclusively on 
kit results for screening decisions. We observed earlier that 
the number of false negatives for the kits with laboratory­
prepared spiked standards was disconcertingly high and this 
trend continued into actual field samples. Of the samples 
screened with the kits, 9.3% showed below 50 ppm PCB while 
GCjECD analysis showed them to be above this regulation 
level. ITNA has not yet shown a confirmed false negative over 

Table VII. Halogen Standards in Oil Screened by ITNA 
and Colorimetric Kits (I'g/g) 

compound 

fluorobenzene 

fluorobiphenyl 

bromobenzene 

2.4-tribromo­
biphenyl 

iodobenzene 

diiociopentane 

iodopropane 

combination~I 

combination-II 

combination-III 

element 

F 
Cl 
F 
CI 
F 
Cl 
F 
Cl 
F 
CI 
F 
Cl 
Br 
Cl 
Br 
CI 
Br 
Cl 
Br 
Cl 
Br 
CI 
Br 
Cl 
I 
CI 
I 
Cl 
I 
Cl 
I 
CI 
I 
Cl 
I 
CI 
I 
Cl 
I 
Cl 
I 
Cl 
F 
Cl 
Br 
I 
F 
CI 
Br 
I 
F 
CI 
Br 
I 

calcd 
conen 

1100 
0 

110 
0 

13 
0 

880 
0 

97 
0 

10 
0 

1500 
0 

100 
0 

10.5 
0 

550 
0 

91 
0 
9.3 
0 

1700 
0 

100 
0 

11 
0 

2400 
0 

85 
0 
8.1 
0 

1800 
0 

83 
0 
8.5 
0 

600 
660 

2450 
1740 

90 
98 

360 
260 

9.2 
10 
37 
26 

ITNA kit 

980 ± 200 
<3 <50 

100 ± 25 
<3 <50 
10 ± 4 
<3 <50 

810 ± 160 
<3 >50, <500 
70 ± 25 
<3 <50 
7±4 

<3 <50 
1300 ± 100 

<3 >50, >500 
86 ± 8 
<3 >50, <500 

8.7 ± 0.8 
<3 <50 

540 ± 30 
<3 >50, >500 
80 ± 6 
<3 >50, <500 

8.0 ± 0.9 
<3 <50 

1600 ± 100 
<3 >50. >500 
96 ± 8 
<3 <50 
10 ± 1 
<3 <50 

2300 ± 200 
<3 >50, >500 
80 ± 8 
<3 <50 

7.4 ± 0.8 
<3 <50 

1300 ± 90 
<3 >50, >500 
53 ± 5 
<3 <50 

5.0 ± 0.7 
<3 <50 

350 ± 70 
620 ± 40 >50, >500 

2100 ± 200 
1600 ± 200 

100 ± 9 >50, <500 
300 ± 30 
230 ± 20 

11 ± 3 >50, <500 
29 ± 3 
24 ± 2 

several hundred samples. The trend for false positives was 
similar at the 500 ppm regulation limit with the kits being 
much higher than for ITNA. Insufficient data have been 
collected to date to permit the evaluation of the false negative 
rates of the kits at the higher concentration level. No con­
firmed false negatives have been encountered for ITNA at this 
level. 

A comparison of screening measurements on halogen-free 
oils spiked with up to four different organohalogen compounds 
at a number of different concentrations is shown in Table VII. 
These data demonstrate an important limitation of the col­
orimetric kits. They are not specific to chlorine in oil. They 
consistently yielded positive results for organobromine and 
high levels of organoiodine compounds, while organofluorine 
compounds seemed to have little effect on their performance. 
The errors were on the conservative side of false positives, with 
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no false negatives observed in this particular test. The ITNA 
method is not only consistently accurate about chlorine levels 
in the face of all potential organohalogen interferences but 
also provides quantitative information about the levels of these 
other elements. The low bias of the data on some compounds 
is believed to be due to impure standards used to spike the 
blank oil. None of the concentrated organohalogen compounds 
were checked for purity. 

CONCLUSIONS 
The kits are low cost (approximately $5) and quick and can 

be easily utilized in the field. We have shown, however, that 
using these results as a definitive analysis could lead to dis­
posal violations. Furthermore, they are unable to distinguish 
between inorganic and organic chlorine or PCBs and other 
chlorinated organics. The kits also give false positives due 
to several interferences such as water, organobromine, and 
organoiodine compounds. 

The data for chlorine via ITNA are quantitative, in contrast 
to those produced by the colorimetric PCB kits, which are 
semiquantitative with only 50 and 500 ppm level detection. 
Both procedures respond to any chlorine-containing compound 
(organic or inorganic). Inorganic chlorides are relatively in­
soluble in organic solvents and oils, so ITNA is an effective 
method for screening these matrices for organochlorine com­
pounds. Although ITNA is still nonspecific for different 
sources of chlorine, it is not prone to false positives from 
interferences such as other halogens and can simultaneously 
provide data on bromine and iodine content of the oil as well. 
These additional elemental measurements are often required 
by disposal facilities depending upon the specific requirements 
of their EPA permits. ITNA is also much more sensitive, 
giving a very high probability of being able to ohserve PCBs 
at the regulatory level. By use of our irradiation-decay­
counting scheme, 10 samples per reactor-hour may be analyzed 
at a cost of approximately $5-$10 each. Even though an ITNA 
analysis is inexpensive, it requires access to a reactor and 
trained personnel. 

The great solubility of inorganic chlorides and relatively 
insolubility of organochlorine compounds in aqueous media 
render ITNA ineffective as a screening method for PCBs in 
water without some type of chemical separation. The use­
fulness of ITNA for screening soils and sediments for orga­
nochlorine is limited by the intense induced activity in alu­
minum, a major element in these materials. The use of longer 
periods prior to counting would reduce this interference and 
might prove effective for the identification of highly contam­
inated materials. Potential organochlorine contaminants are 

CORRESPONDENCE 

more effectively removed by organic solvent extraction, fol­
lowed by ITN A screening of the extract. 

The actual presence of PCBs must be determined with a 
more definitive method such as GC/ECD analysis. The 
GC/ECD method is very accurate (routinely ~10%) with 
detection limits of 10 ppb. However, the analysis is time­
consuming, typically 35 min/run in addition to sample 
preparation. Using the ITNA data to determine dilution 
requirements can greatly decrease the time involved in this 
analysis. Trained personnel are required to run GC /ECD and 
experience in matching PCB standards to the sample matrix 
is needed. As a result, GC /ECD analysis can be moderately 
expensive. 
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Assessing Heterogeneity of the High-Mannose Glycopeptide gp432 on 
the Variant Surface Glycoprotein of Trypanosomes: A Comparison of 
Plasma Desorption Mass Spectrometry and Radiolabeling Techniques 

Sir: African trypanosomes are parasitic protozoa that have 
evolved an effective mechanism for protection against the 
immune system of their mammalian hosts known as antigenic 
variation. The essential molecule for this process is the 
variant surface glycoprotein (VSG), a polypeptide of around 

0003-2700/89/0361-2686$01.50/0 

500 amino acids that is roughly 10% carbohydrate by weight. 
The VSG of the IlTat 1.3 variant of Trypanosoma brucei has 
two asparagine-linked glycan moieties, as well as a glycosyl­
phosphatidylinositol membrane anchor (1). The complete 
structure of the glycosylphosphatidylinositol anchor has been 

© 1989 American Chemical SOCiety 
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Figure 1. Fractionation of free oligosaccharide from EndoH-treated 
gp432 obtained from [3H]mannose-labeled VSG. Elution positions (+) 
of GlcNAc1_6 standards. Adapted with permission from ref 3. 

reported recently by Ferguson et a1. (2). The two N-linked 
sites of this protein contain markedly different types of oli­
gosaccharides. Those at Asn-419 are almost exclusively com­
plex biantennary, while those at Asn-432 are high-mannose 
species. In previous studies (1), carbohydrate analysis of the 
tryptic glycopeptide gp432 (which contains the latter site) 
indicated 2.1 mol of GlcNAc and 6.2 mol of mannose per mole 
of peptide. [3H] Mannose-labeled gp432 was then isolated from 
metabolically labeled trypanosomes, the oligosaccharides were 
released by endo-/i-N-acetylglucosaminidase H (EndoH) 
treatment, and size fractionation indicated 4-7 mannosyl 
residues per molecule. 

Plasma desorption mass spectrometry (PDMS), developed 
by Macfarlane and Torgerson (3), has been used previously 
in our laboratory to determine the structures of tryptic gly­
copeptides of bovine fetuin (4) and the carbohydrate hete­
rogeneity of glycosylated ovomucoids (5, 6). We thus perceived 
an opportunity to determine the mannose heterogeneity of 
gp432 directly, using a technique that would not involve in 
vivo labeling and cleavage of the oligosaccharide from the 
glycopeptide. 

EXPERIMENTAL SECTION 
The purification of VSG and preparation of the glycopeptide, 

gp432, have been described in detail previously (1). In brief, 
homogeneous VSG was digested with trypsin / chymotrypsin, and 
the gp432 was initially purified on a preparative C,s column, with 
elution by a CH3CN gradient. It was then further purified by 
lectin affinity chromatography. Amino acid and carbohydrate 
analysis resulted in the following molar concentrations: Asx (1.1), 
Glx (1.3), Lys (0.8), Phe (0.7), Thr (1.0), GIcNAc (2.1), and Man 
(6.2) (1). The gp432 sequence, based upon a previously published 
cDNA sequence (7), is Phe-Asn-G1u-Thr-Lys. 

For size evaluation, the gp432 oligosaccharide was labeled in 
vivo and then released from peptide by EndoH, an enzyme that 
cleaves between the two GIcNAc residues of certain N-linked 
oligosaccharides (1). The resulting material was analyzed by P4 
gel filtration and comparison with GIcNAcn standards. 

Plasma desorption mass spectral measurements of purified and 
nonradiolabeled gp432 glycopeptide from 59-kDa VSG were 
carried out on a BIO-ION Nordic (Uppsala, Sweden) Model 
BIN-10K time-of-flight mass spectrometer. Samples were dis­
solved in a solution of acetic acid/ glutathione at an approximate 
concentration of 1 mol/L, and the solution was electrosprayed 
onto an aluminized Mylar sample foil. The secondary ion count 
was then accumulated for a preset primary ion count of 7 X 106 
counts. 

RESULTS AND DISCUSSION 
Results of the size fractionation of the free oligosaccharide 

from EndoH-treated gp432 from [3H]mannose-labeled VSG 
are shown in Figure 1. The elution positions of GlcNAc1-6 
standards are also included in the figure, from which it was 
estimated that the oligosaccharides on Asn-432 from mature 
VSG are Man'_7GIcNAc moieties (1). 

Table I 

species 

Phe-Asn( GlcNAc2Man,l-Glu-Thr-Lys 
Phe-Asn( GlcNAc,Man,l-Glu-Thr-Lys 
Phe-Asn(GlcNAc,Man6)-Glu-Thr-Lys 
Phe-Asn(GlcNAc2Man71-Glu-Thr-Lys 
Phe-Asn( GlcNAc,Man,l-Glu-Thr-Lys 
Phe-Asn(GlcNAc,Man,l-Glu-Thr-Lys 

monoisotopic 
mass 

1692.68 
1854.73 
2016.78 
2178.84 
2340.89 
2502.94 

MAt'! 7 

MAt'! 6 

'" a 
'I' 

MAN 8 

av mass 

1693.80 
1855.96 
2018.12 
2180.27 
2342.43 
2504.59 

MAt'! 5 MAt'! 9 

Figure 2. Positive ion plasma desorption mass spectrum of the intact, 
nonradiolabeled gp432 glycopeptide from the 59-kDa VSG obtained 
from T. brucei. 

The general structure of the gp432 glycopeptide from the 
VSG of the IITat 1.3 variant of T. brucei is 

Phe-Asn(GlcNAc-GlcNAc-ManJ-Glu-Thr-Lys 

Plasma desorption mass spectrometry provides a means for 
determining the molecular weights of peptides, glycopeptides, 
and other large, nonvolatile molecules by recording their 
protonated (MH+) or cationized (M + Na+) ions. Thus, the 
MH+ ions for gp432 containing from 4 to 9 mannose residues 
can be calculated (Table I). Figure 2 shows the positive ion, 
plasma desorption mass spectrum of the intact, nonradio­
labeled gp432 glycopeptide. The size and heterogeneity is 
clearly revealed, and the ions correspond to structures con­
taining from 5 to 9 mannose units. In general, masses of the 
ions measured by this technique lie between the predicted 
monoisotopic and average masses for MH+ ions, reflecting the 
fact that the unresolved isotopic distributions (due to "C, 2H, 
etc.) are not symmetrical at this mass (8). For each of the 
oligomers, a lower intensity M + Na+ ion is also observed, 22 
amu higher than the MH+ ion. 

CONCLUSIONS 
The determination of the size (and hence the number of 

mannose residues) of the oligosaccharide attached to Asn-432 
is quite obviously different for the radiolabeling (4-7 mannose) 
and the plasma desorption (5-9 mannose) techniques. It 
should be noted, however, that the gp432 glycopeptide used 
for the plasma desorption measurement was purified from the 
VSG of trypanosomes obtained directly from the bloodstream 
of the rat. For the size fractionation measurement, the gp432 
was obtained from trypanosomes cultured in a low-glucose 
medium for 1 h with [3H]mannose prior to purification of the 
VSG (3). The gel filtration data is based on the analysis of 
radioactivity, rather than mass. Therefore, these data reflect 
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oligosaccharides synthesized only during the culture period. 
This population may differ from the bulk VSG due to altered 
metabolic conditions. 

The PDMS technique has several distinct advantages for 
the structural analysis of oligosaccharides. First, it provides 
a direct measurement of molecular weights. By contrast, gel 
filtration is based on comparison with standards. Second, the 
PDMS technique unambiguously reveals oligosaccharide 
microheterogeneity. While the size fractionation of free 01-
igosaccharides shows a definite distribution, it cannot separate 
the oligomers. In contrast, plasma desorption produces several 
peaks spaced 162 mass units apart. In addition, plasma de­
sorption provides a direct measurement that obviates the need 
for radiolabeling and processing by EndoH prior to analysis. 
Thus, it would appear that plasma desorption mass spectral 
measurements offer a distinct advantage for measurements 
of this kind. 
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CORRECTION 

Effect of Apolar Diluents on the Behavior of Chiral 
Stationary Phases in Gas Chromatography. Binary 
Mixtures of N-Lauroyl-L-valine-tert-butylamide with 
Squalane and n-Tetracosane 

Katsunori Watabe, Emanuel Gil-Av, Toshiyuki Hobo, 
and Shigetaka Suzuki (Anal. Chern. 1989,61,126-132). 

Equation 2 on p 127 should read 

Vmix" = V."(1 x) + VgC(x) 

Also, on page 131, the sentence in the second paragraph under 
the heading Relevance of the Results to Polymeric Phases 
should read as follows: ... , when an average of about six 
dimethylsiloxane units separated two selector groups (20). 
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