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If You're Shopping For 
entia! P1asma Sped , 

Out This Ald & Take It With You, 
Covers complete wavelength 
range from 1,10 to 850 nm. 

\ 

/

Minimum interelement inter
ferences with 0.008 nm 
resolution. 

and 
best possible 

accuracy detection limits on 
every sample. 

\ 

Fast, semiquantitati"e 
analysis of up to 72 ,Iements 
with a three element, ,tandard. 

the words of our chief engineer, our AtomSc:an™ 
25 Spectrometer is "everything anyone ever wanted in 
a sequential ICP instrument:' 

the culmination of more than three decades of 
developmental wcrk, incorporating the best fealJres 
-RF generator, monochromator, sample delivery and 
excitation, data system and software-of all previous 
generations Jarrell Ash plasma spectrometem. 

whether you are a research spectroscopist or 
an occasional user, that simply means you are £ioing 
to get better accuracy and detection limits on every 

A Division of Thermo Instrument Systems, Inc. 

Sophisticated command 
language provides decision 
making logic for complex 
analytical tasks-e.g. CLP 
protocol with autosampler 
operation. 

Even novice t"rhn;r;o,nQ 

excellent with 
Menu-driven Thermo
software gives 

prompts and calls for 
the blanks' responses 
single key commands. 

element in any sample matrix with the AtomScan 25 
than with instruments costing twice as much. 

Don't take our word for it. 
Tear out this ad and take it with you on your trip to 

see brand X. See if they offer you anywhere near as 
much for so little. 

We think we'll make you a believer. 
For literature or a demonstration of the AtomScan 

25, call (508) 520-1880. Or write Thermo Jarrell Ash 
Corp., 8 East Forge Parkway, Franklin, MA 02038-9101. 
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Clean solutions for troubled waters. 
Environmental sample 

matrices can be hazard

ous cO vour productivity 

If you' re struggling to 

detect water contaminants 

at the required levels, 

vou'll be glad to know 

lJionex has an easier way 

Crash the ppb 

barrier in complex 

matrices. 

Alkali and alkaline earth 

metals rob ICP spec

troscopy of its sensitivity 

for measuring transition 

metals sea water-

unless you do a lot of 

sample prepping. 

Couple Dionex Che

lation Ion Chromatog

raphy to an ICP spec

trometer and get those 

a'actional ppb levels 

with a direct introduc

lion of vour sea water 

or acid digest sample. 

Find a drop 

of chromium in 

a bucket of 

interferences. 

Direct Metals Detection in Sea Wafer
Detection Umit (ppb) 
Direct Chelation 

Metal Nebulizationl Concentrationl 

Cd 10 0.1 
Co 10 11.1 
ell III 0.1 
Fe 10 0.1 
'\In 5 0.1 
:\] 10 01 
Ph 50 119 
Zn 10 0.1 

i\\lthbackgrolJlli!corrcttIO:l 

2 II illL con(~ntr:tled 'w ICi'Ulldef E!',\ r~\'w\\ 

Hexavalent chromiumt in waste capacity ion exchange column, 

non-metallic postcolumn 

chemistry and photometric 

detection, you'lI get OJ ppb 

sensitivity and no interferences 

in a 6-minute analysis. 

water is not unlike a needle in 

a haystack: so elusive, it devours 

vour time. 

With our new Ie method, 

incorporating a very high-

Determine chlorite 

and chlora:e in a 

single run. 

How do you IT easure oxy

halides in drir king water to the 

required OJ p )m? Until now, 

with great diffculty and not 

much reliabili~' Fortunatel~ 

the new, highl! selective Dionex 

IonPac" AS9 oJlumn. combined 

with chemically sup

pressed conductivit\

detection, does the job 

in one easy run. 

Series 4500i. 

The right solutions. 

Right now. 

When you want solutions, you 

need Dionex. Find our how 

Dionex columns and the Series 

4500i Systems can solve your 

environmental analysis prob

lems - wet or dry. Contact your 

local Dionex representative or 

(in USA) call 

1-800-227-1817, ext. 42 today. 

Series 4500i 

Ion Chromatograph 

IJDIONEX 
~ mm l~l~ll~! 

Dlonex Corporation. PC Box 3603, Sunnl"aJe, CA. 94088- 3603, Canada Dionex Cmath .. Ltd, (416) 62Q'(}077 

EngIandDlonex (UK) Ltd., (276) 69 il2, West Germany Dione:.. GmbH, (612) 66036, France moncl.. S.'\', (1) -\621-6666, 
Italy DlOnc).. S. -.I., (06) 3792979, Netherlands DlOnex BV (76) 714800, if) 1989 DIOne:. CorporatlOll 
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REli»ORT 65A 
Process. analytical chemistry is 
dedicated to improving manufac
tming processes so that high-quali
ty products are generated efficient
ly. Michael T. Riebe and Daniel J, 
Eustace of Polaroid Corporation de
scribe PAC resources, technologies, 
and applications from an industrial 
pel'spective 
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AlC INTERFACE 94A 
On the cover. Local area net
works in the laboratory. LANs are 
becoming more and more common 
in the laboratory, In the first of a 
two-part series, Steven A, Warner of 
Andrulis Research Corporation ex
plains what a LAN is and how data 
are communicated between various 
components 

54A 

61A 
New Instrumentation Advisory Panel members. ~ Subdivision calls for 
nominations. ~ NATAS seeks nominations for Mettler Award, ~ NIST stan
dal'dizes MS/MS measurements. ~ Hawaii in "vog", ~ Warm weather produces 
mere snow 

MEETINGS 73A 
19no conferences, ~ Short courses and workshops. ~ Call for papers 

BOOKS 85A 
Critical reviews. Recently released books on inverse gas chromatography, 
mkrobore column chromatography, and LC troubleshooting are reviewed 

FOI~US 89A 
Keeping aging planes healthy. With the average age of a commercial U.S_ 
airplane hovering around 12 years, ensuring airworthiness has become a na
tional issue, Nondestructive tests play an important role in identifying poten
tial structural problems, and newer, more sophisticated tests are being devel
oped for the future 

NEW PRODUCTS & MANUFACTURERS' LITERATURE 92A 

AUTHOR INDEX 97 
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Articles 

Voltammetry with Microvoltammelric Electrodes in Resistive 
Solvents under Linear Diffusion Conditions 98 
Microelectrodes of 50-I'm radius are used to characterize 
chemical reactions that accompany electron transfer in sol
vents with low dielectric constants. 
David O. Wipf and R. Mark Wightman', Department of Chemis
try, Indiana University, Bloomington, IN 47405 

Ionic Equilibria in Neutral Amphiprotic Solvents: Relationships 
between Electrolyte pK Values and Solvent Polarity and 
Composition for Several Binary Isopropyl Alcohol Mixtures 

102 
The effect of the addition of a second solvent to electrolyte 
solutions in isopropyl alcohol is studied. Equations that re
late electrolyte pK values to solvent polarity, dielectric con
stant, and solvent composition are proposed and experimen
tally tested. 
Elisabeth Bosch *, Clara RAfols, and Marti Roses, Departament 
de Quimica Analitica, Universitat de Barcelona, Barcelona, Spain 

Mass Spectrometric Studies on the Response Mechanism of 
Surface Ionization Detectors for Gas Chromatography 107 
Mass spectrometric studies at atmospheric pressure demon
strate that positive surface ionization is the response mecha
nism of surface ionization detectors for GC. 
Toshihiro Fujii· and Hitoshi Jimba, National Institute for Envi
ronmental Studies, Tsukuba, Ibaraki 305, Japan and Hiromi Ari
moto, Shimadzu Corporation, Nakagyo, Kyoto 604, Japan 

Determination of Chromium in Urine by Stable Isotope Dilution 
Gas Chromatography/Mass Spectrometry Using Lithium 
Bis(trifluoroethyl)dilhiocarbamate as a Chelating Agent 111 
Chromium in the NIST freeze-dried urine SRM-2670 is 
quantitated at concentration values that are in g"od agree
ment with the NIST values of 13 I'glL and 85 I'glL. 
Suresh K. Aggarwal, Michael Kinter, Michael R. Wills, John 
Savory, and David A. Herold', Departments of Pathology, Bio
chemistry, and Medicine, University of Virginia Health Sciences 
Center, Charlottesville, VA 22908 

Study of Dil Field Chemicals by Combined Field Desorption/ 
Collision-Activated Dissociation Mass Spectrometry via Linked 
Scan 116 
FDMS is used for direct fingerprinting of oil field chemicals 
such as biocides, demulsifiers, and scale inhibitors. The 
gross composition of major ingredients is visualized in a FD 
spectrum. Molecular structural information is provided by 
FD/CAD MS via B/E linked scan. 
J. Shen' and A. S. AI-Saeed, Saudi Arabian Oil Company, Box 
8745, Dhahran 31311, Saudi Arabia 

• Corresponding author 

Protocol f'lr Liquid Chromatography/Mass Spectrometry of 
Glutathione Conjugates Using Postcolumn Solvent Modification 

121 
Mixtures of glutathione conjugates are analyzed by thermo
spray ionization LC/MS when organic modifier is added to 
the mobile-phase postcolumn. The relative intensity of the 
molecular ions varies from 10 to 60%. 
Mark F. Hean', Sharon L. Pallante-Morell, Deanne M. Dulik, 
and Catherine Fenselau, Department of Pharmacology and Mo
lecular Sci~nces. The Johns Hopkins University School of Medicine, 
Baltimore, MD 21205 

Endothermic lon-Molecule Reactions: Strategies for Tandem 
Mass Spel)trometric Structural Analyses of large Biomolecules 

125 
Reactive collisions with low endothermicity are proposed as 
a method for collisionally induced dissociation of peptides in 
tandem nass spectrometers. 
Ron Orlando, Constance Murphy, and Catherine FenseIan, 
Structural Biochemistry Center, Department of Chemistry, Univer
sity of Ma:yland Baltimore County, Baltimore, MD 21228, Gordon 
Hansen, Boehringer-Ingelheim Research and Development Center, 
Ridgefield, CT 06876, and Robert J. Cotter', Middle Atlantic 
Mass Spectrometry Facility, Department of Pharmacology and Mo
lecular Sciences, The Johns Hopkins University School of Medicine, 
Baltimore, MD 21205 

Simultaneous Enhancement of Separation Selectivity and 
Solvent Strength in Reversed-Phase liquid Chromatography 
Using MiI:elles in Hydro-Organic Solvents 130 
Micelles and organic solvents are used as mobile-phase mod
ifiers in reversed-phase LC to enhance the separation selec
tivity while reducing analysis time. 
Morteza G. Khaledi*, Joost K. Strasters, Andrew H. Rodgers, 
and Emelita D. Breyer, Department of Chemistry, North Carolina 
State Uni',ersity, P.O. Box 8204, Raleigh, NC 27695-8204 

Analytical and Micropreparative Ultrahigh Resolution of 
Dligonuchotides by Polyacrylamide Gel High-Performance 
Capillary Electrophoresis 137 
Separatbns of polydeoxyoligonucleotides on polyacryl
amide gel capillary columns with plate counts in excess of 
30 X 10" per meter are shown. The use of electric field 
program:ning for the isolation of purified fractions from 
high-resolution separations is presented. 
A. Guttman, A. S. Cohen, D. N. Reiger, and B. L. Karger*, 
Barnett Institute and Department of Chemistry, Northeastern Uni
versity, B,)ston, MA 02115 
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The GDl Excitation Source for direct SOlid 
uses ihe principle of 

The conduciing 
Isbom-

noble and ceramics For 
information contact Jobm Yvon, 

estruments SA (201) 494-8660 
CIRCLE 65 

Compact 
SequentiallCP 
Spectrometer 
The JY 24 has the of a full 
featured lOP spectrometer a Single, 

space-saving unl By using Q 

large area and high groove den
sity holographic grating, tt:8 resolution 
and light gathering power of he JY 24 are 
unequaled for Its size For further infor-
mation contact Jobin Instruments 
SA (201) 494-8660 66 

Spectrometers 
With a line of single and double spec
frometers which spans from 100 to 1500 
mm in focal length. Instruments SA/Jobin 
Yvon can furnish the ideal spectrometer 
for any uv, Visible or IR application. This 
broad range of instruments significantly 
reduces the need for compromise in cov-
erage, stray light rejection resolution 
when specifying a system spec-
trometer can be automated for integration 
into a spectroanalytlcal For fur-
ther information contact SAl 
Jobin Yvon (201) 494-8660 

CIRCLE 67 

and flexibility of sequential 
For further information on Plus 
or JY 38 Plus contact Jobin Yvon, Instru
ments SA (201) 494-8660 
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BRIEFS 

Sample Introduction Techniques for the Determination of 
Osmium Isotope Ratios by Inductively Coupled Plasma Mass 
Spectrometry 141 
Osmium isotope ratios with precisions of 0.2%, 0.3%, and 
0.5% can be determined by using solution nebulization, 
osmium tetraoxide vapor generation, and electrothermal va
porization sample introduction techniques, respectively. 
D. Conrad Gregoire, Geological Survey of Canada, 601 Booth 
Street, Ottawa, Ontario, Canada KIA OE8 

Effect of Wet Decomposition Methods on the Determination of 
Cobalt Copper, Selenium, and Zinc in Biological Samples Using 
Electrophoresis 146 
A method combining radiotracer techniques with paper 
electrophoresis is used to investigate the optimal decompo
sition conditions for cobalt, copper, selenium, and zinc in rat 
liver samples. The results indicate that Co- and Se-contain
ing liver samples decompose more easily than Cu- and Zn
containing liver samples. 
J. Y. Yang and M. H. Yang*, Institute of Nuclear Science, Nation
al Tsing Hua University, Hsinchu, Taiwan, Republic of China and 
S. M. Lin, School of Technology for Medical Sciences, Kaohsiung 
Medical College, Kaohsiung, Taiwan, Republic of China 

Electrodeposition of Palladium, Iridium, Ruthenium, and 
Platinum in Poly(4-vinylpyridine) Films for Electrocatalysis 

151 
Characterization of the metal/polymer films by electro
chemical techniques, energy-dispersive X-ray spectroscopy, 
and scanning electron microscopy reveals that the metal 
microparticles are nucleated at the carbon-polymer inter
face and that growth occurs through the polymer to the 
polymer-solution interface. 
Kent M. Kost and Duane E. Bartak', Department of Chemistry, 
University of North Dakota, Grand Forks, ND 58202 and Beth 
Kazee and Theodore Kuwana, University of Kansas, Center for 
Bioanalytical Research, 2095 Constant Avenue, Lawrence, KS 
66046 

Laser-Excited Atomic Fluorescence in a Pulsed Hollow-Cathode 
Glow Discharge 157 
Solutions are deposited on disposable graphite electrodes 
that function as hollow cathodes in a pulsed discharge. De
tection limits for Pb and Ir are 100 pg/mL (500 fg) and 6 ng/ 
mL (20 pg), respectively. 
Mark Glick, Benjamin W. Smith, and James D. Winefordner*, 
Department of Chemistry, University of Florida, Gainesville, FL 
32611 

Automated Instrumentation for Comprehensive Two
Dimensional High-Performance Liquid Chromatography of 
Proteins 161 
Separation of a nine-component protein sample and serum 
samples is achieved with a comprehensive two-dimensional 
LC system. The use of an ion-exchange column followed by a 
size exclusion column provides resolution and peak capaci
ties greater than either column used alone. 
Michelle M. Bushey and James W. Jorgenson*, Department of 
Chemistry, University of North Carolina, Chapel Hill, NC 27599-
3290 

Near-Infrared Diffuse Reflectance Analysis of Athabasca Oil 
Sand 167 
Bitumen in oil sand is determined at 1-cm sampling inter
vals within a length of core using a model based on the first 
derivati"e of absorbance spectra. The model provides a 
high-res)lution profile of grade variability as a function of 
depth. 
Robert C. Shaw, Research Department, Syncrude Canada Ltd., 
Edmonton, Alberta, Canada T6C 4G3 and Byron Kratochvil', 
Departm-mt of Chemistry, University of Alberta, Edmonton, Alber
ta, Canae a T6G 2G2 

Normalized Measure of Overlap between Non-Gaussian 
Chromatllgraphic Peaks 174 
A measure of overlap between two chromatographic peaks is 
defined. Its properties and application to Gaussian and non
Gaussian peaks (as found in preparative chromatography) 
are desc 'ibed. 
Eric V. Dose and Georges Guiochon*, Department of Chemistry, 
University of Tennessee, Knoxville, TN 37996 and Analytical 
Chemistry Division, Oak Ridge National Laboratory, Oak Ridge, 
TN 3783: 

Gas Sensor and Permeation Apparatus for the Determination of 
Chlorinated Hydrocarbons in Water 182 
A solid-:;tate gas sensor is combined with a silicone rubber 
permeation apparatus for the on-line determination of hy
drocarbuns in water. The sensor response is linear for low 
concentJ'ations of chloroform, trichloroethane, and chloro
benzene. 
Joseph It. Stetter' and Zhuang Cao, Department of Chemistry, 
Illinois Institute of Technology, Chicago, IL 60616 

On-Line :Iuorescence Lifetime Detection for Chromatographic 
Peak Resolution 186 
Highly overlapping chromatographic peaks are resolved by 
heterog,neity analysis of on-the-fly frequency-domain fluo
rescenc€ lifetime measurements. 
W. Tyler Cobb and Linda B. McGown', Department of Chemis
try, P. M. Gross Chemical Laboratory. Duke University, Durham, 
NC 2770(; 

The Phys ical Sense of Simulation Models of Liquid 
Chromatllgraphy: Propagation through a Grid or Solution of the 
Mass Balance Equation? 189 
The simlarity and differences between commonly used sim
ulation methods are demonstrated by two different con
cepts. BOfors introduced by the calculation methods are re
lated to ~hromatographic band broadening. 
Martin Czok and Georges Guiochon*, Department of Chemistry, 
University of Tennessee, Knoxville, TN 37996-1600 and Division of 
Analytical Chemistry, Oak Ridge National Laboratory, Oak Ridge, 
TN 3783:-6120 

Bayesian versus Fourier Spectral Analysis of Ion Cyclotron 
Resonam:e Time-Domain Signals 20 
Bayesian analysis can surpass FFT analysis for high accur: 
cy determination of signal frequencies from a noisy tim 
domain signal, as in FT -ICR MS. 
Josepb E:. Meier and Alan G. Marshall', Department of Chem 
try, The Ohio State University, 120 West 18th Avenue, Columb, 
OH4321(J 
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Acrodisc: The 
Difference 
isOear. 

Clearly the Widest Selection. 
Gelman Sciences Acrodiscs" are availal)le in a wide 
variety of membrane types, with O.2/Lm or 0.45/Lm 
pore sizes and 13mm or 25mm diameters, 

Clearly Identified. 
Acrodiscs are printed with identifying information, 
and are color-coded to the product packaging, 
Convenient tube containers allow you to see their 
contents at a glance, 

Clearly the Best Performance. 
Gelman Sciences is so certain you'll be 8atisfied with 
the performance of its Acrodisc syringe filters, every 
package is covered by a free-replacement 
So order Gelman Sciences Acrodiscs to,jayth 
your local laboratory products distributor. 
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Instrumental 
Analysis with 
International 
Conference 

CIRCLE 1. ON READER SERVICE CARD 

SRISFS --
Resonancii Ionization Mass Spectrometry of 
and Rheni ~m Aloms 

Osmium 

A useful yield of 1% and a detection limit of 8 ppb are 
demonstrated for in situ osmium concentration. measure
ment, wi1.h an elemental selectivity of more than 1000 for 
osmium (,ver rhenium. 
Joel D. Blum', M. J. Pellin, W. F. Calaway, 
D. M. Gruen, Materials Science, Chemistry, and 
nology Di\isions, Argonne National Lar)o"',")Y. 
and I. D. Hutcheon and G. 
Charles A,ms Laboratory, Division of 
Sciences, California Institute of Technology, 

Corres pondence 
Reversing Enanlioseleclivily in Capillary Gas I'hrllM,I'""",nh" 

with Pulal' and Nonpolar Cyclodexlrin Derivative Phases 
Daniel W. Armstrong'*' and Weiyong Li, of Chemis-
try, of Missouri~Rolla, Rolla, 65401 and Josef 
Pitha, Institutes of Health, NIAlGRC, Baltimore, MD 
21224 

Effect 01 l; Difference of the Column Saturation 
the Two ~.omponenls 01 a Mixture on the lIelalive 01 
the Displacement and Tag-Along Effects in Nonlinear 
Chromalollraphy 
Sadroddin Golshan-Shirazi and Georges Guiochon*, 
ment of Chemistry, University Knoxville, TN 
1600 and Division of Analytical Chemistry, 
120, Oak Eidge National Laboratory, Oak Ridge, 

Technical Notes 
Anion-Exc hange Separation of Carbohydrates with 
Amperoml:tric Detection USing a pH-Selective Reference 
Electrode 
William B. LaCourse*, David A. Mead, Jr., and Dennis C. John
SOD, Department of Chemistry, Iowa State University, Ames, IA 
50011 
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If ~iour GC 
Has A Leak ... 

Then Your 
Analysis May Be Full 

Of H:oles, Too. 
Leaks in your GC :;ystem can cause inaccurate results and 
shorten column life. Now, you can instantly determine if your 
instrument has a leak with the Matheson Model 8065 LEAK 
HUNTER'''. This easy to use, hand-held gas leak detector is 
perfect for pinpointing leaks. It will detect a helium leak as 
small as 1 x 10-5 cclsec, and is 
designed to get at eVen the hard
est to reach places. Simply point 
the LEAK HUNTER and pull the 
trigger. Both audio and visual leak 
indicators are provded. No more 
messy soap solutions to deal with. 

Solid state electronics make this compact, 
portable leak detec:or highly sensitive and 
reliable. An advanced design detector cell mounted 
in the front end of tle unit provides positive leak 
location quickly and efficiently. 

Improve your analysis. . plug the holes with 
LEAK HUNTER. For more information, contact 
Matheson, or circle the Reader Service Number 
below. 

~~f~l'p~l!g!!' 
World Leader in Specialty Gases & Equipment 

30 Seaview Drive, Secaucus, NJ 07096~1587 
FAX 201-867-4572 
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,'VIm· conSt:cutlve f{)jectlons of C14, C15, and CIS' IlvdrocarourJs 

o S IS u GAl " 

Nine 1 JlL injections frc,m only 10 
of sample. 

being able to perform multiple injections with such a 
amount of sample l Varian does. With our new 8100 

we have redet;ned low loss autosampling into 
no loss. 

Imagine the possibility of no sample carryoverl None what
soever. The 8100 AutoSampler IS unique because of the 

design of the wash system. You inject the 
and nothing but the sample. 

because of the superior 
with the "sandwich" 

~ a technique that not only improves precision and 
accuracy, but also ensures that what is measured is Injected. 

With an 8100 installed on Varian Gas Chromatograph, 
you'!1 easily see the to your iab In increased producti-
vity It's more than a sample saver. It's easy to use 
because it's controlled via the keyboard on the GC. 

methods are stored and battery protected, so for 
operation, just load it and go. 

Let us show you how the "no loss" 8100 can be 
your gain. For more information, call OV'V-"-'H-·O'-V~. In 
Canaca, call 416-457-4130. 
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News 

New Instrumentation Panel Members 
Daniel Armstrong, Thomas Chester, and Brenda St aw 
have been appointed to three-year terms on ANALYTICAL 
CHEMISTRY's Instrumentation Advisory PaneL Th?y re
place departing panel members James Callis, University of 
Washington; Ronald Majors, Hewlett Packard; and Linda 
McGown, Duke University, Six other analytical chemists 
serve on the panel: D, Bruce Chase, Du Pont; R. GBham 
Cooks, Purdue University; L, J, Cline Love, Seton Hall 
University; Sanford Markey, National Institute of lliental 
Health; Gary Small, University of Iowa; and R. Mal k 
Wightman, University of North Carolina. 

Instrumentation Advisory Panel members propOl.e ap
propriate topics and authors for INSTRUMENTATIC'N and 
other A-page features. They also contribute to a didogue 
on the overall aims and scope for INSTHUMENTATDN arti
cles, which introduce and promote interest in varions 
chemical measurement systems (including instrument de
sign and application). These features are written for the 
nonspecialist and need not be comprehensive reviews. In 
addition to the panel-generated invitations, ANAL'> TICAL 
CHEMISTHY considers unsolicited articles. 

Brief biographical sketches of the new members follow. 

Daniel Armstrong is professcr of 
chemistry and head of the Bioanalyti
cal Research Institute and the Divi
sion of Analytical Chemistry a; the 
University of Missouri-Rolla.=-fe re
ceived a B.S. degree (1972) from 
Washington & Lee University and an 
M.S. degree (1974) and Ph.D. 1977) 
from Texas A&M University. 

Armstrong's research intere:;ts in
clude the theory and use of secondary equilibria (;.'l., mi
celles, colloids, and cyclodextrins) in chromatography and 
spectroscopy, field-flow fractionation, centrifugal counter
current chromatography, and membrane-mediated separa
tions. 

His current research focuses on methods for the :;pecific 
detection of enantiomers, the role of computer modeling in 
molecular recognition, and the development of ne\\ analyti
cal techniques. Armstrong introduced the three-phase 
model for separations as well as the concept of criti cal phe
nomena in the gradient chromatographic separation of 
polymeric materials. 

Thomas Chester received a B.S. de
gree from Florida State University 
(1971) and then joined the Verona Di
vision of the Baychem Corporation 
(now Mobay Corp.) in Charleston, SC. 
After receiving his Ph.D. from the 
University of Florida (1976), he joined 
Procter & Gamble's Miami Valley 
Laboratories, where he currently 
heads the Separations and Instrumen
tation Technology Section, Corporate Research Di vision. 

Chester's research has centered on chromatography, par
ticularly element-selective and other detectors; HPLC and 
GC processes; and, most recently, SFC. His SFC work in
cludes injection processes, retention mechanisms, detector 
interfaces, molecular weight range extension, and the 
chemical derivatization of polar and ionic solutes. 

Brenda Shaw, associate professor of 
chemistry at the University of Con
necticut, received an A.B. degree 
(1977) from Earlham College and a 
Ph.D. (1983) from the University of Il
linois, Urbana-Champaign. 

She is interested in the develop
ment of electrochemical sensors and 
detectors that use bulk-modified com
posite working and reference elec

trodes. These sensors and detectors, which include micro
sensors based on ring-modified multimicroelectrodes, are 
being optimized for biomedical and environmental analy
sis. 

Shaw's work also focuses on gas-phase electrochemistry 
and electrocatalysis that occurs in dry molecular sieves at 
temperatures where they are ionic conductors. These sys

, terns can serve in gas-phase synthesis and as gas sensors. 

Subdivision Calls for Nominations 
The Division of Analytical Chemistry's Chromatography 
and Separations Chemistry Subdivision is seeking nomina
tions for chairman-elect, secretary, and two members-at
large of the Executive Committee. Terms of office begin 
October 1 and continue for two years, except for the chair
man-elect, whose term runs for one year. Subdivision mem
bers must submit nominations by February 1 to Ronald 
Majors, Hewlett Packard, Avondale Division, Route 41, 
P.O. Box 900, Avondale, PA 19311-0900 (215-268-2281). 

Mettler Award in Thermal Analysis 
The North American Thermal Analysis Society (NATAS) 
requests nominations for the 1990 Mettler Award in Ther
mal Analysis. The award consists of a certificate, $2000, 
and a travel allowance to the September 1990 meeting of 
NATAS in Boston. Nominations, which must include a de
scription of the nominee's accomplishments, should be sent 
to Jack Knox, 1564 Swallow Street, Naperville, IL 60565. 
Deadline is January 31. 

"Vog" Strikes Hawaii 
Scientists with Sandia National Laboratories and the u.s. 
Geological Survey have proposed a new theory for a unique 
type of acid rain. The rain occurs naturally when molten 
lava encounters seawater. 

The theory is based on studies at Hawaii's Kupapa'u 
Point, where lava from Kilauea Volcano flows into the Pa-
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cific Ocean, creating spectacular steam explosions and 
plume clouds with pH levels as low as 1.75. The term "vog" 
has been coined for these acidic volcanic fogs. Respiratory 
problems and environmental damage are now being linked 
to the vog. 

According to the researchers, the low pH arises primarily 
from the hydrolysis of steam by MgCl2 in seawater brine. 
The chloride salts collect after seawater is flash dried by 
the hot lava. These salts then react with the steam to gen
erate HC!. Acidic water rises into the atmosphere via the 
steam plumes. Previous speculation had attributed the acid 
rain to degassing of the lava. 

Analysis of the steam plumes revealed that the concen
tration of salts was about 2.5 times greater than seawater 
with about the same relative proportions. However, the 
concentrations of several minor constituents-AI, Fe, Mn, 
and Si-were enriched in the fog to more than 103 times 
their normal levels in seawater. 

The Hawaii data echoed results observed earlier at the 
Waste Isolation Pilot Plant near Carlsbad, NM. Experi
ments at the site that involved heating brine in boreholes 
drilled into rock salt had also generated HC!. 

The acid rain poses a particular health hazard for 
Hawaiians. Continuous eruptions since 1986 along the east 
rift zone of Kilauea Volcano have created a lava tube sys
tem that allows hot lava to reach the ocean. 

Warmer Planet, Deeper Snow 
Contrary to'popular fears that a greenhouse effect is pres
ently melting polar ice, recent measurements suggest that 
the Antarctica ice cap may be getting bigger. According to 
polar researcher Charles Bentley of the University of Wis
consin-Madison, observations over the past 30 years indi
cate that the Antarctica ice sheet would not contribute to a 
global rise in ocean levels. More likely, said Bentley, it is 
removing water from the sea. 

Researchers have predicted that a greenhouse effect 
could lead to a catastrophic rise in ocean levels. However, 
recent surface elevation data indicate that snow accumula
tion in the Antarctic presently outpaces ice loss to the 
ocean. The difference could account for a drop in sea level 
of as much as 0.5 mm per year. 

Nevertheless, ocean levels could rise because of thermal 
expansion of greenhouse-warmed waters. Furthermore, ice
bergs spawned by glaciers on other continents might also 
contribute to a rise in sea levels. On the other hand, a 
warmer climate would increase the amount of moisture in 
the atmosphere and should produce even more snowfall 
over the Antarctica ice sheet, Bentley pointed out. 

Polar scientists now believe that the Antarctica ice sheet 
is a dynamic system that responds to climate changes over 
varying lengths of time, ranging from centuries to tens of 
thousands of years. "The bottom of the ice sheet," Bentley 
said, "is responding only now to changes that occurred at 
the end of the last Ice Age." 

Standardized MS/MS Measurements 
The National Institute of Standards and Technology 
(NIST) has published a kinetics-based protocol (J. Res. 
NIST 1989, 94, 281) for instrument-independent tandem 
mass spectrometry (MS/MS) measurements within XqQ 
type instruments. X denotes the first mass analyzer, which 
can be a quadrupole mass filter (denoted by a Q) or a sector 
analyzer (denoted by EB or BE); q denotes a rf-only quad
rupole collision cell; and the second mass analyzer is a Q 

(e.g., QqQ, BEqQ). The adoption of standardized operat
ing conditions enables the interchange of reproducible MSI 
MS spectra and, more importantly, ensures that experi
ments can be replicated in these instruments. In addition, 
this protocol should prevent the dissemination of incorrect 
ion-molecule mechanisms caused by the instrumental dis
tortions resulting from discrimination effects. The precepts 
of the protocol should also apply to other tandem mass 
spectrometer designs that have strong focusing properties 
(e.g., quadrupole-hexapole-quadrupole). 

The protocol was validated by a recent NIST round rob
in study I sponsored by the Environmental Protection 
Agency) which indicated that at least half of the commer
cial QqQ type machines can provide instrument-indepen
dent measurements and that charge-transfer reactions can 
be employed as generic "transfer" standards, providing in 
situ calibration of effective target thickness within the col
lision regions of XqQ instruments. Consequently, a stan
dardized CAD spectrum of a known species measured in 
one XqQ machine can be used to identify the same species 
in another XqQ instrument. A second NIST round robin 
will explore the feasibility of using the protocol for stan
dardized MSIMS measurements under multiple-collision 
conditions. 

The protocol should also aid in the development of a 
standardized, instrument-independent MSIMS database 
or library for XqQ instruments. NIST has proposed creat
ing an MSIMS database for the identification of unknown 
compounds by using MSIMS "fingerprints" analogous to 
infrared group frequencies. For more information, or to 
contribute spectra to the database, contact Richard Marti
nez, Chemical Kinetics Division, A260-222, NIST, Gaith
ersburg, MD 20899 (301-975-2516). 

For Your Information 
The White House is soliciting nominations of outstanding 
science and mathematics teachers for its 1990 Presidential 
Awards I'or Excellence. Nominees must have at least 5 
years of experience teaching in public or private schools 
and work in any of the grades from 7 through 12. Winners 
earn a $7600 NSF grant and other gifts for their school, 
plus a trip to Washington, DC, to receive the award. Nomi
nations ate due by March 1 and should be sent to: 
PAESMT; National Science Teachers Association; Special 
Projects; 5112 Berwyn Road, Third Floor; College Park, 
MD2074')' 

Science magazine has initiated an annual "Molecule of 
the Year" award honoring what editor Daniel Koshland 
described as "a process rather than a personality." The 
first winner, announced last December 22, is the polymer
ase molecule used in the polymerase chain reaction (PCR). 

Extrel OJrporation has acquired Nicolet Instrument 
Corporation's FT/MS Business Unit. Extrel is presently 
the third largest manufacturer of mass spectrometers in 
the United States. 

MIPROPS, a computer program for calculating thermo
physical properties of 12 important industrial fluids, is 
now available online worldwide. The program quickly 
calculate, properties of He, Ar, 0" N2, Hz, NF3, and the 
hydrocarbon series running from CH4 to n- and iso-butane. 
For more information, contact the Office of Standard Ref
erence De.ta, National Institute for Science and Technol
ogy, A323 Physics Bldg., Gaithersburg, MD 20899 (301-
975-2208). 
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Process Analytical 
Ch.~mistry 

AN INDUSTIRIAL PERSPECTIVE 

Michael T. Riebe and Daniel J. 
Eustace 

Polaroid Corporation 
Cambridge, MA 02139 

Competitiveness, Productivity, Quali
ty, Waste reduction. These words are 
heard frequently in industrial circles. 
The pressure is growing to make higher 
quality goods at lower cost and with 
less waste. 

In response to this clamor, a new 
subdiscipline of analytical chemistry 
has emerged. Unlike traditional chemi
cal analysis, which is performed in so
phisticated laboratories by highly 
trained specialists who aim to identify 
and quantify small samples of material, 
process analytical chemistry (PAC) is 
performed on the front lines of the 
chemical process industry, where 
10,000 gallons of sample at a time are 
analyzed under significant schedule 
and budget pressures. This new envi· 
ronment is typically far removed from 
the "comfort" of the traditionallabora
tory. 

What is PAC? 

The PAC approach is quite different 
from the traditional analytical philoso-

0003-2700/9010362-065A!$02.5010 
© 1990 American Chemical Society 

phy (Figcre 1). The first and most obvi
ous diffe:'ence is location. In a tradi
tional manufacturing environment, the 
analytica chemistry lab is centralized. 
Samples ire taken from many process 
vessels OJ production lines and trans
ported wi eli a request for analysis to the 
central 1, boratory. Here, samples are 
logged in, stored and prioritized, and 
analyzed with state-of· the-art instru· 
ments in il climate-controlled laborato
ry. Resuhs are then sent back to the 
requester or simply filed for future ref
erence. III comparison, PAC analyzers 
are locatE d in or right next to the pro
cess. ThEY are physically and opera
tionally a part of the process. 

Laboraeory instrumentation tends to 
be sophi,ticated, versatile, and sensi
tive. Process analyzers, however, must 
be ruggec' and dependable. Versatility 
is usually not important because the 
instrume:1t is most often dedicated to a 
single precess, but tolerance offluctua
tions in t"mperature and humidity and 
environment-proof enclosures that can 
withstand the spray of fire hoses are 
required :or the process environment. 

The tine frame for obtaining results 
is anothe:' distinguishing characteristic 
of PAC. In a centralized laboratory, re
sults are obtained and recorded hours, 

or sometimes days, after sampling. 
They are not typically used to adjust 
the process, but instead are used to 
identify products that must be 
scrapped or reworked. The major value 
of the traditional central QA/QC lab
oratory is in post-mortem system anal
ysis. If the analytical results are critical 
to the continuation of a process, the 
process should be designed to accom
modate the expected delay between 
sampling and results. These signifi
cantly longer process cycles lead to less 

REPORT 
efficient production schedules. PAC 
data, on the other hand, are used im· 
mediately for process control and opti
mization. Any deviation from the norm 
elicits an immediate response. 

The difference between these two 
approaches is analogous to intelligence 
gathering in a military crisis. The tradi
tional analytical approach corresponds 
to launching a reconnaissance satellite, 
retrieving it, and developing the pic· 
tures before deciding what to do next. 
The PAC approach puts scouts with 
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Figure 1. PAC strategy versus the tradi
tional analytical chemistry strategy. 

radios atop key hills and uses pilotless 
drones with video cameras to provide 
real-time information about the situa
tion. 

Whereas central laboratories have 
specialists with state-of-the-art instru
mentation who are very good at solving 
unique and infrequent problems, the 
process analytical world demands gen
eralists and problem solvers. PAC is 

Figure 2. PAC perspective. 

problem-driven, not techniqu< -driven, 
although it has certainly b,mefited 
from recent rapid technologic;.1 devel
opment in fields such as microdectron
ics and photonics. PAC requirES a team 
approach to problem solving that in
volves the efforts of process "hemical 
engineers, process and analytical 
chemists, and instrument and dectron
ics technicians (1). 

PAC is not a new idea; it has been the 
natural philosophy of the commodity 
chemical and petrochemical ir.dustries 
since the early 1950s. However, the lev
el of recognition and activity has accel
erated recently in response to the in
creased pressure for competltive ad
vantage in price, availability, quality, 
and waste-free operations (2, 3). This 
growing interest in PAC may also re
flect the maturation of manufacturing 
in the industrial world (4). As Ell indus
trial sector matures, the majc'r source 
of competitive advantage shifts from 
product innovations to proces:; innova
tions. Resources and activity s ,ift from 
improving products to imprcving the 
manufacturing process so that higher 
quality products are generated more 
efficiently. This improvement in man
ufacturing processes is the primary 
goal of PAC. 

PAC resources 

The Center for Process Analytical 
Chemistry (CPAC) at the Uni"ersity of 
Washington in Seattle is a focal point 
for activity in this field. CPAC is one of 
the most successful of the National Sci
ence Foundation (NSF) centers for in
dustry-university collaboration. Es
tablished in 1984 with the help of NSF 
and 21 corporate sponsors, Cl' AC cur
rently boasts more than 45 industrial 
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sponsors representing the premier 
manufacturing and instrumentation 
companies in the United States. The 
benefits derived from CPAC extend 
beyond the results of the process ana
lytical-oriented research performed 
there. The semiannual meetings pro
vide an important venue for interac
tion among industrial practitioners of 
this technique. 

Other forums such as the Pittsburgh 
Conference and the Instrument Soci
ety of America and FACSS annual 
meetings have also devoted attention 
to PAC symposia in recent years. A 
popular ACS short course on PAC has 
regularly been taught by Ken Clevett 
of Clevett Associates, Inc., most recent
ly at the 1989 Pittcon in Atlanta. Some 
excellent texts are available on the sub
ject of process analysis (5, 6). Finally, 
journals such as ANALYTICAL CHEM
ISTRY and magazines such as Ameri
can Laboratory and Trends in Analyt
ical Chemistry devote considerable 
space to research results in the field. 

PAC perspective 

The PAC team, being problem rather 
than technique driven, views the world 
from a different perspective than that 
of the traditional analyst. The view
point is not "What problems can my 
instrument solve?" but rather "What 
techniques can I use to solve my prob
lem?" Figure 2 illustrates this new per
spective in terms of a problem centered 
in a sphere of technologies that draws 
solutions from many directions. These 
solutions can range from simple physi
cal measurements such as temperature, 
pressure, density, or refractive index, 
to the use of more complicated sensors 
such as pH or ion-selective electrodes 
and single-wavelength absorption 
spectrometers, with strong emphasis 
on analyzer ruggedness and simplicity. 
A growing number of very sophisticat
ed instruments (e.g., plasma spectro
meters, FT-IR spectrometers, and 
X-ray fluorescence spectrometers in 
rugged versions) are being used in the 
process environment. Some manufac
turers tend to simply move laboratory 
instruments into the field inside a pro
tective box, but this often fails. Novel 
and creative approaches are frequently 
required when you go to the factory 
floor. 

Another piece of the PAC perspec
tive is timing. A preconceived design of 
process analysis from a recipe for a pro
cess is not possible. Only after the criti
cal process parameters are established 
in relation to product performance can 
final process analysis strategies be im
plemented. It is of little use to add in
struments to a forgiving process, be
cause none of the measurements will 



have an impact on product perform
ance. In contrast, the return may be 
great if the measured parameter plays 
a critical role in the quality of the prod
uct or the efficiency of the process. 

Deming and co-workers have pre
sented an interesting paradigm of tech
nological maturation (7). In this de
scription, the "pie-in-the-sky" phase 
drives the initial development of an an
alytical technology. Exorbitant claims 
are often made at this point about the 
advantages that an instrument offers. 
Next comes the "disenchantment" 
phase, when reality rears its ugly head 
and limitations and barriers appear. 
Finally) a "mature" phase emerges, 
when realistic, albeit limited solutions 
to problems are found. PAC as a whole 
is currently in the euphoric stage, head
ed toward disillusionment. The prob
lems and applications of PAC abound 
and the technology is moving forward 
in great strides, but many practitioners 
realize that a tremendous effort is re
quired for implementation. 

Some PAC technologies such as re
fractive index probes and pH elec
trodes have survived the first two 
phases and emerged as routine. Others, 
such as on-line FT-NME and induc-

tively ce upled plasma spectrometry, 
are still in the euphoric stage. Of 
course, l.he phase of any particular 
technolo;y varies from industry to in
dustry alld even from company to com
pany, so no sweeping generalizations 
can be m.de. The point is that the pro
gression from idea to implementation 
is difficult for PAC, involving many 
more pee,ple and much more engineer
ing than typical laboratory instrumen
tation. 

Key PAC technologies 

PAC is a multidisciplinary field, and no 
single technological development has 
made Pl,C possible. However, certain 
technolo ;ies have facilitated its rapid 
growth. ,3everal aspects of the micro
electroni cs revolution have fanned the 
PAC flames (8-10). Sensor systems 
based on incorporating gate electrodes 
that are Lensitive to chemical or biolog
ical species in field -effect transistors 
are begir ning to emerge from academic 
and industrial research labs (11). Sili
con micromachining, or the formation 
of mech2nical components by the etch
ing or deposition of semiconductor ma
terials, makes it possible to fabricate 
microde',ices for measuring fluid flows, 

pressure, density, and acceleration. 
Finally, novel spectroscopic sources, 
such as LEDs of various wavelengths 
and laser diodes and array 
have in many cases eliminated the 
for scanning monochromators in spec
troscopic sensing applications. Because 
large, precisely moving parts are often 
problematic in the harsh manufactur
ing environment, the availability of mi
croelectronic alternatives provides a 
clear advantage. 

Photonics, particularly fiber optics 
(12), is a second technology that is use
ful in PAC, Although the primary em
phasis of most research in this field is 
communications) several innovations 
also serve the manufacturing environ
ment. For example, intrinsic fiber-op
tic sensors (those that involve the di
reet interaction of the fiber with the 
measured parameter) have been dem
onstrated for monitoring electromag
netic fields, force/pressure, tempera
ture, and chemical concentrations. Ex
trinsic fiber-optic sensors (those that 
use the fiber as a conduit for light to 
and from a spectroscopic instrument) 
have been applied in almost every 
of optical spectroscopy including 
sorption, fluorescence, and Eaman. 
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The advantages of this approach are 
small size, rugged construction, and 
immunity to electromagnetic interfer
ence. 

identifies variables that act to reduce 
quality, raise costs, and have an ad-
verse impact on the environmer t. Such 
knowledge and discipline servE as the 
foundation for building PAC i uto the 
manufacturing process. 

In the long term, companies benefit 
from continuous improvement of pro-
cesses or products through statistical 
process control and greater under-

standing. The process development cy-
ele can also be accelerated by imple-
menting PAC in the process develop-
ment environment rather than trying 
to retrofit an existing process. The 
chemical knowledge provided by PAC 
gives more rapid and higher quality in-
formation about what is going on in the 
process than reliance on traditional tri-
al-and-error techniques. 

A third technology that has had an 
impact on PAC is chemometrics (13). 
Because manufacturing operations are 
not always completely understood and 
cannot be easily modeled, statistical 
methods that empirically determine 
correlations between process parame
ters and product performance are often 
essential. The inability to create a 
model is magnified by the multivariate 
nature of most processes. For example, 
measuring just the temperature of a re
action is insufficient when pressure, 
impurities, and feed rates are also im
portant. Interactions and correlations 
among input variables make single
measurement control systems useless. 
Recently CPAC researchers developed 
a technique they call multivariate sta
tistical process control (MSPC) that al
lows several process parameters to be 
consolidated, without loss of informa
tion, into a few variables that are then 
easier to monitor (14). 

Table I. Recently reported industrial applications of PAC 

The expanding use of computers, al
lowing greater use of statistical meth
ods, real-time analysis, and process 
feedback, is another important devel
opment. True control rather than sim
ple monitoring and recording requires 
analytical information about the pro
cess in real time. It is frequently unac
ceptable and inefficient to follow a 
physical recipe of material additions, 
mixing, and termination of the process 
at a specified time. PAC makes it possi
ble to ensure quality throughout a pro
cess, which is much more useful than 
performing QC checks on the resulting 
product. 

Impact of PAC 

PAC involves two critical steps: the 
measurement of process parameters 
and the conversion of the measurement 
data to process information. This in
formation is then used to document, 
correct, and improve process perform
ance. These steps of acquisition and 
interpretation of data are not unlike 
most other analytical methods. The 
difference is that the benefits of PAC 
seem to accumulate in many small 
steps rather than by single great leaps 
of change. In the short term, there typi
cally is an immediate gain from im
proved knowledge of the analyzed pro
cess. Frequently, process analyzers are 
installed and process control features 
are implemented in response to cus
tomer demand, government regUlation, 
or strong competition. These pressures 
force an operation to focus on a rigor
ous manufacturing discipline that de
termines critical process steps and 
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International 
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National Lab 
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X-Ray 

J. Shabushnig, Pittcon ' 89 #892 
Upjohn 

S. GhOSh, Institute FACSS '87 #128 
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When well designed, installed, and 
executed, process analytical systems 
shift the quality perspective from de
tection to prevention. The economic 
perspective shifts from the cost of 
scrap, rework, and blending to the cost 
of fully integrated, well-maintained in
strumentation. The environmental 
perspective is no longer fear of out-of
compliance operation, but knowledge 
that the process is running within the 
acceptable boundaries and that waste 
and byproducts are therefore mini
mized. 

Providing process operators with 

KX 

/, 

3 

Dye Washing 

51\ 

Spectral sensitization 

2 

4 

6 

real-time, at-line analyzers can be a 
positive factor in efforts to improve 
quality and productivity. PAC en
hances the workers' environment and 
provide:; them with instantaneous 
feedbacl, and control. 

The impact of the PAC philosophy 
can be compared with the effect of se
quencing of traffic signals along a busy 
street. Manufacturing processes are 
complicated affairs, not unlike traffic 
on a major thoroughfare. Traditionally, 
a proces:; must stop and wait at several 
points for analytical information while 
en route to completion. PAC provides 
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Figure 3. Essential steps in production of photograph c emulsions. 

information in real time that allows 
processes to proceed without impedi
ments. The result is more efficient and 
consistent production and less idling 
and waiting for the light to change. 

PAC applications 

A clear indication of the progress in 
this field is the record of application 
and achievement. A decade ago devel
opments occurred primarily in applica
tion laboratories of instrument compa
nies and universities. Adoption of PAC 
in the industrial sector is strongly de
pendent on a team approach because of 
the complexity of the process environ
ment. Jacobs and Mehta (1) provide an 
excellent outline of their systematic 
approach to the development of pro
cess quality measurement systems, in
cluding time lines, key team partici
pants, and system design criteria. 

Industrial applications of simple 
physical sensors abound. Much more 
sophisticated analytical instruments 
are now being adapted to the process 
environment, as shown in Table I. 
These new analyzers are a response to 
the need for greater chemical selectiv
ity than is possible with simple density, 
refractive index, or single-wavelength 
spectroscopic sensors. It is obvious that 
just because the application is in the 
manufacturing environment doesn't 
mean that state-of-the-art analytical 
technology cannot be used. 

Most chemical manufacturing pro
cesses are quite complex. As one exam
ple of the PAC approach, we will review 
the manufacture of light-sensitive pho
tographic emulsions. The basic chemi
cal process is outlined in Figure 3; Ref
erences 15 and 16 are other excellent 
sources for more complete information. 
In the first step, solutions of silver ni
trate and some soluble halide salt are 
combined in the presence of gelatin, 
resulting in the precipitation of silver 
halide crystals. These crystals are then 
allowed to grow by conditions that en
courage dissolution of small crystals 
and re-precipitation of the AgX mate
rial on the surfaces of larger crystals. 
Washing removes the excess salts from 
the emulsion so that no salt crystals are 
formed upon drying of the thinly coat
ed films. Chemical sensitization puts 
small specks of a dissimilar material 
such as gold or sulfur onto the grains. 
These "sensitivity specks" serve as loci 
for the clusters of photo reduced silver 
atoms produced by exposure to light, 
making this exposure process more ef
ficient and the "latent image" thus 
formed more stable. In the next step, 
dyes are added to provide sensitivity in 
the correct region of the spectrum, 
typically red, green, or blue. Several 
chemical additives are then included to 
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improve stability, efficiency, and pho
tographic performance of the emulsion. 
Finally, the material is coated in a thin 
layer on a plastic or paper base and 
dried, resulting in the familiar imaging 
products. 

One way to graphically identify and 
present process stages and critical pro
cess steps within each stage is the Fish
bone Diagram (also referred to as 
cause-effect or Ishikawa Diagrams). 
Figure 4 outlines a typical silver halide 
production process with such a dia
gram. The main branches identify im
portant production phases, and sub
branches represent leading compo
nents and parameters that have an 
impact on product performance in pho
tographic films. 

Two examples of the application of 
PAC to this process involve monitoring 
of ammonia and silver concentrations 
in solution. Kumal reported that am
monium hydroxide concentration con
trol is a major contributor to reproduc
ibility in large-scale manufacture (17). 
Ammonia acts as a silver solvent, form
ing soluble complexes with silver, and 
is used in the nucleation and grain 
growth steps of the process. Specific 
gravity was chosen to assess ammonia 
concentration in the process stream. 
One might also consider other meth
ods, including "at-line" acid-base ti
tration, "on-line" refractive index, and 
"in-line" velocity of sound measure
ments. (For an explanation of these 
terms, see Reference 3.) Factors such as 
accuracy, reproducibility, ease of cali
bration, equipment, and maintenance 
requirements must all be weighed in 
choosing the best method. 

Roberts has reviewed several factors 
affecting silver halide sensitivity to 
light (18). He points out that pH and 
pAg levels are important factors in a 
number of stages in the operation; this 
is reflected in the Fishbone Diagram. 
Electrode fouling and poisoning as well 
as difficulties in reliable calibration 
have led manufacturers to devise 
methods for pH and specific ion mea
surement that are quite different from 
traditional laboratory techniques. 

Further advances in light-sensitive 
emulsions will come from the comple
mentary application of new knowledge 
in both solid-state physics and process 
optimization. PAC plays a most impor
tant role in the process optimization 
theater. 

Future of PAC 

The future is bright for PAC, because 
many manufacturing operations can 
benefit from its application. The grow
ing emphasis on competitive advantage 
through process rather than product 
innovation also implies strong growth 

Figure 4. Fishbone Diagram she,wing process steps and critical parameters for the 
photographic emulsion manufae turing process. 

in PAC. The hurdles that must be over
come include inertia and a Leed for 
more specific chemical sens,)rs and 
more durable analytical systems. 

Inertia is inherent in the rr.anufac
turing environment. There is It justifi
able reluctance to modify products or 
processes that have been operating suc
cessfully for long periods of thne. Ret
rofits of PAC technologies to tl: ese pro
cesses are difficult because process 
changes require significant tes';ing and 
disrupt the operation, thereby ~reating 
downtime, reducing efficiency, and po
tentially producing a lot of inferior and 
unsalable material. Process 0 )erators 
may also be reluctant to use re1.rofitted 
analyzers after they have grown accus
tomed to previous patterns 0: opera
tion. These are valid concern l in the 
manufacturing world and ca mot be 
circumvented. 

A more fruitful approach is 1.0 direct 
PAC resources toward products and 
processes that are currently in the de
velopment stage. Such proce lses are 
still flexible enough that the nerit of 
PAC techniques can be proved through 
well-designed experimentation. It is 
also at this stage that information 
about the process is most need"d. Only 
with an adequate supply of c.ata can 
sifting be done to establish the relative 
significance of each of the pal ameters 
that might be measured in a f lll-scale 
manufacturing operation. Pre, sure for 
ever-faster development of products 
and processes means that thE knowl
edge that can be obtained by PAC in
strumentation must replace e npirical 
information obtained by lengthy pilot
scale trials. 

It would even be desirable to push 
the PAC philosophy all the VI ay back 
into the process research labs Instru
mentation for real-time reactie,n moni-

toring and optimization could be bene
ficial to synthetic chemists. Imagine a 
system that uses artificial intelligence 
and PAC to investigate and optimize 
chemical syntheses. 

A second trend that will grow in im
portance is the movement away from 
simple physical sensors of temperature 
and pressure (to name only two) to 
chemically specific analyzers. Develop
ments in this area will parallel develop
ments in the technologies of microelec
tronics, photonics, and chemometrics. 
The movement toward chemically spe
cific analyzers can be accomplished ei
ther directly by using more sophisticat
ed instrumentation or indirectly by us
ing chemometric methods to develop 
correlations between the responses of 
arrays of nonspecific sensors and the 
chemical composition or product prop
erties of interest. 

The development of more rugged al
ternatives to traditional laboratory in
struments will also continue to acceler
ate. Consider some recent advances in 
the field of optical spectroscopy. Devel
opment of compact and essentially 
monochromatic systems such as light
emitting diodes, laser diodes in the 
near-IR (and probably soon in the visi
ble), and tunable solid-state lasers such 
as Ti:Sapphire and Alexandrite will 
eliminate the need for monochroma
tors or filters with moving parts and 
low efficiency. Fiber optics promise to 
facilitate instrument and sensor design 
by eliminating the need for many 
lenses and mirrors. Monochromators 
with concave holographic gratings, 
coupled with planar multichannel sen
sors such as charge-coupled or charge
injection devices, can reduce both the 
size and the complexity of traditional 
detection systems. Acousto-optically 
tunable filters or piezoelectrically tun-
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able Fabry-Perot interferometers also 
show promise as rugged devices for sep
arating optical wavelengths. At the 
same time, the spectral capabilities of 
all of these components are being ex
tended to include the deep ultraviolet 
and the infrared, making more chemi
cal information available to the process 
analytical chemist. 

Further development in several new 
areas called the pacing technologies 
will benefit PAC. The interface be
tween operator and instrument is one 
such technology. Process information 
should not be used as an "idiot light" 
that says "check engine." At the other 
extreme, the information cannot be so 
complicated or voluminous that it is 
overwhelming. For example, it is often 
difficult to interpret the latent vari
ables in a complicated partial least
squares statistical analysis. Imagine an 
operator noting that latent variable 
number 3 is unusually high, and then 
trying to figure out what to do about it 
when there are some 25 independent 
variables contributing to that latent 
variable. 

Sampling remains a major concern. 
In-line sensors tend to foul quickly and 
are difficult to calibrate. Major ad
vances have been made in sample con
ditioning systems that bring the ana
lyte and calibration solutions to the 
sensor quickly and efficiently, but 
more effort must be expended in this 
area. Practitioners of PAC consistently 
remark that the sampling system con
sumes 90-95% of the effort in making 
an analyzer functional. Other alterna
tives that will reduce sensor fouling or 
provide for in situ cleaning and calibra
tion must be developed. Flow injection 
analysis (FIA) is one alternative, allow
ing filtration, dilution, and calibration 
to be easily incorporated in a single in
strument. FIA also doesn't subject the 
probe to continuous contact with the 
often harsh or corrosive sample. 

Opportunities exist for incorporat
ing other new technologies into the 
PAC world. For example, investigation 
of the spatial domain in spectroscopy 
may provide a chemical imaging sys
tem capable of showing images of 
chemical functional group distribu
tion. This might be useful for locating 
material defects and monitoring coat
ing operations. Another development 
will be the extension of useful spectro
scopic analyzers into the microwave re
gion on one end of the spectrum and 
into the X-ray region on the other. Ul
trasound, the subject of much recent 
research, could be the basis for many 
new sensor systems, given its ability to 
discriminate among materials of differ
ent densities. 

Future applications include medical 

sensing, environmental monitoring, 
and resource recovery. Most of the ef
fort to date has been expended on com
mercial chemical processes. Living sys
tems and ecosystems are also chemical 
processe; for which on-line, real-time 
analytical capabilities are desired. For 
example. real-time in vivo sensing of 
blood gllcose could provide the feed
back ree uired for the implementation 
of an implantable insulin pump for dia
betics. Development of local-sensing 
rather than remote-sensing capabili
ties for J ecovery of mineral and petro
leum ravi materials is another potential 
applicat.on of PAC. 

From an industrial perspective, the 
field of process analytical chemistry is 
driven by the need for competitiveness, 
productvity, quality, and minimiza
tion of pollution. Time constraints, 
harsh environments, sampling, sensor 
calibration, and the need to demon
strate a correlation between chemical 
informa ;ion and process or product 
performance are problems inherent in 
all PAC applications. PAC is like an 
adoleSCEnt child stemming from the 
marriage of analytical and process 
chemist,y. It is growing and maturing 
rapidly, having left the analytical lab
oratory for the challenges, opportuni
ties, and adventures of the front lines 
of manu facturing. 
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CORRECTION 
Laszlo Zechmeister: A Pioneer of 
Chromatography 
Leslie S. Ettre (Anal. Chem. 1989, 6], 
1315 A-1322 A) 

The caption for Figure 2 should indi-
cate that the figure was drawn the 
author from the detailed of 
the chromatogram and a photo of the 
column in Reference 25. 

Reference 25 should indicate that two 
editions of the book, Die '.),'·n~.n""",,_ 
phische Adsorptionsmethode by 
meister and Cholnoky were published, 
the first in 1937 and the second in ] 9:38. 
About one- third of the greatly enlarged 
second edition dealt with fundamentals 
and methodology, while about two
thirds of it discussed ap[)lie;,ticms. 

The last the acknowl-
edgement was omitted 
and appears below. 
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Conferences 
• 2nd International Symposium on 
High-Performance Capillary Elec
trophoresis. Jan. 29-31. San Francis
co, CA. Contact: Shirley Schlessinger, 
400 East Randolph Dr., Suite 1015, 
Chicago, IL 60601 (312-527-2011) 
• International Forum on Process 
Analytical Chemistry. Jan. 30-31. 
Houston, TX. Contact: IFPAC Com
mittee, c/o Infoscience Services, 3000 
Dundee Rd., Suite 313, Northbrook, IL 
60062 (312-291-9161) 
• Meeting on Laser Applications to 
Chemical Analysis. Feb. 5-8. Incline 
Village, NV. Contact: Optical Society 
of America, 1816 Jefferson Pl., N.W., 
Washington, DC 20036 (202-223-0920) 
• 4th International Symposium on 
Biological and Environmental Ref
erence Materials. Feb. 5-8. Orlando, 
FL. Contact: Wayne Wolf, B311 
Chemistry Bldg., NIST, Gaithersburg, 
MD 20899 (301-975-2030) 
• International Symposium on 
Free Radicals in Biotechnology and 
Medicine. Feb. 7. London, U.K. Con
tact: P. E. Hutchinson, Analytical Di
vision, Royal Society of Chemistry, 
Burlington House, London WI V OBN, 
U.K. 
• Meeting of the American Acade
my of Forensic Sciences. Feb. 19-24. 
Cincinnati, OH. Contact: American 
Academy of Forensic Sciences, 225 
South Academy Blvd., Colorado 
Springs, CO 80910 
• Symposium on Hyphenated 
Techniques in Chromatography. 
Feb. 22-23. Antwerp, Belgium. Con
tact: VCV, Section Analytical Chemis
try, c/o R. Smits, BASF Antwerpen 
N. V., Scheldelaan, B-2040 Antwerp, 
Belgium 
• 41st Pittsburgh Conference on 
Analytical Chemistry and Applied 
Spectroscopy. March 5-9. New York, 
NY. Contact: Pittsburgh Conference, 
300 Penn Center Blvd., Suite 332, 
Pittsburgh, PA 15235 (800-825-3221) 
• Gordon Research Conference on 
Bioanalytical Sensors. March 12-16. 
Ventura, CA. Contact: Alexander M. 
Cruickshank, Gordon Research Cen
ter, University of Rhode Island, 
Kingston, RI 02881 (401-783-4011 or 
3372) 

MI:~ET/NGS 

• 3rd :Gatin American Congress on 
Chrom.ltography. March 14-16. Sao 
Paulo, Brazil. Contact: Fernando Lan
~as, Un:versity of Sao Paulo, Institute 
of Physics and Chemistry of Sao Car
los, 13560, Sao Carlos, SP, Brazil 
• Ana:ytica '90. March 18-23. Pre
toria, S,mth Africa. Contact: J. F. van 
Staden Dept. of Chemistry, Universi
ty of Pretoria, Pretoria 0002, South Af
rica 
• International Conference on 
Tropospheric Ozone and the Envi
ronment. March 19-22. Los Angeles, 
CA. Coittact: Air and Waste Manage
ment ,1ssociation, P.O. Box 2861, 
Pittsbu"gh, PA 15230 (412-232-3444) 
• CHltOMEXPO '90. March 26. 
Washington, DC. Contact: Janet Cun
ningham, Barr Enterprises, P.O. Box 
279, Wdkersville, MD 21793 (301-898-
3772) 
• International Meeting on the Use 
of The:rmal Methods for the Char
acterh;ation of Pharmaceuticals. 
March 26-28. London, U.K. Contact: 
G. Buchton, The School of Pharmacy, 
Univen,ity of London, 29-39 Bruns
wick Square, London WCIN lAX, 
U.K. 
• 12th International Conference 
on Cement Microscopy. April 2-5. 
Vancouver, Canada. Contact: Charles 
Buchanan, Jr., 409 Santee Dr., Santee, 
SC291,r2 
• 2nd International Symposium on 
Applications of Analytical Tech
niques to Industrial Process Con
trol (ANA TECH '90). April 3-5. 
NoordVlijkerhout, The Netherlands. 
Contac;:: Willem van der Linden, Lab
oratory for Chemical Analysis-CT, 
Univen,ity of Twente, P.O. Box 217, 
NL-75GO AE Enschede, The Nether
lands 
• Oak Ridge Conference on Ad
vanced Analytical Concepts for the 
Clinical Laboratory. April 5-6. Tam
pa, FL. Contact: AACC, 2029 K St., 
N.W., I"th Fl., Washington, DC 20006 
(202-857-0717) 
• 7th International Symposium on 
Preparative Chromatography. April 
8-11. Ghent, Belgium. Contact: M. 
Verzele, RUG-LOS, Krijgslaan 281 
(S4), B·9000 Ghent, Belgium 
• ROYll Society of Chemistry An
nual Congress. April 9-12. Belfast, 

U.K. Contact: Royal Society of Chem
istry, Burlington House, London WI V 
OBN, u.K. 
• 1st International Congress on 
Electrophoresis, Supercomputers, 
and the Human Genome. April 10-13. 
Tallahassee, FL. Contact: H. Lim or 
R. McMullen, Florida State Universi
ty, Tallahassee, FL (904-644-1010) 
• Symposium on Remote Sensing 
and Signal and Image Processing. 
April 16-20. Orlando, FL. Contact: 
SPIE, P.O. Box 10, Bellingham, W A 
98227 (206-676-3290) 
• Meeting of the Materials Re
search Society. April 16-21. San 
Francisco, CA. Contact: MRS, 9800 
McKnight Rd., Suite 327, Pittsburgh, 
PA 15237 (412-367-3003) 
• 20th International Roland W. 
Frei Memorial Symposium on Envi
ronmental Analytical Chemistry. 
April 17-20. Strasbourg, France. Con
tact: M. Frei-Hausler, Postfach 46, 
CH-4123 Allschwil2, Switzerland 
• 4th Workshop on Chemistry and 
Analysis of Hydrocarbons. April 19-
21. Strasbourg, France. Contact: M. 
Frei-Hausler, Postfach 46, CH-4123 
Allschwil2, Switzerland 
• Annual Meeting of the American 
Oil Chemists Society. April 22-26. 
Baltimore, MD. Contact: American Oil 
Chemists Society, 1608 Broadmoor, 
P.O. Box 3489, Champaign, IL 61821 
• 199th National Meeting of the 
American Chemical Society. April 
22-27. Boston, MA. Contact: Meetings 
Dept., American Chemical Society, 
1155 16th St., N.W., Washington, DC 
20036 (202-872-4396) 
• 4th Symposium on the Analysis of 
Steroids. April 24-26. Pees, Hungary .. 
Contact: S. Gorog, c/o Chemical Works 
of Gedeon Richter Ltd., P.O.B. 27, 
H-1475 Budapest, Hungary 
• 2nd Annual National Forum on 
Laboratory Accreditation. April 30-
May 1. Baltimore, MD. Contact: Robin 
Gildersleeve, CEEM, P.O. Box 200, 
Fairfax Station, VA 22039 (703-250-
5900) 
• International Symposium on 
Measurement of Toxic and Related 
Air Pollutants. April 30-May 3. Ra
leigh, NC. Contact: Bruce Gay, Atmo
spheric Research Exposure Assess
ment Laboratory, U.S. EPA, Research 
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MEETINGS 

Triangle Park, NC 27709 
• 20th Annual Symposium on Ad
vances in Applied Analytical Chem
istry. May 2-3. Kenner, LA. Contact: 
Judy Timpa, SRRC, ARS, USDA, P.O. 
Box 19687, New Orleans, LA 70179 
(504·286-4360) 
• 1st World Congress on Biosen
sors (Biosensors '90). May 2-4. Singa
pore. Contact: Penny Moon, Elsevier 
Seminars, Mayfield House, 256 Ban
bury Rd., Oxford OX2 7DH, u.K. 
• Meeting of the Electrochemical 
Society. May 6-11. Montreal, Canada. 
Contact: Electrochemical Society, 10 
South Main St., Pennington, NJ 08534 
• Southeastern Safety and Health 
Conference and Exhibition. May 6-
10. Atlanta, GA. Contact: Education 
Extension Service, Georgia Institute 
of Technology, Atlanta, GA 30332 
(404-894-2400) 
• International Conference on 
Computer Networks (COMNET 
'90). May 6-10. Budapest, Hungary. 
Contact: COMNET '90 Secretariat, 
P.O. Box 240, H-1368 Budapest, Hun
gary 
• 12th International Conference 
on Biochemical Analysis (Biochem
ische Analytik '90). May 8-11. Mu
nich, F.R.G. Contact: Biochemische 
Analytik '90, Nymphenburger Straf3e 
70, D-8000 Milnchen 2, F.R.G. 
• Symposium on Analysis of Paints 
and Related Materials. May 14-15. 
Pittsburgh, P A. Contact: Dorothy Sa
vini, ASTM, 1916 Race St., Philadel
phia, PA 19103 (215-299-5413) 
• 11th International Symposium on 
Capillary Chromatography. May 
14-17. Monterey, CA. Contact: Pat 
Sandra, Laboratory of Organic Chem
istry, University of Gent, Krijgslaan 
281 (S4), B-9000 Gent, Belgium 
• 34th Annual Meeting of the 
American Association of Bioana
lysts. May 14-19. Virginia Beach, VA. 
Contact: Mark Birenbaum, 818 Olive 
St., Suite 918, St. Louis, MO 63101 
(314-241-1445) 
• 14th International Symposium on 
Column Liquid Chromatography. 
May 20-25. Boston MA. Contact: Shir
ley Schlessinger, 400 East Randolph 
Dr., Suite 1015, Chicago, IL 60601 
(312-527-2011) 
• 43rd Annual Conference of the 
Society for Imaging Science and 
Technology. May 20-25. Rochester, 
NY. Contact: SPSE, 7003 Kilworth 
Lane, Springfield, VA 22151 
• 7th Symposium on Radiation 
Measurements and Applications. 
May 21-24. Ann Arbor, Ml. Contact: 
Helen Lum, 3034 Phoenix Memorial 
Laboratory, University of Michigan, 
Ann Arbor, MI48109 (313-764-6214) 
• 10th Annual Conference on La-

sers and Electro-Optics (CLEO '90). 
May 21-25. Anaheim, CA. Ccntact: 
Optical Society of America, 1816 Jef
ferson PI., N. W., Washingtoj~, DC 
20036 (202-223-8130) 
• 2nd Scientific Computinlr and 
Automation Conference and Exhi
bition. May 22-25. Maastricht, The 
Netherlands. Contact: Robi Va:khoff, 
Reunion International, Gelder! ekade 
89,1011 EL Amsterdam, The Nether
lands 
• 38th ASMS Conference on Mass 
Spectrometry and Allied Topics. 
June 3-8. Tucson, AZ. Contact: .Judith 
Watson, ASMS, P.O. Box 150t, East 
Lansing, MI48826 (517-337-2548) 
• Symposium on Optical Spectro
scopic Instrumentation and Tech
niques for the 1990s: Applications in 
Astronomy, Chemistry, and Physics. 
June 4-6. Las Cruces, NM. Contact: 
SPIE, P.O. Box 10, Bellinghar1, W A 
98227 (206-676-3290) 
• 4th International LIMS Confer
ence. June 4-7. Pittsburgh, PA. Con
tact: Gerst Gibbon, LIMS Inttitute, 
c/o U.S. DOE/PETC, P.O. Box j 09400, 
Pittsburgh, PA 15236 
• 5th World Filtration Co ngress 
(Interfilt '90). June 5-8. Nice, France. 
Contact: Interfilt '90, c/o IDEXPO, 
21 Ave. de la Div. Leclerc, 1'-94230 
Chachan, France 
• 3rd Symposium on Com}uter
Enhanced Analytical Spectroscopy. 
June 6-8. Snowbird, UT. Contect: Pe
ter Jurs, Dept. of Chemistry Penn 
State University, University Perk, PA 
16802 
• International Conference on 
Chirality. June 7-9. Cancun, Mexico. 
Contact: D. W. Armstrong or I. W. 
Wainer, Dept. of Chemistry, Universi
ty of Missouri-Rolla, Rolb, MO 
65401 (314-341-4429) 
• 4th Annual Seminar on Analyti
cal Biotechnology. June 11-14. Ar
lington, VA. Contact: Janet CLlnning
ham, Barr Enterprises, P.O. Box 279, 
Walkersville, MD 21793 (301-898-
3772) 
• 14th Annual Conference of the 
International Precious Met,lis In
stitute. June 17-21. San Diel(O, CA. 
Contact: Precious Metals Institute, 
Government Building, ABE Airport, 
Allentown, PA 18103 (215-226-1570) 
• 3rd International Colloquium on 
Centrifugal Partition Chromatog
raphy. June 21-22. San Mat<lo, CA. 
Contact: Eleanor Cazes, San"i Lab
oratories, 106 Folcroft East Business 
Park, Sharon Hill, PA 19079 (215-583-
2010) 
• 33rd IUPAC International Sym
posium on Macromolecules I Macro 
'90). July 8-13. Montreal, Canada. 
Contact: Macro '90 Secretaria,;, Dept. 
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of Chemical Engineering, McGill Uni
versity, 3480 University St., Montreal 
H3A 2A7, Canada 
• 5th European Congress of Bio
technology. July 8-14. Copenhagen, 
Denmark. Contact: Edvard Falch, 
Novo Industri A/S, Novo Aile 1, DK-
2880 Bagsvaerd, Denmark 
• International Conference and 
Industrial Exhibition on Ion-Ex
change Processes (Ion-Ex '90). July 
9-11. Wrexham, U.K. Contact: Hay
den Hughes, Research Division, The 
North East Wales Institute, Connah's 
Quay, Deeside, Clwyd. CH54BR, U.K. 
• Meeting on Electrochemical 
Techniques in Speciation Studies. 
July 9-11. Liverpool, U.K. Contact: 
A. E. Bottom, Kent Industrial Mea
surements Ltd., Oldends Lane, Stone
house, Glos. GLIO 3TA, U.K. 
• 2nd International Meeting on 
Spectroscopy across the Spec
trum-Techniques and Applica
tions of Analytical Spectroscopy. 
July 9-12. Hertford, U.K. Contact: 
P. R. Brawn, Unilever Research, Col
worth Laboratory, Sharnbrook, Beds. 
MK44 lLQ, U.K. 
• 5th Biennial National Atomic 
Spectroscopy Symposium. July 18-
20. Loughborough, U.K. Contact: J. R. 
Dean, Dept. of Chemical and Life Sci
ences, Newcastle upon Tyne Polytech
nic, Ellison Bldg., Newcastle upon 
Tyne NEI 8ST, U.K. 
• Meeting of the American Associ
ation for Clinical Chemistry. July 
22-26. San Francisco, CA. Contact: 
AACC, 1725 K St., N. W., Washington, 
DC 20006 
• 3rd International Symposium on 
Polymer Analysis and Character
ization. July 23-25. Brno, Czechoslo
vakia. Contact: Howard Barth, Du 
Pont Co., Experimental Station, 
E228/238, P.O. Box 80228, Wilming
ton, DE 19880 (302-695-4354) 
• 43rd ACS Summer Symposium on 
Analytical Chemistry-Mass Spec
trometry. July 24-27. Oak Ridge, TN. 
Contact: David Donohue, ORNL, Ana
lytical Chemistry Div., Bldg. 4500-S, 
Mail Stop 6142, Oak Ridge, TN 37831 
(615-574-8955) 
• 13th International EPR Sympo
sium. July 29-Aug. 2. Denver, CO. 
Contact: Gareth Eaton, Dept. of 
Chemistry, University of Denver, 
Denver, CO 80208 (303-871-2980) 
• 7th International Congress of 
Pesticide Chemistry. Aug. 5-10. 
Hamburg, F.R.G. Contact: Secretari
at, Bank Court Chambers, 2-3 Pound 
Way, Cowley Centre, Oxford OX4 
3YF,U.K. 
• 1st Changchun International 
Symposium on Analytical Chemis
try. Aug. 7-11. Changchun, People's 



Republic of China. Contact: Qinhan 
Jin, Dept. of Chemistry, Jilin Univer· 
sity, Changchun, Jilin 130021, Peo
ple's Republic of China 
• 2nd International Symposium on 
Microcolumn Separation Methods. 
Aug. 20-22. Uppland, Sweden. Con
tact: Eva Mattsson, Swedish Chemical 
Society, Analytical Div., Wallingatan 
26 B, S-111 24 Stockholm, Sweden 
• J. Heyrovsky Centennial Con
gress on Polarography and 41st 
Meeting of the International Soci
ety of Electrochemistry. Aug. 20-25. 
Prague, Czechoslovakia. Contact: Sec
retariat, J. Heyrovsky Centennial 
Congress, Czechoslovak Academy of 
Sciences, J. Heyrovsky Institute of 
Physical Chemistry and Electrochem
istry, Dolejskova 3, 182 23 Prague 8, 
Czechoslovakia 
• 6th International Symposium on 
Bioluminescence and Chemilumi
nescence. Aug. 26-30. Cambridge, 
MA. Contact: L. J. Kricka, Dept. of 
Pathology and Laboratory Medicine, 
3400 Spruce St., 784 Founders Pavil
ion, Philadelphia, PA 19104 (215-662-
6575) 
• Euroanalysis VII. Aug. 26-31. Vi
enna, Austria. Contact: D. M. Grasser
bauer, c/o Interconvention, Austria 
Center Vienna, A-l450 Vienna, Aus
tria 
• 200th National Meeting of the 
American Chemical Society. Aug. 
26-31. Washington, DC. Contact: 
Meetings Dept., American Chemical 
Society,115516thSt.,N.W., Washing
ton, DC 20036 (202-872-4396) 
• 104th Annual AOAC Internation
al Meeting and Exposition. Sept. 10-
13. New Orleans, LA. Contact: Marga
ret Ridgell, AOAC, Suite 400, 2200 
Wilson Blvd., Arlington, VA 22201 
( 703-522-3032) 
• 12th International Symposium on 
Capillary Chromatography. Sept. 
11-14. Kobe, Japan. Contact: Kiyo
katsu Jinno, School of Materials Sci
ence, Toyohashi University of Tech
nology, Toyohashi 440, Japan 
• 5th International Symposium on 
Resonance Ionization Spectroscopy 
and Its Applications. Sept. 16-21. Va
rese, Italy. Contact: Shannon Bays, In
stitute of Resonance Ionization Spec
troscopy, 10521 Research Dr., Suite 
300, Knoxville, TN 37932 (615-675-
9570) 
• 18th International Symposium on 
Chromatography. Sept. 23-28. Am
sterdam, The Netherlands. Contact: 
Symposium on Chromatography, c/o 
RAJ Organisatie Bureau Amsterdam 
bv, Europaplein 12, 1078 GZ Amster
dam, The Netherlands 
• 3rd International Meeting on 
Chemical Sensors. Sept. 24-26. 

Cleveland, OH. Contact: Jean 
McNuhy, Bingham Bldg., Electronics 
Design Center, Case Western Reserve 
Univen ity, Cleveland, OH 44106 
• 7th :lnternational Symposium on 
Capilla ry Electrophoresis and Iso
tachop ilOresis. Oct. 2-4. High Tatras, 
Czechodovakia. Contact: Dusan Kan
iansky, Institute of Chemistry, Come
nius University, Mlynska Dolina 
CH-2, CS-84215 Bratislava, Czecho
slovakia 
• 17th Annual Meeting of the Fed
eration of Analytical Chemistry and 
Spectroscopy Societies. Oct. 7-12. 
Clevelald, OR. Contact: Charles J. 
Belle, Lucas Aerospace PEC, 4259 W. 
192nd ,)t., Fairview Park, OH 44126 
(216-66,-1001) 
• 3rd .lnternational Symposium on 
Analyt: cal Methods and Problems 
in Bio·;echnology (Anabiotec '90). 
Oct. 22·-24. Burlingame, CA. Contact: 
Shirley Schlessinger, 400 East Ran
dolph ,Jr., Suite 1015, Chicago, IL 
60601 (312-527-2011) 
• Symposium on Chemometrics 
with Environmental Applications. 
Oct. 30·-Nov. 1. Las Vegas, NV. Con
tact: M. Stapanian, Lockheed Engi
neering & Sciences Co., 1050 E. Fla
mingo Pd., Las Vegas, NV 89119 (702-
734-320B) 
• 7thHontreuxSymposiumonLiq
uid Chomatography/Mass Spec
tromet::y (LC/MS; SFC/MS; CZE/ 
MS; M:,/MS). Oct. 31-Nov. 2. Mon
treux, f.witzerland. Contact: M. Frei
Hilusle" Posttach 46, CH-4123 Allsch
wil 2, Switzerland 
• Eastern Analytical Symposium. 
Nov. 11-16. Franklin Township, NJ. 
Contacl: EAS, P.O. Box 633, Mont
chanin, DE 19710 (302-453-0785) 

Short Courses 
and \Uorkshops 
For information on the following 
courses. contact University of North 
Carolina, OSHERC, 109 Conner Dr., 
Suite .101, Chapel Hill, NC 27514 
(919-962-2101) 

• Asbestos Identification by Polar
ized Li~ht Microscopy. Jan. 29-Feb. 
2 and March 26-30. Chapel Hill, NC 
• Sampling and Evaluating Air
borne Asbestos Dust. Feb. 12-16, 
March 19-23, April 16-20, and June 
25-29. Chapel Hill, NC 
• 10th Annual Occupational Safety 
and H"alth Winter Institute. Feb. 
12-16. Elt. Petersburg, FL 

For in) ormation on the following 
courses. contact Barbara Nowicki, 

, , , , , , , , , , , , , , , , 

Me? 
Enroll 

in theACS 
Employment 

Service? 

I'm head of 
a major 
research 

department! 
Even for the successful chemist 
or scientist in an allied field, 
sometimes the best way to get 
ahead is to make a change. 
The ACS Employment Service 
offers the opportunity to 
investigate the possibilities 
discreetly-and at very low cost. 
Our Employment Service is free to 
all ACS members. If you request 
confidentiality from current 
employers or other designated 
organizations there is a nominal 
charge. 

For more information write. 
use coupon, or 

CALL TOLL FREE 
800-227-5558 

Employment Services Office. 
American Chemical Society 
1155 Sixteenth Street, NW, 
Washington, DC 20036 

Yes. I am a member of ACS and 
would like to learn how the ACS 
Employment Service can help me 
advance my career. 
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MeeTINGS 

Professional Analytical and Consult
ing Services, 409 Meade Dr., Coraopo
lis, PA 15108 (412-262-4222) 

• Courses on Quality Assura:ICe of 
Chemical Measurements and (~uali
ty Assurance of Environrr ental 
Measurements. Jan. 29-31. Pitts
burgh, PA 
• Courses on Spectroscopy Data 
Interpretation: Mass, Infl'ared, 
Near-Infrared, NMR, and 2D 'l!MR. 
Feb. 21-25. Pittsburgh, PA 

• Course on Sampling and l:valu
ating Airborne Asbestos Dus:. Feb. 
5-9. Los Angeles, CA. Contact: Cniver
sity of Southern California, InAitute 
of Safety and Systems Management, 
Professional Programs, 3500 South Fi
gueroa St., Suite 202, Los Angeles, CA 
90007 (213-743-6523) 
• Course on Indoor Air Qilality. 
Feb. 6-8. Atlanta, GA. Contact· Edu
cation Extension-R, Georgia Insti
tute of Technology, Atlanta, G A 30332 
(404-894-2400) 
• Course on Experimental Design 
for Productivity and Quality in Re
search, Development, and Manufac
turing. Feb. 19-23. Houston, TX. Con
tact: Statistical Designs, 9941 R )wlett, 
Suite 6, Houston, TX 77075 (713-947-
1551) 
• Bioseparations: Scale-U ~ and 
Design Workshop. Feb. 27-March 2 
and June 5-8. University Park, PA. 
Contact: Jim Shillenn, 519 lIartik 
Laboratory, Pennsylvania State Uni
versity, University Park, PA 16802 
(800-833-5533) 
• Design and Operation of Clean 
Rooms. March 12-13. San Francisco, 
CA; March 15-16. Los Angeles, CA; 
March 20-21. Dallas, TX; March 22-
23. Orlando, FL; April 2-3. Boston, 
MA; April 4-5. Newark, NJ; April 9-10. 
Chicago, IL. Contact: Contammation 
Control Seminars, 11844 Bro)kfield 
Ave., Livonia, MI 48150 (313-427-
8450) 
• Quality in the Test Labo::atory. 
March 13-14 and June 5-6. Warren, 
MI. Contact: Macomb Community 
College, Advanced Center for Manu
facturing Technology, 14500 Twelve 
Mile Rd., Warren, MI48093 (313-445-
7880) 
• Short Course on Aerosol Mea
surement. April 18-20. Cin, innati, 
OH. Contact: Susan Millman, Univer
sity of Cincinnati Medical Center, In
stitute of Environmental Heaith, Ket
tering Laboratory, 3223 Edm Ave., 
Cincinnati, OH 45267 (513-558 ·1732) 
• Survey of Industrial Hygiene. 
April 24-27. Cincinnati, OH. Contact: 
Susan Millman, University of '::incin
nati Medical Center, Institute of En-
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vironmental Health, Kettering Lab
oratory, 3223 Eden Ave., Cincinnati, 
OH 45267 (513-558-1732) 
• Quantitative Capillary GC 
Workshop. May 7-9. Blacksburg, VA. 
Contact: Harold McNair, Chemistry 
Dept., Virginia Tech, Blacksburg, VA 
24061 (703-231-6579) 
• Principles of Industrial Hygiene. 
June 4-8. Piscataway, NJ. Contact: 
Environmental and Occupational 
Safety and Health Education and 
Training Center, UMDNJ-Robert 
Wood Johnson Medical School, 
Brookwood Plaza II, 45 Knightsbridge 
Rd., Piscataway, NJ 08854 (201-463-
5062) 

For information on the following 
courses, contact Joseph Goldstein, 
Dept. of Materials Science and Engi
neering, Bldg. 5, Lehigh University, 
Bethlehem, P,418015 (215-758-5133) 

• Basic Course on Scanning Elec
tron Microscopy and X-ray Micro
analysis. June 11-15. Bethlehem, PA 
• Advanced Topics in Scanning 
Electron Microscopy and X-ray Mi
croanalysis. June 18-21. Bethlehem, 
PA 
• Course on Analytical Electron 
Microscopy. June 18-21. Bethlehem, 
PA 
• Course on Thin Specimen Prepa
ration. June 21-22. Bethlehem, PA 

• Workshop on Molecular Micro
spectroscopy. June 17-20. Oxford, 
OH. Contact: Molecular Microspec
troscopy Laboratory, Miami Universi
ty, Oxford, OH 45056 (513-529-2873) 
• Advanced HPLC Workshop. June 
26-28. Blacksburg, VA. Contact: Har
old McNair, Chemistry Dept., Virgin
ia Tech, Blacksburg, VA 24061 (703-
231-6579) 
• Techniques, Instrumentation, 
Data Handling: UV Spectroscopy 
for the '90s. July 1-6. Yorkshire, U.K. 
Contact: T. Frost, The Wellcome 
Foundation Ltd., Temple Hill, Dart
ford, Kent DA1 5AH, U.K. 
• Short Course on LC/MS, SFC/ 
MS, and CZE/MS. Oct. 29-30. Mon
treux, Switzerland. Contact: M. Frei
Hausler, Postfach 46, CH-4123 Allsch
wil2, Switzerland 

ACS Courses 
• Gas Chromatography: Packed 
and Capillary Columns. Feb. 12-16 
and Aug. 27-31. Blacksburg, VA. Har
old McNair 
• The Computer-Integrated Lab
oratory: A Hands-On Experience in 



Laboratory Automation. April 22-27 
and Dec. 9-14. Blacksburg. VA. Ray
mond Dessy 
• High-Performance Liquid Chro
matography. April 23-26 and Dec. 3-
6. Blacksburg, VA. Harold McNair 

The following courses are offered in 
conjunction with the Pittsburgh Con
ference and Exposition to be held 
March 5-9 in New York City. 

• Electronics for Laboratory In
strumentation. March 1-3. Howard 
Malmstadt, Christie Enke, and Stanley 
Crouch 
• Applied Optical Microscopy. 
March 2-4. Barbara Foster and Robert 
Hoffman 
• Experimental Design for Pro
ductivity and Quality in R&D. 
March 2-4. Stanley Deming and Ste
phenMorgan 
• On-Line Process Analyzers: The 
Key To Maximizing Industrial Pro
cess Efficiency. March 2-4. Kenneth 
Clevett 
• X-ray Fluorescence Spectrome
try. March 2-4. Ronald Jenkins and 
John Croke 

• Analytical Chemistry of Contam
inants in Surface and Groundwater. 
March 1-4. E. Michael Thurman and 
Michael Reddy 
• Analytical Infrared Spectrosco
py: Tec:~niques, Applications, Com
puter Methods. March 3-4. Howard 
Sloane and John Coates 
• Capi llary Gas Chromatography: 
Techniques and Problem Solving. 
March 3-4. Milos Novotny and Stuart 
Cram 
• The Computer-Integrated Lab
oratory: Tutorials and Case Histor
ies in Laboratory Automation. 
March 3-4. Raymond Dessy 
• Diagnostic Immunology. March 
3-4. Da, id Normansell 
• Effec:tive Management of Chemi
cal Analysis Laboratories. March 3-
4. John l-I. Taylor, Jr., and Mary Rout
son 
• Effective Supervision of Scien
tists ami the Technical Staff. March 
3-4. Da, id Gootnick 
• EnviJ'onmental Analytical Chem
istry: Ai.r Toxics. March 3-4. Marcus 
Cooke and William Winberry 
• EnviJ'onmental Analytical Chem
istry: Water and Waste. March 3-4. 

Marcus Cooke 
• Environmental Laboratory QA/ 
QC Validation. March 3-4. Henry 
Nowicki and William Purves 
• Environmental Law and Regula
tions. March 3-4. J. Herbert O'Toole, 
Jean Hoff, and Marcus Cooke 
• Gas Chromatography/Mass Spec
trometry. March 3-4. J. Throck Wat
son and O. David Sparkman 
• How To Manage Complex Lab
oratory Data Systems. March 3-4. 
Walter Shackelford and Marcus Cooke 
• Laboratory Applications of Lo
tus 1-2-3 and Other Software: Be
yond the Basics. March 3-4. Glenn 
Ouchi 
• Quality Assurance of Chemical 
Measurements. March 3-4. John K. 
Taylor 
• Size-Exclusion Chromatogra
phy. March 3-4. Alfred Rudin 
• Spectroscopic Characterization 
of Polymers. March 3-4. Jack Koenig 
and Bruce Chase 
• Spectroscopy for Chemical Anal
ysis: Basics, Advanced Methods, and 
Rapid Screening. March 3-4. Tuan 
Vo-Dinh and Marcus Cooke 
• Supercritical Fluid Extraction/ 

THE PITTSBURGH CONFERENCE 
is turning 

Fun Physical Science Activities for 
Children and Adults to Do Together 

• colorful comic book format 

• useful at home or in classrooms 

• reinforces language and math skills 

• relates science concepts to technology 
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.. -----------------------------Price per subscription 
(one-year,four-issues) 

Tooontinental 1-4 ......... $4.00 each 

For subscription infonm lion 
write or call: 
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American Chemical Society 
Prehigh School Science>rogram 
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MEETINGS 

Chromatography. March 3-4. Larry 
Taylor 
• Laboratory Information Man
agement Systems: From Problem 
Definition to System Evaluation. 
March 3-4. Gerst Gibbon, Joseph 
Golden, and Ann Cibulas 
• Maintaining and Troubleshoot
ing Chromatographic Systems. 
March 3-4. M.P.T. Bradley 
• Modern NMR Spectrometry. 
March 3-4. Joseph Lambert 
• Modern Techniques in Gas Chro
matography. March 3-4. Harold 
McNair, Patrick Sandra, and Jacques 
Rijks 
• Particle Size Distribution: As
sessment and Characterization. 
March 3-4. Theodore Provder, J. Cal· 
vin Giddings, Brian Kaye, Bruce Wei
ner, David Fairhurst, and Richard Kar
uhn 
• Practical Analytical Atomic 
Spectroscopy: AAS, ICP-AES, ICP/ 
MS. March 3-4. Theodore Rains and 
Howard Taylor 
• Practical HPLC Method Devel
opment. March 3-4. J. J. Kirkland and 
Lloyd Snyder 
• Practical LC/MS, SFC/MS, and 

CZE/MS. March 3-4. Jack Fenion 
and David Games 
• Practical Near-IR Andysis. 
March 3-4. Donald Burns 
• Surface Analysis Techn:,ques. 
March 3-4. John Grant 
• Technical Writing Workshop. 
March 3-4. Anne Eisenberg 
• Thermal Analysis in Materials 
Characterization. March 3-4. Edith 
Turi, Patrick Gallagher, and James Se
feris 
• Expert Systems for Chemists. 
March 4. Frank Settle, Jr., and Michael 
Pleva 
• Microwave Sample Preparation: 
Theory and Practice. March 4. H. M. 
Kingston and Lois Jassie 
• Advanced Analytical Labo:7atory 
Management Workshop. Mar~h lO
ll. John H. Taylor, Jr., and Mary 
Routson 
• Chromatography Data Handling. 
March 10-11. Glenn Ouchi 

For information on these one' other 
ACS courses, contact the Department 
0/ Continuing Education, American 
Chemical Society, 115516th St., N. W., 

Washington, DC 20036 (202-872-
4508). 

Call for Papers 
• 5th International Symposium on 
Resonance Ionization Spectroscopy 
and Its Applications. Varese, Italy. 
Sept. 16-21. The symposium will fea
ture invited lectures and contributed 
papers and posters on the following 
topics: new laser sources and tech
niques; atomic and molecular sources; 
RIS instrumentation; laser ionization 
mechanisms; collisional and field ion
ization of laser-prepared states; reso
nance ionization mass spectrometry; 
ultra high resolution and isotopic selec
tivity; molecular RIS; physics applica
tions; surface analysis; environmental 
and trace analysis; biological and medi
cal applications; and state-selective 
chemistry. Prospective authors should 
submit 200-400-word abstracts by 
April 16 to James Parks, University of 
Tennessee, Institute of Resonance Ion
ization Spectroscopy, 10521 Research 
Dr., Suite 300, Knoxville, TN 37932 
(615-675-9570). 

Choosing a graduate school? 1lh "CS j 

Need to know who's doing e ~ 
research critical to yours? ])irectory of 

Graduate Research 
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• Includes listings for chemistry, chemical 
engmeering, phannaceutica!/medlCmal 
chemistry, clinical chemistry, and polymer 
sCience. 
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Here's Why Two Esteemed, li 
r 

chnical Societies Want Your Expertise ... 
r 

I 

The American Chemical Society & American Institute of Chemical Engineers 
Announce their 1990 co-publication of 

BIOTEC!HNOLOGY 
PRC)GRESS 

Editor, Jerome S. Schultz, University of Pittsburgh 

SUBMIT YOUR PAPERS NOW TO THIS 
IMPORTANT "NEW" PUBLISHING 
MEDIUM 

Beginning January 1990 BIOTECHNOLOGY PRO(lRESS, 
a well-established journal of the American Institute o' 
Chemical Engineers, will become a joint publication of the 
American Chemical Society and AIChE. As a collabcrative 
effort, several significant changes will occur, providi,lg 
enhanced editorial coverage and expanded readl'rship. 
These include: 

• Accelerated frequency - from quarterly to bimonthly 
issues! 

• A redesigned format which will better meet the needs of 
both new and current subscribers. 

• A redefined editorial focus guaranteed to attract: 
1) additional topical papers and primary researcr 

findings 
2) an audience comprising the very experts you Nant 

to reach! .......................... 
ATTENTION CHEMISTS, 
LIFE SCIENTISTS, AND ENGINEERS! 

In bimonthly issues, BIOTECHNOLOGY PROGRE:SS will 
provide the latest concepts - in genetics ... microbioIJgy and 
biochemistry ... molecular and cellular biology ... chemi:;try and 
chemical engineering - as they apply to the development of 
processes, products, and devices. Emphasis will be placed 
on the application of fundamental engineering principles 
to the analysis of biological phenomena involved. 

BIOTECHNOLOGY PROGRESS will be of particula' interest 
to practitioners of R&D in process development, product 
development, and equipment/instrumentation design for 
the biotechnology/bioprocess industry. Its coverage will 
encompass food, pharmaceutical, and biomedical alenas. 

LOOK FOR HIGHLY TARGETED TOPICS 
LIKE THESE 

• Applied Biochemistry: Equilibrium data, protein 
conformations in solution, mapping of molecular surfaces. 

• Applied Molecular Biology: Cell physiology, gene 
expression, protein transport, metabolic engineering. 

• Bioreactor Technology: Reactor engineering, mechanical 
engineering, materials science, process control, 
biosensors. 

• Biocatalytic Processes: Site specific mutagenesis, 
enzyme minetics, cofactor regeneration, applied 
pharmaceutical minetics. 

• Formulation and Product Delivery. 

• Bioanalysis: Online monitoring, containment, containment 
monitoring, offline analysis, statistical analysis (nonlinear 
regression, multifactor analysis). 

• Bioseparations. 

ADDRESS YOUR MANUSCRIPT 
SUBMISSIONS & AUTHOR INQUIRIES TO: 

Jerome S. Schultz 
Editor, BIOTECHNOLOGY PROGRESS 
Center for Biotechnology and Bioengineering 
University of Pittsburgh 
911 William Pitt Union 
Pittsburgh, PA 15260 
Telephone: 412/648-7956 Fax: 412/624-7145 

To receive editorial updates please write: 
American Chemical Society, Marketing, 
BIOTECHNOLOGY PROGRESS, Room 609, 
1155 Sixteenth St., N.W., Washington, D.C. 20036 
FAX: 202/872-6005 
Telex: 440159 ACSP UI or 892582 ACSPUBS 
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40 COURSES TO 
CHOOSE FROM: 

Advanced Laboratory Management Workshop 
Saturday-Sunday, March 10-11, 1990 
Learn how to deal more effectively with lab manage
ment problems 

Analytical Chemistry of Contaminants in 
Surface and Ground Water 

Saturday-Sunday, March 3-4, 1990 
Understand the latest sampling and analytical 
techniques 

Analytical Infrared Spectroscopy: Techniques, 
Applications, Computer Methods 

Saturday-Sunday, March 3-4, 1990 
Master a versadle method for analyzing solids, 
liquids, and gases 

Applied Optical Microscopy 
Friday-Sunday, March N, 1990 
Gain hands-on experience to apply to problems of 
contrast enhancement and measurement 

Capillary Gas Chrl)matography: Techniques and 
Problem Solving 

Saturday-Sunday, March 3-4, 1990 
Learn how to facilitate the transmons from packed to 
capillary columns 

Chromatography Data Handling: From Detector 
to Decision 

Saturday-Sunday, March 10-11, 1990 
Learn how to use computer systems to efficiently 
organize and report chromatography data 

The Computer-Integrated Laboratory 
Saturday-Sunday, March 3-4, 1990 
Meet the demands of laboratory automadon with a 
sound understanding of this rapidly developing field 

Diagnostic Immunology 
Saturday-Sunday, March 3-4, 1990 
Understand how new procedures and discoveries of 
immunology are applied to the diagnostic lab 

Effective Management of Cllemical Analysis 
Laboratories 

Saturday-Sunday, March 3-4, 990 
A course that will show you how to increase produc
tivity and decrease costs-th(! twin goals ota wel/· 
run laboratory 

Effective Supervision of SCI entists and 
Technical Staff 

Saturday-Sunday, March 3-4, '990 
Improve your management Shills with this acc/aimed 
course 

Electronics for Laboratory Instrumentation 
Thursday-Saturday, March 1-3 1990 
Receive valuable hands-on ttc;ning that will help you 
understdnd and benefit from modem instrumentation 

Environmental Analytical Chemistry: Air Toxics 
Saturday-Sunday, March 3-4, '990 
Hear the latest word on adva 1ced sampling and anal· 
ysis techniques for air taxies neasurement 

Environmental Analytical Cllemistry: Water and 
Waste 

Saturday-Sunday, March 3-4, '990 
Master the fundamentals of a Jplied environmental 
measurements of pollutants ;. J liquid and solid 
samples 

Environmental Laboratory ClA/QC Data 
Validation 

Saturday-Sunday, March 3-4, 1990 
Increase faboratolY dat.! quality and meet user 
needs-present and future liboratory goals 

Environmental Law and Res ulations 
Saturday-Sunday, March 3-4, 1990 
Gain a better understanding )f how environmental 
law was formulated and how it's currently 
administered 

Experimental Design for Pr :xluctivity and 
Quality in R&D 

Friday-Sunday, March N, 1910 
Leam the proper way to deSign experiments for im
proved research quality 

Expert System Tools for Chemists 
Sunday, March 4, 1990 
Gain an understanding of current expert system de
velopment tools and their application to current 
problems 

Gas Chromatography-Mass Spectrometry 
Saturday-Sunday, March 3-4, 1990 
Leam how GC-MS can solve your sample separation 
and identification problems 

How to Manage Complex Laboratory Data 
Systems 

Saturday-Sunday, March 3-4, 1990 
Learn a complete systems approach to handling lab
oratory data 

Laboratory Information Management Systems: 
From Problem Definition to System Evaluation 

Saturday-Sunday, March 3-4, 1990 
Examine the impact a L1MS would have on your 
laboratory 

Lotus in the Laboratory: Putting Spreadsheets 
Graphics and Database Management Software 
to Work 

Saturday-Sunday, March 3-4, 1990 
Improve your data analysis and manage your data 
more effectively 

Maintaining and Troubleshooting 
Chromatographic Systems 

Saturday-Sunday, March 3-4, 1990 
Focus on LC and GC separation problems in this up
to-date course 

Microwave Sample Preparation: Theory and 
Methods 

Sunday, March 4, 1990 
Receive an introduction to state-of-the-art equip
men~ control, and practical methods involved in mi
crowave sample preparation 

Modem Methods of Particle Size Distribution: 
Assessment and Characterization 

Saturday-Sunday, March 3-4, 1990 
Learn the advantages and limitadons of specific parti
cle size analysis methods 
-- ~v'''''~-~--'~* --



dem NMR Spectroscopy 
'aturday-Sunday, March 3-4, 1990 
~eep up-to-date on current techniques for this vital 
'nalytical method 

Idem Techniques in Gas Chromatography 
'atufday-Sunday, March 3-4, 1990 
earn about the latest developments in gas chroma
ography, including a wide variety of practical 
rpplications 

Iline Process Analyzers: The Key to 
~imizing Industrial Process Efficiency 
'riday-Sunday, March 2-4, 1990 
~chieve a sound working knowledge of process ana
YIef technology in the shortest time possible 

ICtical Analytical Atomic Spectroscopy: 
.5, ICP-AES, and ICPIMS 
;aturday-Sunday, March 3-4, 1990 
,earn practical analytical applications of AAS, ICPI 

md ICPIMS 

lctical HPLC Method Development 
;"turday-Sunday, March 3-4, 1990 
Investigate strategies, techniques, and methods 
jUaranteed to minimize your time and effort spent 
,ytlhout compromising the goals of method 
1evelopment 

lctical LC/MS, SFCIMS, and CZEIMS 
Saturday-Sunday, March 3-4, 1990 
:eam effective techniques for analyzing and charac
terizing organic compounds 

actical Near-IR Analysis 
Saturday-Sunday, March 3-4, 1990 
Learn state-of-the-art industrial applications of this 
rapid, accurate, non-destructive method of analysis 

Jality Assurance of Chemical Measurements 
Saturday-Sunday, March 3-4, 1990 
Master techniques used in quality control and 
assessment of chemical measurement 

Size Exclusion Chromat )graphy 
Saturday-Sunday, March ;'-4, 1990 
Gain an understanding 0 'the advantages and limita
tions of SEC 

Spectroscopic CharactErization of Polymers 
Saturday·Sunday, March _:-4, 1990 
Learn techniques to help solve your polymer struc
tural problems 

Spectroscopy for Chemical Analysis: Basics, 
Advanced Methods, an j Rapid Screening 

Saturday-Sunday, March .1-4, 1990 
Recewe an overview of n odem spectroscopic meth
ods for chemical anarfSi5 

Supercritical Fluid ExtrilctionlChromatography 
Saturday-Sunday, March .1-4, 1990 
Find out if SFCISFE techn,)/ogy can provide a solution 
to your separation probMms 

Surface Analysis Techniques 
Saturday-Sunday, March 3-4, 1990 
Gain an understanding of physical concepts, capabili
ties, and applications of surface analysis techniques 

Technical Writing Workshop 
Saturday-Sunday, March 3-4, 1990 
Learn from a master teacher how to improve your 
professional writing skills 

Thermal Analysis in Materials Characterization 
Saturday-Sunday, March 3-4, 1990 
Apply down-to-earth systematic applications of ther
mal analysis to a very broad range of materials 

X·Ray Fluorescence Spectrometry 
Friday-Sunday, March N, 1990 
Learn about the latest theory and practice of this im
portant technique 

For a free brochure describing all of tbe ACS Short Courses to be held at 
the 1990 Pittsburgh Conference & Exposition, mail in the coupon below_ 
Or call TOLL FREE (800) 227·5558, press 3, and ask for ext. 3340_ 

r-----------------------------------------------------., 
Yes! Please sen i me a FREE brochure describing the ACS Short Courses to be 
held at the Pittsburgh Conference & Exposition, March 1990, in New York, NY_ 

Name __________________________________________________________ _ 

Title __________ . _______________________________________________ _ 

Organization 

Address 

City, State, Zip 

Mai! to: American Chemical Societyl Dept. of Continuing Education, Meeting Code PCE90030, 1155 Sixteenth Street, 
N,W" Washington, DC 20 )36. 



Compare Our 99% Guar1anteed Up· Ti 
Before Your Next UVNiisible Purchase! 

Solve your application problems with the UV/Visible or UV/VisINfR spectrophotometer dnsigned for reliability and pedormance. Sofrwa'B 
scanning, kinetics, quantitative analysis, thin fiim measurements and advanced spectrai Jrocessing is avaiiabie with six different IrSirUme1{S 
provide the right choice for your next UV/Vis purchase decision. 

Reliability ... New Meaning an 
Overused Term. 

In survey after survey, UVlVisible users have indicated 
that reliability is the most important factor considered in a 
new purchase decision, Our service records confirm 
such outstanding dependability that we can now offer a 
guaranteed 99% up-time policy on all our analytical 

For Details", 

instruments, Call us now, and 
learn more about reliability". 

and its new meaning, 

Call JS Toll-Free (800)548-9001 
or write: Hitachi Instruments. Inc. 
15 Miry Brook Road, Danbury, Ct 06810 

CIRCLE 60 ON READER SERVICE CARD 
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LC, GC, and Colurnn Chromatography 

Microbore Column Chromatography: A 
Unified Approach to Chromatography. 
Frank J. Yang, Ed. 424 pp. Marcel Dek
ker, 270 Madison Ave., New York, NY 
10016. 1989. $120 

Reviewed by James Jorgenson, De
partment of Chemistry, University of 
North Carolina, Chapel Hill, NC 
27514 

This 405-page book is intended to pro
vide an overview of microcolumn tech
niques in gas, liquid, and supercritical 
fluid chromatography. From the title, 
one might expect a balanced treatment 
of micro column GC, LC, and SFC. This 
is, however, not the case. The only dis
cussion devoted to capillary GC is con
tained within seven pages of the intro
ductory chapter and consists mostly of 
a qualitative description of the capabil
ities of capillary GC. Such brief treat
ment of GC is perhaps understandable, 
as this is a mature technique, and there 
are many books available that cover 
this topic in detail. 

The next set of six chapters deals 
with the topic of microcolumn LC. It 
begins with a chapter entitled Packing 
Materials and Packing Techniques for 
Micro-HPLC Columns. This is a re
markable title, as the chapter contains 
essentially no information about mi
cro-HPLC columns. The chapter is, in 
reality, mostly a review of packing ma
terials, with the bulk of the column per
formance data taken from columns of 
conventional (4.6 mm) diameter. There 
is nothing said about peculiarities of 
packing and performance of microco
lumns. The next chapter (50 pages) 
deals with gradient elution and reviews 
methods for forming gradients at mi
croliter-per-minute flow rates used in 
microcolumn LC. This chapter is ex
tremely thorough. The next three 
chapters (94 pages) are devoted to vari
ous optical methods of detection in 
micro-LC. This section begins with a 
chapter on FT· IR, fluorescence, optical 
rotation, thermal lens, and refractive 
index. This is followed by a chapter on 
fluorescence detection with diode ar
rays and a chapter on inductively cou-

pled pla"ma atomic emission detection. 
These three chapters give good cover
age to these detection techniques. 
What is surprising, however, is that 
there an no chapters devoted to UV 
absorption detection, electrochemical 
detectio 1, and LC/MS. Equally sur
prising s that microsample handling 
and mi(Toinjection, topics of special 
significance for microcolumn LC, are 
not cov"red in this book. A special 
chapter on two-dimensional separa
tions ViE. micro LC/capillary GC is in
cluded. This chapter contains a nice 

A special chapter 
on two-dimensional 

separations via micro 
LC I capillary GC ... 

contains a nice balance 
of practical detail and 
applications .. 

balance of practical detail and applica
tions illustrating the technique. 

The final four chapters of the book 
cover SFC. This section is well bal
anced, with the following topics dis
cussed: an overview of capillary SFC, 
detecticn in capillary SFC, SFC/MS, 
and applications to samples of indus
trial origin. 

In summary, most of the chapters are 
useful and well written. The biggest 
flaw of the book is that it does not cover 
many topics of obvious importance in 
the area of microcolumn LC, and for 
this rea"on it is poorly balanced. By not 
includirlg any serious discussion of cap
illary G:::, the book also fails to live up 
to its title. As for the book being "A 
Unified Approach to Chromatogra
phy," he balance of the book never 
justifie, this statement. Although a 
unified theory may underlie GC, LC, 

and SFC they are still, in a practical 
sense, quite different techniques, 
which this book amply demonstrates. 

Inverse Gas Chromatography: Charac
terization of Polymers and Other Mate
rials. Douglas R. Lloyd, Thomas Carl 
Ward, and Henry P. Schreiber, Eds. 
231 pp. American Chemical Society 
Distribution Office, 1155 16th St., 
N.W., Washington, DC 20036. 1989. 
$70 

Reviewed by Karin Caldwell, Center 
for Biopolymers at Interfaces, Depart
ment of Bioengineering, University of 
Utah, Salt Lake City, UT 84112 

More than 20 years have passed since 
the publication of the first articles by 
Kiselev (Advances in Chromatogra
phy, 1967) and Smidsr~d and Guillet 
(Macromolecules, 1969), suggesting 
that gas chromatography, which by 
that time had matured into an emi
nently useful high-resolution tech
nique for purification and character
ization of volatile substances, could 
also be profitably used in the analysis 
of such nonvolatiles as high molecular 
weight polymers and other solids. As 
long as the analyte could be packed in a 
column long enough to show measur
able retention of well-characterized 
volatile probe molecules, the retention 
would be a measure of the probe's ten
dency to partition itself between the 
mobile and stationary phases. By vary
ing the amount of injected probe, one 
could conveniently establish adsorp
tion isotherms for the various probes 
on the solid substrate. Subsequent 
studies would show that measuremen ts 
of retention were direct reflections of 
the work of adhesion between probe 
and surface, and would therefore give 
valuable information on the surface 
free energy of the solid analyte; for 
rough or porous surfaces, such data 
would often be impossible to collect by 
other means. 

This new way of utilizing the well
established gas chromatographic tech
nique became known as inverse gas 

ANALYTICAL CHEMISTRY, VOL. 62, NO.2, JANUARY 15, 1990 • 85 A 



SCCKS 

chromatography (lGC) because of its 
focus on the stationary phase, as op
posed to the volatile solute. From con
stituting a modest 3% of all GC publi
cations in the decade prior to 1977, the 
technique is at present discussed in 
nearly one-third of all articles on GC. 
Reflecting this significant growth in in
terest, the Division of Polymeric Mate
rials Science and Engineering of the 
American Chemical Society and the 
Macromolecular Science and Engi
neering Division of the Chemical Insti
tute of Canada jointly sponsored a 
symposium on IGC at the 195th ACS 
meeting in Toronto in June of 1988. 
Given that no comprehensive text on 
the subject of IGC exists, the decision 
to collect the various contributions to 
this symposium in one volume should 
be welcomed by everybody with a cur
rent or anticipated interest in the tech
nique. 

In addition to an introductory chap
ter by two of the three editors, the book 

fect on probe retention and tre ther
modynamic parameters derived from 
these data (e.g., solubility paffmeters 
or the Flory-Huggins interact on pa
rameter X for blended polymers). Guil
let et al. review a number of applica
tions pioneered by their group, notably 
the determination of polymer transi
tion temperatures and percent ,~rystal
linity, rates of isothermal crYEtalliza
tion of polymeric melts, and th" deter
mination of adsorption isother:ns and 
surface areas. The methodology section 
concludes with a simulation of the re
tention behavior developed by Hattam, 
Du, and Munk, which demonstrates 
how to distinguish between the differ
ent modes of interaction (i.e., surface or 
bulk) that may develop between probe 
and stationary phase. 

In the section on sorption and diffu
sion, Price describes the determination 
of polymer solubility parameters /j 

from the retention of numerous volatile 
probes. The range of measured I-values 

.. . review of the many ways IGC can be lJsed 
to characterize both surface and bulk properties of 

nonvolatile materials." 

contains 21 chapters organized in six 
sections: Methodology and Instrumen
tation, Sorption and Diffusion in Poly
mers, Polymer Blend Characterization, 
Surface and Interface Characteriza
tion, Analytical Applications, and a 
small section entitled Special Applica
tions. Reflecting the editors' research 
interests, a strong focus is given to the 
characterization of synthetic polymers 
and their interactions with fibrous re
inforcement materials, while other ac
tive areas such as the application of 
IGC to the study of textile fibers are 
not covered. As with any collection of 
research papers, much of the necessary 
background and theoretical founda
tions are assumed to be known to the 
reader and are not treated in great de
tail. However, the large number of list
ed references will be helpful to the un
initiated reader. 

The methodology section begins 
with an informative description by 
Bolvari et al. of procedures and pitfalls 
in coating particulates or capillaries to 
be used as stationary phases in the IGC 
analysis. These authors point to a com
mon source of error, later elaborated on 
by Munk et al. and Su and Fried, name
ly, the often incomplete coating of the 
substrate surface and the resulting ef-

is limited, and some unexplai 1ed de
partures from expected behauior are 
reasons for caution in using this ap
proach. Gaseous adsorption and diffu
sion are both important charac:eristics 
of polymeric membranes, and Shiyao 
et al. report on the differential adsorp
tion to various polymeric n: aterials 
suitable for use in gas separation. In 
articles by Demertzis and Kon':ominas 
and Arnould and Laurence, plate 
height studies are used to gain hforma
tion on probe diffusivity thro Jgh the 
polymeric stationary phase. 

Since IGC is extensively usel to de
termine Flory-Huggins parameters for 
polymer blends, it is most gratifying to 
read the four chapters include:l in the 
section on polymer blend characteriza
tion, which all voice some caution re
garding the application of IGC to mea
surements of x. A certain p'obe-to
probe variation is seen by all 
contributors to this section, although 
DiPaola-Baranyi and EI-HibIi et al. 
both find convincing trends in "uch pa
rameters determined for several 
blends. Klotz et al. find Flory-Huggins 
parameters determined by IGC to be at 
variance with data from small angle 
neutron scattering. However, "hen fol
lowing the temperature variaton of X 
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for different mixing ratios, and extrap
olating to the value of zero indicative of 
phase separation, a set of critical tem
peratures is obtained that establishes a 
phase diagram for the polystyrene/ 
poly(vinyl methyl ether) system that is 
in good agreement with data in the lit
erature. 

The section entitled Surface and In
terface Characterization devotes much 
attention to determinations of the vari
ous components of the surface free en
ergy of fibrous materials to be embed
ded in polymeric matrices for structural 
reinforcement. From IGC measure
ments of the London component of the 
surface free energy, Vukov and Gray 
demonstrate the existence of specific 
high -energy adsorption sites on certain 
carbon fibers and stress the need to 
discriminate between values for the 
surface free energy obtained at finite, 
as compared with zero, coverage by the 
probe. Whereas the "finite coverage" 
value represents an average surface en
ergy, the "zero coverage" value specifi
cally characterizes the high-energy 
sites that are competing more effec
tively for the small amount of probe. In 
addition to the London component of 
surface tension, both Schultz and La
vielle and Bolvari and Ward measure 
the acid/base characteristics of a vari
ety of surface-treated carbon fibers and 
demonstrate strong correlations be
tween the strength of the fiber-matrix 
adhesion on the one hand and the com
plementarity of the acid/base proper
ties of fiber and matrix on the other. An 
elegant study by Wesson and Allred 
shows agreement between surface en
ergies determined by wetting and by 
IGC for a number of plasma- and heat
treated carbon fibers. The acid/base 
characteristics are assessed by titration 
as well as by the IGC retention of acidic 
and basic probes, and X-ray photoelec
tron spectroscopy shows the existence 
of surface carboxyl groups in propor
tion to the acidity determined by IGC. 
Similar studies are made on glass fibers 
by Osmont and Schreiber, and on sur
face modified silica particles by Pa
pirer et al. 

Two short sections on analytical and 
special applications illustrate the use 
of IGC in the analysis of siloxane poly
mers (Laub and Tyagi) and polyimides 
(Raymer et al.) as well as coal samples 
(Neill and Winans) and starch (Gil
bert). 

All in all, this volume gives a thor
ough and critical review of the many 
ways IGC can be used to characterize 
both surface and bulk properties of 
nonvolatile materials. The editors 
should be congratulated on having as
sembled a valuable collection of repre
sentative articles by authors who have 



contributed significantly to the field of 
IGC analysis during the past two de
cades. This being said, however, one 
wishes to express some concern over 
the many misprints and errors that 
have crept into both text and equa
tions, making the reading at times 
somewhat less enjoyable. 

Troubleshooting LC Systems: A Practi
cal Approach 10 Troubleshooting LC 
Equipment and Separations. John W. 
Dolan and Lloyd R. Snyder. 515 pp. 
Humana Press, Inc., Crescent Manor, 
P.O. Box 2148, Clifton, NJ 07015.1989. 
$65 

Reviewed by John G. Dorsey, Depart-
ment of University of Cin-
cinnati, OH 45221-0172 

This book is not designed for the office, 
nor to be taken home and read. Rather, 
it is an extremely valuable aid for the 
practicing chromatographer, and a 
copy should be near the bench of every
one using liquid chromatography. 

This book represents a compilation 
or "hard copy" of a successful short 
course taught by the authors, augment
ed by much additional useful informa
tion. Dolan and Snyder take the ap
proach that there are two central 
themes for successful LC troubleshoot-
ing. there must be an under-
standing how the instrument oper-
ates; second, they believe strongly in 
preventive maintenance. The book is 
divided roughly along these themes. 
Chapter 1 is an introduction, and be
gins with a section titled If You Can't 
Wait, which tells the reader immedi
ately how to use the troubleshooting 
sections of the book. Section I, General 
Considerations, comprises four chap
ters-Logical Approacbes to Trouble
shooting, Separation Basics, Principles 
of Troubleshooting, and Prevention of 
Problems. Section II, Individual LC 
Modules, has eight chapters dealing 
with the individual LC components 
and includes separate chapters on Fit
tings and Tubi~g, things too often tak
en for granted by casual users of LC. 
Section III, Troubleshooting the Sepa
ration plus Other Problems, has four 
chapters dealing more with chemical 
than with instrumental problems, such 
as band tailing, sample reactivity, 
problems with quantitation, and a 
chapter on gradient elution and sample 
pretreatment. 

The sections of the book that will be 
most heavily used are two tables that, 
in flow-chart fashion, work the reader 
through the most likely causes of prob
lems. Table 2.2, Overview of Likely 
Problems, arbitrarily divides problems 

into five dassifications: pressure, leaks, 
quantita-jon or data quality, hardware, 
and chre matogram. This table is six 
pages an 1 is recommended for experi
enced us,,"s who need a quick overview 
of what i; the likely cause of a particu
lar problem. It can also be used as a 
guide to find the proper entry point 
into the more detailed table. Table 2.3, 
Detailed Problem Isolation Flowchart, 
is 54 pag',s, and from a symptom, works 
the read er through the most likely 
causes. F or instance, there are almost 
nine pag,'s dealing with baseline noise. 
The problem is first divided into noise 
spikes, sllort-term noise, random noise, 
rhythmic noise, baseline drift, or a cy
cling baseline. For each decision in the 
flowchar t there is a suggested action, 
and ther a question as to whether this 
improved the symptom. The suggested 
actions ire logically chosen to work 
from the most likely cause of a problem 
to less 1 kely causes. This table alone 
will make the book invaluable for many 
users of Le. 

The section on instrumentation is 
extreme y well done, with detailed dis
cussions of the principles of operation 
of each piece of equipment, and here 
there are other tables that work the 

reader from the known cause of a prob
lem to its solution. For instance, in the 
chapter dealing with pumps, a cause 
would be listed as seal wear, the symp
tom would be leakage behind the pump 
head, and the solution would be to re
place the pump seal. Less experienced 
users will find highly valuable sugges
tions for spare parts that should be rou
tinely stocked. The authors are thor
ough almost to a fault; on page 377 they 
twice tell users of strip charts to stock 
spare pens! 

It's hard to find fault with this book; 
the authors accomplish their goals in a 
fashion that will be easily used by many 
routine users of LC. The only minor 
annoyance was in Chapter 3, Separa
tion Basics, where seven times (!) the 
authors suggested the use of DryLab, 
marketed by the authors' company, for 
help and guidance in method develop
ment. 

This book is a wealth of practical in
formation. If it were used only once to 
save time in troubleshooting, it would 
be worth the price. It will likely be 
used, however, over and over by techni
cians, students, and users of LC, and 
will be a great bargain for the savings it 
will provide. 

If you've spent any time trying to remove laser power noise 
an,j drift, you've probably been disappointed by Power Stabilizers 
thilt don't deliver; that can only be used with single power and 
wavelength settings; that 'latch-up'; that have poor long-term 
stability and are unwieldy to use. 

• 

Now consider the Power Stabilizer that is the choice of 
mEjorstandards labs-the LS-l00, from CRI. The LS-l00 reduces laser 
no se and drift by a factor of 400 over a wide range of wavelengths 
(4CO-950nm) and power levels (51/2 decades), both user-adjustable. 
Th s versatile, simple-to-use device stabilizes cw and mode-locked 
laser power to within 0.05% rms, has a transmittance of over 70%, 
an:l can be easily interfaced for external control. 

So remove your laser noise with the LS-l00 C~. 
-the Power Stabilizer that really delivers. 

Cambridge Research & Instrumentation, Inc. I 
2' Erie Street, Cambridge, MA 02139' (617) 491·2627' FAX (617) 864·3730 
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Rosemount Analylicallnc. 
Dohrmann Division 
3240 Scott Boulevard 
Santa Clara. CA 95054 
(800) 538·7708 (408) 727-6000 
FAX: (408) 727-1601 Telex: 346395 
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Dirty, salty or particulate 
laden water ... The Dohrmann" 
DC-190 High-Temperature 
TOC Analyzer does them alL 

The world's largest community of TOe users 
and Dohrrr ann's three decades of PXt)prlPTJrP 

have led to i he creation of an advanced system 
that satisfiE s the most demanding 
ments. Her2 are some of the features of this 
compact, rrodern TOC analyzer: 

• Flexibilit): The DC-190 operates at 6800 e 
for industrial wastewater or seawater mon
itoring. The system is variable to 900°C for 
environmental analyses in compliance with 
Standard Method 505A as referred to 
EPA methods 415.1 and 9060. 

• Manual 0: automated. The DC-190 handles 
your toughest, real-world samples. 
sample ccntainer to combustion tube, the 
DC-190's operation provides true TOC not 
just DOC. 

• Minimum downtime, high throughput All 
key components ofthe DC-190 
readily accessible, making service a 
matter. 

There's a 10: more to know about the DC-190. 
Contact Dohrmann today at 1-800-538-7708. 

See us at Booth #3643, Pllisburgh Conference 

ROSEMOUNT 
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Few industries dwell more in the 
public eye than the airlines. Thus, 
when Aloha Flight 243 made an 

emergency landing at Maui's Kahului 
Airport on April 28, 1988, missing an 
18-ft section of upper fuselage, the 
world took notice. The lost section, 
which formed the roof of the passenger 
compartment, had suddenly and vio
lently ripped free while the 19-year-old 
Boeing 737 was traveling 330 mph at 
24,000 ft. The rapid decompression 
threw a stewardess out of the plane and 
injured 61 passengers (1). 

The publicity surrounding the dra
matic accident alerted the public to the 
fact that U.S. carriers are flying large 
numbers of older planes. The incident 
also warned federal agencies and Con
gress that it was time to reevaluate in
spection and maintenance procedures. 
One immediate result of this height
ened national concern has been greater 
support for developing new inspection 
procedures, especially those classified 
as nondestructive. 

The entire U.S. plane contingent 
now averages around 12 years in age. 
However, that value varies with indi
vidual carriers. Eastern's fleet, for in
stance, averages about 14 years, where
as Delta's aircraft average 8.4 years (2). 
Twenty-year-old planes such as Alo-

ha's Bceing 737 are not uncommon. 
Given the rising cost of new planes and 
the fac1 that more people are flying, 
U.S. calTiers will probably continue to 
fly olde:· planes. In contrast, many Eu
ropean ~arriers fly newer planes. West 
Germar y's Lufthansa rolls out Boeing 
747s that average 5.1 years in age, and 
British I>,.irways fields a fleet averaging 
about 8 years of use (2). 

HOWEver, old planes are not the 
problen I; it is the job of inspecting and 
maintaining their airworthiness that is 
difficul1. In their review of the Aloha 
acciden c, the National Transportation 
Safety Board attributed the incident to 
metal htigue and weakened adhesive 
bondini: between fuselage sections. Ac
cording to the board, Aloha and Boeing 
failed to properly maintain and correct 
problems on the 737. 

"Things break and cracks appear," 
says Stf phen Bobo, a mechanical engi
neer wi1 h the Department ofTranspor
tation', Research and Special Pro
grams .l,.dministration in Cambridge, 
MA. Aillines are responsible for careful 
inspect' ons for three constant enemies: 
corrosic n, cracking, and loss of adhe
sive bOllding. (A significant amount of 
adhesive is used to glue down overlap
ping sections of aircraft). Visual in
spection by trained technicians has al-

o 
o 
o 

,I 

ways been essential in spotting dam
age, but nondestructive tests now also 
assume an important role. 

To understand the process of in
specting planes and the techniques be
ing developed, it is important to under
stand the maintenance procedures air
lines now follow. As regulated by the 
Federal Aviation Administration 
(FAA), airplanes now undergo a clearly 
defined and hierarchical series of in
spections. The timing of these checks 
varies with each air carrier, the differ-

FOCUS 
ent types of planes it flies, the avail
ability of maintenance facilities, and 
the numbers of technical personnel 
working. FAA enforces inspection 
schedules by random and unannounced 
checks on airline inspection facilities. 

"Basically, there are four categories 
of scheduled maintenance, commonly 
referred to as A through D checks," ex
plains Fred Duvall, manager of FAA's 
Flight Standards Division Aging Fleet 
Office in Seattle. "An A check is a pri
mary inspection looking at the general 
condition of the aircraft." Mainte-
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FOCUS 

nance personnel visually check the 
plane for obvious signs of damage. 

On the venerable Boeing 727, A 
checks or their equivalent are per
formed, on a worldwide average, about 
every 149 h of flight time. Because most 
planes are in use approximately 8 h per 
day, an A check occurs almost every 20 
days. 

"The B check," continues Duvall, "is 
an intermediate check, an operational 
check for airworthiness." Switches and 
warning lights are tested, and oil filters 
might be changed. For 727s, this in
spection occurs on average about every 
612 h. At the same time the A check is 
repeated, just as the A and B checks 
will be repeated during the C check. 
"You are constantly duplicating the 
lower checks," says Duvall. 

During the C inspection, access 
doors and panels are removed so that 
pumps, systems, and electronics can be 
tested against specified standards. For 
example, fuel pump low-pressure sys
tems are tested, the autopilot is evalu
ated, and the VHF radio is checked. On 
727s, C checks average every 3000 h of 
flight time, or roughly once a year. 

"The D check is the most extensive, 
an intensified structural inspection," 
says Duvall. The airplane is partially 
dismantled and internal structures are 
carefully examined for structural in
tegrity. Some interior cabin equipment 
is removed and most panels are 
opened. Depending on the size of the 
staff, D checks can last from 30 days to 
up to 3 months. Costs to the company 
can run well over half a million dollars. 

Engine inspections are carried out by 
another procedure, usually at the same 
time as the airframe inspections. The 
important parameter for jet engines is 
cycles that correspond to each round of 
start up through shutdown. 

Finally, FAA issues airworthiness 
directives whenever significant con
cerns arise about the continued airwor
thiness of an airplane fleet. One such 
directive after the Aloha incident man
dated the immediate inspection of 
737s. 

Most of the testing, which takes 
place during the D check or its equiva
lent, is nondestructive. Three nonde
structive methods are now widely used: 
eddy currents, ultrasonics, and X-ray 
analysis. These techniques can exam
ine only small areas at a time and 
therefore are applied to points espe
cially vulnerable to cracking and corro
sion. For instance, X-rays in the 200-
300-kV range probe for cracks in the 
frame surrounding the pilot's sliding 
window, and the eddy current tech
nique regularly checks tire rims. 

Eddy current testing uses a pencil
shaped probe to search for cracks, es-

pecially subsurface defects. The probe 
contains a coil through which a high
frequency alternating current nns. As
sociated with the current is a magnetic 
field, which in turn induces a current in 
the test material. Therefore the probe 
never touches the test surface. Defects 
in the test section perturb the.nduced 
current, leading to a reduction in con
ductivity. This affects the sample's im
pedance, which is detected by , second 
coil in the probe. 

"The depth of penetration depends 
on the frequency," explains Stephen 
Bobo. Examination of the C.039-in. 
(0.99 mm) thick metal skin of a Boeing 
aircraft or the 0.050-in. (1.3 mm) deep 
sections of a McDonnell Doughs DC-9 
requires frequencies in the rang e of 20-

" What seems to 
be needed are 

automated techniques 
that examine wide 
areas and detect 

various problems.~" 

500 kHz. Practical considerations limit 
eddy current testing to a maximum 
depth of about 0.25 in. (6.4 mm). 

"Ultrasound," says Bobo, "is more 
useful since it is not limited by depth. 
It detects corrosion and, in SOIre cases, 
adhesive dis-bonding." High-frequen
cy pulses of sound are sent into the test 
site, and the rate of signal return is 
measured. Defects or thinniLg from 
corrosion send the signal back Booner. 

Following the Aloha incid€llt, the 
U.S. government began reevaluating 
its inspection procedures. In 1988 Con
gress passed the Aviation Safety Re
search Act, which led to the establish
ment of a National Aging Airc,aft Re
search Program by FAA. C )ngress 
specifically mandated that FAA use 
15% of its research budget on 10:lg-term 
projects (3). 

The airline industry has re'ponded 
with its own initiative, the Airworthi
ness Assurance Task Force. This fo
rum, which examines issues related to 
aging aircraft, is a who's whe· of the 
flight business. The task force includes 
representatives from American and 
foreign airlines, manufacturms, FAA 
and similar agencies in other countries, 
NASA, and the military. The group has 
already recommended an $800 million 
maintenance program for aging Boeing 
planes (4). 

NASA is also taking a mor, active 
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role in the national overhaul of inspect
ing older aircraft. Under the leadership 
of FAA, NASA is developing new test
ing methods. "What seems to be need
ed are automated techniques that ex
amine wide areas and detect various 
problems," says NASA's Thomas 
Crooker, program manager for materi
als in the Office of Aeronautics and 
Space Technology in Washington, DC. 
Airlines also want tests that are eco
nomical and fast. Toward that end 
NASA plans to investigate a number of 
new nondestructive tests. One of the 
most promising is thermal analysis. 

There are several versions of this 
procedure. Essentially, a large section 
of the airframe is heated while an IR 
video camera sensitive to 0.1 cC tem
perature differences images the test 
section. Anomalous heat flow indicates 
problems. Thermal analysis is particu
larly useful for checking laminated sur
faces for dis-bonding. Furthermore, as 
a "stand-off' technique, it need not 
physically contact the plane. NASA al
ready uses this technique to examine 
the solid rocket motors and carbon
carbon brakes on its Space Shuttle. 

At NASA-Langley, researchers are 
refining this technique by what Joseph 
Heyman, head of the Nondestructive 
Measurement Science Branch, calls 
"inversion of the thermal data. Instead 
of just looking, we are telling it how to 
heat." 

Heyman's group models thermal dif
fusion in large surfaces and determines 
which properties provide the highest 
contrast for defects. What they learn is 
how to collect and analyze the data. 
"No one cares if the plane is painted 
uniformly," he says. Instead, their ap
proach provides a more quantitative 
assessment of the data, which in turn 
offers a clearer picture. Heyman also 
has some preliminary data suggesting 
that thermal analysis could detect cor
rosion. 

Laser holography, another promis
ing method under investigation, also 
looks at large sections for dis-bonding. 
A large-area laser scanner is used to 
measure displacements of a test section 
under stress. Uneven expansion could 
indicate structural problems. 

For example, by pressurizing the air
craft's cabin, as if in flight, the fuselage 
can be forced to expand approximately 
0.10 in. (2.5 mm). (This normal bulging 
of the hull is a major contributor to 
metal fatigue.) The laser technique 
now being developed can detect in- and 
out-of-plane displacements as small as 
0.1 I'm in a surface with vibrations up 
to 50 kHz. This method could resolve 
tiny strains in the metal before they 
became a major problem, and early de
tection would lower repair costs. 



Other, more long-term approaches 
are also being pursued. Acoustic emis
sion is a well-established technique for 
detecting cracks in simple devices such 
as pressure bottles or storage tanks. 
Changes in the internal pressure can 
cause cracks to form or grow. As the 
crack expands, it emits sounds that can 
be picked up by transducers for analy
sis. However, this type of analysis be
comes difficult on an object as compli
cated as 

"We are at the next genera-
tion, which we will work on com-

structur'es." says Heyman. Instead 
using that measure a 

very narrow acoustic range, NASA re
searchers are employing broad-band 
transducers to avoid missing important 
information. In addition, they have dis
tributed the transducers across or have 
m',or'pora;ced them into the test sur
face. collect sound waves be
fore they propagate a great distance, 
aiding in the interpretation of the data. 

Finally, NASA is studying ways to 
obtain more information from data. An 
algorithm for ultrasound analysis, 
called minimum error deconvolution, 
works in real time and provides sharper 
resolution. The program not only ex
amines the sound data being collected, 
but also factors in information about 
the transducer recording the signal. 
With this program ultrasound could 
examine laminated surfaces. 

NASA is also looking at fatigue test
ing. The agency has been evaluating 
proof testing, a controversial technique 
that deliberately overloads the plane to 
look for multisite problems. Planes 
that fail a test such as overpressurizing 
the fuselage are taken out of service. 
However, many workers worry that 
proof testing could actually introduce 
damage in planes certified as flight
worthy. NASA plans to publicly release 
the results of its evaluation of proof 
testing in the near future. 

With Congress, federal agencies, and 
the public now keenly interested in 
proper maintenance of aging aircraft, it 
is apparent that the accident on Aloha 
Airlines marks a turning point for the 
airline The changes institut-
ed by the States as a result of 
this accident will have worldwide rami
fications. As Duvall summarized it, 
"[The U.S.] sets the marching order." 
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N1JPRO 
Valves and 
Filters for 
Analytical 
AI~plications 
NUPRO Valves and Filters offer these design 
and perfc rmance choices: 
• End C(lUlections: SWAGELOK@Tnbe Fittings, 
NPT, Tule Stub, Weld, CAJON VCO® & VCR@ 

• Semel Ratings: vacunm to 6000 psi; 
tempera! nes to 900 0 P 
STOCKED FOR IMMEDlKfE DELIVERY 
BY AUTHORIZED SALES AND SERVICE 
REPRESI NTATIVES. 

I~""_. A SWAGE:LOK COMPANY 

NUPRO COMPANY 
4800 East 345th Street 
Willoughby, OH 44094 

METEF:ING 
Valves for )recise flow control in 
laboratory and instrument systems 

accurat~ , repeatable flow 
adjustmer t with no initial surge 

com pac , low dead space 

SHUTOFF 
Compact valves for reliable flow regulation 
and shut off 

stem threads removed from system fluid 
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NEW PRCJ04UCTS 

PoreSizer 9320 mercury porosimeler 
collects up to 250 data points using 
pressures from 0 to 30,000 psia. A digi
tal status display allows observation of 
the intrusion in real time. Micromeritics 

401 

Ion chromatography. Wescan ICM-
300 ion chromatography module in
cludes a conductivity detector, column 
heater, injection valve, and metal-free 
flow path. The detector features one
touch background correction and re
mote-operation capabilities. Alltech 
Associates 404 

Fluorescence. Model F-4010 fluores
cence spectrophotometer allows 3D 
and contour plotting of excitation and 
emission spectra. The software is avail
able on disk and is designed to acquire, 
display, and plot spectra as a function 
of intensity, excitation, and emission 
wavelengths. Hitachi Instruments 

405 

Oxygen. Model TM02 oxygen analyz
er is unaffected by normal changes in 
ambient temperature or by variations 
in sample flow rate. Use of glass-coated 
thermistors rather than a hot wire fila
ment eliminates errors resulting from 
reaction of hydrocarbon vapors. Pana
metrics 406 

Electrophoresis. Model 1600 capil
lary electrophoresis system incorpo
rates automatic buffer/electrolyte re
plenishment and programmable buff
er/electrolyte cycling. The system, 
which has a 96-vial capacity, allows one 
to nine injections per vial using either 
electromigration or controlled vacuum 
injection. Microphoretic Systems 

407 

LC. Janitor II automatically flushes 
buffers and corrosive solvents from iso
cratic HPLC systems at the end of un
attended operation. The tiC it then 
shuts down power to the HPLC system, 
improving pump and lamp lifetimes 
and reducing solvent consu nption. 
J ones Chromatography 408 

AA. ARL/GBC 908 is a multielement 
atomic absorption spectrophc tometer 
that incorporates a four-lamp turret 
and automatic wavelength and slit set
tings. Software features incluie stor
age of signal graphics, temperature 
profiles, overlays, and wavelength 
scans. Applied Research Laboratories/ 
Fisons Instruments 409 

IR. Miran IFF fixed-filter IR spec
trometer is designed to quantily petro
leum hydrocarbons in soil by gauging 
the intensity of infrared absorption of 
the C-H stretch band in a contaminat
ed sample. Measurements are dis
played on the unit's analog ·eadout. 
Foxboro 410 

Hydrogen sulfide. ISA-86H23 moni
tor measures hydrogen sulfide concen
trations in the range 0 to 50 ppm. Fea
tures include explosion-proo'- sensor 
design, low /high alarm modes, battery 
backup capability, and servi,e relay 
contacts for auxiliary alarm )f other 
functions. Enmet 411 

Microanalysis. IRlls is a IT olecular 
microanalysis system for pharmaceuti
cal laboratories that integrates visible 
microscopy with molecular sp' ctrasco
py. Applications include the ;tudy of 
drug metabolism and uptake in thin 
tissue sections, analysis of t 'ansport 
mechanisms in cell membralles, and 
the evaluation of drug efficacy. Spec
tra-Tech 412 

Particle size. Fritsch particle lize ana
lyzer provides automatic part icle size 
analysis of suspensions or dry powders 
using a multielement detector;.o record 
angle distribution of diffracted, low
power laser light. Results are displayed 
as frequency distributions, cu:nulative 
distribution curves, or 31-challnel tab
ular data. Gilson 413 

Clinical analysis. Alpha 4 analyzer, 
which performs a variety of immuno-
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logical and enzyme analyses, can carry 
out up to 384 tests simultaneously us
ing as many as 16 different protocols at 
a time. Any technique based on micro
dots Or reactant strips can be used. 
SFRI 414 

Surface analysis. PHI 7000 SALI sys
tem combines laser ionization with 
time-of-flight analysis of post-ionized 
neutrals. Applications include chemi
cal analysis of synthetic polymer 
blends, analysis of semiconductor and 
metallurgical samples, and surface 
analysis of biomedical devices. Perkin
Elmer 415 

Software 
Information management. LIMS/ 
DM version 1.8 features bar code label 
printing; user-extendable database; 
automatic review and notification; 
printed worksheets at log-in; and on
line database backup, archive, and re
trieval. Varian Associates 417 

AA. DPI000 version 4.00 is designed 
for flame and graphite furnace atomic 
absorption spectrometry. The soft
ware, which includes a built-in spread
sheet, supports manual and automatic 
sampling as well as incorporation of di
lution and weight corrections. Lab
tronics 418 

Manufacturers' literature 
Spectrometry. Brochure highlights 
the SpectraSpan 7 direct current plas
ma spectrometer. Fully integrated soft
ware that provides system control, 
graphics, and data storage is described. 
Applied Research Laboratories/Fisons 
Instruments 420 

Application notes. Series of notes dis
cuss applications of pyrochemilu
minescent nitrogen systems, pyro
fluorescent sulfur systems, and gas 
chromatographs. Titles include insulin 

For more information on listed items, 
circle the appropriate numbers on one 
01 our Readers' Service Cards 



production monitoring and analysis of 
additives in polyolefins. Antek Instru
ments 421 

Newsletter. The Supelco Reporter, 
Vol. VIII, No.5, includes information 
on simultaneous analytical and confir
mational analyses of EPA method 608 
pesticides, separation and purification 
of biopolymers, and determination of 
sodium content in foods. 12 pp. Su
peleo 422 

Electrophoresis. Application notes 
describe the separation of proteins, 
peptides, small organics, and pharma
ceuticals using capillary electrophore
sis. Analysis conditions, electrophoret
ic data, and comparisons with existing 
separation techniques are discussed. 
Applied Biosystems 423 

IR. Bruher Report features articles on 
high-temperature superconductivity, 
high-resolution FT -IR spectroscopy 
with a PC, and application of FT-IR 
spectroscopy to the study of reactions 
in liquids. 52 pp. Bruker Instruments 

424 

Carbon. Brochure highlights the 1500 
series total organic carbon and total 
carbon analyzer. Features, applica
tions, and principles of operation are 
discussed. 6 pp. Ionics 425 

Newsletter. Information on products 
and applications in areas including 
electron and ion microscopy, surface 
analysis, E-beam microlithography, 
and microcircuit failure analysis and 
repair is featured in the newsletter fei 
focus. FEI 426 

Catalogs 
GC. Catalog lists capillary columns 
and accessories; packings; septa; traps; 
fittings; valves; syringes; analytical 
standards; and autosampler vials, caps, 
and seals. 196 pp. Chemical Research 
Supplies 428 

Chemicals. Catalog includes research 
chemicals, high-purity acids, distilled
in-glass solvents, and desiccants. Ta
bles of oxidation-reduction indicators 
and colorimetric reagents for iron and 
copper are included. 474 pp. GFS 
Chemicals 429 

Reagents/chromatography. Catalog 
includes laboratory reagents; high-pu
rity acids and solvents; columns and 
packings for HPLC; and products for 
solid-phase extraction, biochromato
graphy, and chiral chromatography. 
J. T. Baker 432 

Life sciences. Catalog features prod
ucts for molecular biology, immunolo
gy, prolein synthesis, electrophoresis, 
biomed cal research assays, and auto
radiography. Amersham 430 

element and multielement standards. 
20 pp. Leeman Labs 433 

Chromatography. Catalog lists prod
ucts for biochromatography, column 
chromatography, GC, HPLC, and 
TLC. Included are columns, pumps, 
detectors, autosampler supplies, frac
tion collectors, glassware, and syringes. 
256 pp. Fisher Scientific 434 

ICP. Citalog describes sample intro
ductior accessories, software, and 
trainin, and support services for ICP 
spectrometry. Also included are single-

DSC 2910 dillerenlial scanning calorimeter features electronic controls, five-point 
tempenlture calibration, programmed heating and cooling from 0.01 to 200 °C/min, 
step heating and cooling, and isothermal operation. Du Pont 402 
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The National Institute of Standards and 
Technology has developed a series of 
SRM's to serve as calibrants, test 
mixtures, and standardization materials 
for Quality Control of analytical 
instrumentation and methodology. 

MEASUREMENTS and STANDARDS are 
important to everyone who needs quality. 
NIST has over 1,000 Standard Reference 
Materials that can help you calibrate 
instruments and check on measurement 
accuracy. For more information phone or 
write for a free catalog. 

Telephone (30:1.) 975-0SRM (6776) 
FAX (30:l.) 948-3730 

STANDARD REFERENCE MATERIAL 
PROGRAM 

Building 202, Room 204 
National Institute of Standards 
and Technology 
Gaithersburg, MD. 20899 
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Sleven A. Warner 
Andrulis Research Corporation 
4600 East-West Highway, Suite 9011 
Bethesda, MD 20814 

Local area networks (LANs) are be
coming more and more commo'?, in the 
laboratory, In the first of a tlJo-part 
series, Steve Warner explains what a 
LAN is and how data are comrr unicat
ed between the various com,onents. 
The second part of the serie;, to be 
published in the March 15 iswe, will 
describe how to set up a LA!,T in the 
laboratory and how various vendor so
lutions have been used for specific lab
oratory needs. 

What is a local area network? Toere are 
several cumbersome and techn cal def
initions that can create confmion for 
the novice (and the expert!). A. LAN 
can best be described as a data commu
nications (hardware and softwae) sys
tem that connects a collection of host 
computers and client computers, ter
minals, or peripheral deviCES (e.g., 
printers or instruments) over :1 "local 
area." What is a local area? It CEll range 
from a single room to an entire city. 

LANs enable isolated computer sys
tems to share data at high spee,[s with
out physically transporting rr agnetic 
storage media. Instruments mly pass 
data to host computer systerr s via a 
LAN for further analysis and for colla
tion with other information inlO man
agement reports. LANs also ::upport 
the effective use of shared appl cations 
(databases and electronic mail) and re
sources (time-sharing computer sys
tems and expensive printers). 

A wide area network (WAN) on the 
other hand, supplies similar cor nectiv
ity, but over a "wide area.)' WA1~s use a 
different blend of hardware ar,d soft-

94 A • ANALYTICAL CHEMISTRY, VOl. 62, NO.2, JANUARY 15, 1990 

ware technologies, typically with lower 
transmission speeds. As LAN technol
ogies have improved, it has actually be
come possible for a LAN to be larger 
than a very small WAN. To add further 
confusion, many large organizations 
connect geographically distant LANs 
through a WAN, creating an "enter
prise-wide network." 

Data communications 

Data communications is the transmis
sion of data between two sources 
through a medium (copper cable, fiber 
optics, air, outer space, etc.) according 
to a protocol. Data within a computer 
are represented by electromagnetic pat
terns arranged in space or time (Figure 
1). The basic building block of these 
patterns is a bit. Electrically, a bit is 
either off (no or low voltage) or on (high 
voltage). We abstractly view bits that 
are off as a "0" and bits that are on as a 
"1." A group of eight bits is called a 
byte, which is the most common higher 
level arrangement of bits used for en
coding data. Bytes can be viewed as 
electrical patterns, bit patterns (O's 
and I's-their binary representation), 
or hexadecimal (base 16 - o ... 9, A ... 
F) representation. 

All data that a computer works with 
are based on some convention of encod
ing something that is meaningful to hu-

Bit (On or 1) 

Binary =10110100 
Hexadecimal = B4 

o 0 0 

/ Time--

Bit (Off or 0) 

Figure 1. Electrical representation of a 
byte (8 bits) in time. 

0003-2700/9010362-094A1$02.5010 
© 1990 American Chemical Society 



mans (such as text, images, or num
bers) into something that is meaningful 
to the machine (bits and bytes). Exam
ples of encoding conventions include 
the American Standard Code for Infor
mation Interchange (ASCII), binary
coded decimal numbers, and floating
point numbers. Figure 2a shows the 
bits that make up the letter "H" in 
ASCII code. This H will be used in ex
amples that follow as user data. 

The user data must be encapsulated 
before they can be transferred. Encap
sulation involves the addition of con
trol elements such as file structure, for
matting, and error-checking informa
tion. Figure 2b shows the data that are 
added to the letter H when it is put into 
a W ordstar word processor file. Figure 
2c shows the formatting information 
added to the contents of our Wordstar 
file after we underline the letter H. 

Layered communications protocol 
standards 

Communications protocols define how 
data are reliably transferred from a 
transmitter to a receiver, including 
where and when the data should be 
sent and how to verify whether errors 
in data transmission have occurred. 
The International Standards Organi
zation Open Systems Interconnect 
(ISO-OS!) Model, shown in the box, 
standardizes how these protocols may 
be mixed and matched. Older LANs 
that predate the establishment of this 
or other standards may still be under
stood in ISO-OSI terms. 

The ISO-OSI model defines seven 
layers (a stack) of protocols between 
the end-user and the physical network 
cable. The upper three layers corre
spond to a computer's programs and 
operating system with network-aware 
extensions. The transport and network 
layers provide communications man
agement and addressing, whereas the 

lowest layers define the network cable 
and hal dware along with the software 
that ms nages the hardware. 

The ISO-OSI model enables a hard
ware or software developer to depend 
on star dard interfaces between net
work ft-nctions. The user or network 
designe r is thus assured of being able to 
mix an,l match components from dif
ferent \endors. It is important to real
ize that each of the upper six layers of 
the mOliel can add control data to our 
data in a manner analogous to that 
shown in Figures 2b and 2c. 

Physic" I layer features 

A varie ty of physical layer interfaces 
are fouIld in networks. There are many 
standads such as RS 232-C that de
scribe hese interfaces. 

LANH typically use copper cable, ei
ther coexial (a single central conductor 
surroun ded by a braided shield) or 
twisted pair (one or more pairs of con
ductors that are twisted around each 
other), as transmission media. Glass 

Layer Function 
Application Supplies screen and 

menu service to the 
user (programs) 

Presentation Converts data format 
(operating system 
with network-aware 
extensions) 

Session Coordinates dialogue 
and controls access 
between user appli-
cations and network 
services 

Transport Controls selection of 
network service 
quality 

Network Controls routing and 
flow 

Data link Provides error detec-
tion and correction 
and access control 
to the physical layer 

Physical Connects electrical 
devices 

and plastic fiber-optic cables are be
coming more common in LAN systems 
as their cost and fragility decrease. 

A LAN either has its own cable or 
shares cable with other communica
tions systems (voice, video, or other 
LANs). Cable may be assembled in a 
variety of "topologies," the character
istic physical structure for a particular 

-

(a) The letter H 
Binary = 01001000 
Hexadecimal = 48 

(b) The letter H in a Wordstar file r The file consists of 

File start --=-1?.</,-4_8_1_A-" .. ~~ two characters 

1 Data character 1 End-of-file character 

(c) The letter H underlined in a Wordstar file 

1 "End underline" character 
1 "Slart underline" character / 

~ c/ The file consists of 
J four characters 

File start _ 18 48 18 1A 
L-,../"--____ "'-"'-
/ 1 Data character 1 End-of-file character 

Figure :!. Structure of data in simple files. 
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network. Figure 3 shows some of the 
more common cable schemes. 

Data link layer features 

A second standards scheme has also 
emerged. The Institute of Electrical 
and Electronic Engineers (IEEE) has 
established the IEEE 802 LAN Stan
dards Committees, four of which are 
relevant to this discussion: 802.2 (Logi
cal Link Control), 802.3 (CSMA/CD), 
802.4 (Token Bus), and 802.5 (Token 
Ring). 

These 802 standards deal with dif
ferent approaches to implementation 
of the data link layer of the ISO-OSI 
model. The IEEE committees split the 
data link layer into an upper logical 
link control (LLC) layer and a lower 
media access control (MAC) layer. The 
LLC layer establishes the link between 
two devices that wish to exchange data. 
The MAC layer controls access to the 
network cable; it determines when data 
can be sent. The two most common 
MAC layer protocols are CSMA/CD 
(carrier sense multiple access with col
lision detection) and token ring. 

CSMA/CD and 802.3. CSMA/CD 
was first used in a networking scheme 
called Ethernet, which predates the 
IEEE 802 committees. The 802.3 com
mittee later adopted and modified 

Figure 3. Common network cable schemes. 

CSMAlCD to develop the IEEE 802.3 
specification. The 802.3 networks are 
not Ethernets, although the terms are 
frequently (and incorrectly) USE d inter
changeably. 

CSMAlCD is best explained;hrough 
an analogy. Imagine that you lre in a 
room full of people. You wish to speak 
to someone in the group. Befor" speak
ing, you wait for a moment of silence 
(carrier sense). Of course, anyone (or 
everyone) could be waiting for that 
same moment of silence to spee k (mul
tiple access). If you can speak more 
than a few words, then no one dse will 
interrupt you until the room is silent 
again. However, if someone starts 
speaking at about the same time that 
you do, you will both become 8ware of 
this mutual interruption (collinion de
tection). You both become silent. Dur
ing this moment of silence, anyone 
could again begin to speak. The most 
common implementations of CSMA/ 
CD are Ethernet and 802.3. 

Token ring and 802.5. Tokfm rings 
evolved from earlier token Jassing 
schemes developed in the 1970s, such 
as Datapoint Corporation's ARCNet. 
The most common implement,tion is 
the IBM Token Ring Network. 

Let us go back to our room full of 
people to see how a token ring operates. 
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Sit everyone in a circle and assume that 
you can only communicate by passing a 
written message. Circulate a single 
piece of paper and pen. If you have 
nothing to say, pass the paper on. If you 
wish to say something to someone, 
write it down and pass the paper on. 
Eventually, the message will traverse 
the circle and reach the individual for 
whom it was intended. 

Network and higher layer features 

A variety of standards exist for the net
work and higher protocol layers. A 
common group of standards called the 
Transmission Control Protocol/Inter
net Protocol (TCPIIP) suite is com
monly used in both LANs and W ANs 
within academia and the federal gov
ernment. TCP lIP predates the ISO
OSI Model and corresponds approxi
mately to its Network and Transport 
layers. 

TCP /IP is both the name for a group 
of protocols and two of the protocols in 
the group. Other protocols that usually 
accompany it provide for file transfer 
(file transfer protocol, FTP), a stan
dard terminal interface (Telnet), and 
transfer of electronic mail (simple mail 
transfer protocol, SMTP). These other 
protocols are usually implemented as 
programs with the same name. 
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Understanding LAN component 
operation via the 150-051 Mocel 

Figure 4 shows the LAN hard" are of a 
simple peer-to-peer network c02sisting 
of two IBM-compatible micro(omput
ers equipped with a fixed (had) disk, 
an Excelan Ethernet network hterface 
card with tee adapter in ead micro
computer, a l-m RG-58 coaxhl cable 
segment connecting the tee adapters, 
and 50-ohm terminators on the open 
ends of the tee adapters. The ;}etwork 
software consists of MS-DOS version 
3.2 and Excelan TCPIIP netw(·rk soft
ware on both microcomputeJ s. This 
hardware and software togethe, are re
ferred to as a TCP lIP Ethernel. 

Every network device (i.e., each mi
crocomputer) has equivalent capabili
ties on this type of network. The trans
mitting system must package the data 
to be transmitted to the other network 
device and then transmit the data 
package; the receiving system must re
ceive the data package, unpack the 
data, and verify its accuracy, request
ing retransmission if errors were ob
served. 

LAN protocols and standards define 
the rules by which these operations oc
cur. Vendors that adhere to standards 
allow components to be mixed and 
matched as a LAN is designed and 
built. 

The operation of this LAN can be 

50-ohm Terminator 

Network interface card Tee adapter I 
~~~~~~L __________________ ~ ______ ~~ 

Figure 4. Typical LAN hardware. 

Application 

Presentation 

Session 

Transport 

Network 

Programs 
NET 

MS-DOS 

Cable 

Dataflow 

D 

Application 
Programs 

NET Presentation 

MS-DOS 
Session 

TCP/IP Transport 

software Network 

Data link 

Physical 
~==DO 01 Data link 

'~.8·El Physical 

Figure 5. LAN components and the ISO-OS I model. 
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Identifies type of network layer protocol (IP) 

8 bits 
wide 

6 Bytes 

Destination 
address 

\ 
6 Bytes 2 Bytes 

Source Packet 
address type 

20 Bytes 

IP header 

Used for error checking 
File from Figure 2(c) 

\ 20 Bytes \ Up to 1500 Bytes 4 Bytes 

\ data 
TCP header 

I I 
CRC 

18 48 18 1A 

/ 
I 

Added at data link layer Added at data link layer/ // / 

Added at network layer 

Added at transport layer 

Added at application, presentation, 
and session layers 

Figure 6. Anatomy of a TCP/IP-Ethernet data packet. 
"eRG" indicates cyclic redundancy check. 

understood in terms of the ISO-OSI 
model, even though it is based on stan
dards that predate it. To copy a Word
star file (named FILE) from one micro
computer to the other across the LAN, 
the MS-DOS COPY command is used. 
But before the file can be COPYed, the 
TCP/IP network software, which es
tablishes a connection at the transport 
and network layers between the two 
microcomputers, must be loaded on 
each microcomputer. The NET USE 
command on each computer is then 
used to access the other computer's 
fixed disk drive as drive D:. The NET 
program executes and then stays resi
dent in memory, where it continuously 
scans for MS-DOS commands that 
must be redirected across the network. 
A connection between the two micro
computers at the presentation and ses· 
sion layers (Figure 5) is thus made. The 
user's computer now has a second disk 
drive, named D:, which can be accessed 
across the network while still accessible 
as C: from its own microcomputer. 
Each microcomputer can reciprocally 
access the other's fixed disk and per
form other tasks; in other words, each 
can function as a nondedicated file 
server for the other. 

Figure 6 shows the transmission of 
our file within a single TCP/IP-Ether
net data packet. This is a parallel 
transmission, because it is bit-wide and 
byte-long. The packet contains both 
user data and protocol information. 

When the MS-DOS command (ap
plication layer) COPY FILE D: is exe
cuted, NET (presentation and session 
layers) redirects the contents of our file 
through the TCP lIP software (trans
port and network layers) to the net
work interface card (data link and 

physica layers). The network interface 
card ser ds the file contents, now within 
a data packet, across the network cable 
(physicHllayer) to the other microcom
puter's network interface card. The 
packet;hen is passed to the TCP/IP 
softwar" and NET, where the commu
nicatior protocol data characters 'are 
strippec. from it. The file is now located 
on the remote microcomputer's hard 
disk. 

Progr ams can also be stored on the 
D: hare disk (Figure 7). These pro
grams, nr programs on our local hard 
disk, mEy access data files on either the 

Program and data storage 

~ 

remote or local hard disk. Large pro
grams or files, however, do not load en
tirely in a computer's memory but are 
instead continuously swapped back 
and forth between the remote disk and 
the local microcomputer. This swap
ping across the network cable can have 
a profound effect on the performance 
ofiarge LANs. 

Programs such as FTP work the 
same way as the MS-DOS COPY com
mand, but they also replace the NET 
program. In addition, they provide the 
capability to limit or deny user access 
to the remote hard disk. However, FTP 

File server 

Program loads 
from file server 
fixed disk to 
workstation 
memory 

Network cable 

User workstation 

Figure i. Execution of programs from network storage. 
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Figure 8. Hybrid LAN. 

may only be used for file transfer-pro
gram execution is not possible. 

Dedicated file server-based net
works. Dedicated file servers cannot 
function as user workstations; for ex
ample, word processing programs can
not be run on them. Because these file 
servers perform no other function, they, 
frequently exhibit higher performance 
than do nondedicated file servers, but 
are otherwise identical to the example 
shown in Figure 4. 

Bridges, routers, and access serv~ 
ers. No LAN should be an island. What 
do we do when our LANs become very 
large? What if we need to connect two 
very different types of LANs? What if 
we want to connect two LANs that are 
miles apart? In these cases, we need 
some additional hardware. We can use 
repeaters, bridges, routers, and access 
servers to tie all the pieces together. A 
hybrid network that uses bridges to tie 
multiple subnetwork segments togeth
er is shown in Figure 8. 

A repeater is a signal booster (a phys
icallayer device) that is positioned be
tween two cable segments. It retrans
mits at a greater strength anything that 
it receives. It may also connect two dif
ferent types of cable. Repeaters can be 
used for LANs that are geographically 
large but have relatively few worksta
tions on them. If there are a large num-

Ethernet subnetwork 

Ethernet backbone networl, 

Minicomputer 

ber of workstations, however, rE peaters 
can cause more problems than they 
solve. For example, a CSMA/CD net
work with a large number of v'orksta
tions will have a large number 8f colli
sions, and thus the valid traffi, across 
the network will slow down. 

Bridges are the solution to the traffic 
problems that can arise in lru ge net
works. They are MAC and physical lay
er devices that only look at ac.dresses 
within the MAC layer (i.e., the:, do not 
look at higher layer protocols). Bridges 
can connect two LANs so that t hey ap
pear as one, just as repeaters d). How
ever, they keep traffic that is le,cal to a 
particular LAN on that LAN (nly. All 
traffic stays within its own LAN unless 
a message is specifically direc· .ed to a 
particular member of the LAN. 
Bridges are powerful tools for t 'e LAN 
designer. Dividing a LAN into '.wo seg
ments connected by a bridge is m inex
pensive means of increasing network 
performance. In addition, hecause 
bridges permit the network adminis
trator to keep certain workltations 
from accessing devices on the other 
side of the bridge, they offer a measure 
of network security. 

Routers are network layer :levices, 
and any networks that they connect 
must use the same network laYEr proto
cols (or different network layer proto-
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File server 

Mainframe 

cols that are otherwise translated by a 
particular vendor's router). Routers 
use the addresses that exist within the 
network layer and are independent of 
the other layers. Routers are used to 
connect multiple cable segments into 
large LANs. Like bridges, routers per
form traffic management functions. 
They also manage the path by which 
data can move; this path management 
capability enables a network adminis
trator to balance the loads moving 
across multiple paths. 

Routers offer more value than 
bridges. However, they are usually 
slower than bridges and are also more 
expensive. The selection of one or the 
other in a network design is a function 
of the specific organization's require
ments and projected traffic flow. A va
riety of hybrid bridge-routers are also 
becoming available; no two are alike (a 
potential headache for the network de
signer). 

Access servers are a catchall for any
thing that is not a router or a bridge. A 
terminal server enables one or more 
non intelligent terminals to connect 
with the LAN to access minicomputer 
or mainframe computer hosts. Nonin
telligent terminals are designed to use 
data that are serially transmitted one 
bit at a time through an RS 232 connec
tion. The terminal server usually has a 
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single network connection and multi
ple RS-232 connections, which are used 
to interface with the terminals. Micro
computers may also access a minicom
puter or mainframe computer host 
through the LAN. This usually re
quires the use of terminal emulation 
software that is network aware. 

Modem pools are like terminal serv
ers, but instead of terminals they have 
modems connected to them. They are 
accessible as a network device from any 
workstation. Gateways connect LANs 
with other LANs or W ANs that use 
different protocols. For example, X.25 
gateways are used to connect LANs 
with W ANs such as Tymnet. A router 
that translates protocols is really a 
gateway. 

Instrumentation and the LAN 

A variety of instrument interfaces 
transmit either serial or parallel data. 
Serial data are transmitted through ei
ther an RS-232 connection or a current 
loop connection. Such data streams 
from an instrument can be captured 
through a connection to a microcom
puter and then forwarded across a 
LAN connection. The instrument can 

also be connected to a terminal server 
through an RS-232 connection. 

A number of methods are a, ailable 
for parallel data capture, but all of 
them normally end up with tl.e data 
stored on a microcomputer. A device, 
usually a microcomputer, will sit be
tween the LAN and the instrumenta
tion. 

Where do we go from here? 

We have defined a LAN and th" indus
try standards. We have also see 1 that a 
LAN can be the door to a va 'iety of 
automated resources. However. a LAN 
is nothing more than a tool like a type
writer, a telephone, or a gas chlomato
graph. How we use a LAN will deter
mine how we find solutions tl at pro
vide new capabilities within the 
laboratory. This will be the top c ofthe 
second article in this series. 
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Voltammetry with Microvoltammetric Electrodes in Resistive 
Solvents under Linear Diffusion Conditions 

David O. Wipf and R. Mark Wightman*,1 

Department of Chemistry, Indiana University, Bloomington, Indiana 17405 

Cyclic voltammetry has been Investigated with gold elec
trodes of 50-I'm radius. These electrodes are advantageous 
for use under conditions 01 linear diffusion at moderate sweep 
rates In solvents with low dielectric constants. The solvents 
Investigated Include tetrahydrofuran, methylene chloride, 
1,2-dlmethoxyethane, and chlorobenzene, all containing 0.5 
M tetraalkylammonlum salts. The oxidation 01 lerrocene has 
been used to probe the amount of ohmic drop In these solu
tions at scan rates from 5 to 250 V s-'. Modest ohmic drop 
Is found In the voltammograms, but II Is much less than pre
viously reported at electrodes of conventional size. Cyclic 
voltammetry with these electrodes is well suited to charac
terize chemical reactions that accompany electron transler. 
As an example, the rate constant for the cleavage of the 
radical anion of chloroanthracene has been examined In these 
four solvents and compared with results In more polar, aprollc 
solvents. The results show a strong correlation of the loga
rithm of the rate constant with the ability to solvate the an
Ionic transition state, rather than with the dielectric constant 
of the solvent. 

INTRODUCTION 
Voltammetric electrodes with dimensions in the micrometer 

range provide electrochemical cells with submicrosecond time 
constants (1). This has enabled the use of cyclic voltammetry 
at scan rates exceeding 1 MV S-I at microdisks (2-9). Thus, 
the time scale of cyclic voltammetry extends over greater than 
8 orders of magnitude when the use of microdisks is combined 
with that of electrodes of conventional size. This makes cyclic 
voltammetry a powerful technique for the investigation of 
heterogeneous electron-transfer rates and the investigation 
of chemical reactions associated with electron transfer. 
Electrodes of very small size are also advantageous, because 
they are less susceptible to the effects of ohmic drop than are 
electrodes of conventional size (1). Thus, they can be used 
in solvents that were previously intractable for voltammetric 
measurements. 

At a small-radius electrode or at low scan rates, cyclic 
voltammograms can have a significant steady-state appearance 
as a result of mass transport by convergent diffusion. Such 
voltammograms have been used to measure heterogeneous 
electron-transfer rates (10-12); however, they are less useful 
for the measurement of chemical processes associated with 
electron transfer, because the product of the electrochemical 
reaction is rapidly transported away from the electrode (13). 
The diffusion process for a reversible system investigated by 
cyclic voltammetry can be predicted as a function of the 
dimensionless parameter, p, given by 

p = [nf(r2v/D)p/2 

where r is the disk radius, v is the scan rate, D is the diffusion 

* Author to whom correspondence should be addressed. 
1 Present address: Department of Chemistry, University of North 

Carolina, Chapel Rill, NC 27599-3290. 
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coefficient, n is the number of electrons transferred per mole, 
and f = FjRT (14). At large values of p (p> 17), linear 
diffusion predominates, and conventional, peak-shaped 
voltamrnograms are obtained. To achieve linear diffusion 
conditicns, we have restricted our lower scan rate for use with 
5-l'm-radius electrodes to 200 V S-I in aqueous solutions. 

In th:s paper, we describe the use of micro disk electrodes 
of ~50-l'm radius. The larger size of these microelectrodes 
extends the lower limit of scan rates that can be employed 
with a oredominance of linear diffusion and, thus, where 
chemic,;1 kinetics can be investigated. At the same time, a 
considerable advantage over electrodes of conventional size 
is obtained with respect to ohmic drop. Although the upper 
scan-rate limit is lower than with smaller electrodes, the limit 
is compatible with some commercial potentiostats. Thus, these 
electrodes are ideal for use at intermediate potential scan rates 
and for use in resistive solvents. This will be demonstrated 
by a study of the reduction of chloroanthracene in several 
solvent" with low dielectric constants. 

EXPERIMENTAL SECTION 
Reagents. All solvents were of reagent grade and were used 

as received. Ferrocene (Johnson Matthey, Inc., Seabrook, NR) 
was purified by sublimation. Tetra-n-butylammonium perchlorate 
(TBAP) and tetra-n-hexylarnmonium perchlorate (TRAP) (both 
from G. F. Smith Chemical Co., Columbus, OR) and 9-chloro
anthrac,me (Alfa Products, Danvers, MA) were used as received. 

Elect rodes. Gold disk electrodes with nominal radii of 50 I'm 
were constructed by sealing gold wire (Aesar, Seabrook, NR) into 
soft gla lS tubes and then polishing to expose a disk-shaped 
electrode. This method has been described for the construction 
of elect'odes of smaller dimensions (1). Electrochemical and 
scannin5' electron micrographic measurements of the electrode 
area ind.cated an electrode area of 8.61 X 100{; cm'. If the electrode 
is assumed to be a perfect disk, then a radius of 52 I'm is obtained. 
This va ue was used for all calculations. 

The g old wire and the soft glass appear by electron microscopy 
to have (ormed a good seal. The absence of large charging currents 
in cyclic voltammetry also indicates that a good electrode seal 
was obtained. In contrast, good seals for large gold disk electrodes 
in glass are difficult to obtain (15). 

For experiments requiring a three-electrode configuration, a 
coil of p;atinum wire served as the auxiliary electrode while a silver 
wire wa,; used as a quasi-reference electrode (16). For two-elec
trode configurations, a coil of silver wire served as a counter 
electroce. 

Instrumentation. Some of the experiments described were 
perforrred on the BAS 100A electrochemical analyzer and low
current module on loan from Bioanalytical Systems, Inc. (West 
Lafayetse, IN). Other experiments were done with the use of an 
EI-400 potentiostat (Ensman Instrumentation, Bloomington, IN). 
Cyclic" oltammetric data acquired with the BAS 100A was an
alyzed ;Iith the use of the built-in data analysis routines. Cyclic 
voltamnograms generated with the EI-400 instrument were di
gitized with the use of a digital oscilloscope (Nicolet Model 320, 
Madiso 1, WI) and were transferred to an IBM PC compatible 
computer for storage and analysis. 

Elecl;rochemical Procedures. Solutions for voltammetry 
contaimd 0.5 M TBAP or TRAP supporting electrolyte plus 
depolar izer and were sparged with argon to remove dissolved 
oxygen. The electrochemical cell was a 25-mL vial. Electrodes 
were repolished briefly (~1O s) on an aqueous suspension of 
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Table I. Electrochemical Data for Ferrocene Oxidation in 
Various Solvents 

solvent/ electrolyte D,n cm2 S-1 R,bkD p, Q cm 

1. DME/0.5 M TBAP 1.3 X 10-5 27 570 
2. THF/0.5 M TBAP 1.3 X 10-5 30 630 
3. CH,Cl,/0.5 M TBAP 1.4 X 10-5 10 210 
4. CI-benzene/0.5 M THAP 6.1 X 10"" 145 3040 

• Determined with 3- or 5-l'm-radii electrodes under stea,ly-state 
conditions. b Determined at a 52~.um-radius electrode. 

0.05-l'm alumina after about every sixth cyclic voltamroogram 
to prevent passivation of the electrode response by products of 
the electrode reaction. The electrodes were rinsed with methanol 
and pure solvent after polishing to prevent the introdudion of 
water into the electrochemical cell. 

Diffusion coefficients of ferrocene in different solvents were 
measured on the basis of the limiting current at gold-disk ul
tramicroelectrodes (3.0- and 5.0-l'm radius) under steaey-state 
conditions (1). Interference by chemical reactions that hllowed 
electron transfer prevented the measurement of the d: ffusion 
coefficient for 9-chloroanthracene by steady-state measur'ments. 
Instead, diffusion coefficients were estimated from peak-current 
ratios of ferrocene and chloroanthracene taken under linear 
diffusion conditions. All potentials are reported versus the fer
rocene/ferrocinium couple. Measurements were made at room 
temperature. 

Digital Simulations. Finite difference digital simulations for 
linear diffusion were after Feldberg and have been described (3). 
The simulations also provided for calculation of the effect (f ohmic 
drop and cell time constant on the simulated cyclic voh.ammo
grams based on the electrode/solution resistance and doul:le-layer 
capacitance. To determine the rate constant for the cle,vage of 
the 9-chloroanthracene radical anion, the data was fit to an 
ECE-DISP1 mechanism (3). The simulation requires values for 
the formal reduction potential for 9-chloroanthracene ,md the 
anthryl radical, EO'l and EO',; the diffusion coefficient. D; the 
heterogeneous rate parameters for the initial reduction step, kO, 
and a; the disproportionation equilibrium constant, K1; md the 
cleavage rate constant, k1• Also, the uncompensated ,.olution 
resistance and double-layer capacitance must be know". 

Values for EO" were obtained from the midpoint bet\\een the 
forward and reverse peaks under conditions of chemical rever
sibility, and D was estimated from the peak height. The equi
librium constant, Klo and EO', are related by 

K1 = exp(nf(EO', - EO'l)) 

The value of EO', was set at 1.0 V positive of EO' 1; its value does 
not greatly affect the simulation result (2). The heterogeneous 
kinetic parameters, kO 1 and a, were assumed to be the :lame as 
found for the reduction of chloroanthracene in CH3CN, 3 cm S-l 

and 0.5 (2). The double-layer capacitance was determin·,d from 
the charging current magnitude at fast scan rates, and the re
sistance was obtained from the voltammograms of ferrocene. 
Thus, only the value of k1 needed to be adjusted to fit the cyclic 
voltammograms. (Slight changes «10%) were made from the 
initial estimates of D1/' to optimize the fit.) A visual comparison 
of the experimental and simulated data was used to de';ermine 
a best fit to the data and, hence, the reported rate constant. 

RESULTS AND DISCUSSION 
Diffusional Behavior of Ferrocene at 52-l'm-Radius 

Disk Electrode. The cyclic voltammetric response at the 
52-l'm-radius gold disk electrode was examined for compliance 
with the expected behavior of a change from steadY-Btate to 
linear diffusion. The oxidation of ferrocene was cho"en as a 
test system, because the couple is stable and has a large 
heterogeneous rate constant (kO = 3.1 em S-l at a gold electrode 
in 0.6 M tetraethylammonium perchlorate/acetonitrile (4». 
Cyclic voltammograms were obteined in the following solvents: 
1,2-dimethoxyethane (DME), tetralbydrofuran (THF) , meth
ylene chloride, and chlorobenzene, all containing 0.5 M sup
porting electrolyte. Under steady-state conditions, t'le volt-
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Figure 1. Normalized maximum current for the oxidation of ferrocene 
(C = 1-2 mM) in solvents containing 0.5 M supporting electrolyte as 
a function of the dimensionless parameter, p. Voltammograms were 
obtained with a 52-l'm-radius gold disk electrode. Scan rates were 
from 2 mV 5-' to 250 V 5-'. 
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Figure 2. Cyclic voltammogram for the oxidation of 1.1 mM ferracene 
in 0.5 M THAP/Cl-benzene solution at 52-I'm-radius gold disk electrode 
at a scan rate of 50 V 5-', showing (-) experimental data and (0) 
simulation for the following conditions: 0 = 6.1 X 10-6 cm' 5-'; R, 
= 145 kO; Cd = 1 nF; k ° = 3.1 cm 5-'; a = 0.5; nominal concen
tration and electrode area. 

ammograms obtained with 3- or 5-l'm electrodes are not 
distorted by ohmic drop (16) and can be used to obtain the 
diffusion coefficient of ferrocene (Table I). 

A summary of the voltammetric data at the 52-l'm-radius 
electrode is given in Figure 1 for scan rates from 0.002 to 250 
V S-I. The maximum observed current for the oxidation wave, 
1m, normalized by the current expected at totally steady-state 
conditions, 4rnFDC, is shown as a function of the dimen
sionless parameter, p. Also shown in Figure 1 is the theoretical 
behavior for an electrochemically reversible system in the 
absence of ohmic drop or cell time constant effects (14). 
Reasonable agreement with theory exists, although deviations 
occur at large values of p because of these effects. This is 
especially notable for the chlorobenzene data. 

Aoki et aJ. have shown that at p values of 0.6 or less the 
response of a reversible voltammogram will be within 10% 
of the steady-state value (J 4). For the conditions of this work, 
steady-state voltammograms will only be observed with a 
52-l'm-radius electrode at a scan rate of 0_005 V S-l or less. 
The cyclic voltammetric response is predicted to be within 
10% of the value for linear diffusion at p values of 17 and 
greater, which, in this work, corresponds to scan rates greater 
than 5 V S-l. Therefore, 5 V S-l is the lower limit for acquiring 
data that is to be analyzed assuming semiinfinite linear dif
fusion. Simulations of the entire voltammogram, accounting 
for ohmic drop and cell time constant, fit well to the exper
imental data (Figure 2), except in the most positive part of 
the scan where the background current behaves in a nonideal 
manner. 
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Figure 3. Plots of experimental and simulated peak separation for the 
oxidation of 2 mM ferrocene at 52-I'm-radius gold disk electrode: (e) 
experimental data; (---) simulation for no ohmic drop; (-) simulation 
with ohmic drop. Resistance values are given in Table I. 

Resistance Effects. The solvents examined all have a low 
dielectric constant value and are expected to have a large 
solution resistance and, thus, exhibit ohmic drop. The sep
aration of the anodic and cathodic waves (Figure 2) at scan 
rates sufficient for linear diffusion to predominate is consid
erably greater than the maximum value expected for a com
pound with the rapid heterogeneous rate expected for fer
rocene (llEp :::; 62 m V). If the electron-transfer kinetics were 
predominant, the separation of peak potentials would be in
dependent of electrode size. In contrast to this prediction, 
the peak separation is less under linear diffusion conditions 
(at higher scan rates) at 6.5-l'm-radii electrodes (16). 
Therefore, we attribute the increased peak separation to ohmic 
drop. Simulations of the voltammetric data accounting for 
ohmic drop (3) agree with the shift in anodic peak potential 
over a wide scan-rate range (Figure 3). The resistance values 
used for the simulations are summarized in Table 1. From 
the resistance (R,) values, a value for the specific resistance, 
p (Q cm), can be estimated by 

p = 4rR, 

which is valid for the case of an embedded disk electrode 
placed at infinite distance (i.e. > lOr) from a counter electrode 
(1). The values of p obtained in this way are within 15% of 
those obtained by more traditional impedance measurements 
(17,18). Part of the error may arise because exact temperature 
control was not used in these experiments. Nevertheless, the 
specific resistance in these solutions was up to 100 times 
greater than found in the more traditional electrochemical 
solvent, acetonitrile (4). 

Thus, voltammograms in these solvents follow linear dif
fusion and are distorted to some degree by the solution im
pedance. The upper scan-rate limit for distortion-free cyclic 
voltammograms can be evaluated by consideration of two 
dimensionless parameters (19). The dimensionless ohmic 
drop, p', is given by 

p' = (nf)3/2(Du)1/2R,nFAc 

where F is the Faraday constant, A is the electrode area, D 
is the diffusion coefficient, and c is the concentration. The 
dimensionless time constant, 0, is given by 

e = nfR,Cdu 

where Cd is the double-layer capacitance. If 0 < 0.1 and p' 
< 1, distortion will be minimal. For chlorobenzene, 0 = 0.1 
at 17 V s-1, whereas this condition is encountered at 85 V S-l 

in tetrahydrofuran. Therefore, the effects of these sources 
of distoltion must be included in the simulation of the majority 
of the voltammograms. It is important to note that the ohmic 
drop problem is considerably less than found with electrodes 
of conventional size. For example, ohmic drops of over 1 V 
have been reported at scan rates greater than 1 V S-l in DME 
(20). 

Decomposition of 9-Chloroanthracene Radical Anion. 
Most electrochemical reactions are not fully characterized with 
respect to solvent effects due to the distortion of voltammetric 
data in resistive solvents. The use of the 52-I'm disk electrode 
should alleviate this restriction because faster rates of scan 
can be used to outrun chemical reactions that accompany 
electron transfer. To demonstrate this, the first-order cleavage 
rate constant for the 9-chloroanthracene radical anion has been 
determined in four highly resistive solutions-DME, THF, 
methylene chloride, and chlorobenzene. 

The reduction of 9-chloroanthracene in polar aprotic sol
vents, CH3CN and (CH3hS02, has been previously described 
(2, 21). The cyclic voltammetric response at slow scan rates 
consist;; of an irreversible, two-electron wave that corresponds 
to the chloroanthracene reduction. A second, chemically 
reversible, one-electron wave follows at more negative po
tentia\:; and corresponds to anthracene reduction (2, 21). At 
faster .lcan rates, the first wave changes to a one-electron, 
reversi )Ie process as the second wave disappears. The overall 
reduction process is adequately modeled as a mixed ECE
DISPI mechanism where an initial one-electron process resnIts 
in the formation of a radical anion (reaction 1) (21). The 

hOI 
AnCI + le- +=!: AnClo- EO, (1) 

hI 
AnClo- - An° + Cl- (2) 

anthr) I radical is thought to have a much mOre positive re
duction potential than the parent by analogy to other aromatic 
radicas (22) and will undergo further reduction either at the 
electn,de surface (reaction 3) or by a homogeneous dispro
portio:lation reaction (reaction 4). Protonation of the an-

An° + le- <=' An- E02 (3) 

An° + AnClo- :;:=': An- + AnCI 
KI 

(4) 

thracene anion results in anthracene. In addition to these 
reactions, hydrogen-atom abstraction by the anthryl radical 
from c;he solvent may occur. However, this possibility is 
indistnguishable by cyclic voltammetry from the scheme 
described here (23). 

ThE' reduction of 9-chloroanthracene in the four solvents 
has bEen examined by cyclic voltammetry at scan rates from 
2 to 2(,0 V S-l. The voltammograms obtained are qualitatively 
similar to those reported in CH3CN and (CH3)2S02' Results 
in each of the solvents are summarized below. 

DME. Cyclic voltammograms for the reduction of 9-
chlon,anthracene at scan rates less than 6 V S-l result in an 
irreve ,sible wave followed by a reversible wave. At scan rates 
larger than 6 V S-l, the first reduction wave exhibits a reverse 
wave which increases in size with increased scan rate. The 
growtil of this wave occurs simnItaneously with a decrease in 
the SEcond reduction wave. The separation of the forward 
and r·,verse peak current for the first wave increases with 
incre!lsing scan rate, indicating the presence of ohmic drop. 
Examples of the experimental voltammograms are given in 
Figure 4 along with simulations of the measured response. 

THF. Cyclic voltammograms for the 9-chloroanthracene 
reduction are similar to those in DME with the exception that 
the reverse wave for the first reduction is seen at a slightly 
lower scan rate. The voltammetric data exhibited the most 
variability in this solvent. This was particularly true with 



25.1 V S-1 

(~ 

I 40 nA 

-1.5 -1.7 -1.9 -2.1 -2.3 -1.7 -1.9 -2.1 -23 

E / (V vs Fc/Fc+) 
Figure 4. Reduction of 1.1 mM 9-chloroanthracene at a 52-,lm-radius 
gold disk electrode in 0.5 M TBAP/DME at scan rates of 6.31 and 25.1 
V So,: (-) experimental data; (0) simulation with ohmic drop for 
conditions in text and Table II. The prewave at -2.0 V was present 
in all vo~ammograms and was not accounted for in the simulation. It 
is likely an impurity. 

Table II. Electrochemical Data for 9-Chloranthrac,me 
Reduction in Various Solvents 

solvent/ 
ANd electrolyte D, cm2 8-1 EO'l. VC EO'2. vc hI' 8-1 

1. DME/0.5 M 6.0 X 10" -2.20 -2.42 50 10.2 
TBAP 

2. THF/0.5 M 1.0 X 10-5 -2.20 -2.42 40 8.0 
TBAP 

3. CH2Cl2/O.5 9.0 X 10" -2.21 220 ;:0.4 
MTBAP 

4. CI-benzene 4.0 X 10" -2.25 -2.47 60 
0.5 M THAP 

5. CH,CN/0.6 1.1 X 10" -1.7fY -2.0ot 200 J8.9 
M TEAP'8 

6. (CH')2S02/ -1.671 -1.8& 150 J9.3 
0.1 M 
TEApb8 

A' 

0.21 

0.17 

0.33 

0.20 

0.37 

-

a Reference 2. bReference 21. CVolts versus Fc/Fc+. a Acceptor 
number, ref 25. e Anion solvating tendency, ref 24. 'Volts versus 
SCE(aq). 'TEAP is tetraethylammonium perchlorate. 

respect to the measured peak height which may bE' a result 
of evaporation of the solvent during the measurement interval. 

Methylene Chloride. Cyclic voltammograms in methylene 
chloride for the 9-chloroanthracene reduction show an irre
versible voltammogram for all scan rates less than 25 V S-l. 

A reverse wave appears for scan rates larger than 25 V S-l. The 
second reduction wave cannot be observed due to the presence 
of large currents, presumably due to the solvent, at mOre 
negative potentials. 

Chlorobenzene. Cyclic voltammograms for 'l-chloro
anthracene show a reverse wave at scan rates of 10 V S-l and 
larger. The response is similar to that seen in DME except 
that ohmic drop effects are more evident. 

Effect of Solvent on Rate Constant. The corr.plete set 
of data are summarized in Table II. Shown in Figure 5 is 
a plot of the apparent number of electrons, napp (i.e. the ratio 
of the experimental peak current divided by the peak current 
for a voltammogram in the absence of chemical :{inetics), 
versus the dimensionless chemical kinetic param'lter, A = 
k,f (vnfJ. The experimental values of napp show go·)d agree
ment for the values of napp calculated by the simulations, 
except in tetrahydrofuran. The simulated curve given in 
Figure 5 for this solvent comes from the set of cycli·~ voltam
mograms that gave the best fit with respect to the ,can-rate 
dependence of the reverse wave. 

The rate constants for 9-chloroanthracene sho" that the 
solvent can affect the cleavage rate by a factor of 5. Thus, 
a pronounced solvation effect is apparent for this f rst-order 
reaction which does not correlate with the dielectric constants 
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Figure 5. Plot for now versus log A for the mixed ECE/DISP1 kinetics 
model: (-) from simulation wHh conditions in text and Table II; (e) 
experimental data. 
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Figure 6. Plot of Gutmann's acceptor number (AN) and Swain's A 
parameter versus the natural logarithm of the experimental and liter
ature rate constants (Table II) for the 9-chloroanthracene radical anion 
cleavage. The numbers refer to the solvents in Table II. 

of the solvents. The transition state for the cleavage reaction 
involves a transfer of the negative charge of the chloro
anthracene radical anion to the chlorine atom. The solvent 
can affect this by stabilizing the localized negative charge and 
lowering the energy of the transition state, resulting in more 
rapid cleavage. Therefore, the rate of cleavage should be 
related to the electrophilic properties of the solvents. 

A useful solvent scale for anion solvating ability is Swain's 
A parameter (24). A plot of the experimental and literature 
values for the natural logarithm of the cleavage rate constant 
and A is linear with a correlation coefficient of 0.97 (Figure 
6). The Gutmann acceptor number (AN) scale also has been 
shown to be an excellent predictor of anion solvating ability 
(25). A linear relationship has been shown to exist between 
the AN and free energies of solvation of the chloride ion. A 
similar plot of the cleavage rate constants and the AN values 
is linear with a correlation coefficient of 0.99 (Figure 6). These 
correlations support the hypothesis that a causal relationship 
exists between the anion solvating ability of the solvent and 
the cleavage rate constant. 

CONCLUSIONS 
Electrodes of intermediate size (50 }Lm) can be used to 

complement the electrochemical data collected at conventional 
and microdisk electrodes. Their small size, as compared to 
that of conventional electrodes, results in less ohmic drop and 
allows shorter time-scale measurements. Their large size, as 
compared to that of microdisk electrodes, makes them less 
susceptible to convergent diffusion effects and allows longer 
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time scales to be explored. In addition, these electrodes are 
easier to construct than either conventional or microdisk 
electrodes. Finally, the instrumentation required to generate 
and record voltammetric signals is commercially available. 
This is in contrast to electrochemistry at smaller electrodes 
at high speeds that require custom equipment and high-speed 
data recorders. 
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Ionic Equilibria in Neutral Amphiprotic Solvents: Relationships 
between Electrolyte pK Values and Solvent Polarity and 
Composition for Several Binary Isopropyl Alcohol Mixtures 

Elisabeth Bosch,· Clara Riifols, and Marti Roses 

Departament de Quimica Analitica, Universitat de Barcelona, Barcelona, Spain 

The progressive addition of cosolvent Into any particular so
lution of an electrolyte causes a gradual change In the dis
sociation constant (pK) of the electrolyte. The changes In 
pK values of picric acid and tetrabutylammonlum picrate In 
Isopropyl alcohol-cosolvent mixtures have been related with 
the dielectric constant (€) and the polarity of the mixed sol
vent, the latter measured by means of E T N{ 30) Dlmroth
Reichardt's parameter. Theoretical equations, which show 
linear relationships between these magnHudes and also with 
the solvent composHlon, have been developed and checked 
experimentally for solutions up to about 20 % (v/v) of co
solvent. A variety of cosolvents of dHferent polarity have 
been used. 

In an earlier paper (1), the addition of different solvents 
to solutions of electrolytes in tert-butyl alcohol was studied. 
Theoretical equations to predict the dissociation constant of 
the electrolyte in the mixed medium were developed and 
experimentally tested. tert-Butyl and isopropyl alcohols are 
the neutral amphiprotic solvents most commonly used in 
nonaqueous titrations (2-9). Since the addition of a cosolvent 
can significantly change the properties of the reaction medium, 
we have studied the effect of this addition on the dissociation 
constants of picric acid and tetrabutylammonium picrate in 

isopropyl alcohol medium. The dissociation constants have 
been determined for several solvent compositions (approxi
matelly up to an addition of 20% of cosolvent) and related 
with the composition by means of the theoretical equations 
previollBly derived (1). Also, theoretical equations that relate 
the dissociation constants with one of the most widely used 
polarity parameters for the characterization of solvents, the 
ET (30) parameter proposed by Dimroth and Reichardt (10), 
have be.,n derived. 

The ST(30) parameter has been measured for solvent 
mixture, and the experimental results agree with the devel
oped equations which show that the pK value of an electrolyte 
can be correlated, in a simple way, with the composition and 
polarity of the mixed solvent, 

THEORY 
The dssociation constant of a substance in different sol

vents with similar acid-base character is related with the 
dielectrJc constant of the medium by means of the equation 

pK = A + B / € (1) 

where A and B are constants. In fact, this equation applies 
only for changes in the polarity of solvents without specific 
solute-fOlvent interactions. If any solvent shows specific 
interact'ons with any species ofthe electrolyte (ion, ionic pair, 
or molecular form), eq 1 would not apply. However, if all 
solvents show similar specific solute-solvent interactions, the 
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change in pK values can be attributed mainly to the c ~ange 
in dielectric constant. 

In a series of mixed binary solvents this is valid for a limited 
range of composition, where the specific solute-cosolv<,nt in
teractions are negligible as compared with the speci:'ic so
lute-main solvent interactions. In this range the pK value 
of the electrolyte can be computed if the dielectric constant 
of the mixed medium is known. 

Winkelmann and Quitzsch (11) have related the die.ectric 
constant, " and the average internal refractive index, n, of 
the mixed media with the dielectric constant of the pure 
solvents, '., and the volume fraction of each solvent component, 
Vi 

In a previous work (1), it has been demonstrated tt,at for 
binary mixtures with n' '" 2 (a valid assumption ir, most 
solvents), eq 2 can be simplified to 

'1'1 = 1 + CU2 (3) 

or 

(4) 

where 

C = (" - '1 + 1/'1 -1/'2)j'1 "'" - C' (5) 

In these equations subscript 1 denotes the main solvent and 
subscript 2 the cosolvent. 

With expression 1 in eq 3 or 4 the pK value of an electrolyte 
in a mixed medium can be related to the medium composition 
by the equations 

1/(pK - A) = (1 + Cv2)ID (6) 

or 

pK = A + D(l + C'u2) (7) 

where 

D = BI'l (8) 

Equation 7 is very useful, it shows that the variation in pK 
values can be directly related with the volume of co:;olvent 
added. This was experimentally tested for mixtures )f tert
butyl alcohol with water or alcoholic or aprotic solvents up 
to 15-20% (1). 

In all the previous equations, it has been assumed that the 
change in dissociation pK values is caused only by the vari
ation in ,. This assumption is not always valid, since in many 
cases there are specific interactions between the electrolytes 
and the cosolvent that are not considered in the computed 
,value. These interactions can affect the dissociatbn con
stants to a different degree than the change in , would, though 
the linearity with the addition of cosolvent may sta). So, it 
would be interesting to relate the pK values with an experi
mental measure of nonspecific solute-solvent interacticms such 
as the polarity of the medium. Many substances have been 
suggested as indicators of the polarity of the medium. One 
of the most useful is 4-(2,4,6-triphenylpyridinium) 2,6-di
phenylphenoxide, proposed by Dimroth and Reichardt (10). 
The shift in the maximum of the absorption of this compound 
is used to define the ET (30) polarity scale, and more ttJ.an 270 
pure solvents and many solvent mixtures have been charac
terized in this way (JO). A normalized scale, ETN(30), is at 
present strongly recommended, according to the expression 

E TN(30) = (ET (30) - 30.7)/32.4 (9) 

In general, the ET (30) values of binary solvent mixtures are 
not related with their composition in a simple way (JO), but 
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for low concentrations of the more polar solvent Langhals 
showed that the ET (30) values of the mixtures increase linearly 
with the molar concentration of the more polar solvent (10, 
12). 

Since the ET (30) value of a solvent is related with the 
dipolarity-polarizability of the medium, and the latter with 
the dielectric constant, it seems possible to relate ET(30) values 
with , and V" through either eq 3 or 4. 

For ten aprotic aliphatic solvents with nonspecific solute
solvent interactions, Bekarek and Jurina (13) have related 
ET (30) with the dielectric constant and the refractive index 
of the medium through the equation 

ET (30) = 
29.83 + 8L99[ ~]2 _ 40.14 (, - 1)(n

2 
- 1) (10) 

2, + 1 (2, + 1)(2n2 + 1) 

R = 0.994 SD = 0.49 

By use of the approximation n2 = 2, eq 10 becomes 

ET (30) = 29.83 + 8L99L: ~ \ r -8.03[ 2: ~ \] (11) 

or 

E
T

(30) = 29.83 + 65.93,2 - 155.95, + 90.02 (12) 
4,2+4,+1 

Dividing the numerator by the denominator, we get the series 

55,.47 + 73~8255 _ 59.9,3875 + ... (13) ET (30) = 46.3125 < 

If , ?: 10, eq 13 can be simplified to the following 

( 
55.5 

ET 30) = 46.3 - - (14) , 
or 

(15) 

with negative errors less than 2%. 
These equations show that ~(30) values can be directly 

correlated with 11'. 
Placing eq 4 in eq 15 

(16) 

where F = 0.481-1.71/'1 and G = 1.71C'I'l' 
Equation 16 shows that the ET (30) value changes propor

tionally with the addition of cosolvent. 
ET

N(30) values can be also related with pK values by putting 
eq 1 in eq 15 

(17) 

where H = A + 0.28B and I = 0.58B. 
Since the purpose of this paper is the study of the effect 

of the medium polarity (measured by ET (30) values) on the 
dissociation constants of electrolytes in mixed solvents, it 
would be interesting to relate the change in pK values (~pK) 
with the change in ETN(30) values (~TN(30)) when a cosolvent 
is added to a pure solvent. According to eq 17 this relation 
is 

(18) 

Equation 18 shows that the addition of a cosolvent causes a 
variation in the pK value of the electrolyte proportional to 
the variation of the ET (30) value. 

In fact, eq 16 only works for solvents with refractive index 
values close to 2'/2, with a relatively high dielectric constant, 
and with nonspecific interactions with the solute only. The 
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Table I. Variation of pK of Picric Acid in Isopropyl Alcohol with the Addition of Cosolvents 

cosolvent 

volume equivalent hexane benzene ,thyl alcohol methyl alcohol water 

fraction conen A pK A pK A pK A pK A pK 

0 2.42 X 10-4 14.83 4.20 14.83 4.20 14.83 4.20 14.79 4.20 14.83 4.20 
2.00 x 10-3 2.42 X 10-4 14.86 4.20 14.91 4.19 11;.03 4.18 15.03 4.18 15.49 4.15 
3.98 x 10-3 2.41 X 10-' 14.81 4.20 14.89 4.20 Hi.IO 4.18 15.14 4.18 16.60 4.07 
7.94 x 10-3 2.40 X 10-4 14.75 4.21 14.79 4.21 11;.16 4.18 15.37 4.16 17.83 3.98 
1.96 x 10-2 2.37 x 10-< 14.50 4.23 14.54 4.23 1(;.43 4.16 15.89 4.13 19.81 3.85 
3.85 x 10-2 2.33 X 10-' 14.14 4.27 14.10 4.27 Ih.81 4.14 16.80 4.07 22.05 3.71 
5.66 x 10-2 2.29 X 10-' 13.75 4.31 13.62 4.32 1(;.21 4.12 17.65 4.01 24.00 3.58 
9.09 x 10-2 2.22 X 10-' 13.09 4.38 12.73 4.41 1'.'.00 4.08 19.45 3.90 27.41 3.34 
1.67 X 10-1 2.07 X 10-4 11.21 4.58 10.41 4.65 IB.79 3.98 24.00 3.62 35.50 

C'e:lptl 1.2 1.5 -0.7 -1.9 -15.1, -3.9 
C'theoret 0.9 0.9 -0.2 -0.6 -2.9 

Table II. Variation of pK of Tetrabutylammonium Picrate in Isopropyl Alcohol with the Addition of Cosolvents 

cosolvent 

volume equivalent hexane benzene ,thyl alcohol methyl alcohol water 

fraction conen A pK A 

0 4.83 x 10-3 12.18 2.70 12.11 
2.00 X 10-3 4.82 X 10-3 12.18 2.69 12.16 
3.98 x 10-3 4.81 X 10-3 12.18 2.69 12.18 
7.94 X 10-3 4.79 X 10-3 12.19 2.70 12.21 
1.96 X 10-2 4.74 X 10-3 12.19 2.70 12.25 
3.85 X 10-2 4.65 X 10-3 12.19 2.70 12.32 
5.66 X 10-2 4.57 X 10-3 12.14 2.72 12.33 
9.09 X 10-2 4.43 X 10-3 12.05 2.74 12.28 
1.67 X 10-1 4.14 X 10-3 11.43 2.84 11.70 

C'e%ptl 0.4 0.3 
G'theoret 0.9 0.9 

latter condition is the most restrictive. When Bekarek and 
Jurina (13) extended eq 11 to 40 aprotic aliphatic solvents 
(some capable of specific solute-solvent interactions) they 
obtained 

E T (30) = 

[
, 1]2 (, - 1)(n2 - 1) 

29.87 + 72.02 -- - 29.16 (19) 
2, + 1 (2, + 1)(2n2 + 1) 

R = 0.957 SD = 1.332 

This relationship leads to equations of the same kind as eq 
11-18, but with different parameters, especially parameter 
I, which moves from 0.58B to 0.65B, while parameter H 
practically does not change (H = A + 0.29B). 

So, the specific solute-solvent interactions preserve the 
linearity of the plots of E TN(30) VS V2 and /l.pK vs il.ET

N(30), 
but they have a strong influence on the slope of this last plot. 

EXPERIMENTAL SECTION 
Apparatus. A Radiometer CDM 83 conductometer and a 

Radiometer CDC 304 cell were used. The cell constant (1.003 
cm- l ) was determined from the conductance of 0.0100 m KCl at 
25 ± 0.2 DC. A Beckman DU-7 spectrophotometer with 10-mm 
cells and an IBM-PC computer were used for acquisition and 
numerical treatment of absorbance data. 

Chemicals. Substances. The following substances were used: 
picric acid, Doesder RA > 99.8% ACS (vacuum dried); tetra
butylammonium hydroxide 0.1 M in isopropyl alcohol, Carlo-Erba 
RPE, with a content of 8% of methyl alcohol determined by gas 
chromatography analysis; tetrabutylammonium picrate, prepared 
by neutralization of picric acid with tetrabutylammonium hy
droxide solution; Dimroth-Reichardt's beteine dye, >95%, pro
vided by Professor C. Reichardt. 

Solvents. The following solvents were used: isopropyl alcohol, 
Merck GR > 99.7%, with a water content of 0.035%; ethyl alcohol, 
Merck GR > 99.8%, with a water content of 0.075%; methyl 

pK A pK A pK A pK 

2.70 1::.11 2.70 12.11 2.70 12.11 2.70 
2.70 1::.20 2.69 12.26 2.69 12.32 2.68 
2.69 1::.26 2.69 12.39 2.67 12.53 2.66 
2.69 1::.38 2.67 12.63 2.65 12.92 2.61 
2.69 1::.67 2.65 13.33 2.58 13.87 2.51 
2.69 1::'11 2.60 14.49 2.44 15.27 2.34 
2.69 1:;.56 2.56 15.63 2.30 16.20 2.22 
2.71 
2.81 

h42 2.46 17.76 1.91 17.42 2.06 
11:.37 2.21 22.88 18.83 1.87 

-1.5 -3.8 -4.7 
-0.2 -0.6 -2.9 

alcohol, Merck GR > 99.5%, with a water content of 0.069%; 
hexane, Merck GR > 99.0%, witb a water content lower than 
0.02%; benzene, Merck GR > 99.7%, with a water content of 
0.0390/,; tridistilled water. The water content in every solvent 
was de;ermined by the Karl-Fischer method. 

Proeedure. In the conductivity measurements, the volumes 
0.1,0.2 0.4, LO, 2.0, 3.0, 5.0, and 10.0 mL of each cosolvent were 
added ;0 50 mL of a 2 X 10-4 M solution of picric acid or a 5 X 

10-3 M solution of tetrabutylammonium picrate in isopropyl 
alcohol. The conductivity of the solution was measured for each 
addition. 

The equivalent conductivities (A) for each substance and co
solvent are presented in Tables I and II. 

In tr.e spectrophotometric measurements the amounts above 
mentioned of each cosolvent were added to 50 mL of a 10-4 M 
solution of the beteine dye in pure isopropyl alcohol. The solution 
was continuously circulated between the vessel and the specto
photometer cell by means of a peristeltic pump. The spectrum 
of the solution was recorded for each addition from 450 to 710 
nm at O.5-nm intervals. 

Special care was taken in the addition of benzene to avoid 
accidental inhalation of this toxic compound. All the measure
ments 'Nere taken in a closed vessel outwardly thermostated at 
25 ± 0.2 °C with a water flow. 

Calculation of pK Values. The dissociation constant (10 of 
each el"ctrolyte was computed for each addition of each cosolvent 
from the expression 

K = ca2y2/(1 - a) (20) 

where (' is the analytical concentration and a the degree of dis
sociati(1ll computed from conductometric measurements by the 
method of Shedlovsky (14) according to the equations 

a = (z/2 + (1 + (Z/2)2)1/2)2A/ Ao (21) 

z = S(CA)I/2/ A03/2 (22) 

S = «8.18 X 105)Ao)/(<1')3/2 + 82/~(,T)1/2 (23) 
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Table III. Variation of E T(30) Values in Isopropyl Alcohol with the Addition of Cosolvent 

volume hexane benzene ethyl alcohol methyl alcohol water 

fraction Amu ET ETN Amu ET BTN Amu 

0 591.5 48.3 0.544 592.0 48.3 0.543 592.5 
2.00 X 10-3 591.5 48.3 0.544 592.0 48.3 0.543 592.0 
3.98 X 10-3 591.5 48.3 0.544 592.0 48.3 0.543 591.5 
7.94 X 10-3 592.0 48.3 0.543 592.5 48.2 0.542 591.5 
1.96 X 10-2 592.5 48.2 0.542 593.0 48.2 0540 590.5 
3.85 X 10-2 593.0 48.2 0.541 594.5 48.1 0.537 589.5 
5.G6 X 10-2 593.5 48.2 0.539 595.5 48.0 0534 588.5 
9.09 X 10-2 594.5 48.1 0.537 597.5 47.8 0529 586.5 
1.67 X 10-1 597.5 47.8 0.529 603.0 47.4 0516 583.0 

Gexptl 0.09 0.16 

pK 

4.5 

4 

3.5 

0.05 0.1 0.15 v, 

FIgure 1. Variation of the dissociation constant of picric acid in iso
propyl alcohol with the addHion of cosolvents: +, hexane; 0, tenzene; 
• , ethyl alcohol; X, methyl alcohol; ., water. 

where T = 298.16 K and n = 0.0213 P (15). 
The Debye-Hiickel equation was used for computing activity 

coefficients, y (A = 4.00 and B = 6.02 X 107). "a" was co:nputed 
from the limiting equivalent conductivity AD by means of the 
Stokes-Einstein relation. AD was calculated for solutions of pure 
isopropyl alcohol solvent (Ao = 36.1 for picric acid and A, = 23.5 
for tetrabutylammonium picrate) and it was asssumed that AD 
did not change with the addition of other solvents. This as
sumption is generally reliable for not very large volumes cf added 
solvents for which the developed equations are accurate. The 
dielectric constant of the medium, E, was taken as 19.9 corre
sponding to pure isopropyl alcohol. 

Calculation of ET (30) Values. The maximum of the betaine 
dye spectrum in each solvent mixture was obtained after munerical 
smooth of the absorbance data. A ET(30) value was calculated 
from each maximum A value by using the equation (1 U) 

ET(kcai/mol) = hcvNA = (2.859 X 10-3) II. (cm> (24) 

ETN was computed from eq 9. All these data are pres"nted in 
Table III. 

RESULTS AND DISCUSSION 
The dissociation constant, pK values, of picric a~id and 

tetrabutylammonium picrate in isopropyl alcohol solutions 
after addition of some cosolvents are presented in Tables I 
and II. Figures 1 and 2 show the plots of pK vs V2 for the 
addition of some cosolvents (chosen among those most used 
for solving titrants) to solutions of picric acid and tetra
butylammonium picrate in isopropyl alcohol up to an addition 
of 15-20%. A straight line in all the studied range of V2 is 
obtained except for the addition of solvents of high dielectric 
constant, such as methyl alcohol and water, to the solution 
of tetrabutylammonium picrate which are linear up to 5 %. 
Similar lines are obtained when 1/(pK - A) is plotted vs V2' 

The slopes of these plots are presented in Tables J and II, 
and they agree with the computed ones from eq 5 for aprotic 

ET ETN Amu ET ETN Amu ET ETN 

48.2 0.542 592.0 48.3 0.543 592.5 48.2 0.542 
48.3 0.543 592.0 48.3 0.543 591.0 48.4 0.545 
48.3 0.544 591.5 48.3 0.544 590.5 48.4 0.547 
48.3 0.544 590.5 48.4 0.547 589.5 48.5 0.549 
48.4 0.547 588.5 48.6 0.552 587.0 48.7 0.556 
48.5 0.549 585.5 48.8 0.560 582.0 49.1 0.568 
48.6 . 0.552 582.5 49.1 0.567 577.5 49.5 0.581 
48.7 0.557 577.0 49.5 0.582 571.0 50.1 0.598 
49.0 0.566 567.0 50.4 0.609 561.5 50.9 0.624 

-0.14 -0.40 -0.61 

pK 

2.5 

0.05 0.1 0.15 v, 

Figure 2. Variation of the dissociation constant of tetrabutyiammonium 
picrate in isopropyl alcohol wijh the addition of cosolvent. Cosolvents 
are the same as given in Figure 1 . 

cosolvents such as hexane and benzene. The absolute values 
of the slopes obtained for the addition of alcohols and water 
are markedly higher than the theoretical ones, showing that 
these kinds of mixtures present higher dielectric constants 
than those predicted by the theory. This can be explained 
in terms of the formation of hydrogen bonds between the 
solvent and cosolvent, which increase the electric moment of 
the hydrogen bond donor group and, thus, the dielectric 
constant of the medium (1, 16). As in tert-butyl alcohol (1), 
the addition of water to the solution of picric acid shows a 
special behavior: the experimental points can be fitted into 
two straight lines, one for an addition up to 1 %, with a very 
negative slope, and another for additions higher than 1 %, with 
a less negative slope. The latter one is similar to the slope 
of the addition of water to the solution of tetrabutyl
ammonium picrate. 

In other words, the addition of small quantities of water 
causes a high decrease in the dissociation pK values of picric 
acid in isopropyl alcohol, as well as in the case of tert-butyl 
alcohol (1). According to Chantooni and Kolthoff (6) water 
acts as proton acceptor in tert-butyl alcohol favoring the 
dissociation of acids. The results in this medium have been 
explained in this way, and the same explanation can be applied 
to isopropyl alcohol medium. For higher additions of water, 
the proton is almost completely solvated. Further addition 
of water causes variation of pK values mainly due to the 
variation in dielectric constant. So, a second straight line is 
observed in Figure 1 with a slope similar to the one obtained 
for the addition of water to solutions of tetrabutylammonium 
picrate (Figure 2). 

For all the studied cosolvents and electrolytes, the theo
retical equations 6 and 7 apply for a higher linearity range 
in isopropyl than in tert-butyl alcohol because of its higher 
dielectric constant. This linearity range is in most cases about 
15-20% of cosolvent, which is approximately the percentage 
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Figure 3. Variation of pKvalues of picric acid wtth the ETN(30) values 
of isopropyl alcohol-cosolvent mixtures. Cosolvents are given in Figure 
1. Slope of dashed line is according to eq 18. 
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Figure 4. Variation of pK values of tetrabutylammonium picrate wtth 
the E T N(30) values of isopropyl alcohol cosolvent mixtures. Cosolvents 
are given in Figure 1. Slope of dashed line is according to eq 18. 

of cosolvent added with the titrant in everyday nonaqueous 
titrations. 

ET (30) and ETN(30) values for the studied isopropyl alco
hol-cosolvent mixtures are presented in Table III. ETN(30) 
values change linearly with the addition of cosolvent up to 
15-20%, except for the addition ofthe most polar cosolvent, 
i.e. water, which is only up to 10%. As expected, ETN(30) 
values increase with the addition of ethyl alcohol, methyl 
alcohol, or water, which are more polar than isopropyl alcohol, 
and decrease with the addition of nonpolar cosolvents (hexane, 
benzene). The slope of the straight lines obtsined is presented 
in Table III. The intercept of these lines is the experimental 
ETN(30) value of pure isopropyl alcohol (0.543), which agrees 
with the literature values (10). 

Figures 3 and 4 show the variation of pK values with the 
variation of ETN values for picric acid and tetrabutyl
ammonium picrate. In these figures the theoretical line 
predicted by eq 18, computed from the B values previously 
reported (30.8 and 36.4 for picric acid and tetrabutyl
ammonium picrate respectively) (1), has been also plotted. 
The theoretical I values are 17.9 for Figure 3 and 21.1 for 
Figure 4. 

Since isopropyl alcohol is a protic solvent, eq 10-18 should 
not apply for its solutions, because of specific interactions 
solute-isopropyl alcohol. But, if the change in polarity pre
dominates over the specific interactions, the linearity of the 
plot Il.pK vs Il.ETN(30) should be kept, as is demonstrated in 

the last Jaragraph of the theoretical part (eq 19). 
Since isopropyl alcohol is always th~ main solvent, the 

specific solute-isopropyl alcohol interactions predominate over 
the specific solute-cosolvent interactions in the whole range 
of comp'Jsition. Thus, the change in ET (30) values can be 
attributed mainly to the change in dielectric constant, and 
a linear relation between pK and ETN(30) is obtained, as 
Figures :3 and 4 show. 

Howe'ler, experimental deviations of the slope value in eq 
18 are expected when the specific solute-cosolvent interactions 
are stronger than the specific solute-isopropyl alcohol in
teractions, though the linearity should remain for a certain 
range of composition. 

So, tbe theoretical lines are expected to agree with the 
experim,ntal ones for aprotic cosolvents like hexane and 
benzene. These cosolvents do not have or have very small 
specific interactions with the ET (30) indicator. This can be 
observed in Figure 3 for the addition of these cosolvents to 
the solution of picric acid but not in Figure 4 for the solution 
of tetrabutylammonium picrate. In fact, the pK values ob
tained f'lf the addition of hexane or benzene are markedly 
lower tt an the expected ones from the change in polarity 
(theoretical line). This can be also observed in Figure 2 and 
Table II, where C'values for hexane and benzene are lower 
than the theoretical ones or than those obtsined for picric acid. 
So, this lecrease should be attributed to specific interactions 
ofthe tetrabutylammonium picrate with hexane and benzene. 
These interactions, which picric acid does not show, can be 
explain, d by preferential solvation of tetrabutylammonium 
cation in these cosolvents. 

Cations of low charge density, such as BU4N+, tend to avoid 
protic s(,lvents and prefer to be solvated by aprotic ones (17). 
Thus, the partial solvation of BU4N+ by the cosolvent would 
decrease the concentration of cation solvated by the main 
solvent ,md therefore this would favor the dissociation of the 
salt. On the contrary, H+, cation of high charge density would 
be solvated by the main solvent, more basic than hexane or 
benzenE, and the variation of pK can be attributed only to 
the varhtion in polarity. This same effect can be observed 
in the plots of pK vs V2 in tert-butyl alcohol-hexane or benzene 
mixtures (1) but in less degree because hexane and benzene 
are more similar in properties to tert-butyl alcohol than to 
isoprop;,l alcohol. 

In Figures 3 and 4 the theoretical lines agree quite well with 
the exp,,,imental ones of ethyl alcohol, methyl alcohol, and 
water if tetrabutylammonium picrate solution and ethyl al
cohol ard methyl alcohol in the picric acid solution. The high 
deviaticn of water in this last solution can be explained be
cause 0:' its large basicity toward H+, which favors the dis
sociation of the acid as has been explained. The small de
viations seen with the other protic cosolvents can be attributed 
to spec'fic interactions between the cosolvent and ET (30) 
indicator, which change the slope of the plot as has been 
explain.,d in the theoretical section. As well as to polarity, 
ET (30) is sensitive to the acidity of the solvent, since its 
phenoxde oxygen can interact with hydrogen bond donor 
solvent<; lowering the ground state (10, 18). Because water 
(a = l.(9) is more hydrogen bond donor than methyl alcohol 
(a = 0.6J) and this one more than ethyl alcohol (a = 0.54) (10), 
the dev.ation is expected to be the highest for water and the 
lowest for ethyl alcohol, as Figures 3 and 4 show. 

In sunmary, the pK values for binary mixtures of solvents 
show linear correlation with V2, 1/" and ET (30) parameters, 
which agree with the developed equations, and therefore 
provide a reasonable estimate of any parameter if others are 
known. 
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Mass Sp\~ctrometric Studies on the Response Mechanism of 
Surface ~onization Detectors for Gas Chromatography 
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Mass spectrometr,c techniques at atmospheric pressure are 
used to measure !he Ionic species generated wher. organic 
compounds from a) gas chromatograph come into contact with 
a hot PI emiller. I The Intensities and types of 10n.l formed 
against surface temperature, gas environments ar.lund the 
emiller, and emltler material were Investigated. In almost 
every sample studied, the observed Ion species In the mass 
spectrum are the ~ame as those obtained wHh S I OMS (sur
lace Ionization organic mass spectrometry In vaCl.um con
dHlon) with only t~e IntensHy distribution showing dlfterences. 
The results confirm that positive surface Ionization Is the 
mechanism of the iproductlon of charge carriers in the surface 
Ionization detect~r. 

INTRODUCTION 

In previous papers (1, 2), the surface ionization detector 
(SID) has been dEiscribed for gas chromatography. The SID 
utilizes a platimnh filament emitter which is heate:l electri
cally. The emittJr is connected to the power supply and is 
positioned 2 mm 4bove the nozzle of the carrier gas exit. The 
emitter is maintained at a positive potential with respect to 
the ion collector ~ This detector is extremely serlsitive to 
organic compounds such as tri-n-butylamine which dissociates 
to species having lbw ionization potentials. It can be operated 
in any kind of catrier gas and the addition of air (o:<ygen) to 
the detector envitonment improves the performance. 

Previous work I indicated that the ionization mechanism 
involves positive ~onization of organic species gem,rated on 
the hot surface. The molecules being detected decompose on 
the hot surface into radicals which have lower ionization en
ergy (IE) than thJ molecules and are ionized efficiently. The 
ion current of thJ secondary species (s) is dependEnt (3) on 
the surface tempbrature, T 

I * To whom correspondence should be directed. 

j (T) = n ¥s(T) 
, 1 + (go/g+) exp[(IE - ""l/kT] 

where n is the number of molecules impinging On the surface, 
¥,(T) is the yield of chemical reactions on the surface, "" is 
the work function of the surface, and gol g+ is the ratio of the 
statistical weights of the ions and neutral species. The total 
ion current is J(T) = "LJ,(T). 

The positive surface ionization mechanism seems to be 
preferred so far. However, the exact identification of the 
charged species being formed in the SID has not been made. 
The produced ion should be identified, which directly reveals 
the response mechanism. In addition, the study furthers the 
understanding of the detector characteristics as well as im
proves its operation technique. 

Atmospheric pressure ionization mass spectrometry (AP
IMS) is a novel type of mass spectrometry (4) in which ion
ization is carried out in a reaction chamber (at atmospheric 
pressure) external to the low-pressure region of a mass ana
lyzer. Ions present in the source enter the mass analyser region 
through a small aperture. By use of this technique, the details 
of various ion processes in atmospheric conditions have been 
determined by the direct mass spectrometric analysis with 
a 1 atm plasma. 

10 studies by Horning et al. (5) and by Grimsrud et al. (6) 
in APIMS ion source was modified to be an actual electron 
capture detector (ECD), complete with a cell electrode, so that 
the ECD function of this ion source could be obtained si
multaneously with negative ion measurements. This com
bination not only provides an ideal means of studying electron 
capture reactions but also appears to constitute a promising 
technique in itself for the analysis of trace amounts of organic 
substances. 

Because of the demonstrated success of APIMS for the 
sensitive measurement of ions formed within its ECD-like 
source, a similar approach was used for the mechanism study 
of SID. The instrument used is a specialized atmospheric 
pressure surface ionization mass spectrometer. Its ion source 
is an actual SID. 

0003-2700/90/0362-0107$02.50/0 © 1990 American Chemical Society 
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Figure 1. Experimental setup of APIMS(SID); a SID ion source at
tached to the front flange of the vacuum envelope of a mass spec
trometer. 

The authors began to explore the areas of application of 
the SID about 3 years ago by choosing various compounds. 
Recently the authors reported on several types of environ
mentally and biologically important compounds (7) to provide 
a broader understanding of the potential application of the 
SID in chemical analysis. Polyaromatic hydrocarbons, an
tidepressent compounds, and a-pinene were chosen for the 
present study, because the SID is clearly sensitive, being 
suitable for the qualitative and quantitative analysis of these 
compounds. Triethylamine (TEA), 1,3,5-cycloheptatriene, 
N ,N-dimethylaniline, and piperidine were also used. These 
compounds were chosen because they were studied in detail 
by SIOMS (surface ionization organic mass spectrometry in 
vacuum conditions) (8, 9). The present reports include (1) 
the exact mass spectrometric identification of positive ions 
formed in the SID, (2) the effect of surface temperature, gas 
environments, and emittsr material on the intensity and types 
of ions formed, and (3) the comparison of the SID ions with 
those obtained by SIOMS. 

EXPERIMENTAL SECTION 
The main instrument used for the mass spectrometric studies 

on the response mechanism of the SID, is the modification of the 
apparatus specifically prepared by the Shimadzu Corp. for an 
atmospheric pressure ionization mass spectrometry. This is es
sentially a combination of mass spectrometry and SID for gas 
chromatography, which is referred to as APIMS(SID) hereafter. 
With this instrument, the SID response can be monitored along 
with mass spectral measurement of the ions formed in the SID. 

The atmospheric pressure ionization mass spectrometer for 
sampling the ions under atmosphereic pressure has been described 
in detsil elsewhere (10). Briefly, the components are a sampling 
interface, a three-stage differential vacuum system, an electrostatic 
ion lens system, and an ion detection system with the channeltron 
electron multiplier detector operated both in the pulse mode and 
in the analog mode. 

A detailed view of the SID atmospheric pressure ion source 
is shown in Figure 1. The SID ion source is an open-type 
modification (without any envelope) of a standard SID for gas 
chromatography. Therefore, we assume that the pressure at which 
the ions are formed is nearly 1 atm. It is noted that a precise 
pressure measurement was not made because of experimental 
difficulty. The coiled Pt emitter is positioned at the midpoint 
between the stainless steel nozzle and entrance cone of the at
mospheric pressure ionization mass spectrometer. The repeller 
electrode around the nozzle is made of a 30 mm diameter stainless 
steel disk which is 5 mm behind the emitter. All the SID ionic 
measurements reported were obtained by applying 300 V to both 
the repeller and the emitter. 

The open-type SID ion source is fixed on the front flange of 
the vacuum envelope of the atmospheric pressure ionization mass 
spectrometer, where a 0.5 mm diameter orifice was drilled. This 
entrance cone, along with the skimmer (1 mm diameter), provides 
a controlled leak of the ion source contents into the vacuum region. 
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Figure 2. Mass spectra of a-pinene obtained with untt resolution where 
the ions are produced by etther (a) surface ionization wtth the PI emitter 
at atmospheric pressure, APIMS(SID), or (b) the Re oxide emitter 
surface icnization at vacuum condition, SIOMS. The relative abun
dance is reported. Peaks having less than 2 % base peak intenstty 
were omi:ted. APIMS(SID) is operated in the pulse mode of the 
multichannel scaling (ref 10), while SIOMS is operated in the analog 
mode. Nete the difference in relative intenstty of the mass spectrum. 

It is observed that the 500 L/min fust-stage rotary pump is loaded 
to give a llrst chamber pressure of 2.6 Torr (see Figure 1). Thus, 
the magnitude of the total gas flow into the mass spectrometer 
is calculated as 1700 mL/min, most of which would be the air 
stream from the atmosphere. The grounded flange in Figure 1 
serves as the cathode to which a positively charged species will 
migrate. 

Sampl<ls are introduced to the carrier gas stream via a tem
perature-,;ontrolled diffusion cell in which either a diffusion tube 
or a permeation tube is placed. A heated stainless steel transfer 
tube connects this cell with the nozzle. 

The SIOMS was performed with a Finnigan 3300 gas chro
matograrh-quadrupole mass spectrometer equipped with a 
home-made thermionic ion source. The oxidized Re ribbon was 
prepared and used as a surface ionization emitter. The sample 
subStanC(lS were admitted to the mass spectrometer from a res
ervoir via a variable leak valve or gas chromatograph. Full ex
perimental details have been reported previously (11). 

A Shimadzu gas chromatograph equipped with the SID (now 
commercially available) was used for the gas chromatography of 
the SID response, GC(SID). 

All the test materials (lO compounds) were purchased from the 
Eeda Chemical, Tsukuba, and used without further purification. 

RESULTS AND DISCUSSION 
Mass Spectra. Numerous experiments were conducted 

for each of the 10 tested compounds listed in Table I along 
with the formulas, molecular weights, and ionization energies. 
Table I also includes the following experimental results: (1) 
the GC(S [l) responses, expressed in terms of sensitivity (C I g), 
under th" optimum conditions (1) for the detection limit; (2) 
the APIMS(SID) mass spectrum by the Pt emitter (composed 
of an intense peak) with the ion current (A) referenced to the 
sample a:nount of 1 g/s (determined from the height of the 
lines in the mass spectrum) for five volatile compounds, data 
taken at the optimum emitter temperature give the maximum 
total ion signal to each of the sample; (3) the SIOMS mass 
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Table L Response Comparison of APIMS(SID), SIOMS in Vacuum Condition, and GC(SID) 

compounds (m/e, IE) 

triethylamine 
(101,7.50) 
(C2H5)3N 

N,N-dimethylaniline 
(121, ?) 
CaHllN 

piperidine 
(85,8.7) 
C5HllN 

1,3,5-cycloheptatriene 
(92,8.28) 
C,H, 

a-pinene 
(136,8.07) 
C,oBl6 

anthracene 
(178, 7.41) 
C14HlO 

pyrene 
(202, 7.48) 
Cl6HlO 

fluorene 
(166,7.93) 
C13HlO 

imipramine (HCI) 
(280, ?) 
C19H"N2 

lidacaine 
(234, ?) 
C14H22N20 

GC(8ID), C/g 

1.6 

8.6 X 10-' 

3.3 

2.6 X 10-2 

4.6 X 10-3 

2.7 X 10-' 

6.5 X 10-' 

4.3 X 10-2 

8.3 X 10-' 

2.0 

A/(g/s) 

1.2 X 10-3 

1.1 X 10-3 

3.3 X 10-3 

6.4 X 10 .... 

1.2 X 10-5 

APIM8(8ID) 
mass spectrumG (m/z, %) 

86,100 
(M - H), 63.6 

(M - H), 100 

(M-H), 100 
(M - 3H), 11.9 

(M-H),100 

119,100 
105,100 
91, 51.4 
121, 34.3 
(M - 3H), 20.0 
(M 5H),15.1 
107,15.1 
95,12 
93,12 
(M - H), 11.1 
120,11 
M,100 
(M + I), 17.2 

M,100 
(M + I), 19.8 

(M-H),100 
166, 16.0 

58,100 
84,22.5 

86,100 
120,23.3 

81OM8 
A/Torr mass spectrumG (mjz, %) 

22.8 (M - H), 100 
86,10 

17.9 (M-H),100 

45.8 (M- H),l00 
(M - 3H), 16 
(M 5H),14 

3.3 (M-H), 100 

9 X 10-2 (M - 3H), 100 
(M- 5H), 77.8 
(M - 7H), 55.6 
93,42.2 

107,38.9 
105,37.8 
(M- H), 32.2 

119,26.7 
91, 24.4 
55,20 

134, 12.2 
M,100 
(M + I), 17 

M,100 
(M + 1), 19.3 

(M - H),100 
166, 15.3 

58,100 
84,14 

86,100 

a Spectrum is composed of an intense peak having more than 10% base peak intensity. 

spectrum for Re-oxide emitter with the ion current (A) ref
erenced to a pressure of 1 Torr. Ion current expre:;sed in 
amperes is output of the ion mUltiplier with the gain at 5 X 
103 in both APIMS(SID) and SlOMS experiments. 

Table I demonstrates parallels between sensitivity of GC
(SID) and that obtained on APIMS(SID). The o'der of 
sensitivity magnitudes observed by APIMS(SID) is tre same 
as that observed with the present SID for GC. This correlation 
provides support for the assumption inherent in thi:; study 
that mass spectrometric study explains the responses observed 
in an actual SID of GC. 

In comparison of positive charge carriers produced from 
APIMS(SID) with ion species obtained on conventional 
SIOMS using the oxide Re emitter, it was found that the 
observed ion species are exactly the same in both cases for 
all the compounds. The exact agreement of ion species con
firms that the mechanism, which was initially considered in 
the previous study, need not be modified in order to account 
for the present results. The mechanism for the response of 
SID which detects positive-charge carriers is positive surface 
ionization. 

However, the relative intensity of the observed ion species 
is changed, except for some substances which yield a single 
ion peak. The example of this change is shown for a ·pinene 
in Figure 2a, where molecular ions of (M - nH)+ are dcminant 
in the spectrum obtained by the SlOMS. In Figure 2h where 
the APIMS(SID) is done, ionic species having lo\\er mlz 
values are produced more efficiently. The point is that the 
ionization observed by the APIMS(SID) is more prone to 

produce the extensively dissociated ion species than the 
SlOMS. 

This result was expected. In the vacuum environment of 
the SlOMS, sample molecules interact directly with the hot 
emitter surface, and the ions formed are the result of thermal 
pyrolysis. In the APIMS(SID), the hot emitter is placed in 
an atmospheric pressure "plasma" which contains substantial 
concentrations of chemically active species such as H atoms 
and 0 atoms, as well as substantial amounts of water vapor. 
This is a thermal and combustion environment as opposed 
to the thermal pyrolysis prevailing in the vacuum. It is certain 
that the differences are partly due to the difference in the 
emitter material which causes a different work function and 
different pyrolytic properties and hence a shift in the response. 

The mass spectrometric study on imipramine and lidocaine 
is especially interesting. These compounds were successfully 
examined in the previous study as a good example of drug 
analysis. The authors believe the SID technique can playa 
very important role in the analytical chemistry of many drugs 
in the near future. These compounds are also interesting from 
the view of surface ionization mass spectrometry, because they 
are nonvolatile compounds with a rather complex structure. 

The APIMS(SID) spectra of these compounds are char
acterized by the dissociative surface ionization (DSI) ions, 
which are produced through the formation process of disso
ciative surface reaction product with a low ionization energy 
followed by the surface ionization. These DSI ions are the 
charge carrier causing the response in the SID. 

No indication is given that the molecular ions are formed 
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the ion source housing so as to give the same length (area) 
and position. Since these emitter conditions were carefully 
controlled, it is certain that the observed large difference in 
i,(T) behavior is due to the differences in the propErties of 
the emitter materials. 

It was found that the Ir emitter gave comparable results. 
The i vs T characteristics were essentially the same. The ion 
signal increased with heating current and leveled of:' at sat
uration values. 

Gaseous Environment around the Emitter. It could be 
concluded from the previous study that an oxidized emitter 
should be used in order to improve sensitivity and sl;ability. 
Such an oxidized emitter can be obtained if air (ox:rgen) is 
added to the emitter surface from another gas line. The 
addition of 10 mL of air to helium as a carrier gas had effects 
on the signals observed by the APIMS(SID). This ef'ect was 
an increase in total ion intensity with a slight corresponding 
change in product ion distribution. This suggests that air 
serves the purpose of modifying the surface leading to " change 
in the work function as well as the chemical property of the 
surface, which is responsible for the difference in n·sponse. 

CONCLUSION 
This study demonstrated the existence and theoretieal basis 

of the SID mechanism; positive surface ionization is the 
mechanism of ion formation in SID. Thus, the probability 
of ion formation is related to the IE of the adsorbed species. 
On the hot surface, some of the compounds dec ompose 
through a series of unimolecular reactions. At ead step of 
the decomposition newly formed species may be iorized. If 
the species has a low IE, its positive ion is formed. 

The charge carriers collected at the conventional SID 
collector may not be those originally formed. The ion of 
GC(SID) moving through a gas in a longer electric fi,~ld than 
the present experimental setup of the API(SID)MS may ex-

perience charge stripping, charge transfer, ion/molecule re
action, etc. However, the SID response depends only on the 
total intensity of ion species initially formed. 

The incorporation of the SID into the ion source of an 
APIMS is very easily done. Since a heat Pt emitter reacts 
under atmospheric pressure condition as SID does to ionize 
compounds, the APIMS(SID) may provide a powerful com
bination of functions which should be useful for trace organic 
analysis of specific substances. This is particularly the case 
in the parallel use of an ion counting system. 
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Determination of Chromium in Urine by Stable Isotope Dilution 
Gas Chromatography IMass Spectrometry Using Lithium 
Bis(trifluoroethyl)dithiocarbamate as a Chelating Agent 
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An Isotope dilution gas chromatography/mass spectrometry 
method using lithium bls(trlfluoroethyl)dlthlocarbamate as a 
chelatlng agent Is described for the determination of chro
mium In urine. A wet digestion procedure with HN03-H20 2 
Is used for oxidizing the organiC matter aSSOCiated with urine 
samples. The Isotope ratios are measured by selected Ion 
monitoring In a general-purpose mass spectrometel' using a 
10-m fused silica capillary column. Memory effe(~, In se
quential analyses of samples with different Isotope ralios, was 
evaluated by preparing a series of synthetic mixtures and was 
found to be negligible. The accuracy of the met,od was 
verified by quantltatlon of chromium In the NIST freoze-dried 
urine reference material, SRM-2670, with a recommended 
chromium concentration of 13 J,lg/L In the normal level and 
certified chromium concentration of 85 ± 6 IL9/L ir. the ele
vated level. 

0003-2700190/0362-0111$02.50/0 

INTRODUCTION 

Chromium (Cr) has been recognized as an essential mi
cronutrient for humans that is involved in important bio
chemical processes such as glucose metabolism and the action 
of insulin (1). Current knowledge about the role of Cr in 
human nutrition has been reviewed in a recent article by 
Offenbacher and Pi-Sunyer (2). Nutrient Cr, Cr(III), is present 
in food in the trivalent form, while hexavalent chromium, 
Cr(VI), is considered to be an occupational hazard because 
of its allergenic and carcinogenic activities. Since the major 
pathway of elimination of absorbed Cr is excretion in urine, 
urinary Cr levels have been suggested as an indicator of total 
body burden and recent uptake (3). Blood Cr levels have been 
suggested to reflect long-term exposure to Cr (4). 

As with most other metals, Cr in biological materials is 
generally determined by electrothermal atomic absorption 

© 1990 American Chemical Society 
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spectrometry (EAAS) because of the speed, minimum need 
for sample preparation, possibility of automation, and good 
sensitivity of this technique (5). However, EAAS measure
ment of Cr is very susceptible to matrix effects and, therefore, 
requires standards similar to the samples. Urinary Cr con
centrations in normal subjects have been found to be below 
Il'g/L with a range of 0.2-1I'g/L (6-9). In serum, Cr values 
ranging from <0.05 to 0.29 I'g/L (mean = 0.11 ± 0.07 I'g/L; 
n = 15) have been reported recently by EAAS (JO). 

In a recent report on the determination of Cr in biological 
materials by members of the International Union of Pure and 
Applied Chemistry (IUPAC), it has been emphasized that 
analytical chemists should provide methods that are suffi
ciently sensitive to give accurate results at levels of less than 
10 I'g/L Cr (11). Stable isotope dilution mass spectrometry, 
which has long been used by nuclear and geological scientists, 
is a well recognized technique for trace metal determinations 
in complex matrices. This technique offers the advantage of 
freedom from matrix effects and the constraints of quanti
tative sample preparation. Since the method employs an ideal 
internal standard, i.e. an enriched isotope of the same element, 
a high degree of accuracy can be readily achieved in concen
tration determinations. Stable isotope dilution mass spec
trometry would supplement EAAS methods, providing an 
alternative physicochemical principle for the quantitation of 
chromium. 

The use of general-purpose mass spectrometers for trace 
metal determinations is attractive because these instruments 
are widely available, which would allow many clinicallabo
ratories to carry out trace metal determinations without ad
ditional specialized and expensive instrumentation. Further, 
combined gas chromatography/mass spectrometry (GC/MS) 
also offers the advantage of shorter analysis times and the 
ability to separate different metal chelates. The potential of 
general-purpose mass spectrometers for trace metal deter
minations has been demonstrated in a few published studies 
(12-15). However, one of the fundamental problems pre
venting the widespread application of GC/MS methods has 
been the observation of carryover, or memory, in the sequential 
analysis of samples with different isotope ratios (13). This 
can be a serious problem and must be evaluated for the metal 
and the chelating agent under investigation. 

We have recently developed an isotope dilution GC/MS 
method using lithium bis(trifiuoroethyl)dithiocarbamate, 
Li(FDEDTC), as a chelating agent for the quantitation of 
nickel (16, 17). In this paper, we continue this line of research 
by demonstrating the suitability of Li(FDEDTC) as a che
lating agent for the determination of Cr in biological materials 
by isotope dilution GC/MS; we validate the method by using 
NIST reference materials. 

The method offers high sensitivity with detection limits 
down to the sub-part-per-billion level (I'g/L) with the inherent 
advantages of stable isotope dilution, most notably that the 
accuracy and precision of the analyses are not affected by 
incomplete recovery. 

EXPERIMENTAL SECTION 

Instrumentation. The GC/MS system consisted of a dou
ble-focusing, reverse geometry mass spectrometer (Model 8230, 
Finnigan MAT, San Jose, CAl coupled to a gas chromatograph 
(Varian 3700). The mass spectrometer, equipped with a Spec
troSystem 300 data system for on-line data acquisition and 
processing, was operated as previously described (17). 

Reagents. The wCr-enriched Cr,03 (>96 atom % WCr) used 
as a spike for isotope dilution was obtained from Oak Ridge 
National Laboratory (Oak Ridge, TN). Certified Atomic Ab
sorption Standard (potassium dichromate) was purchased from 
Fisher Scientific (Fairlawn, NJ) and used as the primary standard 
for spike calibration. Double sub-boiling quartz distilled HN03 

and H,SO, in Teflon bottles were obtained from the National 
Institute of Standards and Technology (NIST, Gaithersburg, MD). 
Ultrex grade ammonium hydroxide solution (30 %) was purchased 
from J. T. Baker Chemical Co. (Phillipsburg, NJ), and stabilized 
hydroger peroxide (50%) was obtained from Fisher Scientific. 
Potassiwn permanganate was obtained from Mallinckrodt, Inc. 
(Paris, K Y). The standard reference material, freeze-dried urine 
SRM 2670 (normal and elevated levels of toxic metals), was 
purchased from the NIST and prepared according to their di
rections. Lithium bis(trifluoroethyl)dithiocarbamate, Li
(FDEDTC), was synthesized by using bis(trifluoroethyl)amine 
from PCI Research Chemicals (Gainesville, FL), and n-butyl
lithium 2nd carbon disulfide from Aldrich Chemical Co. (Mil
waukee, WI) in an inert atmosphere at -70 °C (18). 

Several precautions were necessary to minimize the potential 
for Cr contamination from the apparatus, reagents, personnel, 
and the bboratory environment, as previously reported (17). Since 
the overall blank defines the detection limit of the method and 
limits the applicability of this technique at extremely low levels, 
it was ne,essary to identify a lot of H,O, (Lot No. 791310) con
taining minimium amounts of Cr. The levels of Cr, determined 
by EAAS, present in various reagents used were as follows: 
chelating agent Li(FDEDTC), 0.06 I'g/L; 4% solution of am
monium hydroxide, 0.016I'g/L; hydrogen peroxide, 0.4 AA/L; 0.5% 
(w/v) sohtion ofKMnO" 1.5I'g/L; pH 3 acetate buffer, 0.8I'g/L. 
An overal blank of less than 1 ng was present due to the volumes 
of these different reagents used in the procedure for digestion 
and chelate formation. 

Preparation and Standardization of Spike Solution. A 
50Cr spike solution was prepared by dissolving the 5OCr,03 in a 
minimum amount of Ultrex HCIO, with heating in a Teflon 
beaker. The solution was brought to volume with 0.5 M HN03. 
Diluted 'pike solutions were prepared from this stock solution, 
on a weight basis, for isotope dilution experiments. The isotopic 
composhion of Cr in the spike was determined experimentally 
by preparing Cr(FDEDTC), chelate. The spike solution was 
calibrated as previously reported by reverse-isotope dilution 
GC/MS using the natural Cr primary standard (17, 19). 

Digestion and Chelate Formation. A known volume (1 mL) 
of the re{~onstituted urine reference material was mixed with a 
weighed .mount of 50Cr spike solution in a Teflon beaker. The 
amount (.f Cr in the spike solution added to the urine sample was 
optimize, I to obtain an isotope ratio in the mixture, corresponding 
to the geometric mean of isotope ratio m / z 562/564 in the sample 
and the s pike. This is not an essential requirement of the method, 
but it is advisable for obtaining the best results. The spiked 
mixture was treated with 1 mL of concentrated HN03 and was 
allowed 10 stand overnight to allow the partial digestion of the 
organic natter and reduce foaming during subsequent heating. 
The partially digested solution was heated gently on a hot plate 
at 50 °C to reduce the volume to about 100 I'L, and then 100 I'L 
of 50% H20, was added. The solution was again heated gently 
and inspected periodically. The contents were mixed and the 
beaker w,'" tapped gently to disperse frothing. The digestion with 
H,O, was performed four or five times until a white residue 
remained on complete evaporation of the solution. The procedure 
required about 1 mL of H,O, and took 3-4 h. The dried residue 
was dissclved in 1 mL of deionized water (DW), and the solution 
was again heated until completely dry. The residue was redis
solved ir 2 mL of DW, and the solution was transferred to a 
polypropylene (PP) tube. To the solution in the PP tube, 50 I'L 
of 0.5% (w/v) KMnO, solution followed by 100 I'L of1 M H,SO, 
was addEd to oxidize Cr(III) to Cr(VI). The solution in the PP 
tube Waf heated in a boiling water bath for about 30 min to 
complet, the oxidation of Cr. The solution was allowed to cool 
to room ',emperature and adjusted to pH 3 by using 50-100 I'L 
of a 4% solution of ammonium hydroxide. Subsequently, 500 
I'L of pH 3 acetate buffer was added and the Cr chelate formed 
by adding 200 I'L of 20 mM solution of the chelating agent Li
(FDEDTC). The Cr chelate was extracted with two 500-I'L al
iquots of CH,Cl,. The organic extract containing the Cr chelate 
was allowed to evaporate to dryness at room temperature in the 
laminar flow hood and reconstituted in 20l'L of CH,Cl2 prior to 
GC /MS .rnalysis. Samples containing 10 I'g of Cr(VI) were used 
for optirrizing the conditions of chelate formation. The chelate 
formatio 1, at this high concentration, was immediately evident 
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Table I. Theoretically Expected and Measured Abundances of Different Ion Peaks in Natural Chromium 

molecular ion peak (M'+) fragment ion peak (M L)+ 
atomic mass atom % abundG ion mlz calcd 0/0 measdb % ion mlz caled % measdb % 

soCr 4.345 818 2.95 3.08 562 3.32 3.36 
52Cr 83.789 820 67.69 57.66 564 64.58 64.ll 
53Cr 9.501 821 [9.62 19.38 565 17.09 17.18 
"Cr 2.365 822 19.75 19.88 566 15.01 15.35 

'Taken from ref 20. b Injecting 5 ng of Cr on column. 

Table II. Theoretically Expected and Measured Abundances of Different Ion Peaks in Chromium Spike 

molecula! ion peak (M'+) fragment ion peak (M - L)+ 
atomic mass atom % abunda ion m/z calcd % measdb % ion mJz calcd % measdb % 

soCr 96.40 818 39.27 68.44 562 78.28 78.04 
"Cr 3.33 820 22.59 22.92 564 17.46 17.68 
53Cr 0.22 821 4.89 5.ll 565 2.62 2.61 
"Cr 0.05 822 3.25 3.53 566 1.64 1.67 

'Values given by the supplier (Oak Ridge National Latoratory) of enriched isotope. blnjecting 5 ng of Cr on column. 

from a change in the color of the solution as soon as chelating 
agent was added. 

Gas Chromatography IMass Spectrometry, Prior to Cr 
isotope ratio measurements, the focusing conditions of the mass 
spectrometer were optimized and mass calibration was estlblished 
by using perfluorokerosene. The Cr isotope ratios were IT easured 
in duplicate by injecting 1 ILL of the chelate solution aIld mon
itoring the group of peaks corresponding to the fragmen'; ion (M 
- L)+, formed by the loss of one ligand molecule. D,ta were 
obtained in a selected ion monitoring (8IM) experimer.t by in
tegrating the chromatographic peak areas as previously described 
(17). 

RESULTS AND DISCUSSION 
Precision and Accuracy in Isotope Ratio Measure

ments, The mass spectrum exhibits several isotopic groups 
of peaks corresponding to Cr(FDEDTC)g°+, Cr(FDEDTC}z+, 
and Cr(FDEDTC)+ designated by Mo+, (M - L)+, and (M-
2L)+, respectively (16). Among the various ion pe1cks con
taining the metal atom, the fragment ion Cr(FDEDTC}z + 
formed by the loss of one ligand is of maximum intensity. The 
most abundant isotopic group of Cr(FDEDTC)2 + iO:1s nom
inally at m / z 562 was used throughout the experiments to 
achieve high sensitivity. This ion group consists of four peaks 
at m/z 561.88, 563.88, 564.88, and 565.88, corresponding re
spectively to 50Cr, 52Cr, 53Cr, and "Cr isotopes in Cr
(FDEDTC)(. Further, the presence of a molecular ion as well 
as the observation of symmetrical and sharp chromatographic 
peaks indicates the thermal stability of the Cr chelate at 
nanogram levels under the experimental conditions used. 

Tables I and II present the results obtained for isotope ratio 
measurements of natural Cr and 5OCr-enriched spike, re
spectively. For these measurements, 1 ILL of the chelate 
solution containing 5 ng of Cr was injected. The atom percent 
abundances of different isotopes in natural Cr (TaUe I) are 
the recommended values based on the values measured ex
perimentally by various laboratories (20). The atom percent 
abundances of different Cr isotopes in 50Cr spike (Table II) 
are the values provided by the supplier of the enriched isotope 
(Oak Ridge National Laboratory). The theoretically calculated 
values are also given in these tables for the abundances of 
various Cr-containing peaks in the molecular ion, Cr
(FDEDTC)g'+, and in the fragment ion, Cr(FDEDTC),+. 
These values have been obtained by calculating the contri
butions of the isotopes of chromium, carbon, nitrogen, and 
sulfur in these ions (21, 22). As can be seen from the data 
in Tables I and II, there is excellent agreement among the 
calculated and measured abundances of the various ions in 
the natural Cr as well as in the soCr spike. This shows that, 

Table III. Precision in Determining Isotope Ratios of 
Natural Cr by Using Cr(FDEDTC), 

isotope ratioa 

562/564 565/564 566/564 

mean of means 0.0543 0.2728 0.2432 
within-run precision, % 1.9 1.2 1.3 
between~run precision, % 6.1 3.6 3.0 
overall precision,b % 6.4 3.8 3.2 

a Injecting 5 ng of Cr on column. b Overall precision St was cal~ 
culated by combining the within-run precision (8;) and between
run precision (8,), using the formula 8, = (8;' + 8.')1/2. 

within the experimental uncertainties, there was no mass 
discrimination due to the use of different accelerating voltages 
when isotope ratios were determined by voltage peak 
switching. This lack of bias is likely due to the small relative 
mass difference at the high mlz values of the ions. In the 
presence of mass discrimination, a general trend toward de
creasing abundances with increasing mass of Cr isotope would 
have been observed. Since this was not observed, no correction 
was applied to the experimentally determined isotope ratios 
over the 4-amu mass range measured at either the molecular 
ion (mlz 818-822) or the fragment ion (mlz 562-566). 
Moreover, any mass discrimination factor that might be ob
served is canceled in isotope dilution experiments as the spike 
calibration is performed by reverse-isotope dilution using a 
primary standard in the same experiment (19). 

Precision in the determination of various isotope ratios was 
evaluated by performing measurements of chelated natural 
Cr on three different days. Five to 10 replicate injections of 
5 ng of Cr were made on each of the three days. Mean values 
and standard deviations were calculated from the data ob
tained on each day. These mean values were used to calculate 
the mean of means and its standard deviation, referred to as 
between-run precision and given in Table III. The within-run 
precision was calculated by considering the standard deviation 
values obtained on different days. Overall precision was 
calculated by combining the within-run precision and be
tween-run precision values. This was done to evaluate the 
effects of any variations in the mass spectrometer operating 
parameters that may occur from one day to another. Overall 
precision values of 3--B% were obtained at the 5-ng level. As 
expected, the precision is better when the ratios to be mea
sured are closer to unity (for example, mlz 565/564 and 
566/564 versus 562/564 in Table III), and this can be achieved 
by optimum spiking in the isotope dilution step. 
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Figura 1. Evaluation of cross-contamination between samples of very 
different isotopic compositions. in consecutive analyses. Injections 
1-5 and 11-15 are from a natural Cr sample and injections 6-10 are 
from a sOCr spike. 

Memory Effect. One problem with the GC/MS analyses 
of metal chelates for isotope ratio measurements is the 
cross-contamination in the GC/MS system between sequential 
analyses of samples with widely different isotope ratios. This 
can be the limiting factor for some metals and chelating agents. 
This phenomenon, referred to as the memory effect, can ad· 
versely affect the accuracy of the measurement of altered 
(nonnatural) isotope ratios. Memory effect has been an 
analytical problem due, in part, to the nonavailability of a 
suitable chelating agent. The Li(FDEDTC) chelating agent 
used in this work offers advantages in comparison to trio 
fluoroacetylacetone (TFA) used earlier for Cr determination 
in biological materials (12), geological materials (23), and 
seawater (24). The advantages include the quick preparation 
of chelates at room temperature, negligible memory effect, 
and the measurement of isotope ratios over a limited range 
(2-4 amu) at high mass (m/ z 560 or 830), thereby reducing 
the mass discrimination effects and chemical interferences 
in the mass spectrometer. Also, the use of Li(FDEDTC) as 
a chelating agent is promising because of its applicability to 
several elements which can be readily separated on a capillary 
GC column (25). In the present studies of Li(FDEDTC) as 
a chelating agent, the memory effect was evaluated by using 
two different approaches. The first method involved the 
sequential analysis of a solution of natural Cr and a solution 
of the 50Cr spike measuring the m/z 562/564 isotope ratio. 
The analyses were carried out in the following sequence: five 
injections of natural Cr, five injections of 50Cr spike, five 
injections of natural Cr. The results obtained are shown in 
Figure 1. For these data, no appreciable memory or carryover 
is observed when these samples with isotope ratios differing 
by a factor of about 90 are analyzed sequentially. 

The second approach used to investigate the suitability of 
GC /MS using Cr(FDEDTCh chelate was an evaluation of the 
accuracy of determining isotope ratios different from those 
of natural samples. For this experiment, five synthetic mix· 
tures differing in the m/z 562/564 ratio by a factor of 10 (range 

Table IY. Determination of Chromium in Spike Solution 
Using F'.ve Synthetic Mixtures with Altered Isotope Ratios 
Ranging from 0.2 to 2 

mesn 
concn,u fJ.g 

isotope of Cr/g of std dev, range, 
ion Ilsed ratio soln p.g/g p.g/g 

Cr(FDE:)TC)a'+ 818/820 2.31 0.04 2.26-2.34 
818/821 2.29 0.03 2.24-2.33 
818/822 2.33 0.04 2.28-2.34 

Cr(FDK)TC),+ 562/564 2.22 0.06 2.15-2.29 
562/565 2.31 0.06 2.20-2.37 
562/566 2.35 0.05 2.27-2.41 

aInjec1ing 5 ng of Cr on column, mean from five synthetic mix
tures. 

Table V Standardization of "Cr Spike Solution by 
Reverse Isotope Dilution 

mesn 
concn,a jlg 

isotope of Cr/g of std dev, range, 
ion used ratio soln p.g/g p.g/g 

Cr(FDEDTC)a'+ 818/820 2.31 0.02 2.30-2.36 
818/821 2.31 0.03 2.28-2.35 
818/822 2.31 0.05 2.27-2.38 

Cr(FDE;)TC),+ 562/564 2.26 0.04 2.21-2.32 
562/565 2.31 0.02 2.28-2.33 
562/566 2.30 0.02 2.28-2.33 

(l Injecting 5 ng of Cr on column, mean from five independent 
samples. ___________________ _ 

0.2-2) were prepared by mixing weighed aliquots of the pri· 
mary stmdard solution and the 50Cr spike solution. The 
mixtures were prepared to contain almost equal amounts of 
total Cr. Three injections, each with 5 ng of Cr, were made 
from each of the mixtures, and the isotope ratios m/z 562/564, 
562/565, and 562/566, corresponding to the different Cr 
isotopes in the fragment ion Cr(FDEDTC)?, were determined. 
On another day, the isotope ratios mlz 818/820, 818/821, and 
818/822, corresponding to different Cr isotopes in the mo
lecular ion Cr(FDEDTC)3°+' were also determined by using 
these synthetic mixtures. The mixtures were analyzed in the 
sequenc" of increasing isotope ratios. The isotope ratios 
determhed from these mixtures were used to calculate the 
Cr concentration in the spike solution by using reverse·isotope 
dilution methodology, and the results are given in Table IV. 
The consistency in the concentration of Cr in the spike so· 
lution, s Gown by low standard deviations and narrow ranges 
of the calculated concentration, shows that the isotope ratios 
were mE,asured accurately. Further, the constancy in the 
isotope )'atios determined by replicate injections from each 
of the synthetic mixtures also demonstrated no appreciable 
memory effect. 

Isoto)~e Dilution Results. The 50Cr spike solution was 
calibrated by reverse isotope dilution using a primary standard 
of natural Cr. For this standardization, five samples were 
preparec by mixing weighed amounts of primary standard and 
50Cr spiEe solutions to achieve an optimum isotope ratio mlz 
562/564 in the spiked mixtures. The results obtained for Cr 
concentration in the spike solution are given in Table V. The 
concentration values calculated from the different isotope 
ratios are all in good agreement. The concentration values 
are given in units of p.g/ g since the aliquots were taken on a 
weight hasis to eliminate pipetting errors. The standard 
deviatio 1 observed for the concentration values in Table V 
is better compared to that in Table IV. This is because the 
concentmtion values in Table V were derived from samples 
with opt.mum isotope ratios (i.e. m/z 562/564 - 0.5) whereas 



Table VI. Determination of Cr in SRM-2670 Urine by 
Isotope Dilution GC/MS 

mean 
NIST concn.a Jtg 
value, of Cr/L of std dev, 
J.Lg/L isotope ratio soln J.Lg/L range, J.Lg/L 

562/564 89 (n = 11) 6 7<3-99 
85 ± 6 562/565 94 (n = 11) 5 89-101 

562/566 92 (n = 11) 9 7:3-101 

13 ±? 562/564 13 (n = 5) 2 11-15 
562/565 13 (n = 5) 3 11-17 
562/566 12 (n = 5) 3 9-17 

'Injecting 2 ng of Cr on column. 

the values in Table IV were from samples with a range of 
isotope ratios (i.e. m/z 562/564 from 0.2 to 2). 

The calibrated soCr spike solution was then used to quan
titate Cr in the NIST freeze-dried urine reference material 
SRM 2670. This reference material consists of two different 
urine samples containing 13 )lg of Cr /L (recommended value) 
and 85:1: 6)lg of Cr/L (certified value). The signal-to-noise 
ratio (> 100 to 1 for 13 )lg of Cr /L) observed in the GC peak 
indicates potential limits of detection down to sub-parts
per-billion levels. In principle, the detection limit of the 
method (2-3 ng/L) limits the quantitative measurement of 
Cr; however, contamination from reagents, laborat,)ry, and 
analyst makes the practical limit 0.1-1 )lg/L with reasonable 
precautions. All the isotope ratios corresponding to different 
Cr isotopes in the fragment ion Cr(FDEDTC)2 + were recorded 
and used for calculating the Cr concentration in tile urine 
samples. The results obtained are shown in Table VI ,md bave 
been corrected for Cr blank. Since the Cr concentration values 
in the urine reference material are provided in units of )lg/L 
by NIST, the urine sample aliquots were taken on a volume 
basis instead of weight basis so that the Cr concentration 
values in urine are given in )lg/L. The concentration values 
calculated by using the different isotope ratios are in good 
agreement with one another as well as with the NIST values 
in the reference material SRM 2670. 

CONCLUSION 
The results of this work demonstrate that isotope dilution 

GC/MS using Li(FDEDTC) as a chelating agent can be used 
for determining Cr in urine. Results obtained are shown to 
be accurate and precise. No significant memory effeot is seen 
in the determination of altered isotope ratios. This absence 
of memory effect not only allows accurate quantitation but 
also shows that the technique can be used for isot,)pe ratio 
measurements in metabolic and bioavailability studies (26). 
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Study of Oil Field Chemicals by Combiined Field 
Desorption/Collision-Activated Dissociation Mass Spectrometry 
via Linked Scan 
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Saudi Arabian Oil Company, Box 8745, Dhahran 31311, Saudi Arabia 

Field desorption mass spectrometry (FDMS) Is used as a 
convenient technique for direct fingerprinting of oil field 
chemicals such as blocldes, demulsiliers, scale inhibitors, etc. 
The composition of Individual Ingredients In these chemicals, 
which Is olten difficult to monitor otherwise, may be visualized 
easily In a FD spectrum. When It Is necessary to study the 
molecular structure of an Individual component, combined field 
desorption/collision-activated dissociation (FD/CAD) mass 
spectrometry via linked scan can olten provide the information 
needed. In the study of quaternary ammonium salls in bio
cldes, dissociation at bond locations remote from the charge 
center was observed. 

Mass spectrometry has been one of the most useful tech
niques for studying molecular structures. Samples can be in 
gas, liquid, or solid forms. The mass spectrometric study of 
oil field chemicals such as biocides, corrosion inhibitors, and 
scale inhibitors, however, is often limited by their low vapor 
pressures and requires special sampling andj or ionization 
techniques. In recent years, a number of desorption ionization 
techniques have been found useful for nonvolatile and ther
mally labile materials. 

The more commonly used desorption ionization methods 
include plasma desorption (1, 2), particle desorption (3-6), 
field desorption (7-9), desorption chemical ionization (10, 11), 
and laser desorption mass spectrometry (12-14). These de
sorption techniques often reduce ion fragmentation and en
hance the yield of molecular ions. In addition, these tech
niques in general require little sample preparation and are 
capable of generating ions directly from sample matrices that 
are either nonvolatile or thermally labile. These soft ionization 
techniques provide a convenient means for direct mixture 
analysis without prior chromatographic separations. 

Among these desorption ionization techniques, field de
sorption mass spectrometry (FDMS) gives the least amount 
of ion fragmentation (15). As a result, one can often visualize 
easily the gross composition of a sample mixture directly from 
a FD spectrum. FDMS therefore can be a convenient tool 
for fingerprinting of chemical mixtures. 

For the purpose of elucidating molecular structures, how
ever, it is useful to have fragment ions characteristic of the 
molecular ion structure. This requires (1) generating molecular 
ions, (2) inducing the fragmentation of the molecular ions, and 
(3) establishing the relationship between the fragment and 
the molecular ions by tandem mass spectrometry (MSjMS). 
The dissociation of a molecular ion could take place either 
naturally as a unimolecular process or via collision-activated 
dissociation (CAD) processes. MSjMS is best carried out in 
a tandem mass spectrometer. However, when a tandem mass 
spectrometer is not available, linked scan using double-fo
cusing equipment is a convenient alternative. 

This paper discusses the application of FDMS as a fin
gerprinting technique for quality assurance of oil field chem-

icals such as biocides and the use of combined FDjCAD MS 
via B jE linked scan for studying molecular structures of 
selected eomponents in these chemicals. 

EXPERIMENTAL SECTION 

A Jeol DX-300 double-focusing mass spectrometer equipped 
with a combined field desorption/field ionization/electron impact 
(FD /FI/EI) source was used for this study. The instrument was 
controllec. by a Jeol DA-5000 data system with linked scan 
softwares. Typically, samples were applied directly to an activated 
carbon emitter via a microsyringe. The cathodic voltage applied 
was 5.5 k V. The emitter temperature can be programmed by 
passing though a current ranging from 0 to 60 rnA at a selected 
rate. The combined FD/CAD mass spectrometry was accom
plished bel colliding the selected ions with helium molecules in 
a collisior chamber immediately after the ion source and mon
itoring via B /E linked scan. It is important to set the emitter 
temperature at the best anode temperature (BAT). Under the 
experimental conditions used, BAT for quaternary ammonium 
salts in bJOcides, for example, was about 20 rnA. 

RESULTS AND DISCUSSION 

Fingerprinting of Biocides. Biocides are commonly used 
in oil field operations to help ensure water qualities. Our 
previous in-house work has used nuclear magnetic resonance 
(NMR) spectroscopy as a convenient means of fingerprinting 
purchased biocides for quality assurance purposes (16). NMR 
fingerprints have been able to verify the presence and reveal 
the unexpected variations of the major ingredients in biocides 
such as various types of quaternary ammonium salts. Specific 
identitie, of these salts, however, are difficult to determine. 
As a resul t, when compositional variations of biocides do occur, 
their sigLificance is difficult to ascertain. A complementary 
technique that can help monitor individual components is 
therefore highly desirable. 

Quaternary ammonium salts in general are highly polar and 
nonvolatile and are difficult to separate by chromatographic 
means w:thout extensive sample preparation steps. While 
spectrophotometric and titrimetric methods can be used to 
quantitate these surfactants (17), they are limited in probing 
the chern .cal structure of individual components in a mixture. 

FDMS has been previously applied to study cationic sur
factants (18). Figure 1 shows a typical FD fingerprint of 
biocide A that contains quaternary ammonium salts. As re
ported b,,[ore, the cationic portion of the quaternary ammo
nium salt molecules, C+, was observed intact in the FD 
spectrum. In addition, (C2A)+ cations were observed (19). 

The major C+ ion (m/z 326) observed in Figure 1 suggests 
the main salt component has a general molecular formula of 
C22H",N'C1-, yielding C22H",N+ and [C22H48N).CJ]+ ions at 
m/z 326 :md 688, respectively. Additional C+ ions observed 
at mjz 2)0, 228, 270, and 298 indicate the presence of the 
homologues CgH22N+CI-, CllH2SN+CI-, C18H40N+CI-, and 
C2oH .. N'CI-, respectively. The (C2A)+ ions from the minor 
homologues were not observed. However, hybrid (C1C2A)+ 
ions were observed at mjz 562 and 660, consisting of a minor 
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Figure 1. FD spectrum of biocide A with tetraalkylammonium satts as 
major ingredients. 
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salt molecule (CgH 22N+Cl- or C20H .. N+CI-) and C+ from the 
major salt (i.e. C22H48N+, mlz 326). 

The tetraalkylammonium ions observed in Figure 1, which 
are the cationic portion of the quaternary ammonium salts 
in biocide A, have a general formula of 

R, 
1+ 

R,-~-R. 

R3 

Figure 2 shows FD fingerprints of two separate bal;ches of 
biocide A received several months apart. There is apparently 
no significant variation in the relative concentrations (,f major 
tetraalkylammonium salts. A minor cation observed at ml z 
304, however, does show variance in the two batches of biocide 
A. As will be discussed later, the mlz 304 ion is the cation 
from a benzylated quaternary ammonium salt. In this in
stance, the compositional variance observed in the two batches 
of biocide A has had no significant effects on their perform
ances in the oil field. 

Figure 3 shows the FD fingerprint of biocide B. When 
compared with Figure 1, the differences are obvious. Tetra
alkylammonium chlorides are no longer the major components. 
The C+ ions observed at m I z 304 and 356 indicate that dif
ferent types of quaternary ammonium salts have become the 
major ingredients in biocide B. 

In addition to quaternary ammonium salts, certain aldeh
ydes such as glutaraldehyde have been known as major in
gredients in biocides. Glutaraldehyde, being a volatle com
ponents, however, is not observed in the FD spectra. Most 
of the volatile components were lost when the FD sampling 
probe was introduced into the ion source via a differentially 
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Figure 3. FD spectrum of biocide B with benzylated and ethoxylated 
quaternary ammonium salts. 
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Figure 4. FDICAD spectrum of C"H .. N+ (m Iz 326). 

pumped vacuum lock. FD spectra of biocides as shown in 
Figures 1 and 3 therefore display mainly quaternary ammo
nium salts. For quality assurance purposes, glutaraldehyde 
can be monitored separately by NMR spectroscopy. 

Identification of Quaternary Ammonium Salts, De
tailed structural information about quaternary ammonium 
salts in biocides can be provided by combined FD ICAD mass 
spectrometry via B/E linked scan. With a tandem mass 
spectrometer, FD/CAD MS has been used previously for 
structural elucidation of surfactants in mixtures (20-22). The 
instrument, however, did not provide adequate resolution 
within one full scan, and each CAD spectrum was recorded 
in three separate but overlapped mass ranges. With the use 
of a double-focusing instrument, good quality FD I CAD mass 
spectra have been obtained via linked scan (22, 23). 

Figure 4 shows a FD ICAD spectrum of the major C+ ion 
(mlz 326) observed in the FD spectrum of biocide A (Figure 
1). The daughter ions of the mlz 326 ion suggest it has a 
dimethyldidecylammonium ion structure (I). 

CH3 
1+ 

CH3-~-C'0H21 

C1OH2, 

I 

The presence of a decyl group in I is suggested by the 
daughter ion observed at mlz 184 formed via the loss ofC,OH22 
from I. The loss of CnH2n+2 from tetraalkylammonium ions 
is a mass spectrometric process that has been observed before 
and has been verified by isotope labeling experiments (24). 
The dominant dissociation path of a quaternary ammonium 
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Figure 5. FD/CAD spectrum of C"H .. N+ (m I z 298). 

cation is frequently the loss of the largest substituent group 
followed by hydrogen transfer. Thus, the mlz 184 fragment 
ion can be formed via the following path: 

CH3 CH3 
I, I, 

CH3-~y?H-C,Hl' - CH3-N=CH-C,H19 + ClOH22 

C,0H,fH mlz 184 

I 

A second major dissociation path of a quaternary ammo
nium cation also involves the loss of the largest substituent 
group, but is followed by a cleavage in a neighboring alkyl 
group, leading to the formation of a stable iminium ion at m I z 
58, which indicates the presence of a dimethyl structure in 
I. 

CH3 
I, 

CH3-~-CH,-C,H19 

C'OH21 
I 

CH3 
I, 

CH3-N=CH, 

mlz58 

Other minor daughter ions observed in Figure 4 include a 
series of ions from mlz 212 to 310 at regular 14-amu intervals, 
resulting from C-C bond cleavages of the long chain alkyl 
group followed by hydrogen transfer. This further confirms 
the presence of long chain alkyl groups in the precursor ion 
I. This particular dissociation path, however, is unique in that 
it takes place at bond locations remote from the charge center. 

Bond Dissociation Remote from the Charge Center. 
Dissociation at bond locations remote from the charge center 
has been previously recognized from F AB I CAD spectra of 
fatty carboxylate anions (25) and long-chained amine and 
phosphonium cations (26) resulting from high-energy collisions 
in magnetic sector instruments. A six-electron reaction 
mechanism has been proposed based on isotope labeling ex
periments, and its application to anions was supported by 
recent molecular orbital study results (27). (A reviewer has 
pointed out that calculations for anions may not be applicable 
to cations.) 

If one applies the six -electron mechanism, the m I z 240 ion 
in Figure 4, for example, could be formed via the following 
path: 

CH3 
I, 

CH3-7-(CH,),-CH=CH, + H,. + C6H12 

C10H21 
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Figure 6. FD/CAD spectrum of benzylated cation (m I z 304). 
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Figure 7. FD/CAP spectrum of ethoxylated cation (mlz 356). 

In support of this mechanism, under our FD I CAD condi
tions, similar dissociation did not take place at the C-C bond 
next to the charge center. As a result, the mlz 198 ion was 
not obs"rved in Figure 4. As discussed above, the formation 
of imin tum ions typically would involve two neighboring 
substituent groups. 

Similor FD ICAD data suggest the presence of dimethyl
octyldeeylammonium chloride (II) and trimethylhexyl
ammonium chloride (III) in biocide A. Presumably they are 
present as byproducts of the major salt component. Under 
FD conditions; II yields C+ at m I z 298 and III yields C+ at 
mlz 200 (see Figure 1). Figure 5 shows, as another example, 
the FD / CAD spectrum of the C+ ion at m I z 298, which yields 
iminium daughter ions at mlz 58, 156, and 184, respectively, 
indicating the presence of dimethyl, octyl, and decyl groups 
in II. 

Benzylated Quaternary Ammonium Salt. The C+ ion 
at mlz ;104 observed in Figure 1 is not part of the homologues 
of the tetraalkylammonium ions. The daughter ions of the 
mlz 304 ion (see Figure 6) indicate the presence of a benzyl 
group in addition to a dodecyl and two methyl groups. This 
suggests a molecular structure of dimethyldodecylbenzyl
ammonium chloride (IV) for the precursor salt. The presence 
of a bemyl group is suggested by the C7H7+ (mlz 91) daughter 
ion, which frequently has both benzyl and tropylium ion 
structures under electron impact ionization conditions (28). 
Unlike in the tetraalkylammonium ions, which retain the 
charge c·n the nitrogen after losing an alkyl substituent group, 
cleavage of the benzylic bond in a trialkylbenzylammonium 
ion leaves the charge with the aromatic moiety (C7H7 +) instead 
of the trialkylammonium moiety. 



)( . 
-CH,.g 

In addition to dimethyldodecylbenzylammonium salt, the 
C+ ion observed at m I z 356 in Figure 3 indicated the oresence 
of an ethoxylated salt in biocide B. The daughter ions of this 
mlz 356 ion were observed at mlz 310 and 214 (see Figure 
7), indicating the presence of ethoxy and dodecyl groups, 
respectively. The mlz 356 cation, however, does net have a 
dimethyl structure, and as a result, the m I z 58 ion was not 
observed in the FD/CAD spectrum of the mlz 356 ion. The 
most likely structure of the m I z 356 ion is therefor" that of 
a methyldidecylethoxyammonium ion (V). This structure is 
further supported by the daughter ion observed at m I z 184 
formed from the following dissociation path: 

CH,-CgH,g 
1+ 

CH3-~-C2H40H 

C10H21 

V 

The molecular structure of V is similar to that of 6oline, a 
family of N-ethoxylated N-alkYl quaternary ammonium salts. 

Table I lists the major quaternary ammonium salts found 
in the two biocides studied. The presence of aromatic and 
ethoxylated components has also been confirmed by NMR 
spectroscopy. 

Field Applications. FDMS was applied to determine the 
presence of residual biocides in the solids deposit"d in an 
internally coated water pipeline. The solids were recovered 
during scraping operations. The presence ofresidual biocides 
in these scraping solids was suspected because some of the 
biocides used in the field appear to have good film· forming 
ability, which may help cause the accumulation of solid de
posits on the pipe wall. 

Figure 8 shows the FD spectrum of a water extract o)f a solid 
deposit sample. In addition to Na+ (mlz 23) and :{+ (mlz 
39) ions, whose salts are commonly present in seawater and 
oil field brines, the ions observed at m I z 298 and 326 con
firmed the presence of tetraalkylammonium salts kompare 
with Figure 1), and the ions observed at mlz 304 and 356 
confirmed the presence of benzylated and ethoxylated qua
ternary ammonium salts (compare with Figure 2). 

Fingerprinting of Demulsifiers. Demulsifiers are com
monly used in the wet crude handling facilities for separating 
brines from crude oils. The performance of a demdsifier is 
important to the operating efficiency of a wet crude :1andling 
plant. Figures 9 and 10 show the FD fingerprints of two 
different types of demulsifiers. Figure 9 shows a demulsifier 
consisting mainly of alkyl amides, RCONH2• Figure lO shows 
one blended mainly with ethoxylated materials, indicated by 
a group of major ions that are 44 amu apart from ea,;h other. 

Figure 11 shows the FD spectrum of an unknown surfactant 
sample suspected of mixing with amide type demulsifiers. The 
presence of amide type demulsifiers in the suspected sample 
is clearly indicated by a group of ions sin1ilar to those observed 
in Figure 9. 

Scale Inhibitors_ Scaling occurs frequently in the oil fields 
associated with wet production. Scale inhibitors are commonly 
used for scaling control. Typically, these scale inhibitors 
function as a threshold inhibitor that retards the growth of 
scaling crystals at the nucleation stage. Threshold inhibition 
usually needs only a very small amount of scale inhibitors, 
but their continuous presence in the scaling fluid is :'"equired. 
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Table I. Comparison of Maior Quaternary Ammonium 
Salts in Biocides 

II 

III 

major salts 

rH, 
[CH3-~-ClOH21rCI

C tOH21 

and homologues 

CH, 

[CH'-7-CH,-QI+CI
C1oH21 

and homologues 

rH,-CH,-OH 
[CH3-7-ClOH211+CI

C1oHz1 

and homologues 

biocide A biocide B 

major not obsd 

minor major 

not obsd major 

'''''',,---------.----------~ 
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Figure 8. FD spectrum of a water extract of a solid deposit sample 
recovered from oil field water pipeline during scraping operation. 
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Figure 9. FD spectrum of an amide type demulsifier. 
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Figure 10. FD spectrum of an ethoxylated type demulsifier. 
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Figure 11. FD spectrum of an unknown surfactant suspected of mixing 
with amide demulsifiers. 
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Figure 12. FD spectrum of an aminotrimethylenephosphonic acid 
blend. 

Table II. Daughter Ions in the FD/CAD Spectrum of the 
Protonated ATMP Ion, m / z 300 

mjz daughter ion 

300 (M + H)+, N[(CH2PO,H2lalW 
218 (M + H)+ - H,PO, 
135 (M + H)+ - H,PO, H,PO, 
124 (M + H)+ - H2PO, - CH2PO,H2 
105 (M + H)+ - H,PO, - CH2PO,H2 -

H20 

mjz daughter ion 

96 (CH2PO,H,)+ 
81 H 2PO: 
65 H 2P02+ 
47 PO+ 
42 CH2~N+~CH2 

One of the methods of applying scale inhibitors is to squeeze 
an inhibitor downhole into the near wellbore region of a wet 
producer. The small amount of the inhibitor that returns 
subsequently with the well fluid then protects the producing 
facilities against scaling. The cost effectiveness of such a 
procedure depends on the time interval required for resqueeze, 
which in turn depends on the specific chemicals in use. 

Figure 12 shows the FD spectrum of a phosphonic acid, 
which, in our experience, when applied appropriately to 
limestone reservoirs, can extend the squeeze interval from less 
than 3 to over 18 months. The presence of the scale inhibitor 
in free acid form as aminotrimethylenephosphonic acid 
(ATMP) may be verified by the (M + H)+ ion (m/z 300) 
observed in the FD spectrum of the inhibitor solution. Figure 
13 shows the FD/CAD spectrum of the m/z 300 ion, which 
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Figure 13. FD/CAD spectrum of mlz 300, protonated molecular ion 
of aminotrimethylenephosphonic acid. 

provides information that further supports the molecular 
structurE of ATMP. The dissociation paths leading to the 
daughter ions observed in Figure 13 are summarized in Table 
II. 
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Protocol for Liquid Chromatography IMass Spectrometry of 
Glutathione Conjugates Usi:ng Postcolumn Solvent Modification 

Mark F. Bean,·,l Sharon L, Pallante-Morell,' Deanne M, Dulik,3 and Catherine Fenselau' 

Department of Pharmacology and Molecular Sciences, The Johns Hopkins University School of Medicine, 
Baltimore, Maryland 21205 

A novel protocol for therrnospray liquid chromatography/mass 
spectrometry (LC/MS) analysis of mixtures of gluiathlone 
conjugates Is reported, Solvent conditions for optlrnal high
performance liquid chromatography are not always the same 
as for optimal thermospray Ionization mass spectrometry. 
Labile glutathione conjugates that give poor spectra In aque
ous ammonium acetate yield more Intense molecular Ion 
signals with Increased percentages of acetonitrile, Direct 
Injection thermos pray Ionization using 30-60 % acete,nltrlle In 
aqueous ammonium acetate produced protonated molecular 
Ions for glutathione conjugates of menadione, styrene oxide, 
pentachlorophenyl methyl sulfone, chlorodlnltrobenzHne, and 
chlorambucil, Slnce,the high percentages of organic modifier 
needed for good molecular Ion Intensity preclude Chromato
graphic separation of these polar compounds, successful 
LC/MS was facilitated by postcolumn addition of organic 
modifiers to the mobile phase, This new methodology allowed 
excellent chromatographic separations and thermospray Ion
Ization mass spectra to be obtained for a mixture of halo
alkane glutathione conjugates, Moreover, cleavage of the 
,),-glutamyl-cystelne amide bond of glutathione results In 
class-characteristic fragment Ions, Changes in the tragmen
tatlon pathways In spectra acquired with and without organic 
modifiers shed light on the importance of the de!lolvation 
process In obtaining good molecular Ion sensitivity in ther
mospray. 

Reduced glutathione or ('Y-glutamylcysteinyJ)glycine (GSH), 
the major non-protein thiol constituent of cells, plE'Ys a key 
role in detoxification of electrophilic xenobiotics (1). However, 
conversion of these conjugates to free thiols via the cyste
ine-i3-lyase pathway may result in greater toxicity of com
pounds such as some halogenated alkanes (2), Also, recent 
reports (3) implicate glutathione conjugates in the develop
ment of resistance to antineoplastic agents, These chemically 
and thermally unstable polar metabolites require Extensive 
derivatization for gas chromatography-mass spectrometric 
analysis (4) and do not produce molecular ions in direct 
chemical ionization (DCI) mass spectrometry (5). Charac
terization by fast atom bombardment (FAB) (6) Or plasma 
desorption mass spectrometry (7) gives reliable molecular 
weight information but few diagnostic fragments and may be 
hampered by the presence of sample contaminants ,md salts, 
Low-energy collisionally induced dissociation analyses of 
glutathione conjugates ionized by F AB have also recently been 
presented (8-10), Enzymatic and chromatograpric deter
minations of glutathione in biological samples have been re
viewed (11), 
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Thermospray liquid chromatography/mass spectrometry 
(LC/MS) (12,13) is an attractive technique for the analysis 
of glutathione conjugates for several reasons: (1) detection 
is independent of UV chromophoric moieties, (2) the analysis 
of complex mixtures of nonvolatile, structurally similar com
pounds is possible with minimal sample manipulation, and 
(3) it not only provides molecular weight information but also 
yields a number of fragment ions diagnostic of the presence 
of glutathione conjugates. 

Although isolated reports of thermospray mass spectrom
etry of glutathione conjugates have appeared in the literature 
(14-18), these studies failed to produce good data for the 
molecular ions (0-1 % of the sample base peak intensity), and 
some did not involve the chromatographic potential of ther
mospray. The objective of this study was to develop a reliable 
and general protocol for the liquid chromatographic separation 
and mass spectrometric detection of glutathione conjugates 
in a mixture by the simplest possible means. 

EXPERIMENTAL SECTION 

Reagents. HPLC grade acetonitrile, methanol, ethyl acetate, 
trifluoroacetic acid, and ammonium acetate were obtained from 
J. T. Baker Chemical Co. (Phillipsburg, NJ). Water was doubly 
distilled, deionized, filtered, and stored in high-density poly
propylene plastic bottles. Reduced and oxidized glutathione 
«-y-glutamylcysteinyl)glycine), L-glutamine, L-glutamic acid, 
ethacrynic acid ([2,3-dichloro-4-(2-methylene-1-oxobutyl)phen
oxyjacetic acid), and l-chloro-2,4-dinitrobenzene were obtained 
from Sigma Chemical Co. (St. Louis, MO). (S)-(-)-2-
Pyrrolidone-5-carboxylic acid was purchased from Aldrich 
Chemical Co. (Milwaukee, WI), Styrene oxide (racemic mixture) 
was purchased from MC/B (Gibbstown, NJ). The glutathione 
conjugates of trichloroethylene, hexafluoropropene, and 2-
chloro-l,I,2-trifluoroethylene were prepared by James Stevens, 
W. Alton Jones Cell Science Center, Lake Placid, NY. The 
glutathione conjugate of menadione (2-methyl-1,4-
naphthalenedione) was provided by Thomas Jones, University 
of Maryland School of Medicine, Baltimore, MD. Pentachloro
phenyl methyl sulfone was provided by Vernon Feil, USDA
MRLL, Fargo, ND, and chlorambucil (4-[bis(2-chloroethyl)
amino jbenzenebutanoic acid) was provided by John Hilton, The 
Johns Hopkins University Oncology Center, Baltimore, MD. 

Preparation of Glutathione Conjugates. Glutathione 
conjugates of pentachlorophenyl methyl sulfone and chlorambucil 
were prepared enzymatically by using immobilized microsomal 
glutathione S-transferases as previously described (19). The 
conjugates of 1-chloro-2,4-dinitrobenzene, ethacrynic acid, styrene 
oxide, and halogenated alkanes were synthesized under basic 
conditions (pH 10-12) according to a published procedure (20) 
and purified by solvent washes of the sample retained on octa
decylsilyl silica (C's) cartridges, 

Mass Spectrometry. Mass spectra were recorded on a MS-
80RF double-focusing mass spectrometer (Kratos Analytical, 
Manchester, UK). Three-seconds-per-decade scans were taken 
from m/z 900 to m/z 100 at a resolution of 1500. Data acquisition 
and processing were managed by the Kratos DS55 software on 
a Data General Nova 3 minicomputer with a Kratos fast pre
processor. Our version of the thermospray LC /MS interface, also 
from Kratos, did not have a probe temperature gradient controller, 
although the probe temperature was made to track mobile phase 
gradients manually without difficulty. Similarly, there was no 
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filament power supply. repeller. or glow discharge electrode. The 
instrument was modified as follows: the low-voltage first beam
centering plate was moved 3 mm further away from the high
voltage source block; a heating tape around the vacuum manifold 
near the focus assembly maintained the ion optics at about 60 
DC; a -90°C refrigerated vacuum vapor trap (model RT409A, 
Savant Instruments, Hiksville. NY) was inserted in the solvent 
take-off line between the mass spectrometer and the liquid ni
trogen cold finger. These alterations were effective in completely 
eliminating any high-voltage arcing in the source housing. Heating 
the focus assembly reduced the slight beam defocusing observable 
in solvent gradient runs. 

The extra vapor trap reduced liquid nitrogen consumption by 
two-thirds, prevented clogging of the glass cold finger inlet, 
protected the mechanical pump from corrosive vapors. and re
sulted in sublimation of all frozen solvents from the cold finger 
over to the refrigerated trap at the end of the day as the cold fmger 
warmed to room temperature. Pumping efficiency was not re
duced by the extra trap and related plumbing. 

:Calibration of the magnet scan was effected with 100-.uL in
jections of dilute mixtures of poly(ethylene glycol) polymers in 
ammonium acetate and observation of the MNH, + ions. 

Liquid Chromatography. The principal solvent delivery 
system consisted of two Beckman 114M pumps and a Model 420 
gradient controller (Beckman Instruments, Inc., Berkeley. CAl. 
Precolumn hardware included a Rheodyne Model 7125 injector 
with 250-I'L loop and Rheodyne three-way column switching valve 
(Rainin Instrument Co., Woburn, MA) and a 5-l'm filter (AIltech 
Associates, Deerfield, IL). The following columns were used with 
appropriate 3-cm guard columns: Brownlee RP-8 Spheri-10 (25 
cm X 0.46 cm i.d., 10 I'm), Brownlee RP-18 (10 em x 0.46 cm i.d .• 
5 I'm), a 10 .urn aminopropyl Shandon Hypersil APS (25 cm X 

0.46 cm. 5 I'm). A Brownlee C,S guard column was used in line 
in all cases. It served to dampen the probe temperature fluctu
ations observed in columnless direct injections caused by intro
duction of the sample in a solvent different from the operational 
mobile phase. The postcolumn solvent delivery system consisted 
of a Spectroflow 400 pump with special pulse dampener (Kratos 
Analytical, Manchester. UK) and a MCVT /100 micrometering 
T-valve (Scientific Glass Engineering Inc., Austin, TX) or a lO-I'L 
Lee Micro Mixer (The Lee Co., Westbrook, CT). 

RESULTS AND DISCUSSION 
Glutathione. Reduced glutathione was selected for pre

liminary optimization of experimental parameters for the 
thermospray LC/MS interface as well as the maSS spectrom
eter. Initial results from direct HPLC injection via a C,S guard 
column using an aqueous ammonium acetate mobile phase 
(0.1 M) were disappointing in that no quasi-molecular ions 
were observed (Figure 1a). Manipulating the probe and 
source temperatures or the buffer concentrations resulted in 
spectra that at best had weak protonated molecular ions. 
Substitution of the buffer by 0.1 M trifluoroacetic acid or 
ammonium trifluoroacetate likewise resulted in no improve
ment. However. as the percentage of acetonitrile in the HPLC 
mobile phase was increased, and the probe temperature was 
decreased to compensate for the lower vaporization temper
ature of the mobile phase, we obtained excellent spectra of 
the reduced tripeptide (Figure Ib). 

In addition to an intense protonated molecular ion peak, 
the spectrum obtained in 30% acetonitrile (Figure Ib) differs 
from the one obtained without organic modifier (Figure la) 
in the mass of the base peak: m/z 129 vs m/z 130. This 
difference is also observed in spectra of glutathione conjugates 
obtained with and without organic modifier. As has been 
noted previously (21), the most obvious path for formation 
of ions of mass 130 from glutathione involves temperature
dependent intramolecular cyclization of the "y-glutamyl residue 
to yield protonated (m/z 130) and ammoniated (m/z 147) 
pyrrolidone carboxylic acid (pyroglutamic acid) and dis
placement of cysteinylglycine (protonated mass of 179). 

The prominent peak at m / z 129 in the spectrum acquired 
in the presence of acetonitrile differs from the pyrrolidone 
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Figure 1. Thermospray ionization mass spectrum of glutathione. direct 
injection: (a) aqueous NH,OAc; (b) 30% acetonitrile in aqueous 
NH,OAc. 

carboxy'ic acid peak at m/z 130 by 1 dalton, requiring a 
difference in the number of nitrogens and suggesting that the 
peak is rlutamine related rather than glutamic acid related. 
Although this probably arises from ammonolysis of the unu
sual, unhindered "y-Glu-Cys bond followed by dehydration. 
the possi bility of concurrent contributions from fragmentation 
of the rrolecular ion (C, + 2H like cleavages from the mo
lecular ion and the dehydrated molecular ion) should not be 
excludeC:. Concurrent contributions to the peak at m/z 147 
are also probable since protonated glutamine, ammoniated 
pyrrolid"ne carboxylic acid. and a fragment derived from 
cleavage of the N-C bond of the cysteinyl residue with re
tention (>f two additional hydrogens on the glutamyl portion 
are isobaic and since the observed peak has almost double 
the intensity in relation to m/z 179 when compared to the 
spectruDl acquired without organic modifier. 

It seems apparent that organic solvents such as acetonitrile, 
methanol, or 2-propanol stabilize the glutathione conjugates 
against cleavage of the glutamic acid residue. resulting in 
intense molecular ions; the precise cause is not known. In
creased c~ncentrations of organic modifier have similarly been 
shown t(. minimize certain solvolytic reactions (22). 

Direct Injection of Glutathione Conjugates. The same 
mobile phase (30% acetonitrile in 0.1 M aqueous NH,OAc) 
that had been successful for the analysis of glutathione pro
duced %riable results for direct injections of glutathione 
conjugates through a guard column. The glutathione conju
gate of a toxic metabolite of polystyrene monomer, styrene 
oxide, yielded good spectra showing MR+ (16% of sample base 
peak intensity) and, due to NaOH contamination from the 
synthetic conjugation reaction, a smaller MNa+ (m/z 450), 
Figure 2. The same protocol applied to the GSH conjugate 
of the diuretic drug ethacrynic acid yielded protonated mo
lecular ions of low intensity and variable chlorine isotope peak 
distributions. Increasing the concentration of acetonitrile to 
70% and the consequent decrease of the vaporizer tip tem
perature ,esulted in more consistent, more intense molecular 
ion patterns, and decreased the summed ion currents over the 
fragment ion region (Figure 3). High concentrations of 
acetonitrile also produced good spectra of the GSH conjugates 
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Figure 2. Thermospray ionization mass spectrum of glutathionylstyrene 
oxide, direct injection (50 % acetonitrile in aqueous NH40Ac). 
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Figure 3. Plot of ion intensities in the thermospray spectrum of glu
tathionylethacrynic acid as a function of the percentage of acetonitrile 
in the mobile phase. 
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Figure 4. Total ion and selected ion chromatogram of a mixture of 
achromophoric glutathione conjugates of halogenated alkanes (40 % 
acetonitrile in 0.2 M NH40Ac, 0.8 mL/min, C. column): (1) mlz 402, 
(2) mlz 424, (3) mlz 458, (4) total ion current. 

of menadione, and chlorambucil; the spectra of pentachloro
phenyl methyl sulfone and ethacrynic acid showed good 
relative intensity of the molecular ions (15-60% of sample 
base peak) but isotopic ratios that varied from scan to scan 
indicating poor ion statistics. The conjugates of ethylene 
dichloride, chlorotrifluoroethane, and hexafiuoropropane were 
less exigent, and produced intense molecular ions (15-100% 
of the sample base peak intensity) in 25-75% acetonitrile. 

LCjMS of Glutathione Conjugates. Although LCjMS 
provides much more structural information than HPLC with 
UV detection, it is especially useful for the analysis of com
pounds that absorb only below 215 nm where solvent gradients 
can produce sharply sloping UV absorption base-line traces. 
In this vein, attempts to separate and identify the components 
of a mixture of haloalkane glutathione conjugates using 
30-70% acetonitrile in aqueous ammonium acetate and an 
octadecylsilyl silica column met with immediate frustration. 
Glutathione conjugates of even these highly nonpolar com
pounds were still too polar to be adequately retained on the 
column. Figure 4 illustrates the poor resolution of the three 
main components of the mixture as represented by the total 
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Figure 5. Thermospray ionization mass spectrum of scan 64 of the 
chromatogram in Figure 4. LC/MS, postcolumn combined solvent was 
27 % acetonitrile in 1.5 M aqueous NH40Ac. 
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Figure 6. Total ion LC/MS chromatogram of a mixture of achroma
phoric glutathione conjugates of halogenated alkanes (LC pumps, 
0-20% MeCN in 0.2 M NH40Ac during 20 min, 0.8 mLlmin, C. column; 
postcolumn pump, 100% MeCN, 0.4 mLlmin): (1) glutathionyldi
chloroethylene, (2) glutathionylchlorotrifluoroethane, (3) unknown = 
glutathionylpentafluoropropene, (4) glutathionylhexafluoropropane, (5) 
unknown = glutathionylhexafluorobutene. 

ion current and selected ion chromatograms of the protonated 
molecular ions expected for glutathionyldichloroethylene (402), 
glutathionylchlorotrifluoroethane (424), and glutathionyl
hexafluoropropane (458). In Figure 5 the three protonated 
molecular ion species are observed in the same scan. It is 
possible to recognize the three main components of the 
mixture even with negligible separation by following the 
changing ion intensities in the successive scans. Nevertheless, 
we were also interested in identifying minor contaminants in 
the mixture which were not discernible without better chro
matographic separation. 

The use of a bonded octylsilyl silica or propylamino sta
tionary phase instead of C,s did not result in sufficient column 
retention. It was evident that the constrictions on the mobile 
phase necessary to produce consistent and intense quasi
molecular ions negated the possibility of HPLC separations. 
Optimal mobile phase conditions for thermospray ionization 
were not the optimal conditions for chromatography. 

In order to free the chromatography from the constrictions 
of the mass spectrometer, it was necessary to insert a third, 
pulse-dampened, postcolumn pump, joined by a microme
tering T valve to the probe inlet. It was now possible to 
perform the chromatography with a low percentage aceto
nitrile gradient and low flow rates in order to effect separation 
while adding acetonitrile postcolumn to achieve optimal 
spectra. The resulting ion chromatogram is illustrated for the 
separation of the mixture of haloalkane glutathione conjugates 
on a Cs column in Figure 6. In addition to achieviog base-line 
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Figure 7. Thermospray ionization mass spectrum of glutathionyldi
chloroethylene: (a) direct injection, 0.2 M aqueous NHpAc; (b) LC/MS, 
postcolumn combined solvent was 27 % acetonitrile in 1.5 M aqueous 
NH.OAc. 

separation of the principal components and excellent spectra, 
it was possible to identify two unknown fluorinated contam
inants in the mixture. Peak 3 in Figure 6 can be assigned to 
a glutathionylpentafluoropropene (mj z 438) while peak 5 must 
be a glutathionylhexafluorobutene (mjz 470). The im
provement in quasi-molecular ion intensity using the new 
protocol over direct injection in aqueous NH.OAc is illustrated 
for glutathionyldichloroethylene in Figure 7. 

The spectral pattern in thermospray LC jMS of glutathione 
conjugates provides a series of three class-characteristic peaks: 
mjz 129, 147, and (MH - 129)+, which together indicate an 
N-terminal glutamic acid. Thus the two impurities in the 
haloalkane mixture were readily identifiable as glutathione 
conjugates using the combined LC jMS system. 
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Very low energy co"lslons between the protonated peptide 
leuclne-enkepha"n and ammonia on a tandem mass spec
trometer lead to the formation of a proton-bound collision 
complex, which dissociates to form fragment Ions of the 
peptide or by transferring a proton to ammonia (neutraliza
tion). The endothermlclty of the proton transfer reaction 
suggests that the proton was Inltla"y located on the amide 
bonds of the peptide. From these studies we conclude that 
endothermic lon-molecule reactions may be effective for the 
fragmentation of large peptides and/or as the first step In a 
neutrallzatlonl chemical relonlzation scheme In which the re
verse (exothermic) reaction Is used for reprotonatlon. 

INTRODUCTION 
Over the past several years there has been an increasing 

interest in the use of tandem mass spectrometry (or MS /MS) 
for the structural analysis of complex biomolecules (1-3). In 
the most common experiment the first mass analyzer (MSl) 
is used to select ions (generally molecular ions) of a particular 
mass. These are then fragmented in a field-free region be
tween the analyzers and enter the second mass analyzer (MS2) 
which is scanned to produce a product ion spectrum. 

The advantages of MS/MS analysis for sequencing peptides 
(4) and carbohydrates (5) and for other structural problems 
have been described. The major advantage is, of course, the 
ability to select the molecular ion of a single analyte from a 
mixture and obtain its mass spectrum, for example a specific 
tryptic fragment in the presence of other peptides coeluting 
from a reversed-phase high-performance liquid chromatog
raphy separation. When fast atom bombardment, FAB (6), 
is used as the ionization technique, the normal mass spectra 
are characterized by an abundance of peaks arising from the 
liquid matrix, adduct ions, and a general peak-at-every-mass 
background (7). In many cases, several molecular ion species 
(e.g. MH+ and MNa+) are produced. Selection of a single 
molecular ion species in an MS/MS experiment produces a 
mass spectrum whose peaks are unambiguously attributable 
to the analyte and for which the signal/noise relative to 
background ions may be considerably improved. 

A second advantage is that the fragmentation induced in 
the field-free region between the analyzers may be more ex
tensive than and/ or different from the occurring during ion
ization. Reinhold et al. (5) have noted that F AB mass spectra 
of carbohydrates generally produce little sequence information. 
Although chemical derivatization has been proposed to im
prove fragmentation (8), the problem can also be alleviated 
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by collisionally induced dissociation (CID). Biemann et al. 
(9) have described a number of side-chain fragmentation 
pathways for peptides, which occur in addition to the normal 
N- and C-terminal sequence ions (10). Fragment ions arising 
from side-chain cleavages can be used to distinguish residues, 
i.e. leucine and isoleucine, whose normal sequence ions would 
fall at the same mass. The relative abundances of such 
cleavages can be controlled somewhat by the beam energy in 
a collisionally induced dissociation analysis (9). Gross et al. 
(11) have reported an increase in charge site remote frag
mentation in collisionally induced dissociation spectra and 
have demonstrated its usefulness in determining the location 
of double bonds in unsaturated fatty acyl moieties. 

While electrons (12), photons (13), and solid targets (14) 
have all been used to induce fragmentation, collision of mo
lecular ions with neutral atoms or molecules has been the most 
common approach (15). The energy required for dissociation 
of the ions may be derived from the electronic, vibrational, 
and relative translational energies (in the center of mass frame) 
of the colliding particles (16). The latter is related to the ion 
kinetic energy in the laboratory frame (Elab) by 

Ecm = (Ela~n)/(Mion + Mn) (1) 

where Mn is the mass of the (target) neutral and Mion is the 
mass of the (projectile) ion, assuming that the target atoms 
or molecules are at rest. When translational energies are very 
low, ion-molecule (or ion-atom) reactions occur leading to 
charge transfer, dissociation, and other chemical reactions. 
For reactions that are endothermic, there is a threshold for 
the appearance of ionic products on the kinetic energy scale 
from which information on the heats of reaction, heats of 
formation, proton affinities, and electronic states of reactants 
and products may be determined (17, 18). Many of these 
reactions occur via a long-lived collision complex between the 
projectile ion and the target molecule (17, 18). As the 
translational energy of the projectile ion is increased, the 
internal energy of the collision complex is also increased, and 
fragment ions are formed as several dissociation channels are 
opened up. The important aspect of ion-molecule reactions 
in this energy regime is that the relative translational energy 
is almost completely utilized in the formation of the collision 
complex and subsequent dissociative products and is the 
reason that the relative energy scale can be used to determine 
endothermicity. While such reactions have been studied 
extensively by physical chemists for determining heats of 
formation and proton affinities, they have not been utilized 
for the dissociation of large biomolecules. 

At slightly higher translational energies, product ion for
mation follows more direct processes, where direct vibrational 
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coupling leads to fragmentation with very high (10-100 A') 
cross section (19). In the laboratory frame this generally 
corresponds to energies Elab = 10-100 eV, the low energy 
regime for collisionally induced dissociation reactions common 
on triple quadrupole (3) and hybrid (e.g. BEQQ) (20) in
struments. 

Collisionally induced dissociation of high energy ions is 
generally carried out in the several kiloelectronvolt region (21), 
In this case, the interaction between the ion and the neutral 
target occurs in less than a vibrational period. The energy 
transferred to the ion is only a small fraction of the relative 
energy available and results in electronic excitation, energy 
equilibration according to the quasi-equilibrium theory (QET) 
and fragmentation patterns similar to those observed from 
(unimolecular) decomposition of ions formed by electron im
pact (22). High energy collisionally induced decomposition 
is most conveniently carried out on four sector instruments, 
i.e. two mass analyzers each composed of a double focusing 
electrostatic energy analyzer (E) and magnetic field (B) com
bination. 

For both high- and low-energy cm, eq 1 presents a distinct 
problem for heavy ions. For example, the molecular ion 
(MH+) of bovine insulin of mass 5775 daltons, when accel
erated from the ion source to an energy of 8 ke V, collides with 
a helium atom with a relative energy of only 5.5 eV. Only a 
portion of this energy is imparted to the molecular ion, and 
must be distributed over a very large number of degrees of 
freedom. The situation would appear to be improved by the 
use of heavier targets such as neon or xenon. However, 
scattering losses in these cases would greatly reduce the 
transmission of the product ions formed (23). Thus, while 
Biemann has reported the sequencing by MS /MS of a tryptic 
peptide of 3 kDa mass (4), there are few, if any, examples of 
fragmentation of larger species. 

Laser induced photodissociation (J 3), and solid targets (14) 
for which Mn would effectively be infinite and Ecm = Elab, 

would seem to be solutions to the relative energy problem for 
high mass ions, and indeed they are currently under devel
opment. Alternatively, McLafferty et al. (24) have noted that 
structural information may also be obtained by reionizing the 
neutral products formed from unimolecular or collisionally 
induced dissociation. They have introduced a technique 
known as neutralization/reionization mass spectrometry 
(l\"RMS), in which a mass selected high-energy ion beam from 
MS1 is neutralized by collision with a metal vapor and then 
reionized and mass analyzed by MS2 (25). The collision 
chamber consists of two regions (26). Vaporized metals in the 
first chamber favor change exchange over collisionally acti
vated dissociation. Reionization by collision with O2 is the 
most efficient (27, 28) of the target gases tested and occurs 
in the second collision chamber, producing fragment ions as 
well for structural information. Both charge transfer processes 
(neutralization and reionization) take place at high kinetic 
energy and involve electron transfer. In McLafferty's ex
periments, mass analyses in MS2 were performed with an 
electric sector only. 

We suggest that ion-molecule reactions of low endother
micity between a protonated molecular ion and a suitable 
reactive target molecule would also offer a solution to the 
relative energy problem for high mass ions. The low relative 
energy required would place such reactions within range of 
the laboratory energy scale for even large molecular ions. The 
long-lived collision complexes between the projectile ion and 
the target molecule would lead to efficient fragmentation as 
well as neutralization, which could be utilized for reionization 
studies. 

We have noted that the neutralization / reionization scheme 
of McLafferty et al. (25) involves electron transfer reactions 

to neutralize and re-form radical ion species, while the mo
lecular ions of complex biomolecules produced by desorption 
techniques are generally protonated, even electron species. 
Thus, endothermic reactions, such as the proton transfer 
reactions 

H20+ + H2 - Ha+ + OH 

HaO+ + H2 - H3+ + H20 

(2) 

(3) 

which have been used previously by one of us to determine 
proton affinities (17, 18), have been of interest to us for some 
time as a possible means for neutralizing protonated molecular 
ions, which would then be followed by reionization. Both 
reactions proceed via a collision complex near threshold and 
by direct (stripping) mechanism at higher energies. The 
abrupt decay in Ha + intensity in reaction 3 indicated that the 
proton-bound complex between H20 and H21eads to a number 
of other fragmentation pathways. Thus we became interested 
in whether the formation of proton-bound complexes between 
protonated molecular ions and target molecules of slightly 
lower proton affinity would, in addition to neutralization, lead 
to an increase in ion fragmentation. The reaction 

NH.+ + CHaCONH2 - NHa + CHaCONHa+ (4) 

has been studied by Yamdagni and Kebarle (29) and is slightly 
exothermic 

PA(NHa) - PA(CHaCONHa+) = 
207 kcaljmol- 210.4 kcaljmol = -3.4 kcaljmol 

Assuming that protons are attached to the amide bonds in 
a peptide and that the proton affmity for attachment at that 
site is similar to that of acetamide, the (reverse) reaction 
between a protonated peptide and ammonia should be barely 
endothermic. 

Thus, in this study, we followed the formation of the pro
ton-bound collision complex, fragmentation, and neutralization 
that takes place in the reaction between protonated leucine
enkephalin and ammonia near threshold and at higher 
translational energies where direct processes occur. We in
creased the target gas pressure to promote multiple collisions 
and compared the results with the reaction of stachyose with 
ammonia (for which proton transfer is exothermic). From 
these preliminary studies, we draw some conclusions on the 
value of endothermic and reactive collisions for inducing 
fragmentation and propose a scheme, known as neutraliza
tion/chemical reionization mass spectrometry (NCRMS) 
which can be carried out in a single collision cell which is also 
a high-pressure chemical ionization (CI) source. 

EXPERIMENTAL SECTION 
Product ion mass spectra were obtained for protonated leu

cine-enkephalin and stachyose using ammonia as the collision gas. 
Our initial experiments were carried out on a Kratos (Ramsey, 
NJ) MS80RFQQ mass spectrometer, a hybrid instrument with 
an EBQQ configuration. Protonated molecular ions were formed 
by fast atom bombardment and mass selected by MSI (EB). The 
quadrupole mass analyzer (Q2) was tuned to the molecular ion 
at a collision energy of 20 e V and the ammonia gas pressure in 
the collision chamber (Ql) was adjusted until the beam was 
attenuated by about 50%. Product ion spectra were then obtained 
at 20, 40, 60, 20, and 10 e V, scanning a mass range which would 
also include adduct ions formed between the protonated molecular 
ion and ammonia. The instrument was then retuned to 20 e V 
and product ion spectra was obtained at 20, 10, 6, and 4 e V. The 
relative intensities in the spectra obtained at the overlapping 
points at 10 and 20 e V agreed to within 2 %. 

Our most recent experiments employed a JEOL (Tokyo, Japan) 
Model HXllO/HX110 four-sector (EBEB configuration) tandem 
mass spectrometer. Protonated molecular ions were produced 
by fast atom bombardment, accelerated to 10 ke V and mass 
selected by MSl. The collision cell voltage was placed at 10 kV 
- Vlab, where Vlab is the collision voltage which was varied from 
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o to 80 V, measured as the potential difference between the 
collision cell and the ion source. Since the product ions of different 
masses are reaccelerated to (approximately) the same kinetic 
energy, the product ion spectra were obtained by scanning only 
the magnetic field, over a ran!!e which included the mass of the 
major fragment ions and the collision complex. (Strictly speaking, 
the electric field sector should be scanned as well. However, when 
the collision cell voltage is nearly equal to the ion source voltage, 
scanning the magnetic field alone has no appreciable adverse 
effects on the transmission of fragment ions of nearly equal energy 
and is operationally simpler.) A major advantage of this in
strument is the much higher ion transmission at very low energies. 
This enabled the use of higher collision gas pressures to attenuate 
the protonated molecular ion beam by 80 and 99.5% in order to 
promote multiple collisions. 

RESULTS AND DISCUSSION 

Chart I shows the ions appearing in the product ion spectra 
of protonated leucine-enkephalin and ammonia gas that were 
followed in this study. These include the protonated molecular 
ion (556), the M + NH/ ion (573), the e-terminal sequence 
ions (425 and 397), and the N-terminal sequence ion (279). 

Collisions at 50% Attenuation. The results for the 
product ion spectra obtained On the hybrid instrument are 
plotted as a function of laboratory energy in Figure 1. At 
all collision energies, the molecular ion (MH+) was the most 
abundant species in the mass range examined. In Figure la, 
the fragment ions (279, 397, and 425) resulting from direct, 
low-energy collisionally induced decomposition are observed 
in the region from 10 to 60 eV. Below 10 eV, however, there 
is a large increase in the relative abundnces of these fragment 
ions, which reaches a maximum around 8 eV (0.24 eV in the 
eM frame). At the same time, the proton bound complex (M 
+ NH/) shows a similar maximum at 6 eV (0.18 eV in the 
eM frame). Thus, the results exhibit a behavior typical of 
endothermic ion-molecule reactions which proceed via a 
collision complex. In this case the collision complex itself can 
be recorded. It is stable at low energies but is not formed at 
energies where direct processes occur. The ion-molecule re
action products, in this case fragment ions of leucine enke
phalin, reach their maximum intensities at slightly higher 
energies than the collision complex as the internal energy of 
the complex is increased. Figure 1b shows the strong atten
uation of the MH+ ion in the region for which ion-molecule 
reactions occur. 

In contrast, the reaction between protonated stachyose and 
ammonia (Figure 2) is clearly exothermic. The M + NH4 + 
ion and an ammoniated fragment ion (505 + NH/) are the 
most abundant species at the lowest beam energies studied. 
As they decrease at higher beam energies, the relative abun
dance of the MH+ ion increases, as do two fragment ions (505 
and 487) formed by direct processes. 

Ion transmission and signal/noise is poor at the lowest beam 
energies, so that it was not possible to accurately determine 
thresholds for the reactions between leucine-enkephalin and 
ammonia. Alexander and Boyd (30) have noted that for re
actions occurring in an rf-only quadrupole cell, the variations 
in intensity vs EJab must be interpreted with some caution in 
view of the strong spatial focusing effects on ion transmission, 
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Figure 1. Reaction of protonated leucine-enkephalin with ammonia 
in the collision chamber of an E8QQ tandem hybrid mass spectrometer: 
(A) intensity of fragment ions of masses 279, 397, and 425 amu and 
the ammonium adduct ion relative to the molecular ion as a function 
of the ion kinetic energy, E~b; (8) intensity of the molecular ion nor
malized to its intensity observed at 20 e V as a function of ion kinetic 
energy. For convenience, the relative energy scale, Ecm. is also 
included. 
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Figure 2. Intensities of the product ions from the reaction of pro
tonated stachyose with ammonia in the collision chamber of an E800 
tandem hybrid mass spectrometer as a function of the ion kinetic 
energy, E lab• and relative energy. Ecm. in the center of mass frame. 

particularly for a configuration in which a sector mass analyzer 
(B, BE or EB) is coupled to a quadrupole collision chamber. 
In addition, ions entering a quadrupole collision chamber 
undergo an oscillatory motion induced by the rf-field, so that 
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Figure 3. Relative intensities of the proton bound complex (0) and 
ammonium ion (0) vs ion kinetic energy for the reaction of protonated 
leucine-enkephalin with ammonia carried out at 80 % attenuation of 
the molecular ion in the collision chamber of a four sector mass 
spectrometer. 

their transverse velocities become significant as one ap
proaches zero beam energy and ion-molecule reactions can 
be observed below the expected threshold. Errors in threshold 
may also be brought about by Doppler broadening, i.e. an 
increase in the low energy tail near the reaction threshold due 
to the thermal velocity distributions of reactant ions and 
neutrals (31). This effect, in fact, becomes more pronounced 
(in the laboratory frame) in cases in which a heavy projectile 
collides with a relatively light target (18). Product ions may 
also be observed below the expected threshold for reactions 
in which the projectile ion contains appreciable precollision 
internal energy (30). In reaction 3, for example, a distribution 
of H30+ ions formed in the ground and first excited (triplet) 
states resulted in product ion intensities vs beam energy which 
reflected both endothermic and exothermic processes (18). 

Thus, in this study, it is encouraging that endothermic 
behavior is observed for the reaction between Leu-enkephalin 
and ammonia, that it occurs at relative energies consistent 
with the 0.15 eV endothermicity predicted from the results 
of Kebarle (29), and that there is a dramatic qualitative 
difference between that reaction and that of stachyose with 
ammonia. 

Collisions at Higher Attenuations, The four-sector 
tandem mass spectrometer enables us to overcome some of 
the problems encountered in studying these reactions at very 
low beam energies. The high ion transmission permitted 
measurements with good signal/noise down to beam energies 
of 1 e V, which could be maintained at collision chamber 
pressures for which the precursor ion was attenuated up to 
99.5% 

Figure 3 shows the results for the proton transfer ion
molecule reaction 

MH+ + NH3 ~ [M-H+-NHaJ ~ M + NH/ (5) 

when the collision gas pressure has been adjusted to attenuate 
the MH+ ion by 80% at 20 eV. The collision complex and 
the NH/ product ion show very similar behavior, suggesting 
that redissociation of the complex with the proton attached 
to ammonia occurs with little excess energy. The threshold 
for the proton transfer reaction is observed at 6 eV, or about 
0.18 eV in the CM frame. At higher energies, other dissoci
ation channels are available as shown in Figure 4. The picture 
is more detailed than that obtained on the hybrid instrument 
and suggests that the fragment ion at 279 is formed with less 
excess internal energy than the ions at 425 and 397 (which 
differ by the loss of a neutral CO). At higher energies, direct, 
collisionally induced decomposition is observed. 

When the pressure of the collision gas is increased so as to 
attenuate the protonated molecular ion by 99.5 %, several 
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Figure 4. Relative intensities of fragment product ions vs ion kinetic 
energy for the reaction of protonated leucine-enkephalin wnh ammonia 
carried out at 80 % attenuation of the molecular ion in the collision 
chamber of a four sector mass spectrometer (.ii., 425; 0, 397; 0, 279 
mlz). 
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Figure 5. Relative intensities of the proton bound complex (0) and 
ammonium ion (0) vs ion kinetic energy for the reaction of protonated 
leucine-enkephalin with ammonia carried out at 99.5% attenuation of 
the molecular ion in the collision chamber of a four sector mass 
spectrometer. 
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Figure 6. Relative intensities of fragment product ions vs ion kinetic 
energy for the reaction of protonated leucine-enkephalin with ammonia 
carried out at 99.5 % attenuation of the molecular ion in the collision 
chamber of a four sector mass spectrometer (0, 425; 0, 397; .iI., 279 
mlz). 

interesting things happen, which can most likely be attributed 
to an increase in multiple collisions. Figure 5 shows that the 
M + NH, + ion continues to increase in relative intensity 
reaching a value at 10 e V which exceeds that of the MH+ ion. 
This may result from collisions of the protonated molelcular 
ion, which reduce its energy prior to the formation of the 
collision complex, Or collisions occurring after formation of 
the complex, which stabilize it and reduce the possibilities for 
fragmentation. The proton transfer to ammonia is also con-



siderably increased, as reflected in the relative intensity of 
the NH4 + ion. For both ions, the energy range for which they 
can be observed has been broadened. In Figure 6, the for
mation of fragments from the collision complex has been 
eliminated, and only those formed by direct processes at higher 
energies are observed. Thus, it would appear that muliple 
collisions at low energies favor neutralization (proton transfer) 
and stable complex formation over fragmentation. 

CONCLUSIONS 
MS/MS experiments in which ammonia was used as the 

target gas have been reported by a number of other labora
tories (32, 33). White et al. (32) investigated the products 
formed from the reaction of benzoyl cation with NH3. They 
observed products for which the reaction is exothermic, e.g. 

C6H5CO+ + NH3 ~ C6H5 + + CO + NH3 (6) 

and may proceed via a collision complex; but they did not 
observe a reaction threshold or a dramatic decrease in mo
lecular ion abundance indicative of extensive neutralization. 
(In this case, charge rather than proton transfer would be 
involved.) In contrast, Schmit et al. (33) observed neutrali
zation of protonated molecular ions of several compounds by 
proton transfer to ammonia. Formation of this proton-bound 
collision complex was barely endothermic with a maximum 
around 0.02 eV (relative energy), while NH/ ion formation 
showed a steep maximum at 0.05 e V and decreased at slightly 
higher beam energies. In some cases the NH4 + ion current 
rose again at still higher beam energies reflecting proton 
transfer (neutralization) reactions by more direct processes. 

These experiments, as well as our own suggest at least two 
strategies for the MS /MS analysis of large molecules for which 
the low relative energy in direct (both low- and high-energy 
CID) processes is a problem. 

The first strategy exploits the efficient fragmentation re
sulting from endothermic ion-molecule reactions between a 
protonated peptide and ammonia. In addition to selecting 
the molecular ion in MS1, one would also select a collision 
voltage. For leucine enkephalin, we have noted that the 
fragment ion signal is maximized at 10 eV. For insulin, it 
would occur at approximately 100 e V. Interestingly, the latter 
is an energy though not a mass range suitable for triple 
quadrupole instruments. Thus, it would seem that there is 
a need for more studies oflow-energy (and reactive) collisions 
of large molecules on sector tandem instruments. 

Our studies of low-energy collisions are based upon an 
assumption that the proton is attached to the amide bond and, 
in addition, that the endothermicity can be estimated from 
the exothermicity of the reverse reaction studied by Kebarle 
(29). It is likely that peptides containing more basic residues 
will exhibit greater endothermicity toward proton transfer, 
and our future studies will focus on peptides containing one 
or more arginine and/ or lysine residues. At the same time, 
our threshold results appear to support these assumptions and 
suggest that similar studies could be used to locate the sites 
for proton attachment. 

The second strategy involves development of conditions that 
promote neutralization by proton transfer. As a first step in 
a neutralization / reionization scheme, endothermic proton 
transfer reactions could provide several advantages over the 
scheme proposed by McLafferty (25). First, proton transfer 
reactions would be a more logical approach than charge 
(electron) transfer for the protonated, even electron molecular 
ions produced by desorption techniques. Secondly, an en-
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dothermic reaction would permit neutralization and reioni· 
zation to take place in the same collision cell. An ion entering 
the cell with high kinetic energy would undergo multiple 
collisions until its energy was reduced to permit transfer of 
a proton in an endothermic reaction. If the cell was also a 
CI source, it would then reionize after further collisions, by 
the reverse, exothermic reaction. We propose the name 
neutralization/ chemical reionization mass spectrometry 
(NCRMS) for this technique. A suitable collision cell, known 
as CI2, has been constructed and is currently being tested in 
our laboratory. 
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Simultaneous Enhancement of Separation Selectivity and 
Solvent Strength in Reversed-Phase Liquid Chromatography 
Using Micelles in Hydro-Organic Solvents 
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The role of micelles and organic solvents as the modifiers of 
the aqueous mobile phase In reversed-phase liquid chroma
tography (RPLC) In controlling retention and selectivity is 
discussed. Elution strength Increases In RPLC with an in
crease In organic solvent or micelle concentration. Simulta
neous enhancement of separation selectivity with elution 
strength In the 'hybrld eluents of water-organic solvent-mi
celles was observed. This selectivity enhancement occurs 
systematically, I.e. peak separation increases monotonically 
with volume fraction of organic solvent added to micellar 
eluent, and Is observed for a large number of ionic and non
Ionic compounds with different functional groups and for two 
surfactants (anionic and cationic). For two test mixtures, 13 
amino aclds/peptldes and 15 phenols, It Is shown that a betler 
separation and shorter analysis time are observed at stronger 
hybrid eluents. This selectivity enhancement can be attrib
uted to the competing partitioning equilibria in micellar LC 
systems and/or to the unique characteristics of micelles to 
compartmentalize solutes and organic solvents. 

INTRODUCTION 
The popularity of micellar liquid chromatography (MLC) 

has increased in the past few years due to several unique 
advantages such as capability of simultaneous separation of 
ionic and nonionic compounds, rapid gradient capability, 
possibility of direct injection of physiological fluids, gradient 
compatibility with electrochemical detectors, enhanced lu
minescence detection, etc. (1-6). These capabilities are 
particularly advantageous in bioanalytical applications (5). 

One of the noticeable characteristics of MLC from the very 
early publications has been the unique separation selectivity 
of micellar mobile phases. Frequent elution reversals as a 
result of changes in micelle concentration or surfactant head 
group have been the indicators of this selectivity (7, 8). 

Poor chromatographic efficiency is the most important 
disadvantage of MLC. Several workers have examined the 
reason(s) behind the poor efficiency and the methods for 
improving it, especially the influence of adding an organic 
solvent to micellar eluents (9--12). Dorsey et al. suggested the 
addition of a small concentration of propanol (about 3%) and 
operating at high temperatures to improve the chromato
graphic efficiency (9). Other workers, however, argued that 
the addition of an organic solvent might reduce the role of 
micelles and would create a system that is closer to hydro
organic eluents (10). Surprisingly, the effect of organic solvent 
on the chromatographic selectivity has largely been ignored. 

An extensive investigation has been initiated in our labo
ratory in order to better understand the effect of adding 
organic solvents to micelles for controlling retention and se
lectivity in RPLC and how it compares with the hydro--organic 
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RPLC system. In previous publications, we reported that the 
retention behavior in MLC can be quite different from that 
in hydro-organic RPLC despite the fact that both systems 
are considered to be reversed-phase LC as hydrophobic in
teractions are the main driving force for retention in both 
systems (13, 14). It was shown that adding an organic solvent 
to micellar eluents would not create a hydro-organic system. 
In fact retention characteristics with a ternary mobile phase 
of organic solvent-water-micelles was similar to that in a 
purely aqueous micellar eluent. It was concluded that in these 
mobile phases, it is micelles that influence the role of an 
organic cosolvent in the mobile phase. The "anomalous" 
behavior in MLC was attributed to different factors such as 
the heterogeneous nature of micelles that provide different 
microenvironment polarity for different compounds in a given 
mobile phase composition, the organizing ability of micelles 
that can encompass compounds (solutes and organic cosol
vent), and the existence of two competing equilibria that 
influence selectivity (13, 14). 

It was observed that methylene selectivity did not change 
upon addition of propanol to micellar eluents, i.e. the solvent 
strength was increased without sacrificing selectivity. This 
is in contrast to normal behavior in a RPLC system as solvent 
strength and selectivity are generally inversely related. In fact 
an eluotropic solvent strength scale for RPLC solvents is based 
on the reciprocal relationship between solvent strength and 
methylene selectivity (14). 

In this paper we report some preliminary results on the 
effect of adding organic solvents to micellar eluents on 
functional group selectivity as well as separation selectivity 
between any two adjacent peaks in a mixture. The term 
"hybrid" is used for the ternary eluents of water-organic 
solvent-micelles throughout the text. Surprisingly, we often 
observed an increase in selectivity with the addition of an 
organic solvent to a micellar eluent, i.e. with increasing eluent 
strength. 

EXPERIMENTAL SECTION 
Apparatus. The HPLC system was either a Rainin gradient 

chromatograph consisting of three Rainin Rabbit pumps and an 
ISCO UV -vis, 'V variable-wavelength detector for substituted 
benzenes or a Waters Associates (Milford, MA) liquid chroma
tograph comprised of a 6000A and M45 pumps, an M680 solvent 
programmer, and a Varian UV 50 variable wavelength detector 
set at 200 nm for peptide experiments. The analytical columns 
were Altex Octyl Ultrasphere (15 X 0.46 em) for substituted 
benzenes and a C-18 LichroCART (12.5 X 0.46 em, VM = 0.67 
ml) (EM Science) for peptides. The void volumes of the columns 
were measured from the injection point of water samples and the 
first deviation of the base line. A silica precolumn and a dry
packed C-18 column were employed to saturated the mobile phase 
with silicates and to protect the analytical column. The silica 
precolumn, the guard column, and the analytical column were 
water jacketed and thermoststed at 38°C with a Hauk (Karlsruhe, 
GFR) circulating bath. 

Reagents. Stock solutions of sodium dodecyl sulfate, SDS 
(Polyscience), and myristyltrimethylammonium bromide, C14TAB 
(Aldrich), were prepared in doubly distilled, deionized water and 
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Figure 1. Retention and (group) selectivity as a function of the con
centration of surfactant in the micellar mobile phase (experimental 
details in the text): (a) retention (In k') and selectivity (,,) of a set of 
peptides and amino acids with sodium dodecyl sulfate (SDS) as sur
factant; identity of amino acids and peptides is by a single letter code 
(1, lW; 2, l; 3, R; 4, M; 5, l Y; 6, Gl); (b) retention (In k') and group 
selectivity with respect to benzene (T) of a set of alkyl benzenes with 
myristyltrimethylammonium bromide (CTAB) as surfactant; numbers 
refer to those used in Table I. 

were filtered through a O.45-llm Nylon-66 membrane filter (Rainin 
Instruments). Monosubstituted benzenes were mostly obtained 
from Aldrich, the peptides with 99% purity were supplied by 
Sigma. 

RESULTS AND DISCUSSIONS 
Micelle concentration and volume fraction of organic solvent 

in hybrid eluents can significantly influence retention and 
selectivity. 

Effect of Micelle Concentration. Figure 1 illustrates the 
general behavior for zwitterionic compounds (amino acids and 
smaIl peptides) and nonionic aromatic compounds. As shown 
in Figure 1a convergence, divergence, and reversal of the peaks 
can occur for the zwitterionic compounds as a result of an 
increase in micelle concentration, while for the aromatic 
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compounds mainly peak convergence is observed (Figure 1b). 
In a micellar RPLC system, retention and selectivity are 

controlled by three competing equilibria, namely partitioning 
(or binding) from bulk solvent to micelles or alkyl-bonded 
stationary phase or a direct transfer from micelles to stationary 
phase. Retention in micellar systems can be described as 

(1) 

where [M] is micelle concentration, <P is phase ratio, Kmw is 
the binding constant of solute to micelles, and P,w is the 
partition coefficient of compound from mobile phase into 
stationary phase (1). 

According to eq 1, eluent strength increases with increasing 
micelle concentration (as long as a solute interacts with mi
celles). It has been shown that for ionic compounds under 
certain mobile/stationary phase conditions, retention might 
increase with micelle concentration due to electrostatic re
pulsion into the stationary phase; however, this is rather an 
exception in MLC and not the rule (8). 

Selectivity might increase or decrease with micelle con
centration depending on the type of compounds and the type 
of surfactants. The related equation for selectivity can easily 
be derived from eq 1 (14) 

(asw)![M] + l/Kmwrl 
a = ' (2) 

(amw)![M] + 1/Kmw,21 

where "sw is the stationary phase partitioning selectivity 
(P,w,d p sw,.) and "mw is the selectivity of binding to (or par
titioning into) micelles (Kmw,2/ Kmw,.). 

Differentiation of eq 2 results in 

~ _ a sw _1 ___ 1_ [M] + _1_ 
( )/{ }

2 

d[M] - "mw K mw,2 Kmw,. K mw,2 
(3) 

Selectivity enhancement will be observed when d(,,)/d[M] 
> O. Since "sw and "mw are both positive, it follows from eq 
3 that Kmw 2 < Kmw. to observe an increase in selectivity. 
However, since" is by definition larger than 1, this must be 
combined with the requirement 

Psw,2 Psw1 
---'---> ' 
K mw,2[M] + 1 Kmw,.[M] + 1 

For instance, this situation will occur when one of the two 
compounds selectively interacts with the ionic head group of 
surfactants in micelles and/ or with those adsorbed on the 
stationary phase. This can be seen for zwitterionic compounds 
in Figure 1a. At pH 2.5 the amino acids and peptides are 
positively charged and therefore can have electrostatic at
traction with the anionic SDS surfactant. Obviously, hy
drophobic interactions can also play an important role in 
influencing retention. The contribution of electrostatic and 
hydrophobic interactions to retention would not be the same 
for different zwitterionic compounds and is a function of their 
structural properties. Due to different types of interactions 
and the competing equilibria in MLC, one can expect any form 
of the selectivity behavior (i.e. peak convergence, divergence, 
and crossover) with changes in micelle concentration. Re
tention behavior and selectivity of zwitterionic compounds 
in MLC will be published elsewhere (15). 

However, for a large group of compounds (especially non
ionies), partitioning into the micelles and into the alkyl-bonded 
phase, as expressed by Kmw and Psw, is directly related. This 
is mainly because hydrophobic interactions play the upper 
role in both cases. In addition, the alkyl-bonded phase is 
modified with surfactant monomers which makes the envi
ronment of the micelles closely related to that of the stationary 
phase. In fact for a set of 16 monosubstituted benzenes, we 
observed a linear relationship between kmw and P,w (Psw = 
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Figure 2. Retention and (group) selectivity as a function of the fraction 
of organic modifier (¢) in a hybrid mobile phase: (a) retention (In k') 
and selectivity (a) of a set of peptides and amino acids in a mobile 
phase containing 0.1 M SOS and varying amounts of 2-propanol, 
identity of components is given in Figure 1; (b) retention (In k') and 
group selectivity with respect to benzene (7) of a set of alkyl benzenes 
in a mobile phase containing 0.04 M CTAS and varying amounts of 
2-propanol; numbers refer to those used in Table I. 

-39.6 + 2.90Kmw, n = 16, R' = 0.997). In such cases, a decrease 
in functional group selectivity 7 will be observed with in
creasing micelle concentration (Figure 1b) where 7 is defined 
as the ratio of capacity factors of a compound with a sub
stituent to that of a parent compound, e.g. k '(Bz-R) / k'(Bz) 
for substituted benzenes. Note that In 7 represents the free 
energy of transfer of a functional group from mobile to sta
tionary phase. Information about 7 is valuable in structure
retention relationship and retention mechanism studies (16). 

Figure 1a illustrates elution reversal due to a change in 
micelle concentration. It should be noted that the frequently 
observed phenomenon of elution order reversal in MLC as a 
result of a change in micelle concentration does not necessarily 
translate into a systematic enhancement. Although elution 
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Figure 3. Average change in the group selectivity (with respect to 
benzene) with varying fraction of 2-propanol, d(T)/d(¢), as a function 
of the partition coefficient between micelles and bulk mobile phase, 
K~, of a set of alkyl benzenes. Components are identified according 
to Table I. 

order reversal is indicative of a unique separation mechanism 
in MLC and its selectivity, peak crossing for a few compounds 
in a complex mixture does not necessarily mean an im
provement in the overall separation. It is interesting to note 
that peak crossing is often (and mistakenly) considered as a 
proof of "enhanced selectivity of MLC" in the literature. 

Effect of \Po" in Hybrid Eluents. Figure 2 shows the 
variation of retention of zwitterionic (amino acids, peptides) 
and nonionic compounds (substituted benzenes) with the 
volume fraction of 2-propanol added to micellar eluents. The 
eluent strength increases with increasing organic modifier 
concentration which results in a decrease in retention. The 
linear fit ofln k' vs volume fraction of 2-propanol (Figure 2b) 
gives a fairly high correlation (r' = 0.90-0.99) even though the 
experiments were performed in water-rich eluents (3-10% 
propanol). Note that for conventional hydro-organic mobile 
phases at low concentrations of organic solvents «10%), In 
k'vs ¢o" plot is usually not linear and sometimes not even 
quadratic (17). Some corresponding selectivities for amino 
acids / peptides and the group selectivity for the aromatic 
compounds are shown in parts a and b of Figure 2, respec
tively. As shown, the selectivity for a group of peptides and 
amino acids systematically increases with increasing propanol 
concentration (i.e. increasing eluent strength). A similar 
behavior is observed for some of the substituted benzenes 
while for others functional group selectivity decreases with 
increasing solvent strength. Figure 3 shows how the slope of 
T vs ¢o," changes as a function of micelle-water binding con
stant Kmw for substituted benzenes. This plot suggests that 
the largest positive changes of selectivity as a function of ¢o," 
(i.e. selectivity enhancement) are observed for more hydro
philic or less retained compounds (as compared to benzene) 
while for compounds that are more hydrophobic (or longer 
retained) than benzene selectivity actually decreases with 
increasing solvent strength. It is important to note that such 
a conclusion could not be made for other groups of compounds 
such as peptides or phenols (18). 

The reason can be sought in the three competing equilibria 
which influence selectivity in MLC as well as the capability 
of micelles to compartmentalize compounds. The selectivity 
enhancement was observed for a wide range of ionic and 
nonionic compounds with various functional groups and for 
both anionic and cationic surfactants. The addition of an 
organic solvent would change certain micellar properties (such 
as critical micelle concentration, aggregation number, etc.) 
which influence the retention behavior of ionic compounds. 
However, the observed changes in retention and selectivity 
in hybrid systems are too large to be explained in terms of 
changes in micellar properties. This is especially true for 
nonionic and hydrophobic compounds. 



From eq 2, it can be seen that the chromatographic selec
tivity is dependent upon the partitioning of compounds into 
stationary phase and micelles. Addition of organic modifier 
would change the microenvironment of both alkyl bonded 
stationary phase and micelles due to intercalation of organic 
solvent. The exact behavior of chromatographic selectivity 
as a function of fraction of an organic solvent would then 
depend on how "mw and ",w would change with the type and 
concentration of organic solvent. A study is under way to 
examine this effect. 

Micelles are microscopically heterogeneous media which 
provide various microenvironment polarities for various 
compounds in a given mobile phase composition. They can 
localize (or compartmentalize) solutes (or organic additives 
in the mobile phase) in a microenvironment that is different 
from bulk solvent (19). This can have a direct influence on 
retention behavior of compounds in MLC which can be dis
tinctly different from that of hydro-organic eluents in RPLC. 
Retention represents free energy of transfer of a solute or a 
functional group from mobile phase to stationary phase and 
is highly sensitive to the microenvironment polarities in the 
two phases. Consequently, it is not surprising that "peculiar" 
behavior might be observed as different solutes experience 
different polarities in their immediate vicinities in a given 
mobile/stationary phases composition (13, 14). This can be 
seen in Figure 4a as carbonyl-group selectivity, ,,(-CO), 
changes with the hydrophobiCity (or carbon number in the 
side chain) of two homologous pairs for a micellar eluent while 
it is independent of solute type for a hydro-organic eluent. 
This can be attributed to the fact that the more hydrophobic 
pairs are located in a more hydrophobic environment of 
micelles and therefore experience a smaller change in their 
microenvironment polarities upon being transferred from 
mobile to stationary phase. As a result the -CO group se
lectivity between the more hydrophobic alkyl benzene/alkyl 
phenone pair is less than the more polar pairs (smaller n,) and 
actually approaches unity. It was shown in a previous paper 
that for compounds with large water-micelle partition coef
ficients (e.g. hydrophobic compounds) the overall selectivity 
value is small and its variation with micelle concentration is 
limited (14). This is also the case for compounds with com
parable Kmw values (eq 3). Separation can be improved in such 
cases by introducing another variable (e.g. an organic solvent) 
in optimization strategies. This is shown in Figure 4b where 
0'( -CO) increases with <PPROH for alkyl benzene/alkyl phenone 
pairs with different carbon numbers. Note that a(-CO) se
lectivity decreases with an increase in micelle concentration 
(Figure 4c). Similarly, as will be shown elsewhere, separation 
of a mixture of phenols can be improved by a simultaneous 
increase of micelle concentration and organic solvent con
centrations (18). 

In addition to the competing equilibria, another phenom
enon is the compartmentalization effect by micelles which can 
have a dramatic influence on the solvent strength parameter, 
S, and therefore on selectivity. The linear relationship be
tween In k' and <Po" is valid for both conventional hydro
organic eluents (over a limited <Po", range) as well as for hybrid 
eluents, i.e. 

log k' = -S<I>o,. + log k'o (4) 

where S is the solvent strength parameter (using Shyb notation 
for hybrid eluents) the intercept log k'o is the capacity factor 
in a purely aqueous mobile phase (in hydro-organic systems) 
or at a given micelle concentration (k'O.IM] for hybrid systems). 
From eq 4, one can derive the relationship between selectivity 
and <P as 

In (0'2) - In (al) = -(Sb - Sa) (<P2 - <PI) (5) 

where "I and 0'2 are selectivity of compounds a and b (i.e. 
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Figure 4. Carbonyl group selectivity (aco), defined as the ratio of the 
capacity factors of C,H5CO(CH,),CH3 and C,H5(CH,),CH3, in MLC: (a) 
a comparison between carbonyl group selectivity in hydro-organic and 
micellar LC as a function of the number of carbons in the chain, n; 
(b) the inverse of aco as a function of the fraction of 2-propanol, <p, 
in 0.1 M C16TAB for varying carbon chain lengths; (c) the inverse of 
aco as a function of the concentration of SDS in 3 % 2-propanol for 
varying carbon-chain lengths. The inverse of group selectivity l/aco 
is plotted (instead of "co) since selectivity> 1 by definition. Data were 
taken from ref 13 and 14. 

k 'b/ k 'a) at two organic modifier concentrations in hydro-or
ganic or hybrid eluents <P, and <P2 where <P2 > <P" For con
ventional RPLC with hydro-organic eluents, Schoenmakers 
et al. have shown that S values are linearly related to In k 'w 

for a large group of compounds (17), i.e. 

S = p + q In k'w (6) 

where p and q are empirical constants. As a result, in hy
dro-organic eluents Sb is larger than Sa since k'b > k'a (0' = 
k 'b/ k 'a by definition> 1). In other words, for a group of 
compounds where eq 6 is applicable, eq 5 predicts a systematic 
decrease in selectivity as a result of an increase in volume 
fraction of organic modifier (Le. increase in elution strength). 

In the presence of micelles, the relative S values for different 
compounds would depend on their interactions with micelles; 
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i.e. Sb may no longer be larger than Sa in hybrid system even 
though k 'b > k 'a. As a result, the variation of selectivity 
(increase or decrease) with an increase in volume fraction of 
organic modifier would depend upon Shyb values. 

Snyder and co-workers have shown that changes in band 
spacing as a result of an increase in organic modifier con
centration can be observed for samples having components 
that differ in molecular weight or functionality (20, 21). 
Simultsneous enhancement in selectivity and elution strength 
using binary hydro-organic eluents is not possible for samples 
that contain solutes with equal (or close) S values (slope of 
eq 4) or when there is a strong correlation between S values 
and the corresponding retention (eq 6) (20). Elution order 
reversal is quite common in conventional hydro-organic 
RPLC; however, to the best of our knowledge there has not 
been any report to indicate a monotonic increase in selectivity 
with an increase in elution strength in hydro-organic systems 
for a wide range of compounds. In fact, it has been shown 
recently that although maximum selectivity can be observed 
at intermediate solvent strength values in certain ternary or 
quaternary hydro-organic mixtures and for selected com
pounds, the general trend is higher selectivity at lower eluent 
strengths (22). As will be shown elsewhere, in hybrid systems, 
where an increase in elution strength can often coincide with 
an enhancement of selectivity, a simultaneous optimization 
of parameters influencing selectivity and solvent strength is 
required, i.e. a separate optimization of elution strength and 
selectivity is inefficient (18). In hydro-organic systems, it is 
common practice to first adjust the elution strength, then 
optimize the selectivity at a constant solvent strength (23). 

The generality of the simultsneous selectivity enhancement 
with elution strength in hybrid systems indicates that the 
possible cause(s) is (are) not the same as the typical solvent 
selectivity effect in hydro-organic mobile phases, as the latter 
is only observed for a limited group of compounds which 
selectively interacts with a given solvent. 

Since S values reflect the extent of solvation of solutes by 
organic solvents, the localization of solutes and/ or organic 
solvents in micelles can greatly influence the sensitivity of 
retention to changes in the concentration of organic solvent. 
In other words, the Sbyb values depend upon the extent of 
partitioning (or localization) of both solutes and the organic 
solvent in micelles. In Figure 5a the S values for 11 aromatic 
compounds in a hybrid system of water-methanol-CTAB 
micelles are compared with the S values for water-methanol 
eluents reported by Schoenmakers et al. (17). In a conven
tional hydro-organic system S varies greatly with the solute 
molecular weight and functional groups (17,21). Therefore 
anthracene has an S value of 12.60 (the largest), benzyl alcohol 
is ranked ninth (S = 5.05) and phenol has the smallest value 
of 3.13. As a result, the retention of anthracene in conven
tional hydro-organic RPLC is more sensitive to variations in 
the concentration of organic solvent than benzyl alcohol or 
phenol, etc. In the presence of CT AB micelles, however, the 
corresponding Shyb (MEOH) values and the ranking are quite 
different and, in fact, can be quite the opposite of that of 
conventional hydro-organic eluents, e.g. 0.474 for anthracene 
(ranked tenth, one to the smallest), 1.53 for benzyl alcohol 
(the largest), and 1.31 for phenol (ranked fourth). Naph
thalene and anthracene have the smallest Sbyb values (as 
compared to more polar-substituted benzenes) and therefore 
are far less affected by the addition of organic solvents. This 
is due to the fact that these compounds strongly interact with 
micelles and are less accessible to a polar solvent such as 
methanol (which does not interact strongly with micelles). In 
other words, methanol is too polar to compete with the mi
celles for the interaction with hydrophobic compounds. 
Hydrophobicity of compounds and organic solvent are im-
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Figure 5. Influence of the concentration and type of organic modifier 
on the retention behavior in MLC: (a) a comparison between the slopes 
(absolute value) of In k'vs the fraction of methanol in hydro-organic 
eluents reported in the literature (23) and the slopes observed in hybrid 
eluents of water-methanol-O.04 M C 14TAB micelles, listed in Table I, 
the numbers refer to Table I; (b) retention data (In k') of propiophenone 
(X) and benzyl alcohol ($), as a function of the volume fraction 1> of 
methanol (MeOH), 2-propanol (PrOH), and butanol (BuOH) in the hybrid 
eluents of water-alcohol-0.04 M C,.TAB micelles. 

portant factors in controlling their interaction with the mi
celles; however, the specific interaction with the ionic head 
group of micelles (especially with cationic micelles) cannot 
be overlooked. For example, naphthalene and anthracene are 
very hydrophobic and the 7r electrons of their aromatic rings 
can strongly interact with the cationic head group of CTAB 
(19). This means that the relationship between Shyb and a 
solutes' structural properties cannot be easily recognized; e.g. 
one cannot conclude that Shyb is inversely related to hydro
phobicity of solute. Most of the more polar organic com
pounds are located in the Stern layer of micelles, which is more 
accessible to methanol, and therefore have a larger Shyb value. 
Nevertheless their overall values are still much smaller than 
those of a hydro-organic system. These observations further 
confirm our previous results that the overall S values of alkyl 
homologous series and their range of variation in the presence 
of micelles (Shyb) are strongly limited as compared to those 
in hydro-organic eluents (13). 



Table I. The Slope S (Absolute Value) Observed for 14 
Alkyl Benzenes, Applying Linear Regression to the 
Retention Data, In k', vs the Fraction of Different Organic 
Modifiers in the Hybrid Eluents of Water--Alcohol-o.04 M 
C"TAB Micelles' 

S 

no. component MeOH PrOH BuOH 

1 benzyl alcohol 1.53 3.74 10.22 
2 acetophenone 1.40 3.46 8.94 
3 benzaldehyde 1.33 3.58 8.89 
4 phenol 1.31 4.34 12.50 
5 acetanilide 1.22 3.80 9.15 
6 benzonitrile 1.21 3.42 8.74 
7 propiophenone 1.14 3.47 7.27 
8 nitrobenzene 1.08 3.14 8.50 
9 chlorobenzene 0.96 2.25 6.18 

10 anisole 0.88 2.80 9.08 
11 benzene 0.74 2.09 5.57 
12 anthracene 0.47 2.65 8.32 
13 naphthalene 0.45 2.48 6.84 
14 butyrophenone 0.45 3.34 8.85 

'Methanol (MeOH), 2-propanol (PrOH), and butanol (BuOH). 

In Table I, the Shyb values for 15 aromatic compounds are 
listed for three organic modifiers, methanol (MEOH), 2-
propanol (PROH), and butanol (BUOH), in the presence of 
cationic CT AB micelles. As shown the overall Shyb values can 
be ranked as SBUOH > SPROH > SMEOH, which is similar to 
conventional hydro-organic systems as BUOH is the strongest 
solvent and the MEOH is the weakest (Figure 5b). The larger 
Shyb for BUOH and PROH indicate that these solvents in
teract more with micelles and consequently can solvate more 
effectively and! or that they can better compete with micelles 
for interaction with solutes. Note however, that the overall 
Shyb for the set of compounds is still smaller than the one in 
the absence of micelles, as Shyb for BUOH is even smaller than 
S values for MEOH in conventional hydro-organic eluents. 
Another important point which again indicates the impact 
of micelles is the fact that the ranking of Shyb for different 
solutes is different for MEOH, PROH, and BUOH. The 
compounds in Table I are ranked according to S (MEOH) 
values_ In conventional hydro-organic systems, one anticipates 
observing the same ranking of S values for different solutes, 
because these three solvents belong to the same selectivity 
group. In the presence of micelles, however, this may not be 
the case since these solvents interact differently with micelles 
and therefore their own microenvironment in micelles would 
be different. One might conclude that the selectivity of 
different organic solvents in the presence of micelles might 
change. If so, this would extend the list of organic solvents 
for LC separations. Further investigations on the selectivity 
effect of different organic solvents are underway. 

Practical Implications_ Improving resolution and re
ducing separation time are the two important goals in many 
optimization strategies (23). Simultaneous selectivity en
hancement with elution strength could lead to better sepa
rations in a shorter time period. This is shown in Figures 6 
and 7. The chromatogram shown in Figure 7 a illustrates the 
separation of a mixture of 13 peptides and amino acids by 
using an anionic micellar eluent (0.10 M SDS) at pH 2.50. 
Obviously, the separation is poor and the analysis time is long 
(95 min). The situation improves dramatically upon the ad
dition of 2-propanol to the micellar eluent as shown in Figure 
6b. Note the frequent elution reversals as well as dramatic 
selectivity enhancement between peaks 3, 4, and 5; 9 and 10; 
or 11, 12, and 13 as a result of adding propanol. On the other 
hand the resolution between peaks 1 and 2 or 8 and 9 dete
riorates. The overall resolution of the chromatogram, however, 
has improved and the analysis time is much shorter (50 min). 
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Figure 6. Chromatograms of a mixture of 13 peptides and amino 
acids: column, 2 X 12.5 cm LichroCART C 18, 4.6 mm Ld., 5 I'm 
particle size, thermostated at 40°C. The flow was 1.5 mLlmin (dead 
volume 1.4 mL). Components: (1) AY, (2) Y, (3) DF, (4) LY, (5) GLY, 
(6) M, (7) W, (8) R, (9) LW, (10) KF, (11) GLF, (12) FF, (13) RF. (a) 
Mobile phase: 0.1 M sodium dodecyl sulfate (SDS), 20 mM phosphate 
buffer, pH = 2.5. (b) Mobile phase: as in part a with 15% 2-propanol. 
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Figure 7. Chromatograms of a mixture of 15 phenols. The chroma
tograms were simulated on the basis of retention data coliected on a 
12.5-cm LichroCart C18 column, 4.6 mm Ld., 5 I'm particle size, 
thermostated at 40°C, assuming 2500 plates and equal concentrations 
of ali components. Components: (1) 4-benzamidephenol, (2) 4-
hydroxybenzyl alcohol, (3) 4-hydroxyphenemethyl alcohol, (4) 4-
hydroxybenzylcyanide, (5) 4-hydroxyacetophenone, (6) phenol, (7) 
4-hydroxybenzaldehyde, (8) 4-fluorophenol, (9) 4-methylphenol, (10) 
4-hydroxypropiophenone, (11) 4-nitrophenol, (12) 4-isopropylphenol, 
(13) 4-hydroxybenzophenone, (14) 4-hydroxydiphenylmethane, and 15) 
4-tert-butylphenol. (a) Mobile phase, 0.04 M myristyltrimethyl
ammonium bromide (CTAB), 0.1 M phosphate buffer, pH = 7. (b) 
Mobile phase: 0.12 M CTAB, 10% 2-propanol, 0.1 M phosphate 
buffer, pH = 7. 

Note that the chromatogram in Figure 6b is obtained under 
nonoptimum conditions. The low efficiency for early eluting 
peaks shows that the extracolumn band broadening is severe. 
There exist large gaps between the later eluting peaks, which 
can be improved by adjusting the mobile phase composition. 
However, no attempt was made to further optimize the 
chromatographic system, as the chromatogram shown in 
Figure 6 adequately serves the purpose of this paper. By 
applying one of the currently recognized optimization stra
tegies, one can optimize the conditions to obtain the optimal 
chromatogram (as defined by the goal of the separation) as 
described elsewhere (I8, 24). As a result of propanol addition, 
both the chromatographic selectivity and efficiency increased 
which led to higher resolution. Figure 7 illustrates a similar 
behavior for a mixture of 15 phenols with a cationic micellar 
mobile phase. These chromatograms were simulated based 
on the retention behavior of phenols in hybrid systems. Again 
in Figure 7 a the analysis time is very long and the resolution 
between several peaks (e.g. 5, 6, and 7 or coelution of 12, 13, 
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and 14) is poor. The chromatogram can be improved dras
tically by simultaneously increasing the micelle concentration 
and addition of propanol. The analysis time is reduced from 
about 60 to 13 min while most of the overlapped peaks (except 
peaks 12 and 14) are well resolved. Note that the number of 
theoretical plates was assumed to be only 20000 plate/m in 
the simulations (Figure 7) to account for the possible low 
efficiency of micellar systems. The situation illustrated in 
Figure 7 is an example of the general elution problem; however, 
the solution in Figure 7b is obtained through an isocratic 
separation and not gradient elution. Again, further im
provement of the separation can be achieved by fine tuning 
the experimental conditions, as will be reported elsewhere (18). 

CONCLUSION 
The possible simultaneous enhancement of selectivity and 

elution strength provides an additional reason for examining 
addition of a small precentage of an organic solvent in micellar 
eluents. Micellar eluents are generally weak and suffer from 
poor efficiency. Although the solvent strength can adequately 
be increased in certain cases by increasing micelle concen
tration, it has been shown that the chromatographic efficiency 
in MLC deteriorates at higher micelle concentrations. Ad
dition of an organic solvent to micellar eluent adjusts the 
eluent strength, improves the chromatographic efficiency, and 
in many cases can lead to an enhancement of separation 
selectivity. All these will have a favorable effect on resolution 
and analysis time. It is important to note that in certain cases 
selectivity enhancement might not lead to an improvement 
in resolution if the retention (k' term in the fundamental 
resolution equation) would fall below the optimum k'range 
as a result of an increase in elution strength (23). This situ
ation can be even worse if the elution strength is increased 
through an increase in micelle concentration even though 
selectivity enhancement is achieved through adjusting micelle 
concentration. In this case, a decrease in efficiency combined 
with a decrease in k' (as a result of increasing eluent strength) 
might actually lead to a decrease in resolution even though 
peak selectivity is actually increased. Finally, it should be 
emphasized once again that addition of organic solvent to 
micellar eluents would not create a system closer to conven
tional hydro-organic RPLC. The chromatographic capabilities 
of hybrid eluents of water--organic solvent-micelles are largely 

unknown and should be further explored. 
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Analytical and Micropreparative Ultrahigh Resolution of 
Oligonucleotides by Polyacrylamide Gel High-Performance 
Capillary Electrophoresis 
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In continuation of previous work, the separations of poly
deoxyollgonucleotldes on polyacrylamide gel capillary col
umns are presented. The use of gel compositions with rela
tively low monomer content permits columns of very high 
plate numbers to be obtained. With a 160-rner, plate counts 
of 30 X 10' per meter are shown. Columns with high pre
cision in relative migration time from run to run, day to day, 
and batch to batch are presented. Collection of purified 
fractions from hlgh-resolutlon electropherograms is also shown 
to be feasible using field programming techniques. To ac
complish this, separation Is allowed to occur under high field 
for resolution and speed, followed by collection under low field 
where the velocity of the band is purposely decreased in 
order to widen the time-based width of the band. 

INTRODUCTION 
At present, there is a great deal of interest in the separation 

and characterization of polydeoxyoligonucleotides. The 
problem is a challenging one since the polydeoxyoligo
nucleotides may differ only slightly from one another, for 
example in base number or in sequence of bases. Great strides 
are being made in electrophoresis for various molecular weight 
regions, including chromosomal DNA separations (1). At the 
low molecular weight range, e.g. up to ca. 500 bases, there is 
a need for improved separation, both in terms of speed and 
resolving power, particularly for minute sample sizes. Rapid 
and significant resolving power would result in important 
potential advances for molecular biology including, among 
other areas, DNA sequencing (2) and purification of DNA 
probes (3). 

Conventionally, polydeoxyoligonucleotide separations have 
been best achieved by gel electrophoresis, using flat bed or 
slab gels, which can be very time consuming (4). In addition, 
the isolation of individual fragments is inconsistent and 
fraught with problems. 

An improved version of electrophoresis is currently being 
developed in the form of high-performance capillary elec
trophoresis (HPCE) (5-8). This instrumental approach to 
electrophorsis can be characterized as a rapid, high-resolution 
analytical technique and an effective tool in the isolation of 
purified materials. We have previously demonstrated the high 
resolution of gel-filled capillaries for the separation of low 
molecular weight polydeoxyoligonucleotides (9). 

This paper is a continuation of the study of gel-filled cap
illaries for high-resolution separation of polydeoxyoligo
nucleotides. We first briefly present results on columns with 
several gel compositions. Columns of high precision in relative 
solute migration time have been developed. Using low mo
nomer gel compositions and columns greater than 50 em in 
effective length, we demonstrate the capability of such ca
pillary gel columns to generate very large numbers of theo-

* Author to whom correspondence and reprint requests should be 
addressed. 
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retical plates, roughly 30 million plates per meter. Finally, 
we illustrate a new micropreparative approach to collection 
of isolated fragments using electric field programming. These 
results indicate the significant power of capillary gel columns 
for the separation and analysis of polydeoxyoligonucleotides. 

EXPERIMENTAL SECTION 
Apparatus. Polyacrylamide gel HPCE was performed in 

fused-silica tubing (Polymicro Technologies, Phoenix, AZ), 75-p.m 
i.d., 375-p.m o.d., with several different column lengths. For 
detection purposes, a 2-mm length of polyimide coating was 
carefully burned off at a distance of 150-200 mm from one end 
of the column. A 60·kV high-voltage direct current power supply 
(Model PS /MK 60, Glassman, Whitehouse Station, NJ) was used 
to generate the potential across the capillary gel column. A UV 
detector (Model V 4, ISCO, Lincoln, NE), modified as previously 
described (10), was employed at a wavelength of 260 nm, with 
a capillary slit of 0.1 mm X 0.1 mm. Cooling was achieved with 
a fan. Each end of the capillary was connected to a separate 3-mL 
vial filled with buffer (for analytical runs). For collection, the 
low-voltage end (cathode) was placed in a microfuge vial filled 
with an appropriate amount of water (~3p.L) (9,11). Platinum 
wire electrodes were inserted into the two vials for connection 
to the electrical circuit. The electropherograms were acquired 
and stored on an IBM PC / AT computer via an analog to digital 
(A/D) interface (Model 762 SB, Nelson Analytical, Cupertino, 
CAl. 

Materials. Samples of polydeoxyadenylic acids were purchased 
from Pharmacia (Piscataway, NJ). The polydeoxythymidylic 
acids, 20-160-mers, were chemically synthesized by ligation of 
the 3'-3' ends, yielding 5'-phosphate groups at the two ends of 
the combined polymers. Individual polydeoxythymidylic acids, 
differing by 20 polydeoxyoligonucleotides each (i.e. 20·mer, 40-mer, 
... 160·mer), were slab gel purified and subsequently combined 
to give a 20-160-mer mixture. The mixture was the kind gift of 
Drs. Bischoffer and Field of Genentech, South San Francisco, CA. 
All other reagents were of electrophoresis research grade 
(Schwartz/Mann Biotech, Cambridge, MA). All buffer solutions 
were filtered through a nylon GC filter unit of 0.2·mm pore size 
(Schleicher & Schuell, Keene, NH). The buffer solutions were 
carefully vacuum degassed before use. Samples were kept frozen 
at -20°C, and the buffers were stored at 4 °C before use. Samples 
were heated at 65°C for 5 min and were then injected at room 
temperature (9). 

Procedures. Polymerization of polyacrylamide was accom
plished within the capillary column by passing carefully degassed 
polymerizing solution slowly into the capillary (9). For stabili
zation, the gel was chemically bound to the silica wall by using 
a standard bifunctional agent, (methylacryloxypropyl)trimeth
oxysilane (12). Gel columns of 3-4)% T and 5% C (13) were used 
in a buffer of 0.1 M Tris, 0.25 M boric acid, pH 7.6 and 7 M urea. 
The samples were electrophoretically injected into the column 
by dipping the cathodic end of the capillary into an aqueous 
solution of the sample and typically applying a field of 3 k V for 
5 s for an analytical injection. In the case of the polydeoxyadenylic 
acids (p(dA),o-Bo), the concentration of injection sample was in 
the range of 20-40 p.g / mL. 

RESULTS AND DISCUSSION 
High-Resolution Separations. We have previously shown 

the high resolving power of capillary polyacrylamide gel 
electrophoresis in the separation of polydeoxyoligonucleotides 

© 1990 American Chemical Society 
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Figure 1. HPCE separation of polydeoxyadenylic acid mixture, p
(dA)40-60' as a function of gel composition and effective column length 
(see text): (A) capillary, 350 X 0.075 mm i.d. (effective length, 150 
mm); buffer, 0.1 M Tris/0.25 M borate/7 M urea, pH 7.6; polyacryl
amide gel, 6% T and 5% C; applied field, 300 V/cm, 10.8 pA (8) 
capillary, 750 X 0.075 mm i.d. (effective length, 550 mm); poly
acrylamide gel, 3% T and 5%; applied field, 300 V/cm, 17.7 fJ.A; all 
other conditions were the same as in A. Figure 1 A is reprinted from 
Nature (Vol. 339, pp 641, 642). Copyright 1989 Macmillan Magazines 
limited. 

using a sample mixture of polydeoxyadenylic acids from 40 
to 60 bases long (p(dA)4<>-OO) (9). In the above cited paper, we 
used a column of 7.5% T, 3.3% C gel composition. 

In this work, we first briefly examined separation with 
several gel compositions. Figure 1A shows the separation of 
the p(dA)4<>-OO sample at 300 V Icm, using a 6% T, 5% C gel 
composition with an effective column length I of 15 cm. 
According to slab gel reports (14), this gel composition should 
produce pore dimensions similar to those from 7.5% T, 3.3% 
C gel composition. The average plate count for the above 
capillary column was 2.6 X 1()5 for each peak, and the average 
resolution for any pair of solutes was 1.13. 

We next turned to design gel columns of increased pore size 
for the separation of larger molecular weight single-strand 
polydeoxyoligonucleotides. This was accomplished by re
ducing the monomer content in the gel composition. Figure 
1B shows the separation of the Same p(dA)4<>-OO mixture at 300 
V Icm, using a 3% T, 5% C gel column. To compensate for 
the expected lower resolving power of the larger pore size 
column for the short polydeoxyoligonucleotides, the effective 
column length was increased from 15 to 55 em (5, 15). Good 
separation was again obtained, but at the expense of longer 
time. The 3% T, 5% C column was an efficient column with 
an H value of 0.31 fJ.m (N = 1.8 X 106) vs an H value of 0.57 
fJ.m for the 6% T, 5% C column. The higher efficiency on 
the wider pore size column may be a result of a decreased 
restricted migration through the gel matrix. However, the 
resolution on the 3% T, 5% C column (1.25) was only slightly 
greater than on the 6% T, 5% C column (1.13), undoubtedly 
due to the greater size selectivity on the smaller pore, higher 
percentage T column. 

The 3% T, 5% C column would nevertheless appear ad
vantageous from the point of view of allowing separation of 
a broader molecular weight range of polydeoxyoligo
nucleotides. For small polydeoxyoligonucleotides, the poorer 
selectivity on the lower percentage T column can be com
pensated by larger values of N. On the other hand, on the 
6% T, 5% C column, larger polydeoxyoligonucleotides, e.g. 
~ 150-mer, yielded broad bands, presumably due to restricted 
migration through the gel matrix. This was not the case for 

the 3% T, 5% C gel, and separations of very high performance 
were observed for solutes in this base number range (see later). 

In Figure 1B the various p(dA)'s have been identified on 
the basis of the use of purified single-stranded p(dA) species 
from 10 to 20 bases in length and the linear behavior of mi
gration time vs base number for the p(dA)'s, ,2 = 0.9995. 
Careful studies of migration reproducibility were conducted 
on the 3% T, 5% C column of Figure 1B. With the 50-mer 
serving as the basis of study, it was found that the run-to-run 
reproducibility was 0.9% relative standard deviation RSD (n 
= 5), and the day-to-day reproducibility was 3.2% RSD (n 
= 3). We also examined the column-to-column (batch-to-batch 
with respect to polymerizing solution) migration time repro
ducibility where the columns were made by two different 
workers and found 4.8% RSD (n = 11). 

The lower reproducibility from day to day and column to 
column was believed to arise in part from column temperature 
variations. Since a fan was used for cooling, ambient tem
perature variations could cause overall column temperature 
changes. Mobility, and thus migration time, are particularly 
sensitive to temperature changes, i.e. ~2%;oC (16), due to 
the sensitivity of liquid viscosity with T. The precision of 
absolute migration could be improved by fixing the set tem
perature of the capillary column by using, for example, a 
solid-state (Peltier) cooling system (17). 

To demonstrate that temperature variation was a likely 
cause of the 3-5 % RSD observed, we measured the migration 
of the 40-mer relative to that of the 50-mer. As in chroma
tography, we found that relative migration dramatically im
proved precision. Thus, in terms of relative migration with 
the same data, the precision from run to run was now 0.07% 
RSD (n = 5), from day to day (same column) 0.1 % RSD (n 
= 3), and from column to column 0.7% RSD (n = 11). Given 
the similarity in migration behavior of the polydeoxyoligo
nucleotides, the use of a specific polydeoxyoligonucleotide as 
an internal standard can prove useful. From the results, it 
appears that the columns are highly reproducible. In addition, 
we were able to use the columns well in excess of 150 injections. 

We approximated the amount of sample injected in Figure 
1B (i.e. injection at 3 kV for 5 s) by first calibrating an 
open-tube capillary detector (A = 260 nm) with known con
centrations of the sample. A linear plot was observed with 
,2 = 0.993. The average concentration of an individual band 
was next determined from the average peak height of the band 
in the electropherogram of Figure lB. The volume of that 
given band was then measured (~8 nL) by using the time
based peak width and the migration velocity of the species. 
The total amount (on average) of each peak was calculated 
to be 600 pg or 12 ng total of p(dA)4<HO injected (600 pg X 

20 solutes = 12 ng). 
As noted above, a longer column was used with the 3% T, 

5% C gel column to generate a greater number of theoretical 
plates. The ability of such columns to maintain high resolution 
over a wide molecular range can be seen in Figures 2 and 3. 
Figure 2 shows the separation of a mixture of polydeoxy
thymidylic acids, p(dT)'o-l60, each major species differing by 
20 bases with I = 80 cm and E = 200 V I cm, 8.2 fJ.A. Figure 
3 shows the same separation on a column of I = 50 cm, with 
E = 300 V I cm, 12 fJ.A. For this polydeoxythymidylic acid 
sample, the slab gel purified species reveal additional peaks 
by HPCE which migrate slightly faster than the main peak. 
A plot of migration time t (i.e. fJ.e- 1) vs base number is again 
linear for the p(dT)'o-16o major components, ,2 = 0.995. On 
the basis of this calibration plot, each impurity peak is as
sociated with a progressively n - 1 decreased number of bases, 
i.e. 159, 158, etc. For absolute identification it would be 
necessary to collect each peak and conduct further structure 
analysis. 
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Figure 2. HPCE separation of polydeoxylhymidylic acid mixture, p
(dT)2<>-1eo: capillary dimensions, 1000 X 0.075 mm i.d. (effective length, 
800 mm); applied field, 200 V Icm, 8.2 p.A. All other conditions were 
the same as in Figure lA. 
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Figure 3. HPCE separation of the test mixture of Figure 2. Conditions 
were the same as in Figure 2 except for the following: capillary 
dimensions, 700 X 0.075 mm i.d. (effective length, 500 mm); applied 
field, 300 VI cm, 13 p.A. All other conditions were the same as in 
Figure lA. 

The ultrahigh resolving power can be readily seen, partic
ularly in Figures 2 and 3 for the time-expanded separation 
of the l60-mer. The presumed l59-mer in Figure 2 (see arrow) 
is calculated to contain 12 X 106 plates at 200 V / cm. (Ap
propriate equations were used to take account of the slight 
asymmetry of the band (18).) In Figure 3, the l60-mer is 
calculated to contain 15 X 106 plates for 50 cm or 30 X 106 

plates per meter. This latter plate count with an H value of 
0.03 p.m is roughly 10-fold greater than previously reported 
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Figure 4. Field programming in the HPCE separation of polydeoxy
adenylic acid mixture, p(dA).o_6o: capillary dimensions, 300 X 0.075 
mm i.d. (effective length, (150 mm). Applied voltages were as follows: 
(A) 300 V/cm, 17.7 p.A; (B) 100 V/cm, 5.6 p.A; (C) 300 V/cm, 17.7 
p.A, 0-10 min and 30 V/cm, 1.9 p.A, 10-30 min. All other conditions 
were the same as in Figure 1A. 

for open-tube capillary electrophoresis of (1-2) X 106, e.g. ref 
19 or Figure lB. For both Figures 2 and 3 there is a reduction 
in plate count as the faster migrating, shorter polydeoxy
oligonucleotide species are measured. For example, on the 
I = 50 cm column, the l20-mer is calculated to contain 6 X 
106 plates, whereas the SO-mer has 2 X 106 plates. Based on 
increased peak asymmetry with the faster migrating species, 
sample concentration overloading (20) may in part playa role 
in this decrease in plate count. 

The results in Figures 1-3 demonstrate that the gel columns 
represent an excellent approach for resolution of complex 
polydeoxyoligonucleotide mixtures. They thus possess a real 
potential for use in DNA sequencing using sensitive labeling 
and detection techniques (2). In addition, they can be used 
for rapid assessment of purity of synthesized polydeoxy
oligonucleotides (9). We next turn to the use of these high
resolution columns for micropurification. 

Field Programming and Micropreparative Collection, 
HPCE not only is an analytical tool but also can be used for 
micropreparative separations. Collection of substances as they 
migrate out of the capillary has already been demonstrated 
(9, 11,21). In the case of gel columns, purified fractions can 
be obtained by maintaining a constant field and positioning 
the capillary in a microfuge vial filled with several microliters 
of water and/or diluted buffer. The combination of this 
approach with high resolution and rapid separation, where 
the peak widths may be only a few seconds wide, is difficult 
for reproducible collection. It is possible, however, to simplify 
collection while maintaining high-resolution separations by 
electric field programming. 

Since the velocity of the solute can be manipulated by 
varying the electric field, field programming can simplify the 
collection process. The strategy is to separate at high field 
where speed and resolution (in general) are improved and then 
to collect at low field where the band would broaden in time 
units with little loss in resolution. 

Figure 4 illustrates the principle of this approach. In parts 
A and B, separation of P(dA)4HO is achieved in a 6% T, 5% 
C gel column using 300 and 100 V / cm, respectively. The 
average time-based peak width in Figure 4A is 6 s and in 
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Figure 5. (A) Micropreparative HPCE separation of the polydeoxy
adenylic acid test mixture, p(dA)'O-60' (B) analytical run of the isolated 
p(dA)" spiked with p(dA),o, and (C) analytical run of p(dA),o_6o spiked 
with p(dA),.. CapHlary dimensions were 800 X 0.075 mm Ld. (effective 
length, 600 mm). The buffer and the gel were the same as in Figure 
1 B. The micropreparative and the analytical injections were made 
electrophoretically at 9 kV for 10 s (A) and 6 kV for 1 s (B and C), 
respectively. In A the applied field was 300 V/cm for the run and was 
decreased to 30 V /cm for the collection, over 60 s. In Band C the 
applied field was held constant at 300 V / cm. 

Figure 4B, 18 s. Such narrow widths could create some dif
ficulty in collection, particularly in manual operation. 

In Figure 4C, the separation is conducted at 300 V / cm until 
1 min prior to the appearance of the first peak in the detector. 
The field is then decreased to 30 V / cm and detection achieved. 
Bands of roughly 55-s peak widths are observed with close 
to base line separation. Note that separation in Figure 4C 
is comparable to that run continuously at 100 V /cm (Figure 
4B). 

We can apply the principles of field programming illustrated 
in Figure 4C to collection, as shown in Figure 5. In Figure 
5A, the p(dA)4H<) mixture is micropreparatively separated on 
a 3% T, 5% C gel column, effective length 55 cm, using a 
sample size roughly 6-fold higher than typical for the analytical 
runs. We attempted to collect a single species from the ov
erloaded sample by using field programming. In this exper-

iment, the sample traveled through the detector, as shown in 
Figure 5A, and the field was maintained at 300 V / cm until 
just before the species reached the end of the column. The 
field was then cut off, and the capillary column and electrode 
placed in a microfuge tube with 1.5 ILL of water. The field 
was then applied at 30 V / cm and collection conducted for 60 
s. The calculated peak width was 45 s, based on the time 
width through the detector and the applied field of 30 V / cm. 
The extra collection time was used in order to be certain to 
collect the peak, given the manual nature of the experiment. 

The collected fraction was reinjected with an internal 
standard, p(dA),o, and the resulting electropherogram is shown 
in Figure 5B. It can be seen that an individual peak has been 
successfully collected. The collected peak is assumed to be 
P(dA)47, based on the agreement of the relative migration of 
the 47-mer to that of the 20-mer in Figure 5B and Figure 5C, 
the latter of which is for p(dA)40-00 and P(dA)20 electrophoresed 
together. The difference in the relative migration times is less 
than 0.2% in B (0.874) and C (0.8725). It may also be noted 
that the differences in relative migration of P(dA)46 or P(dA)4S 
vs p(dA),o were 1.0%. The identity of p(dA)47 in Figure 5C 
is again based on the linear calibration of migration time of 
standard p(dA)'s vs base number. 

Computer control of the collection procedure would improve 
this field programming approach. The mobility of the species 
and its peak width at the high field could be directly deter
mined during the run as detection takes place on-column. 
Knowledge of the distance from the detector to the end of the 
column would then permit calculation of the point at which 
the field would be reduced. Also, the actual time-based peak 
width during collection could be obtained from the measured 
peak width at the detector and the applied field at collection. 
It is also to be noted that the sample migrates through the 
detector to the end of the column under a high field. Since, 
at a given field, resolution is proportional to (migration dis
tance)!/2, an improved resolution over that observed in the 
detector will result. This improvement will obviously depend 
on the relative distance traveled from the detection point to 
the end of the column. It is also important that the tem
perature in the postdetector section of the column be the same 
as in the predetector section (17). Since, as already noted, 
mobility changes by 2%;oC (16), a temperature difference 
in the postdetector section would decrease the accuracy of the 
time the band is predicted to reach the end of the column. 

Because of the simplicity of the approach and the ease of 
automation, field programming should become a useful pro
cedure for collection. It should be possible to conduct col
lection in a precise manner, permitting heart cutting even of 
high-resolution complex mixtures. Field programming can 
also find value in detection where the time for detection in
fluences overall sensitivity, e.g. radioactive detection (22). 
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Sample Introduction Techniques for the Determination of 
Osmium Isotope Ratios by Inductively Coupled Plasma Mass 
Spectrometry 

D. Conrad Gregoire 

Geological Survey of Canada, 601 Booth Street, Ottawa, Ontario, Canada KIA OE8 

Reported are the relative merits of three sample introduction 
techniques for the determination of osmium isotope ratios by 
Inductively coupled plasma mass spectrometry (ICP-MS). 
These are electrothermal vaporization (ETV), osmium tetra
oxide vapor generation (VG), and conventional solution neb
ulization (SN). When Te was used as a matrix mOdifier, 
electrothermal vaporization was 3 orders of magnitude more 
sensitive (In terms of signal Intensity) for osmium determina
tions than were either solution nebulization or osmium tetra
oxide vapor generation. The sensitivity of SN was increased 
by a factor of 30 by nebulizing Os as the dissolved tetraoxide 
rather than In Its reduced form. Osmium isotope ratios were 
determined with a precision of 0.2% relative standard devi
ation (RSD) by using solution nebulization, 0.3% by using 
vapor generation, and 0.5 % by using electrothermal vapori
zation. 

In recent years, important new applications in the geos
ciences for osmium isotope data have emerged. Because 187Re 
decays to 1870S with a relatively long half-life of approximately 
40 billion years, this isotope pair is useful as a geochronometer 
(1). For certain occurrences such as ultramafic intrusions, 
Re / Os dating is the only means available to the geologist for 
dating these rocks. Osmium isotope ratios have been used 
to calculate the accretion rate of extraterrestrial particles (2) 
and used as an indicator of crustal versus cosmic origin of 
platinum group metals in layers of sedimentary strata high 
in iridium content (3), especially those found at the Creta
ceous-Tertiary boundary (4) and other so-called mass ex
tinction boundaries. 

Although the abundance of Os in the earth's crust is less 
than 1 part per billion (ppb), concentrations several orders 
of magnitude higher can be found in extraterrestrial and 
certain mantle-derived materials. Accurate and sensitive 
methods have been reported for the determination of Os at 
low levels, such as accelerator mass spectrometry (5), resonance 
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ionization mass spectrometry (6, 7), and ion sputtering mass 
spectrometry (8, 9). The principal disadvantages of these 
techniques are the low sample throughput available and the 
somewhat higher cost of the analytical instrumentation re
quired. 

Inductively coupled plasma mass spectrometry (ICP-MS) 
is a relatively new analytical technique that has been applied 
to the determination of Os isotopes. The high temperature 
of the argon plasma coupled with atmospheric pressure sam
pling of the ionized sample by a quadrupole mass spectrometer 
makes it possible to quickly analyze solutions containing Os 
at the parts-per-billion concentration level. An added ad
vantage of ICP-MS over other techniques is the ability to 
interchange different modes of sample introduction, which 
can result in dramatic increases in analytical sensitivity as will 
be shown below. 

Osmium isotope ratios of iron meteorites and iridosmines 
were determined by Masuda et al. (10) by conventional so
lution nebulization ICP-MS using a concentric glass nebulizer, 
while Lichte et al. (11) determined the osmium isotope com
position of a shale by using a glass frit nebulizer to increase 
the efficiency of sample transport to the plasma. An increase 
in integrated signal intensity of 100 times over that obtained 
with solution nebulization was reported by Russ et al. (12) 
when osmium was distilled as the tetraoxide vapor and 
transported directly into the argon plasma. Comparable re
sults were obtained by Dickin et al. (13) using a similar os
mium vapor generation technique. For the major osmium 
isotopes, a precision of 0.3% (13) and an accuracy of 0.1-{).2% 
were achieved when ICP-MS results were compared to those 
obtained by secondary ion mass spectrometry. However, 
relatively large absolute quantities of Os and hence large 
sample sizes would be required to accurately determine the 
ratio of l870S to any other isotope because 1870S generally 
accounts for less than 2 % of the total quantity of Os present. 

Electrothermal vaporization techniques (ETV) were first 
coupled to ICP-MS by Park et al. (14, 15) and later applied 
to the determination of some platinum group elements by 
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ICP-MS by Gregoire (16). Among the advantages of ETV 
techniques demonstrated by these authors are increased 
sensitivity, accurate measurement of isotope ratios, microliter 
sample volumes, and the optional use of matrix modification 
(16). 

In this paper, a comparison is made of the accuracy, pre
cision, and sensitivity with which Os isotope ratios can be 
determined by each of three sample introduction techniques: 
solution nebulization, tetraoxide vapor generation, and elec
trothermal vaporization. 

EXPERIMENTAL SECTION 

Instrumentation. The ICP mass spectrometer used for this 
study was a Perkin-Elmer/Sciex Elan Model 250. An extended 
quartz torch was used throughout. For solution nebulization work, 
a Meinhard C3 concentric glass nebulizer was used and a sample 
uptake rate of 0.8 mL / min was controlled with a Gilson Minipuls 
2 peristaltic pump. 

The osmium tetraoxide vapor generation apparatus was a batch 
type unit similar in construction to the apparatus used by Dickin 
et al. (13). The 250-mL reaction vessel was wrapped with heater 
tape and insulated with a layer of glass wool. Above the reaction 
vessel was mounted a condenser to remove excess water vapor 
from the carrier gas stream. Argon, used as the sparging/ carrier 
gas, was introduced from the bottom of the reaction vessel at a 
flow rate of 1.0 L/min. A 0.5-m, 5-mm-i.d. length of Tygon or 
Pyrex glass tubing was used to transport the argon gas from the 
condenser to the torch. 

The electrothermal vaporization device, constructed in our 
laboratories, has been described elsewhere (14, 15). The device 
consisted of a resistively heated strip of metal or a graphite 
platform measuring 11 X 4 mm. Sample material vaporized on 
the graphite surface was transported to the plasma by a stream 
of argon directed tangentially relative to the metal supports on 
which the graphite parts were mounted. A quartz cover, resem
bling an inverted thistle tube, formed an envelope above the 
vaporization surface and was designed to minimize condensation 
of sample material on the surface of the cover and to maximize 
the transport of analyte to the plasma. Sample vapor leaving the 
ETV unit was transported to the plasma via a length (0.5 m) of 
5-mm-Ld. Tygon or Pyrex glass tubing. 

Four types of graphite were used as the vaporization substrate 
for ETV work: crystalline graphite, pyrolytically coated crystalline 
graphite, solid anisotropic pyrolytic graphite, and glassy carbon. 
Graphite stock was obtained from Ultra Carbon (Bay City, MI) 
and machined in our laboratories. Preformed glassy carbon 
platforms (11 X 4 X 1 mm) were obtained from Ringsdorff (Bonn, 
FRG) and used without further machining. Tantalum metal (A. 
D. Mackay, Darien, CT) strips were cut from foil sheets (99.95% 
purity) 0.05 mm in thickness. A 3-mm-diameter steel ball bearing 
was used to impress a small concave depression in the center of 
the metal strip in order to contain the sample solution during the 
drying step. 

A specially designed double-pass spray chamber (to be described 
elsewhere) was used. This device allowed for switching from one 
sample introduction technique to another without the usual 
plasma shutdown. Ion lens settings and plasma conditions were 
optimized by using the steady-state signal produced by solution 
nebulization. This avoided the more cumbersome and lengthy 
procedures that would have been required had a transient signal 
such as that produced by using the ETV been used for optimi
zation of instrument parameters. 

Reagents and Sample Preparation. All reagents used were 
of analytical reagent grade, and distilled deionized water was used 
throughout. Matrix modifier solutions were made by dissolving 
salts in distilled water, with the exception of Ni and Te, which 
were in solution as chlorides in 2 M HCI. Specpure (Aesar/ 
Johnson Matthey, Inc.) lOOO ppm Os as OsCl, in 5% HCl was 
used as the Os test solution for this study. 

Iridosmine samples, obtained from the Systematic Reference 
Series, National Mineral Collection of Canada, were fused in glassy 
carbon crucibles heated by a Meeker burner. Fifty milligrams 
of iridosmine (natural Ir/Os alloy) was mixed with 0.3 g of sodium 
peroxide and fused for a period of 5 min at red heat. The cooled 
melt was dissolved in 10 mL of distilled water and later acifidified 

Table I. Instrument Operating Parameters 

Mass Spectrometer Settings 
+2.4 V 
-16.4 V 
-14.2 V 
-10.7 V 

BIens 
Ellens 
P lens 
S2 lens 
sampler 
skimmer 

Ni, 1.14-mm orifice 
Ni, 0.89-mm orifice 

Plasma Conditions (Solution Nebulization) 
rf power 1.0 kW 
reflected power <5 W 
auxiliary flow rate 2.2 L/min 
nebulizer flow rate 1.0 L/min 
plasma flow rate 12.5 L/min 
sampling depth" 15 mm 

Plasma Conditions (Electrothermal Vaporization/OsO, Vapor 
Generation) 

rf power 
reflected power 
auxiliary flow rate 
carrier gas flow rate 
plasma flow rate 
sampling depth 

0.9kW 
5W 
2.0 L/min 
1.0 L/min 
12.5 L/min 
15mm 

Electrothermal Vaporizer Conditions 
sample/matrix modifier vol 2-5 ILL 
heating cycle 

dry 

char 

high temperature 

10-s ramp to 100 °C 
20-s hold at 100 "C 
10-s ramp to 300 "C 
5-s hold at 300 °C 
5-s hold at 2700 °C 

(J Distance in millimeters from the tip of the mass spectrometer 
sampling cone to the downstream turn of the load coil. 
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Figure 1. Comparison of time-dependent Os ion count rate for different 
sample introduction techniques. 

with HCl and stored in brown glass containers. 
Signal Measurement. The experimental conditions used for 

the ICP-MS instrument and each of the three sample introduction 
techniques are given in Table I. All measurements were made 
using a spectral resolution of 0.61Lm at 10% peak height. The 
analyte signals resulting from the application of each sample 
introduction technique required different signal measurement 
parameters. Solution nebulization produced an essentially 
steady-state signal and afforded the greatest flexibility for signal 
measurement. The osmium tetraoxide generator produced a long 
transient lasting approximately 15 min, and the ETV gave signals 
lasting on the order of 1 or 2 s. The relative duration and shape 
of signal pulses from each device are graphically illustrated in 
Figure 1. 

For solution nebulization work, one measurement per isotope 
was made during each measurement sequence. Data were col
lected for a period of 0.4 s (dwell time) for each isotope before 
moving on to the next isotope. Intensities used for the calculation 
of ratios were obtained by using the mean of lO measurement 
sequences as described above. For vapor generation sample in
troduction, the signal intensity for each of the seven isotopes of 
Os was calculated as for solution nebulization, with the exception 
that the dwell time was reduced to 0.2 s. Calculation of isotope 



ratios was done as above with data obtained by averaging 10 
intensity values taken from the relatively flat portion of the analyte 
signal curve (Figure 1) where steady-state conditions were most 
nearly approximated. 

The fast transient produced by ETV required rapid monitoring 
of the analyte signal intensity. Compromise conditions limited 
the measurement cycle to four isotopes per firing. Monitoring 
of more than four isotopes resulted in distorted analyte signal 
pulses and inaccurate data. Data was acquired as above by 
sequentially measuring the intensity for each isotope, using a dwell 
time of 5 ms. The measurement cycle was continued until the 
signal pulse had decayed to the base line. Intensity data for each 
isotope were obtained by calculating the mean of five intensity 
readings at the peak of each signal pulse. Isotope ratios were 
calculated by using the average value obtained for five firings. 
1880s was monitored during each ETV measurement cycle and 
was used as an internal reference to avoid problems associated 
with differences in the heating cycle when isotope intensities 
obtained during different firings are compared. 

The concentration of Os in the test solution used for each 
experiment was adjusted to give a maximum signal intensity of 
150000 counts/s for the most abundant Os isotope being de
termined. Intensity data exceeding this value and given in some 
of the tables were arithmetically scaled up to provide a comparison 
of results on a basis of unit analyte mass. No correction was made 
for dead time in the counting system because of the low count 
rates being measured. Dead time corrections were not necessary, 
provided count rates were kept below 200000 counts/so This was 
experimentally verified by measuring the ratio of 1920S to 18'OS 
(25.3) as a function of 1920S count rate. The isotope ratio did not 
change significantly within the precision of the measurement 
(0.2%) up to a count rate of 200 000. All isotope ratios for mineral 
samples (Table VI) were obtained at count rates of the order of 
50000 or less for the most abundant isotope for any isotope pair 
being determined. 

Experimental Procedure. Determinations by solution neb
ulization were done in the conventional manner as described 
above. Solutions to be analyzed by using the Os tetraoxide 
generator were first pipeted (10 ILL to 1 mL) into the reaction 
vessel, followed by the addition of 5 mL of cold oxidizing reagent 
solution. After the vessel was flushed for 30 s with argon, the 
voltage to the heater tape was increased until a steady-state 
temperature of 140°C was achieved. Heating of the reaction vessel 
to this temperature took approximately 3 min. Once the heating 
cycle was initiated, the argon carrier gas was directed to the plasma 
by means of a stopcock located downstream from the water 
condenser. The signal measurement sequence was also begun at 
that time. At the end of each run, the stopcock was closed, 
diverting the argon sparging gas to a vent while spent sample 
solution was drained from the reaction vessel. The condenser 
and reaction vessel were rinsed with 50 mL of distilled water prior 
to the next measurement sequence. 

The procedure employed for ETV determinations was described 
previously (16). Microliter volumes of sample solution and matrix 
modifier solution were pipeted onto the surface of the vaporization 
substrate material (platform). The quartz cover was replaced and 
the heating cycle begun. Between firings, a high-temperature burn 
at 2700 °C for 10 s was used to remove any unvolatilized material 
remaining on the surface of the platform. A stopcock system was 
used to vent the ETV system during the drying and charring 
heating steps and for directing the carrier gas to the plasma during 
the high-temperature volatilization step. A trigger pulse from 
the ETV power supply initiated the ICP-MS signal measurement 
sequence during the high-temperature step. 

Adjustment of ion lens settings was done in the solution neb
ulization (SN) mode with aqueous standards. Because of the 
possibility that different plasma conditions were required (cf. 
Table I) for optimum performance when a dry aerosol is used as 
opposed to one containing water (SN), a new approach to plasma 
parameter selection was devised. For both the vapor generation 
(VO) and ETV studies, plasma conditions such as vertical and 
horizontal torch positioning and selection of sampling depth and 
gas flow rates were rapidly optimized in the following manner. 
A small droplet (3 ILL) of Hg metal, used as an indicator element, 
was placed in a small container located in the argon carrier gas 
stream. Argon gas flowing past the Hg droplet swept enough Hg 
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Table II. Effect of Oxidizing Agent on Os (100 ng) Ion 
Count Rate for 050, Vapor Generation 

oxidizing agent 

periodic acid (10%) 
sulfuric acid/H20, (1:1 (v/v» 
perchloric acid (70%) 

max 19208 count 
rate, countsJs 

57400 
204000 
200000 

vapor to the plasma to give a strong steady-state signal. In
strument parameters could then be varied much as they would 
be when SN was being used. Instrument optimization could be 
completed within 5 min, avoiding the time-consuming procedure 
of performing repeated ETV firings or an entire osmium tetraoxide 
generator run. 

PRELIMINARY STUDIES 
080. Vapor Generation. The volatility (bp 130°C) of 

osmium tetraoxide has long been used for the separation of 
Os from dissolved rock and mineral samples. Classical dis
tillation procedures relied principally on perchloric acid both 
to dissolve the sample matrix and to volatilize the Os (and 
Ru). Adaptation of this procedure for batch sparging of OsO. 
into an ICP mass spectrometer involved the study of several 
experimental parameters, the most important of which were 
the carrier gas flow rate, the oxidation reaction temperature, 
and the selection of oxidizing agent. 

A carrier gas flow rate of 1.0 L/min was selected to match 
the flow rate used for SN and ETV work. Within 10% of the 
selected flow rate, equivalent count rates for an Os solution 
of a given concentration (for all three sample introduction 
techniques) could be achieved by adjusting other ICP-MS 
experimental parameters such as the sampling depth and the 
radio frequency (rf) power. 

The reaction temperature for the conversion of Os to its 
tetraoxide was important since the kinetics of this oxidation 
are relatively slow (cf. Figure 1). Bazan (17) found that a 
temperature range of 135-145 °C for this reaction gave op
timum results for the batch sparging of osmium tetraoxide 
into an optical emission spectrometer. A temperature of 140 
°C was selected for this work because it was found that this 
temperature struck a balance between sufficiently rapid re
action kinetics and the unwanted volatilization of oxidizing 
agent and water to the argon plasma. High acid vapor content 
of the carrier gas caused the premature corrosion of sampler 
and skimmer orifices. 

Various oxidizing agents have been utilized for distilling 
Os, including 70% perchloric acid (11), 10% periodic acid (12, 
13,17), hydrogen peroxide (13), and aqua regia (6, 10). For 
ICP-MS work, both hydrogen peroxide and aqua regia were 
unsuitable because the former quickly decomposed and use 
of the latter resulted in very corrosive gases reaching the 
plasma. Table II compares the maximum 1920S count rate 
obtained for 100 ng of Os (as chloride) when oxidized by three 
different reagents. Ten percent periodic acid resulted in a 
maximum count rate of 57 400 counts/s, which was slightly 
greater than that obtained by Russ et al. (12) who used the 
same reagent under similar experimental conditions. Both 
perchloric acid and a 1:1 mixture of concentrated sulfuric acid 
and 30% hydrogen peroxide gave essentially equivalent results 
of 200 000 counts/ s, which is a factor of 4 times greater than 
that obtained with 10% periodic acid solution. Although 
hydrogen peroxide was found to be unsuitable (13) because 
of its thermal instability, in combination with concentrated 
sulfuric acid the relatively stable H2S05 is formed. The 
thermal stability of this reagent was demonstrated when it 
was used for the oxidation of a second aliquot of Os solution 
after being heated at 140°C for a period of 10 min. This 
mixture was chosen for all subsequent measurements because 
of the high boiling point of sulfuric acid (338°C at 98 %) 
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Table III. Effect of ETV Platform Substrate Material on 
Os (0.25 ng) Ion Count Rate 

substrate material 

crystalline graphite 
pyrolytic graphite coated graphite 
solid anisotropic pyrolytic graphite 
glassy carbon 
tantalum metal 

19208 count 
rate, 

counts/s 

79100 
89400 
88000 
82500 
27700 

compared to that of perchloric acid (200°C) and because the 
carrier argon gas reaching the plasma contained only OsO., 
water, and liberated oxygen. 

Electrothermal Vaporization. A feature of the elec
trothermal vaporization technique is the microliter quantity 
of sample solution required for a determination. The higher 
preconcentration ratios possible and the higher analyte 
transport efficiency (14) of ETV couple to give lower detection 
limits than are obtainable by SN. However, refractory ele
ments are often not completely vaporized from a graphite 
surface or may even form refractory carbides with graphite 
or high-boiling alloys when metal vaporization surfaces are 
used (18). 

In atomic absorption studies platinum group elements have 
been reported (19) to vaporize from a graphite surface by first 
undergoing carbon reduction followed by thermal vaporization 
of the metal. Osmium is one of the most refractory of elements 
with a boiling point in excess of 5000 °C and thus may be very 
difficult to efficiently volatilize by ETV. For this reason, there 
are several important ETV experimental parameters worthy 
of study that could affect the efficiency of the vaporization 
process. These are the vaporization substrate and the selection 
of an appropriate matrix modifier. 

It has been shown in atomic absorption studies (20) that 
for the vaporization of refractory metals from a graphite 
surface, the higher the vaporization temperature, the higher 
the analytical sensitivity. The vaporization temperature used 
is limited by the sublimation temperature of graphite and the 
effects of thermal shock on the graphite platforms. For this 
work, the highest practical temperature was found to be 2700 
°C. For metal vaporization surfaces, the vaporization tem
perature was limited by the melting point of the metal. 

The chemical reactivity or activity of the vaporization 
surface is known (21) to be an important factor in determining 
the vaporization rate of the analyte, particularly for those 
elements thought to form refractory carbides or undergo 
carbon reduction prior to volatilization. Five vaporization 
surfaces were studied for the vaporization of Os by ETV: 
graphite, graphite coated with pyrolytic graphite, solid an
isotropic pyrolytic graphite, glassy carbon, and tantalum metal. 
These materials were used to study the effect of progressively 
decreasing the reactivity of ETV substrate material on the 
efficiency of Os volatilization. Table III shows the 1920S count 
rates (at the peak of the analyte signal) obtained for 0.25 ng 
of Os vaporized at 2700 °C from each of the five materials 
studied. Surprisingly, the four types of graphite used gave 
little variation in the 1920S ion count rate. This result may 
indicate that the vaporization of Os did not involve reduction 
by carbon as previously thought but perhaps the vaporization 
of osmium chloride or some other compound. Thermal de
composition of the chloride likely occurred near the hot 
graphite surface where the gas-phase temperature was rela
tively high or was postponed until the gas reached the plasma 
In marked contrast, the Ta surface performed poorly com
pared to carbon surfaces. This may be attributed to the 
formation of a refractory alloy or solid solution of Os with Ta 
or some other refractory compound. Other metals with high 

Table IV. Effect of Matrix Modifier on Os (0.25 ng) Ion 
Count Rate by Electrothermal Vaporization 

matrix modifier (2 I'g) max 1920S count rate, counts/s 

sodium chloride 
thiourea 
8-hydroxyquinoline 
nickel 
selenium 
tellurium 

36450 
36800 
50100 
63400 

176900 
183700 
653000 

Table V. Comparison of Sensitivity and Precision for the 
Determination of Osmium Stable Isotopes by Different 
Sample Introduction Techniques 

sample intro technique 

solution nebulization 
OsCl3 in solution 
0804 in solution 

0804 vapor generation 
electrothermal vaporization 

19208 count 
rateG per ng of 

Os 

900 
28200 
2050 

2600000 

a Mean of 10 measurements. b 20'. 

preci
sion,b % 

1920S/ 
18808 

0.2 
0.2 
0.3 
0.5 

melting points such as W, Re, or Ir could not be used for this 
work either because of spectral overlaps of stable isotopes of 
these elements (W, Re) with Os or because of the near 
proximity (1 u) of a major substrate metal isotope (Ir) with 
an Os isotope. Even at temperatures below incandescence, 
large quantities of substrate metal vapor reached the plasma 
and made measurements of nearby Os isotopes impossible. 

Matrix modification is used to alter the vaporization 
characteristics of the matrix, the analyte, or the vaporization 
surface. In a recent paper (16) sensitivity was increased by 
as much as a factor of 10 when Ni was used as a matrix 
modifier for the determination of platinum group elements 
by ETV-ICP-MS. Many matrix modification schemes have 
been reported in the atomic absorption literature. The use 
of matrix modification in ETV-ICP-MS work is potentially 
more widely applicable than in atomic absorption work be
cause only vaporization need be enhanced_ The added re
quirement in atomic absorption that atomization take place 
in addition to vaporization is absent since the argon plasma 
serves to decompose, atomize, and ionize the analyte. 

Table IV summarizes the results obtained for a number of 
potential matrix modifiers_ Individual matrix modifiers were 
selected to include candidates from the major groups of matrix 
modifiers, such as those forming chlorides and sulfides and 
those forming compounds or complexes with Os. Small en
hancements in analyte signal were realized when NaCI, 
thiourea, or 8-hydroxyquinoline were used; however, a 5-fold 
enhancement in the 1920s ion count rate resulted when nickel 
or selenium was used. An enhancement of nearly 20-fold was 
obtained when Te was used as a matrix modifier. The 
mechanism for this enhancement is unclear, but Os does form 
selenides and tellurides and it is possible that compound 
formation may result in a more volatile form of Os. The 
analyte signal pulse obtained when Te was used as matrix 
modifier was very sharp and lasted only 1.5 s. A sharp analyte 
signal pulse such as this indicated the virtually total vola
tilization of analyte from the surface of the graphite platform. 

RESULTS AND DISCUSSION 
Table V compares the sensitivity and precision obtained 

for the determination of Os isotopes by using three sample 
introduction techniques. Solution nebulization was divided 
into two separate "techniques", one for the nebulization of 
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Table VI. Comparison of Osmiuln Isotope Ratios of Iridosmines Determined by Using Different Sample Introduction 
Techniques 

samp intro technO 

SN 
VG 
ETV 

1920S/'880S 

3.089 ± 0.004b 
3.087 ± 0.003 
3.085 ± 0.005 

1900S/'880S 

Osmium Standard: 
1.994 ± 0.002 
2.002 ± 0.005 
1.989 ± 0.008 

isotope ratio 
1890S/,880S 

Johnson Matthey 
1.214 ± 0.004 
1.210 ± 0.006 
1.208 ± 0.010 

0.124 ± 0.001 
0.122 ± 0.002 
0.123 ± 0.002 

0.120 ± 0.001 
0.120 ± 0.002 
0.122 ± 0.003 

Iridosmine: Ural Mountains, Catalog No. 019604 
SN 
VG 
ETV 

3.087 ± 0.002 
3.088 ± 0.004 
3.090 ± 0.006 

1.998 ± 0.002 1.226 ± 0.002 0.122 ± 0.001 
0.120 ± 0.002 
0.119 ± 0.002 

0.120 ± 0.001 
0.122 ± 0.001 
0.124 ± 0.002 

1.984 ± 0.004 1.224 ± 0.005 
1.983 ± 0.005 1.199 ± 0.005 

Iridosmine: California, Catalog No. 019605 
SN 
VG 
ETV 

3.089 ± 0.002 
3.088 ± 0.004 
3.087 ± 0.010 

1.989 ± 0.002 1.218 ± 0.003 0.123 ± 0.001 
0.119 ± 0.005 
0.121 ± 0.003 

0.120 ± 0.001 
0.123 ± 0.002 
0.126 ± 0.003 

1.986 ± 0.008 1.216 ± 0.005 
1.985 ± 0.006 1.228 ± 0.008 

Rutheniridosmine: Papua, New Guinea, Catalog No. 012161 
SN 
VG 
ETV 

3.085 ± 0.003 1.987 ± 0.003 1.228 ± 0.002 0.124 ± 0.001 0.119 ± 0.001 
0.121 ± 0.001 
0.120 ± 0.002 

3.081 ± 0.001 1.993 ± 0.003 1.225 ± 0.005 0.124 ± 0.002 
3.091 ± 0.007 1.997 ± 0.009 1.214 ± 0.010 0.123 ± 0.002 

Iridosmine: Russian SFSR, Catalog No. 061847 
SN 
VG 
ETV 

3.087 ± 0.003 
3.086 ± 0.005 
3.086 ± 0.004 

1.989 ± 0.004 1.221 ± 0.003 0.123 ± 0.001 
0.122 ± 0.003 
0.122 ± 0.003 

0.120 ± 0.001 
0.120 ± 0.002 
0.123 ± 0.003 

1.996 ± 0.002 1.214 ± 0.002 
1.983 ± 0.005 1.222 ± 0.006 

3.087 1.988 1.216 0.124 0.120 

a Key: SN, solution nebulization; VG, osmium tetraoxide generation; ETV, electrothermal vaporization. b 10", four determinations. 
c Reference 23. 

osmium chloride in solution and the other for the nebulization 
of osmium tetraoxide in solution. Osmium tetraoxide solutions 
were prepared by the prior distillation of Os with perchloric 
acid and collection of OsO. vapor in water. Solution nebu
lization of either reduced or oxidized osmium gave the best 
measurement precision of 0.2% for the 1920S/1880S isotope 
ratio. There are at least two factors limiting the precision of 
isotope ratio measurements by ICP-MS: counting statistics, 
which are proportional to the inverse of the square root of the 
total number of counts, and uncertainty caused by noise re
lated to the performance of the nebulizer, the plasma, and 
instrument instability. The combined effect of these factors 
has resulted in a practical limit of approximately 0.1 % in the 
precision of isotope ratio measurements by ICP-MS. 

The nebulization of Os as the tetraoxide dissolved in water 
increased the sensitivity by a factor of 30. This increase in 
sensitivity resulted from the efficient volatilization and sep
aration of OsO. from the sample solution during the nebu
lization process. When Os was present as the volatile tetra
oxide, the very fine droplets formed at the nebulizer, the 
residence time of these droplets in the spray chamber and the 
flow of argon to the torch combined to greatly increase the 
extraction and transport efficiency of Os from solution to the 
argon plasma. A longer time was required to reach a 
steady-state signal when OsO. solution rather than osmium 
chloride solution was nebulized. It took approximately 2 min 
before a steady-state was reached, which was probably the 
time required for the dead volume in the spray chamber/drain 
assembly to become saturated with OsO. vapor. A significant 
memory or carryover effect between samples was eliminated 
by the nebulization of 2 mL of a solution containing 500 ppm 
Sn as stannous chloride. The nebulization of solutions con
taining Os and perchloric acid or periodic acid was also in
vestigated. The in situ generation of OsO. resulted only in 
a small increase in sensitivity (20%) owing to the slow kinetics 
of the oxidation reaction at room temperature. A more serious 
consequence of this approach was the accelerated corrosion 
of the sampler and skimmer orifices when solutions of high 
acid (5%) content such as these were nebulized. 

Batch sparging of OsO. using the VG gave a maximum 
count rate about 2 times greater than was obtained for SN 
of reduced Os and 14 times less than that realized when OsO. 
solution was introduced into the plasma by SN. The precision 
of the measurement was degraded to 0.3 % largely because of 
the plasma noise introduced by argon bubbling through the 
sample solution in the reaction vessel and the transient nature 
of the analyte signal. 

Electrothermal vaporization of Os (with Te as matrix 
modifier) proved to be by far the most sensitive sample in
troduction technique in terms of maximum signal intensity 
with an equivalent 1920S count rate per nanogram of 2.6 million 
counts/so The high sensitivity obtained is somewhat coun
terbalanced by the poorer precision for the measurement of 
isotope ratios. A precision of only 0.5% was obtained because 
of the fast transient signal produced by ETV. An analyte 
signal pulse lasting only 1.5 s was difficult to measure with 
precision. Use of improved signal integration techniques 
would likely result in a better precision for ETV measure
ments. 

In Table VI are compared data for Os isotope ratios for an 
Os reference solution and four natural osmium alloy samples. 
Osmium isotope ratios were determined by ICP-MS coupled 
with three sample introduction techniques. In each case, the 
direct analysis of fusion melt solutions was done by simple 
dilution with no prior separation procedures. Correction for 
mass discrimination was accomplished by a regression 
treatment (10) using isotopic abundances compiled by De 
Bievre et al. (22). For example, the Os isotope ratios deter
mined by all three sample introduction techniques agreed with 
one another within experimental error. The 18'Os content of 
all of the samples was invariant and not radiogenially enriched, 
which in each case indicates a mantle source for the host 
material. The values obtained compare well with literature 
values (23) given in the last row of Table VI and are generally 
accurate to within 0.2 % or better for the major isotopes. 

In summary, it is clear that the concentration of Os in the 
sample, the method of sample dissolution/preconcentration, 
the composition of the sample solution, the sample volume 
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available, and the measurement precision required will dictate 
which sample introduction technique is most practical for use. 
For samples high in Os content (> 100 ppb), SN offers the best 
precision and an analysis time of several minutes with no 
equipment modifications necessary. However, several mil
liliters of sample solution was required for each determination. 

For samples low in Os (1-100 ppb), ETVoffers the greatest 
sensitivity, the lowest sample consumption (microliters), and 
an analysis time of several minutes for each sample. Com
pared to that of the other sample introduction techniques, 
the precision obtained by ETV is less although adequate for 
most applications. When sample solutions contained excessive 
quantities of Re or other interfering elements, it was possible 
to determine Os isotope ratios by ETV using selective vola
tilization techniques. Separation of Os from associated in
terfering elements was accomplished by using a low-tem
perature (140°C) in situ selective volatilization of Os from 
the platform. This was done by using perchloric acid (5 .uL) 
as a matrix modifier. The low-temperature volatilization of 
Os resulted in reduced sensitivity (X15) compared to than 
obtained with ETV using Te, but was still 2 orders of mag
nitude more sensitive than SN. 
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Effect of Wet Decomposition Methods on the Determination of 
Cobalt, Copper, Selenium, and Zinc in Biological Samples 
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A method combining radiotracer techniques with paper elec
trophoresis to investigate the optimal decomposition condi
tions for cobalt, copper, selenium, and zinc in rat liver samples 
is described. Aller oral and intraperitoneal administration of 
the respective nuclides of ··eo, "Cu, 75Se, and 65Zn solutions, 
the livers of the tested rats are removed and decomposed 
with a nitric and sulfuric acid mixture. The completeness of 
decomposition is investigated by measuring the respective 
radionuclide-containing species in the decomposed samples 
by electrophoretic analysis. The resuits indicate that the Co
and Se-eontaining liver samples are more easily decomposed 
than those containing Cu and Zn under the specHic conditions. 
The same decomposition effects are observed for ingested 
radioisotopes as for intraperitoneally injected ones. The 
possible connection of decomposition with the analytical error 
is discussed. 

INTRODUCTION 
The interest in trace metals as elements essential to normal 

biological development or as potential sources of danger to 

0003-2700190/0362-0146$02.50/0 

health has resulted in many reports dealing with methods for 
their determination in biological materials. Instrumental 
methods like atomic absorption spectrometry (AAS), induc
tively coupled plasma atomic emission spectrometry (ICP
AES), and sometimes voltammetric methods are commonly 
employed for the determination of trace elements in the 
samples. The samples in most cases are required to be in an 
aqueous solution, and this usually requires the destruction 
of the organic material. The completeness of destruction of 
sample matrix is of vital importance for achieving analytical 
accuracy, especially in cases when chemical separation (like 
solvent extraction with APDCjCHCla) is performed prior to 
the actual determination of the analyte. 

Decomposition of the sample is one of the most important 
steps in trace analytical techniques in which voltammetry and 
atomic spectroscopy are employed as the measurement 
methods (1-3). However, to what extent the matrix is de
stroyed by a specific decomposition method has been so far 
seldom quantitatively evaluated. Conventionally, when clear 
and colorless solutions are obtained, or when total recovery 
of some elements is obtained, it has been tacitly assumed that 
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oxidation of the organic matter has been completed for 
practical purposes. However, such assumptions are not 
necessarily reliable in all cases. More conclusive and direct 
information as to the presence and identities of any residual 
matter retained by the acid solution is certainly desirable, 
especially if such matter might interfere in any subsequent 
measurements. To investigate the wet oxidation efficiency 
of a HN03 and HClO, mixture for various organic substances, 
Martinie et al. used proton magnetic resonance spectrometry, 
ultraviolet spectrometry, and carbon microanalysis to identify 
the residual matter (4). Their results show that compounds 
with N-methyl, S-methyl, C-methyl, and pyridyl moieties are 
most resistant toward wet oxidation, and addition of certain 
ions such as V(V), Ce(III), and Co (II) can exert catalytic 
influences on certain wet oxidations. A somewhat parallel 
study to determine the inorganic compositions of nitric and 
perchloric acid wet-oxidized residues after evaporation to 
dryness was also reported (5). From an analytical point of 
view, it is important to find out the distribution of species that 
contain the trace elements of interest and, if possible, the 
identities of the species in the decomposed sample. The 
quantitative information about the species distribution can 
be a useful guide for further improving the decomposition 
process in order to achieve accurate analysis by the chosen 
analytical technique. 

In the previous study we developed a method combining 
radiotracer techniques with paper electrophoresis to inves
tigate the effectiveness of the decomposition process of 
65Zn-labeled liver samples (6). The results revealed that aside 
from the 65Zn(II), there also appears on the electrophoretic 
histogram one 65Zn-containing organic species under certain 
specific decomposition conditions. On the basis of this study, 
it was assumed that the appearance of only one peak corre
sponding to the 65Zn(II) ion in the electrophoretic histogram 
may imply total destruction of the sample matrix in the de
composition process, while the additional appearance of 
65Zn-containing species other than 65Zn(II) ion may therefore 
indicate incomplete destruction of the sample. This as
sumption is, however, not conclusively proven because some 
other species in the decomposed sample might also migrate 
equally as Zn(II) in paper electrophoresis. 

In this study the work was extended to investigate the 
behavior of trace elements other than zinc in rat liver by two 
different wet decomposition processes (reflux and pressure 
digestion) with a HN03-H,SO, mixture. The effectiveness 
of decomposition under these specific conditions is revealed 
from the electrophoretic histograms. It can be expected that 
complete decomposition is achieved if there appears on the 
histogram only one peak corresponding to the specific ions 
of the elements BOCo(II), 64Cu(II), 65Zn(II), and 75Se(VI). The 
appearance of additional peaks in the histogram may thus 
indicate the presence of undecomposed biological species. The 
existence of any organically bonded species other than the 
specific ions in the decomposed sample solutions might de
crease the recovery of that specific element in the separation 
step and thus result in analytical error. 

EXPERIMENTAL SECTION 

Labeling with Radioactive Isotopes. The radioisotopes of 
BOCo, 64CU, 75Se, and 6'Zn were obtained by irradiating spectro
scopically pure metals or compounds in the Taiwan Research 
Reactor at a flux of 5 x 1013 n cm-' S-1 for 14 days. The specific 
activities after 2-day cooling were estimated to be about 5 /lCi/ /lg 
of Co for BOCO, 3/lCi/ /lg of Cu for 64CU, 0.7 /lCi/ /lg of Se for 75Se, 
and 0.5 /lCi/ ~ of Zn for 65Zn. The irradiated metals or compounds 
were dissolved in concentrated HN03, and the mixture was 
evaporated to dryness. Water was added and the resultant so
lution finally adjusted with NaOH to pH 2-3. 

About 0.1 mL of each solution containing approximately 10-50 
/lg of the respective element of interest was intraperitoneally 
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injected in one group of the tested rats. The other group of rats 
was given the radioisotopes (not including 64Cu) orally by mixing 
with the foodstuff for 10 consecutive days. After 1 day (for "Cu, 
half-life 12.74 h) or 7 days (for other nuclides), the rats were 
sacrificed, and the liver samples were dissected for wet oxidation 
decomposition. 

Decomposition Procedures. The radioisotopically labeled 
liver samples (each about 0.5 g) were digested with various wet 
oxidation methods with a mixture of concentrated HN03 and 
H2S04 solution. A Sj6strand type of wet oxidation reflux ap
paratus was used (7), and the digestion performed followed 
basically the procedure established in our previous work (6). The 
sample was put into the digestion flask (150 mL), and a mixture 
of 5 mL of HN03 and 2 mL of H2S04 was added to start the 
digestion. In the initial stage reflux was continued with the 
condensate returning to the flask for about 15 min. Then the 
tap on the condensate reservoir was closed, and water and HN03 
were collected in the condensate reservoir. When a slight dark
ening of the digest occurred, small amounts of condensate were 
allowed to drain into the flask to continue the oxidation and 
remove the darkening. The operation was continued until 
darkening no longer occurred and the white fume of sulfur trioxide 
was observed. The whole process described above constitutes the 
one-cycle digestion. Repeating the process two or three times 
constitutes the so-called two-cycle and three-cycle digesting 
processes. 

The digestion method based on the use of a pressure bomb 
(Berghof product) was conducted by heating the sample together 
with 3 mL of HN03 and 1 mL of H2S04 at 130°C for 3 h (8). A 
common digestion method (9) was also tested for the decompo
sition of the BOCo-labeled sample. The sample together with 6 
mL of HN03 and 2 mL of H2S04 was put in a beaker covered with 
a watch glass. The beaker was then heated on a hot plate at 
130-150 °C for 30 min. 

After decomposition, the sample solution was adjusted with 
NaOH solution to about pH 6.5 for electrophoretic analysis. 

Electrophoretic Analytical Procedure. Paper electropho
resis was conducted with a CAMAAG high-voltage electrophoretic 
apparatus as in our previous report (6). About 50-/lL aliquots 
of sample solutions were spotted on 2 X 48 cm strips of Whatman 
3-mm filter paper that had been previously wetted in acetate 
buffer (pH 6.5, 0.25 M NaOAc-0.25 M HOAc). A potential of 
1000 V was applied for 30 min. The distributions of radioisotopes 
in the paper strips cut into numbered l-cm pieces were then 
measured with a well-type NaI(TI) scintillation counter. 

Solvent Extraction Procedure. Parts of decomposed sample 
solutions were subjected to solvent extraction for separating Zn(II), 
Cu(II), and Co (II) ions using APDC/CHCI3 as extractant with 
a pH between 2 and 3. For separation of free selenium, which 
is supposed to be in the Se(VI) form, from the decomposed sample 
matrix by solvent extraction, prior reduction of Se(VI) to Se(IV) 
is necessary. The reduction was made by adding 25 mL of 6 M 
HCI to the digested sample solution and heating to 95°C for 1 
h (10). After reduction, the solution was diluted to 50 mL with 
water and finally extracted with ammonium I-pyrrolidine
carbodithioate/methyl isopropyl ketone (APDC/MIBK) (50:50) 
at pH 1.5-2.5 to separate Se(IV) (11). 

RESULTS AND DISCUSSION 

Wet digestion of biological materials with various acid 
mixture has been extensively discussed in the literature. Of 
the methods available, digestion with the acids in an open air 
system such as a beaker, flask, or test tube is often used for 
routine analytical purposes (12-14). More elaborate tech
niques based on the use of reflux digestion (like Sj6strand 
apparatus (7)), pressure bomb digestion (8), microwave di
gestion (15), and combustion (like Trace-O-Mat apparatus 
(16)) have become more important in trace analysis for the 
purposes of achieving more effective decomposition of sample, 
preventing volatility of some specific elements, or reducing 
the blank introduction. In this study the effectiveness of 
decomposition of biological samples by the reflux digestion 
and pressure digestion methods was studied by investigating 
the distribution of element-containing species of the decom-
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posed samples by paper electrophoresis. 
The wet oxidation digestion methods with the Sjiistrand 

reflux apparatus and pressure bomb were chosen because the 
former is simple, inexpensive, and availabile to nearly any 
analytical laboratory, and the latter is especially advantageous 
for ultratrace analysis, particularly in the analysis of volatile 
elements. Various acid mixtures like HN03-H2SO, and 
HN03-HClO, are frequently used for digestion of biological 
matter. However, HClO, is not included in tbis study simply 
due to its corrosive effect on the filter paper used in the 
subsequent electrophoretic analysis. 

To begin this study, the paper electrophoretic behaviors 
of the respective ions of Zn(II), Co(II), Cu(II), and Se(VI), the 
probable forms expected to be present in the digested sample 
solution, are first investigated by the procedures as described 
in our previous work (6). The electrophoretic histograms of 
the respective elements, indicate that the peaks corresponding 
to Zn(II), Co(II), and Cu(II) in the acetate buffer of pH 6.5 
appeared on the negative side about 6-8 em from the zero 
point, and that of Se(Vl), which is known to be an oxyanion, 
appeared on the positive side about 7.5 cm from the zero point 
under this specific analytical condition. For a biological 
sample, if it is not completely digested, there should also be 
present other species containing the element of interest aside 
from the ionic forms described above. The separation of the 
totally decomposed species, typically as free ionic forms in 
the digested sample, can be basically achieved by the proper 
choice of electrophoretic conditions. However, the question 
to be clarified is whether the species identified as an unde
composed fraction appearing on the electrophoretic histogram 
is really an incompletely decomposed species or a species 
resulting from recombination of once-free ions with the organic 
residues in the subsequent treatment of decomposed sample 
solution. To verify this, an experimental design was made 
by mixing the respective ions of 6'Zn (II), 60CO(II), 64CU(II), 
and 75Se(Vl) with the decomposed liver sample solution 
containing no radioactive tracer and then subjecting the 
mixture to electrophoretic analysis. The results so obtained 
indicated that, aside from the peaks corresponding to the 
respective ions of 65Zn(II), 6OCO(II), 64Cu(II), and 75Se(VI), there 
appear no other perceivable peaks in the histograms. This 
excludes the possibility of formation of radioactively labeled 
species due to isotope-exchange reaction and consequently 
may imply that any radioactively labeled species other than 
the ionic form appearing on the histogram should result di
rectly from the undecomposed biological material. 

On the basis of the preliminary results obtained, the use 
of electrophoretic analysis to study the optimal decomposition 
conditions of 65Zn_, 60CO_, 6'Cu-, and 75Se-labeled biological 
samples was considered feasible. In the following sections the 
results for the respective elements are described. 

Zinc. The decomposition effect on zinc in rat liver treated 
with 65Zn intraperitoneally has been reported in our previous 
work (6). It is of interest to further investigate if any difference 
in the decomposition effect between the liver samples from 
rats treated orally with 65zn and those treated intraperitoneally 
can be observed. 

Figure 1 shows the electrophoretic histograms of the liver 
samples from rats treated orally with 65Zn when the samples 
subjected to different decomposition processes. As seen from 
the figure, the peak appears on the negative side about 7 cm 
from the zero point, corresponding to the 65Zn(II) species, while 
the peak appearing at about 1 cm from the zero point on the 
same side as Zn(II), corresponding to a slightly positively 
charged species, can be assumed to be an incompletely dis
sociated Zn-containing species. From a and b in the same 
figure, it is seen that the sample subjected to pressure bomb 
digestion, as well as one-cycle reflux digestion with a 
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Figure 1. Electrophoretic histograms of liver samples from rats treated 
orally with 65Zn, obtained after subjection of the samples to various 
digestion processes. 

HN03-H2SO, mixture, cannot be completely decomposed. 
However, the pressure digestion, even at conditions of 130°C 
for 3 h, can result in a more effective decomposition than that 
achieved by the one-cycle reflux digestion with the Sjiistrand 
apparatus-the incomplete decomposed fraction of the former 
being 6.8% and the latter being 16.2%. Figure Ib-d shows 
the results of the liver samples subjected to varying extents 
of reflux digestion. It is seen that the percent yields of 
65Zn-containing organic species decrease with increasing the 
digestion cycle, being 16.2%, 6.8%, and 0.4%, corresponding 
respectively to one, two, and three-cycles of the digestion 
process. It was also interesting to find that the percentage 
of 65Zn extracted into the organic phase very closely agreed 
with the fraction of 65Zn (II) shown in the histograms of Figure 
1, and that remaining in the aqueous phase was found 
equivalent to the fraction of 65Zn organic species. The per
centage of extraction for these three samples with different 
extents of decomposition is also shown in the same figure for 
ease of comparison. If solvent extraction is performed prior 
to the actual determination of zinc in the sample subjected 
only to one-cycle digestion, an error of about 16 % might be 
expected due to the apparently low recovery from this in
completely decomposed sample. 

By comparison of the electrophoretic histograms of the liver 
samples from rats treated orally with 65Zn (Figure 1) with those 
of the intraperitoneal ones shown in our previous work (6), 
any significant difference in decomposition efficiency between 
them under the same digestion conditions is unobserved. We 
can therefore conclude that the decomposition effects are the 
same for the ingested 65Zn sample as for the intraperitoneally 
injected one. 

Cobalt. Cobalt is essential as an integral component of 
vitamin B,2. In humans, the cobalt found in the liver to a great 
extent might be in the form of vitamin B12 (17). The de
composition efficiencies for the liver sample obtained by 
various digestion processes are shown in Figure 2, which in
dicates that complete digestion of a 6°-labeled liver sample 
can be effectively achieved. The yield of 60Co(II) in the de-
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Figure 2. Electrophoretic histograms of liver samples from rats treated 
both orally and intraperijoneally with "'Co, obtained after subjection of 
the samples to various digestion processes. 

composed sample solution is ~99% even after one cycle of 
digestion in the liver samples from rats treated both orally 
and intraperitoneally. 

In view of the relatively easy decomposition of the 60CO_ 
labeled liver sample, it is of interest to see if the sample also 
can be effectively decomposed by boiling with HN03-H,S04 
in a beaker on a heating plate. Figure 2 shows the results 
obtained under the experimental conditions by heating 0.5 
g of sample with 6 mL of HN03 plus 2 mL of H,S04 in a 
beaker at 130-150 °C for about 30 min. It is seen that a yield 
of only 65.7% of free Co(Il) ions can be obtained under this 
decomposition process, indicating that the common beaker 
digestion process with the HN03-H,S04 mixture cannot easily 
achieve complete decomposition of biological samples as 
commonly believed. The digestion efficiency can be, however, 
increased to about 85 % by prolonging the heating to 2 h with 
three additions of 3 mL of HN03 during the digestion process. 
It was also found that the recovery of 6OCo(II) can be further 
increased to about 98% by raising the digestion temperature 
after 2 h of heating to a level where a fume of sulfur trioxide 
is observed for 10 min. 

Copper. The rat can only be treated with 64Cu intraper
itoneally because of the short half-life of 64Cu (12.74 h). The 
decomposition efficiency for 64Cu-labeled liver samples was 
investigated by reflux digestion with a HN03-H,S04 mixture. 
The yields of free 64CU(II) ions estimated from the electro
phoretic histograms are 93.4%, 99.4%, and 99.8%, corre
sponding respectively to one-, two-, and three-cycle digestions. 
These results are found also in coincidence with that obtained 
by solvent extraction with APDC/CHCI3. By comparison of 
the results between zinc and copper for the one-cycle digestion 
process, it is seen that copper in rat liver is somewhat easier 
to release than zinc (7% vs 16%). 

Seleni urn. Increasing concern about the significance and 
toxicity of selenium has led to the recent development of 
numerous analytical methods for its determination in various 
biological materials. The published data for selenium in 
plasma or serum as compiled by Versieck, varying from 0.042 
to 0.19 flg/mL, are relatively consistent, compared with the 
published levels for several other elements (18). 

The controversy about the inconsistent results for selenium 
determination in various biological samples can be basically 
attributed to incomplete conversion of native forms of sele-
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Figure 3. Electrophoretic histograms of various 75Se-containing sam
ples: (a) 75Se(VI) ion; (b) reflux digested liver sample; (c) pressure 
digested liver sample. 

nium such as selenomethionine to selenite-selenate (14), loss 
of selenium during the digestion process (19), and the state 
or form of selenium that is not detectable by the analytical 
technique employed (3). Various extensive studies have re
vealed that by using oxidative mixtures such as HCIO.-HN03 
(10), H,SO.-HN03 (3), HN03-HCIO.-H,S04 (20), and Mg
(N03},-HN03-HCI (20) one can achieve quantitative con
version of natural selenium compounds in various samples 
such as urine, blood, flour, and body tissues into selenate. No 
loss of selenium by volatilization, provided proper measures 
are taken to prevent charring during the digestion process, 
was reported (14, 21). The selenium in the digested sample 
solution can be finally completely converted from Se(Vl) to 
Se(IV) by boiling the sample in about 6 N HCI (10), which 
can subsequently be determined by hydride AAS or cathodic 
stripping voltammetry. The loss of selenium caused by 
volatilization can be basically controlled by preventing the 
occurrence of charring during the digestion process (14). 
Adeloju et a!. reported that a digestion procedure using a 
HN03 and H2S04 mixture showed adequate decomposition 
of the organic matrix and hence permitted accurate deter
mination of the element by cathodic stripping voltammetry 
in various biological samples (3). 

Although the most common digestion method for biological 
materials utilizes the high oxidation potential of hot con
centrated HCI04, the present study used a HN03 and H2S04 
mixture as the digestion solution to investigate the behavior 
of selenium in liver samples toward the digestion process. The 
tested rats were orally given 75Se(VI) for 7 consecutive days 
to incorporate this element into the liver during normal 
metabolic functioning. The livers removed were digested with 
both pressurized and refluxing digestion methods. Figure 3 
shows the histograms of the samples subjected to pressure and 
one-cycle reflux digestion. It is seen that in both procedures 
there appears a predominant peak on the positive side about 
7 cm from the zero point and a small peak standing near the 
zero point. The negatively charged species is presumably a 
selenate ion resulting from the decomposition of the liver 
sample in the highly oxidative digestion solutions, while the 
neutral species standing on the zero point is the undecomposed 
matrix species. To prove the fraction contains Se(VI), the 
digested sample solution was subsequently heated in 6 M HC!. 
After reduction, the Se(IV) extractable by APDCjMIBK was 
found very closely equivalent to the 75Se fraction that appeared 
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on the positive side of the histograms. 
From the results it is clear that selenium can be almost 

completely released from the biological matrix into ionic form 
as selenate after one-cycle or pressure digestion processes. It 
seems that selenium in biological matrices is not so difficult 
to digest as previously regarded (14). The reported incon
sistency for Se determination most likely may be due not to 
decomposition efficiency but to the inadequacy of the ana
lytical techniques employed for the determination of selenium 
(3). Even if the trace metals have been completely released 
from the biological matrix, there may still remain various types 
and amounts of organic residue in the digested sample solu
tion. Unlike techniques such as AAS and ICP-AES, which 
rely on atomization of the element from solution and are not 
so prone to organic interferences, stripping voltammetry is 
more susceptible to the interferences (22). The organic residue 
can foul up the electrode by blockage or interference mech
anisms of the adsorption type, and analytical error may thus 
result from this electroanalytical technique. 

The method combining radiotracer techniques with elec
trophoresis provides a unique possibility to study the relative 
effectiveness of the decomposition process of biological sam-

pies. Figure 4 summarizes the yields of the one-cycle reflux 
digestion process for cobalt, copper, selenium, and zinc in liver 
samples. The results show that the recovery yields for cobalt, 
copper, selenium, and zinc are 99.5%, 93.4%, 98.9%, and 
83.7%, respectively, indicating Co- and Se-containing liver 
samples are more easily decomposed than those containing 
Cu and Zn under the specific conditions. Among the liver 
samples tested, the samples containing zinc are the most 
difficult to digest by wet oxidation; basically, three-cycle 
digestion is needed to ensure complete release of zinc from 
the biological matrix. 
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Electrodeposition of Palladium, Iridium, Ruthenium, and 
Platinum in Poly(4-vinylpyridine) Films for Electrocatalysis 
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The electrodepOSition of palladium, iridium, ruthenium, and 
platinum in poly( 4-vinylpyrldlne) films on glassy carbon (gc) 
electrodes Is described. Excellent stability of the polymer
modified electrode system was obtained by cross-linking the 
polymer directly on the surface of the gc electrode via a 
"solid-phase" crOSS-linking reaction. The metal microparticles 
were electrodeposlted from acidic solutions containing the 
respective metal complex. SEM photomicrographs of these 
modified electrodes revealed the general morphology of the 
polymer film, metal particle size, and distribution of the par
ticles. In particular, the SEM photomicrographs showed that 
the metal microparticles are nucleated at the electrode sur
face and growth occurs up through the polymer at the sites 
of nucleation. The size of the microparticles varied according 
to the deposition technique utilized for reduction, as well as 
the type of metal complex from which microparticles were 
formed. The metal micropartlcle/PVP/gc electrodes were 
also evaluated for their catalytic activity with regard to hy
drogen evolution from acidic solutions. The mechanical and 
chemical stabilities of the cross-linked films containing metal 
particles were examined. The polymer-film electrodes con
taining melal mlcropartlcles showed good long-term stability 
In acidic media. 

INTRODUCTION 
The electrodeposition of metal microparticles into poly

mer-modified electrodes has recently gained considerable 
interest for potential application in the area of electrocatalysis. 
Platinum and palladium have attracted the most attention 
due to their excellent catalytic activity with regard the elec
trolysis of water. Wrighton and co-workers have reported on 
the use of Pt and Pd dispersed viologen-based polymers to 
improve hydrogen evolution of p-type semiconductors (I, 2). 
Kao and Kuwana electrodeposited Pt into poly(vinylacetic 
acid) on glassy carbon electrodes and reported high catalytic 
activity with regard to the electrochemical generation of hy
drogen and reduction of oxygen (3). Itaya and co-workers 
described the electrodeposition of Pt into Nafion films on 
glassy carbon and evaluated the catalytic efficiency for hy
drogen evolution based on active Pt surface area measure
ments (4). We have previously reported on the electrodepo
sition of Pt into poly(4-vinylpyridine) (PVP) films which had 
been electrochemically polymerized or cross-linked via a 
free-radical mechanism (5). More recently, our laboratory 
described the deposition of Pt into a conducting polymer, 
polyaniline, and evaluated the catalytic efficiency of the 
electrode system with regard to hydrogen evolution and 
methanol oxidation (6). Other metals which have been 
electrodeposited in polymer modified electrodes include work 
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by Wrighton who demonstrated that Rh or Pd could be de
posited in a cobaltocenium redox polymer (7) and Kuwana 
who deposited Pd, Ni, Ag, and Cd in a poly(vinylacetic acid) 
polymer on glassy carbon (8). Due to the continuing interest 
in the dispersion of metal microparticles in polymer films for 
electrocatalysis, other metal complexes were examined in
cluding palladium, iridium, and ruthenium for their ability 
to form microparticles in polymers upon electrochemical re
duction and the resultant catalytic efficiency of the metal 
particles with regard to hydrogen evolution. 

Poly(4-vinylpyridine) (PVP) in its protonated form has been 
shown to be an effective matrix for the incorporation of a 
variety of anionic metal complexes (9). Stabilization of this 
polymer has been previously accomplished by cross-linking 
the polymer through a radical initiator procedure (5, 10). 
Lindholm and Sharp have reported a method by which the 
PVP polymer can be cross-linked by a nucleophilic reaction 
(11). The procedure involves the use of an alkyl halide to react 
with the pyridine residues in a "solid-phase" cross-linking 
process which resulted in stable films. The use of the alkyl 
halide cross-linking agent provides an improved means of 
controlling the degree of polymer film cross-linking relative 
to free-radical processes. 

The objective of the present study is to prepare arrays of 
metal microparticles (palladium, iridium, platinum, and ru
thenium) in cross-linked PVP polymer films and evaluate the 
electrodes for their catalytic activity in acidic media. In 
addition, the particles formed upon electrodeposition in the 
polymer / gc electrode will be evaluated via SEM analysis in 
order to determine the mechanism of metal particle formation. 

EXPERIMENTAL SECTION 

Chemicals. Linear poly(4-vinylpyridine) with a molecular 
weight of approximately 73000 was obtained from Polysciences, 
Inc., and was used as received. 1,6-Dibromohexane, potassium 
hexachloroplatinate, sodium tetrachloropalladinate, sodium 
hexachloroiridinate, and ruthenium nitrosyl nitrate were pur
chased from Aldrich Chemical Co. and used as received. Water 
was distilled and subsequently passed through a Millipore Q water 
purification system prior to use. Aqueous solutions were prepared 
daily with Millipore Q water. Glassware was cleaned in a 2-
propanol/KOH bath followed by 1 M H2S04/l M HN03 solution 
and thoroughly rinsed in Millipore Q water prior to use. All 
solutions that were used for electrochemical measurements were 
purged with prepurified nitrogen. 

Electrodes, Electrochemical Cells, and Instrumentation. 
The electrochemical cell used in this work has been previously 
described (12). A silver/silver chloride (saturated KCl) electrode 
was used as the reference and all potentials are reported with 
respect to this reference. The working electrodes (approximately 
1.5 em') were cut from glassy carbon (gc) plates (GC-20 and GC-30 
grade, Tokai). The geometric area of the carbon which was 
exposed to the solution via a Kalrez (Du Pont) gasket was 0.385 
em'. The gc electrodes were hand-polished successively with 600 
grit, 1.0-, 0.3-, and O.05-}.Lrn alumina slurries with copious rinsing 
of Millipore Q water and ultrasonicated between subsequent 
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polishing stages. The auxiliary electrode was a Pt wiTe which was 
isolated by a glass frit. All electrochemical measurements were 
performed with either a PAR Model 273 or an IBM EC 225 
potentiostat. Data were acquired with a HP 7035 B X-Y recorder. 

The polymer/metal microparticle films were examined by a 
Hitachi Model S-570 scanning electron microscope (SEM). This 
SEM is equipped with an extra secondary electron (SE) detector 
located above the objective lens, which produces a pure SE image 
in which there is no contribution from the back-scattered electrons 
(BSE). Therefore, photographs taken using this SE detector 
contain only topographic information. On the other hand, BSE 
emission is strongly dependent on the atomic number of the 
emitter and, since BSE's have much higher energies, they have 
greater escape depths than SE's. Thus, BSE images were used 
to obtain compositional and subsurface information and to pro
duce a high level of contrast between the polymer and micro
particles. All specimens were examined without any coatings or 
other preparation. In all SEM photomicrographs, the numbers 
at the bottom are, from right to left, photo sequence number, 
acceleration voltage, magnification, and value of dotted scale bar. 
Qualitative elemental analyses were carried out with a Princeton 
Gamma-Tech System 4 energy-dispersive X-ray spectrometer 
(EDS). 

Preparation of Cross-Linked PVP Films on Glassy Carbon 
Electrodes_ Cross-linked PVP films were prepared by spin
coating 35 I'L of a mixture of linear PVP (1 % in methanol) and 
the cross-linking agent (alkyl halide) onto the surface of the 
polished gc electrode. The ratio of 1,6-dibromohexane:PVP, which 
was found to produce optimum results, was 8 mol % of the 
dibromohexane relative to the linear polymer. The electrode was 
then heated to approximately 110°C for 16 h to effect the sol
id-phase cross-linking reaction. 

Deposition of Metal Microparticles in the PVP Films, 
Acidic solutions containing the metal complexes were placed in 
contact with the polymer film for approximately 3 h prior to 
deposition to allow incorporation of the respective species. The 
conditions for depositing each complex as metal microparticles 
in the PVP films are described below. 

(a) Palladium, Single-potential-step chronoamperometry 
(SPCA) and double-potential-step chronoamperometry (DPCA) 
techniques were performed on 5 mM tetrachloropalladinate so
lutions in 0.5 M sulfuric acid solution. SPCA conditions utilized 
an initial potential of 0.800 V (30 s) followed by a reductive step 
to 0.150 V. DPCA utilized a triple potential program including 
an initial potential of 0.800 V (30 s), reductive step to -0.200 V 
(0.4 s), and back to 0.200 V. The time at the final potential varied 
to allow for the desired amount of palladium to be electrodeposited 
which was quantified by coulometric measurements. The amount 
of palladium deposited was calculated by assuming that the re
duction from Pd(II) to Pd(O) occurred with 100% current effi
ciency. This amount will be reported with respect to the cross
sectional area of the carbon substrate. 

(b) Platinum. Two potentiostatic techniques were used in
cluding SPCA and DPCA with 5 mM solutions of the sodium 
hexachloroplatinate in 0.5 M sulfuric acid. SPCA utilized an initial 
potential of 0.600 V (60 s) followed by a deposition step at -D.185 
V. DPCA depositions were accomplished by an initial potential 
of 0.800 V (30 s) followed by a reduction potential at -0.400 V 
(004 s) and back to 0.100 V. The amount of charge passed was 
used to determine the loading level of Pt in the polymer and has 
been previously described (5). 

(c) Iridium, Microparticles were deposited into the PVP 
matrix via controlled-potential exhaustive reduction on a solution 
of Na2IrCI,; in H2S04, The deposition potential utilized was -D.600 
V for 3 h under an argon purge. Due to the fact that the four
electron reduction of Ir(N) to iridium metal occurs in the potential 
region of considerable hydrogen evolution, coulometric mea
surements could not be utilized to quantitate the amount of 
electrodeposited metal. Therefore, exhaustive reductions were 
performed on dilute solutions of IrCIe'- using known concentra
tions and volumes to obtain metal loading levels. 

(d) Ruthenium. Depositions were accomplished by con
trolled-potential exhaustive electrolysis at a potential of -DAOO 
V using a solution of Ru(NO)(N03)3 in H2S04, in which the 
amount of Ru was known from concentration and volume mea
surements. Bubbling argon was used to aid in mass transfer for 

the electrolysis, which typically was run on a solution volume of 
2 mL for 3 h. Again, the loading levels of metal microparticles 
were calculated under the assumption that all of the available 
Ru in solution was electrodeposited. 

Evaluation of the Metal Microparticle/PVP Films for 
Electrocatalysis, The catalytic activity of the metal micro
particle/PVP films was evaluated by the generation of hydrogen 
from a 0.5 M sulfuric acid solution. Slow scan linear sweep 
voltammetry (2 m V Is) was utilized to obtain current density 
measurements over a typical potential range of 0.20 to -0.15 V 
vs SHE. The logarithm of the cathodic current for hydrogen 
evolution was plotted vs the potential (Tafel plot) for an over
potential range of 0.0 to -D.15 V vs SHE. Active surface area 
measurements were obtained by cycling between 0.20 and 0.05 
V vs SHE with integration of the charge passed during the hy
drogen desorption processes. The electrodes were examined by 
scanning electron microscopy (SEM) and X-ray fluorescence 
(EDS) before and after the catalytic measurements were made. 

RESULTS AND DISCUSSION 
Characterization of Cross-Linked PVP Films on 

Glassy Carbon. Poly(4-vinylpyridine) (PVP) has been 
utilized as a film for a number of electrochemical applications 
with respect to its ability to incorporate electroactive species 
(5, 11, 13). The film swells upon protonation in acid media, 
which allows facile loading of the polymer with an anionic 
electroactive species. Lindholm and Sharp have recently 
reported a method by which the PVP polymer can be cross
linked directly on the surface of the electrode (11). The 
advantage of this particular method is the ease of reproducing 
stable films and the ability to control the degree of cross
linking throughout the film. Although cross-linking increases 
the stability of the polymer, the attachment of the polymer 
to the gc electrode is also important for a stable system. 

In the present study, glassy carbon electrodes were pre
treated to improve the interaction between the polymer film 
and the gc surface. Several researchers have noted that anodic 
pretreatment of glassy carbon electrodes introduces oxygen 
functionalities on the surface (14-17). Engstrom has reported 
that electrochemical pretreatment increased the amount of 
oxygen on the carbon electrode by a factor of 2.5 (14). It is 
believed that the oxygen functionalities include hydroxyl, 
carbonyl, and carboxyl groups. After these surface func
tionalities have been introduced on the electrode surface, an 
electroreduction step is carried out which could reduce these 
groups to their anionic forms. Surface reduction of carboxyl 
and hydroxyl groups should result in carboxylate and oxide 
formation, respectively, with concomitant hydrogen evolution. 
Surface reduction of the carbonyl group could result in the 
formation of a relatively stable ketyl radical anion. The result 
in either case will be the formation of a functionalized carbon 
surface with anionic oxygenated groups. These oxygen groups 
have the potential to interact with the alkyl halide during the 
cross-linking reaction or to interact with the polymer in a 
manner so as to improve the adhesion between the film and 
substrate. Figure 1 illustrates a SEM of an electrode that was 
pretreated, spin-coated with PVP and 1,6-dibromohexane 
from methanol, and subsequently heated. The magnifications 
of the upper and lower photographs are 2.40k and L20k, 
respectively. The amount of cross-linking in this polymer 
should be slightly less than 8%, assuming complete reaction 
of the alkyl halide with the polymer and the electrode surface. 
It appears quite similar to that ofthe linear polymer (5), which 
is not surprising considering the low extent of cross-linking. 
It has the same reticulated structure as the linear polymer 
and the cavities are approximately 2-20 I'm in diameter. A 
portion of the polymer has been scraped away which shows 
that the cavities are not holes in the polymer but areas in 
which the polymer is thinner. A major difference between 
films that were cross-linked under these conditions and the 
linear form of PVP is the stability in LO M acid media. The 



Figure SEM photomicrograph of a spin-coated poly(4-vinylpyridine) 
film that has been cross-linked using 1,6-dibromohexane. The mag
nification is 2.4k (upper) and 1.2k (lower), respectively. The film has 
been mechanically removed from the glassy carbon surface on the 
left half of the photograph. 

linear PVP films showed excessive pealing from the electrode 
surface after only an hour in 0.5 M sulfuric acid, while those 
which were cross-linked (vide supra) showed extended stability 
for (>36) hours under the same conditions. The thickness 
of these films was estimated at 0.2-1 I'm as measured by 
cross-sectional SEM measurements. 

Electrochemical Deposition of Metal Microparticies 
into Cross-Linked PVP. A high ratio of surface area to the 
loading level of metal is desirable when attempting to fabricate 
metal microparticle/polymer modified electrodes for elec
trocatalysis. Conditions such as deposition technique, re
duction potential, and the form of the metal complex, all play 
a major role in determining size of the electrodeposited 
particles. Several metal micro particle / polymer modified 
electrodes have been developed and successfully employed as 

and are herein described. 
reduction of hexachloroplatinate ion to Pt metal mi

croparticles was accomplished by two different potential step 
techniques including single- and double-potential step chro
noamperometry. Integration of the charge during the de
position was used to obtain the loading levels of microparticles. 
Figure 2 illustrates an SE:'v1 photomicrograph of Pt micro
particles (18 I'g/ cm2) formed upon electrodeposition. The area 
depicted is typical of the entire electrode with a fairly uniform 
distribution of Pt. The back·scattered (BSE) (upper segment) 
reveal that the particles have a generally consistent size on 
the order of 10-100 nm. The secondary electron (SE) photo 
shows that the particles are apparently deposited at different 
depths as indicated by the lighter and darker areas of the 
image. It is interesting to note that particles are also present 
in the of the reticulated structure of the polymer, which 
indicates growth can occur through the thicker areas of 
the polymer if sufficient time is given during the deposition 
process. should be noted that very few particles were ob
served by SEM at relatively short deposition times or very 
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Figure 2. SEM photomicrograph of pt microparticies deposited in 
cross-linked poly(4-vinylpyridine). The loading level of pt is 18 I'g/cm' 
depOSited by single-potential-step chronoamperometry. The magni
fication is 12k and the distance between two dots on the lower right 
is 0.25 I'm. 

Figure 3. SEM cross-sectional view of pt microparticles «5 I'g/cm') 
depOSited in cross-linked PVP/gc electrode. The magnification is 17k 
and the distance between two dots on the lower right of the photo is 
0.176 I'm. 

low loading levels «5 I'g/ cm2) even though the EDS data 
showed a very strong Pt signal. To further explore this 
phenomenon, cross-sectional SEM analysis was performed on 
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Figure 4. SEM photomicrograph of iridium micro particles electrode
posited in cross-linked PVP. The loading level is approximately 20 
.ug/cm2 which was deposited by controlled-potential exhaustive elec
trolysis. A scatch was made on the upper right for contrast purposes. 
The magnification is 10.9k and the distance between two dots on the 
lower right portion of the photo is 0.28 .urn. 

electrodes with low loading levels of platinum. Figure 3 il
lustrates such an electrode, which was cleaved in order to 
expose the polymer/carbon interface. The film was relatively 
thin in this area of the photomicrograph «0.5 ).Lm) which 
should allow the anionic chloroplatinate to penetrate the film. 
It is apparent that the platinum undergoes nucleat;on at the 
polymer / gc interface followed by growth of the metal particle 
through the polymer. Some of the particles appear 
"suspended" when viewing the BSE photo; however, these 
particles could have been making initial contact with the 
carbon and were subsequently disrupted when the gc electrode 
was cleaved. The particles were identified as platinum from 
EDS data. Thus, metal deposition in these polymers appears 
to produce an ensemble of microelectrodes which are in the 
form of "pillars", which can be observed on the "surface" of 
the polymer by the SEM technique at longer deposition times 
or higher loading levels. 

Iridium particles were also formed upon reduction of the 
hexachloroiridinate complex using controlled-potential bulk 
electrolysis on a solution of known concentration. The de
position potential of the iridium complex occurs in the region 
of hydrogen evolution (i.e., -0.6 V) making coulometric 
measurements difficult. Thus the reported loading levels are 
based on the assumption that all of the iridium complex in 
solution is reduced to iridium metal. The exhaustive elec
trolysis mode of deposition seemed initially unattractive be
cause the long nucleation/growth times required for reduction 
could result in the agglomeration of metal into clusters. Figure 
4 clearly shows that this is not the case as a uniform dispersion 
of iridium microparticles with an apparent size of 20-40 nm 
is very evident. The loading level of iridium in this particular 
electrode is 20 ).Lg/ em'. The upper portion of the photomi
crograph has been carefully pealed away to determine if the 
nucleation/ growth mechanism is followed. Close scrutiny of 

Figure 5. SEM photomicrograph of palladium microparticles electro
deposited into a cross-linked PVP polymer film. The deposition was 
accomplished by single-potentia I-step chronoamperometry. The 
magnification is 17k and the distance between two dots on the lower 
right represents 0.176 .um. 

the upper area in the SE photo shows that there are particles 
at the polymer / gc interface. The BSE picture illustrates that 
there is a uniform dispersion of particles and that they seem 
to be up through the film. Those that appear to 
be in are in areas where the polymer is slightly 
thinner, which would allow them to reach the top portion of 
the film at a faster rate. Further examination of both the BSE 
and SE photomicrographs (Figure 4) reveals that the metal 
particles are barely discernible in the areas of the film which 
are thicker (i.e., ridges in the reticulated structure). This 
observation is consistent with nucleation at the carboni 
polymer interface followed by growth through the polymer 
film to the polymer/solution interface because of the addi
tional time required for the metal particle to grow through 
a thicker region (i.e., ridge) than a thinner of the film. 

At lower loading levels «10 ).Lg/cm 2) or metal de-
position times, particles were not evident even though the EDS 
data showed a strong iridium signal. These electrodes were 
also active with regard to hydrogen evolution. These data 
indicate that the particles formed are extremely small or that 
many of the are located at the gc electrode 
surface and to the top portion of the polymer has not 
yet Thus it appears that metal nucleation occurs 
initially at the carbon-polymer interface and growth of the 
metal particle occurs through the polymer film in the form 
of "pillars" of metal. 

Palladium microparticles were formed by 
reduction of sodium tetrachloropalladinate. 5 is an 
SEM photomicrograph of Pd microparticles (8 I"g/ em') de
posited by SPCA at 0.15 V. The deposition appears quite 
uniform throughout the polymer electrode although there is 
a large variation in the apparent particle size (20-200 nm). 
In order to determine if particle size variation was the result 
of increased loading levels of metal microparticles, electrodes 
with lower loading levels «3 ).Lg/ em') were fabricated under 



Figure 6. SEM photomicrograph of ruthenium microparticle/cross
linked PVP/gc electrode. The ruthenium loading level of this electrode 
is 24 I'glcm' which was deposited by exhaustive electrolysis. The 
distance between two dots on the lower right corner is 0.3 I'm and 
the magnification is 10k. 

identical conditions. The results indicated that the sizes of 
the microparticles were roughly the same. This observation 
indicates that there may be preferential sties for nucleation 
and subsequent growth. Of particular interest was the SE 
photomicrograph obtained on the electrodes with the low 
loading levels. Very few particles were located in the upper 
portion of the polymer. The majority appeared to be near 
the carbon surface and lower regions of the polymer film. 
Increasing the loading levels resulted in a larger number of 
particles visible at or near the top of the polymer film. This 
further supports the idea that the particles are first nucleated 
at the gc/polymer interface and growth proceeds in an upward 
movement to the top of the polymer resulting in an array of 
metal deposition sites. It should be pointed out that there 
may be other smaller particles which were beyond the reso
lution of the microscope. However, EDS measurements 
confirmed the identity of all observable particles as palladium. 

The deposition of ruthenium as microparticles in the 
cross-linked PVP films was accomplished by controlled-po
tential exhaustive electrolysis in a manner similar to that for 
iridium. Since concomitant hydrogen evolution occurred 
during metal deposition, quantitative metal loading levels were 
obtained by bulk electrolysis of a known concentration. Again 
the assumption was made that all of the ruthenium in the 
nitrosyl nitrate complex was reduced to metal microparticles. 
Figure 6 illustrates an SEM photomicrograph of a Ru mi
croparticle I cross-linked PVP film electrode (magnification 
9.9k). The dispersion is fairly uniform with particles located 
at different depths as evidenced by the lighter and darker 
images in the SE photo. The BSE photomicrograph shows 
an apparent particle size of 20-100 nm. 

The results described above suggest that there is a three
dimensional dispersion of metal microparticles in these 
polymer films. The data indicate that formation of the metal 
microparticles occurs by nucleation at the gc surface and 
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Figure 7. Cyclic voltammograms at 50 mV Is of hydrogen adsorp
tion-desorption waves In 0.5 M H,S04 solution on 10 I'g of palladi
umlcm' of carbon substrate: (a) Pd electrodeposited in a cross-linked 
PVP film on glassy carbon, (b) Pd electrodeposited directly on glassy 
carbon. 

subsequent growth up through the polymer film. It appears 
that this nucleation I growth mechanism is typical of metal 
microparticles electrodeposited in ionomeric type polymers. 
This is not surprising considering the nonconducting nature 
of these films. The microparticles, which are formed by initial 
nucleation at the polymer I gc interface, provide sites for 
further charge transfer resulting in continued growth of the 
metal particle through the polymer films. 

Catalytic Activity ofthe Metal MicroparticIe/Polymer 
Modified Electrodes. The catalytic activity of the metal 
microparticle/polymer modified electrodes was evaluated for 
hydrogen evolution by slow scan (2 m V Is) linear sweep vol
tammetry in 0.5 M H,S04' The exchange current density 
based on the geometric area was found to be dependent on 
the loading level of metal in the polymer film. The current 
densities were obtained at both low and high overpotentials 
for hydrogen evolution. It is difficult to compare the respective 
metals because of variations in the apparent "active" surface 
area at similar loading levels. The hydrogen adsorption waves 
were ill-defined for iridium and ruthenium deposited in the 
PVP frlms making it impossible to quantitate the surface area 
of "active" metal contained in the polymer modified electrode. 
It should be pointed out that the iridium and ruthenium 
systems exhibit the characteristic microparticle formation, so 
it is probable there is a relatively high surface area. 

A well-defined hydrogen adsorption wave was obtained 
when the palladium/PVP/gc electrodes were evaluated for 
hydrogen evolution behavior in 0.5 M H2S04, Figure 7 il
lustrates the cyclic voltammetric behavior for a palladiuml 
PVP Igc electrode vs palladium deposited on polished glassy 
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Table I. Hydrogen Evolution Data On Palladium/PVP Film 
ElectrodesO 

exchange 
Pd loading active current 

level.' surface density," 
electrode I'g/cm' area/ cm2 mAlcm' 

GC-30-XIII 3 4.7 0.28 
GC-20-tt 6 5.5 0.31 
GC-20-K 10 6.5 0.38 
GC-20-XK 12 7.0 0.41 
GC-30-XIV 14 8.0 0.43 
GC-20-T 19 8.8 0.53 
GC-20-XL 22 9.1 0.60 
glassy carbone 10 4.9 0.31 

a The activity was determined by linear scan voltammetry at 2 
mV Is in a 0.5 M H,SO, solution with bubbling nitrogen. bAll Pd 
loading levels were calculated assuming 100% efficiency for the 
reduction of Pd(II) to Pd(O). 'The active metal area was deter
mined by integration of current for the hydrogen desorption wave 
on metal polymer film, which had a geometrical area of 0.385 cm'. 
d Exchange current densities were based upon the geometric area 
of the carbon substrate. e Deposition of palladium was carried out 
on a polished glassy carbon electrode without polymer. 

carbon_ In both cases, 10 !,g of palladium was electrodeposited 
in the polymer or directly on the glassy carbon surface. In
tegration of the current of the Pd/PVP Igc and Pd/gc results 
in values of 1143 and 1034 !,C / em', respectively, for the two 
electrodes. Since a monolayer charge of H atoms on a smooth 
Pd surface corresponds to 210 mC/cm', the active areas of 
these electrodes are approximately 5.4 and 4.9 em'. Since the 
geometric area of the exposed carbon/fihn surface is 0.385 em', 
the "roughness factors" for the Pd/PVP /gc and Pd/gc elec
trodes are 14.1 and 12_8. The slight increase in active area 
for the Pd deposited in the polymer is probably due to better 
dispersion. However, in addition, to improved dispersion of 
the metal, the polymer offers better mechanical stability for 
the metal particles (vide infra). 

The paliadium/PVP / gc electrodes were evaluated for their 
hydrogen evolution activity in 0.5 M sulfuric acid solution. 
The slopes of the Tafel plots were typically 60 m V / decade 
change in current density at overpotentials less than 70 m V. 
Table I summarizes the exchange current densities for hy
drogen evolution on these electrodes as a function of Pd 
loading level in the PVP. The exchange current density, which 
is based on the active surface area of these electrodes is in
dependent of the metal loading level and has a value of ap
proximately 0.06 mAl cm'. This is consistent with the SEM 
results which show that the particles size is independent of 
the loading level of Pd (vide supra). 

Platinum which was deposited in PVP also produced hy
drogen adsorption waves. However, a single broad adsorption 
wave is obtained instead of the usual two adsorption waves 
(i.e" strong adsorption and weak adsorption) which are ob
tained on bulk Pt or Pt, which has been deposited on glassy 
carbon. The presence of the polymer apparently affects the 
adsorption of hydrogen on the Pt particles to the extent that 
there are not the two distinct forms of adsorbed hydrogen as 
is normally observed on a pure Pt surface. Rather a contin
uum of energetic adsorbed-hYdrogen forms are present when 
the metal is in the polymer matrix with the result that a broad 
adsorption wave is observed. Integration of the current for 
this wave indicates a large active area for the Pt deposited 
in PVP. For example, 20 !,g/ em' of Pt was deposited in a PVP 
film and directly on a polished glassy carbon surface, re
spectively. Integration of the current under the adsorption 
waves in each case reveals an active area of 6.2 and 15.24 em', 
respectively, on glassy carbon vs. PVP / gc, both of which have 
a geometrical area of 0.385 em'. Thus the "roughness factors" 

Table II. Summary of Hydrogen Evolution Activities of 
Metal/PVP Film Electrodes· 

exchange current 
current density," 

loading level,b density,C mAlcm' 
electrode J.Lgjcm2, metal mAlcm' (n = 85 mV) 

GC-30-XIX 26, Pt 1.4 44.0 
GC-30-VII 10, Pt 0.8 29.5 
GC-30-1I 25,Ir 0.7 18.0 
GC-30-XV 10, lr 0.3 4.5 
GC-20-K 29, Pd 0.6 4.0 
GC-20-K 10, Pd 0.4 2.4 
GC-20-J 24, Ru 0.7 28.8 
GC-20-G 10, Ru 0.4 6.0 

a The activity was determined by linear scan voltammetry at 2 
mV Is in 0.5 M H2SO, solution with bubbling nitrogen. bThe 
metal loading levels were calculated based upon 100% current ef
ficiency for the reduction of the metal complex to the metal or 
with the assumption that all of the metal complex in solution was 
reduced (exhaustive electrolysis). cThe exchange current densities 
were based upon the geometric area of the carbon substrate. d The 
current density, which was based on the geometric area of the 
substrate was determined at an overpotential of 85 m V. 

for the Pt deposited directly on glassy carbon and for the Pt 
deposited in a PVP film on glassy carbon are 16 and 40, 
respectively, with a loading level of 20 !,g/ em'. In addition 
to a higher active surface area, the Pt/PVP film is consid
erably more robust and can be ultrasonicated for considerable 
lengths of time (e.g., 15 min) and not lose any Pt particles. 
Hydrogen evolution data were obtained on a series of Pt/ 
PVP / gc electrodes and Tafel plots were made from the data. 
The slopes of the Tafel plots were approximately 30 m V / 
decade change in the current density at overpotentials less 
than 90 m V. the exchange current densities based upon the 
geometrical area of the film were dependent On the loading 
level with values of 0.8-1.4 mA/cm' for loading levels of 10-26 
!,g of Pt/ em' (Table Il). 

Deposition of iridium into the cross-linked PVP films 
produced metal-containing films, which were active for the 
electrogeneration of hydrogen. Hydrogen evolution data were 
obtained on a series ofIr/PVP/gc electrodes in 0.5 M,SO, 
and Tafel plots were made on the data. At low overpotentiais 
(less than 40 m V), the slopes of the Tafel plots were linear 
(35 mV /decade change in current density). Exchange current 
densities based on the gc geometric area were found to be 
dependent on the loading level with values of 0.2-D.8 mAl em' 
for loading levels of 5-25 )'g/ em'. The slopes of the Tafel plots 
were nonlinear at overpotentials above 40 m V so that con
siderably lower current densities were obtained at an over
potential of 85 mV for the Ir/PVP /gc electrodes relative to 
that for Pt/PVP / gc electrodes (Table Il). 

Ruthenium/PVP /gc electrodes were evaluated for their 
activity for hydrogen evolution in the same manner as Pd, Pt, 
and Ir deposited in PVP. Ru, which is deposited in PVP, 
behaves similarly to the Pt group metals and shows an increase 
in exchange current density with loading level with typical 
values in the range of 0.2-D.7 mA/cm' for metal amounts of 
less than 25 !,g/ em'. The slopes of the Tafel plots were ap
proximately 40 m V / decade change in current density with 
a metal loading level range of 15-25 !,g/ em'. Fleischmann 
and co-workers have previously reported on the electrode
position of Ru on vitreous carbon and the subsequent hy
drogen evolution on Ru/carbon electrodes (18, 19). They 
found that 20 nm was the critical size of the Ru particles for 
hydrogen evolution during the deposition process. In addition, 
they obtained Tafel slopes which varied from 90 to 60 m V / 
decade of current density as a function of the density of the 
Ru deposits. Although they did not report exchange current 
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densities, the intercepts of the Tafel plots indicate exchange 
current densities which are less than 0.1 mAl cm' based upon 
area measurements from the SEM data. The difference in 
Tafel slopes between Ru/PVP /gc and Ru/ carbon may reflect 
a change in the mechanism for hydrogen evolution on metal 
in the polymer. More importantly, the Ru/PVP /gc electrodes 
were able to maintain relatively high current density for hy
drogen evolution at overpotentials of 85 m V (Table II). 

SUMMARY 
Previous work by our laboratory has indicated that plati

num can be electrodeposited as microparticles (i.e., diameters 
less than 0.1 I'm) in poly(4-vinylpyridine) films (5). The 
current study indicates that palladium, iridium, and ruthe
nium in addition to platinum, all of which exhibit electroca
talytic behavior for the evolution of hydrogen, can been de
posited as microparticles in cross-linked poly(4-vinylpyridine) 
films. More importantly, the deposition of these metals in 
these polymer films occurs initially by nucleation at the carbon 
substrate and subsequent growth of the metal particles 
through the polymer at these sites of nucleation. The diameter 
of the resultant metal particles which have grown through the 
polymer film appears to be less than 0.1 I'm as observed by 
SEM. The resultant metal/polymer electrodes are mechan
ically robust in that they can be ultrasonicated without loss 
of metal. In addition, these metal/polymer electrodes can 
tolerate 1.0 M acidic solutions without polymer degradation 
or loss of metal. Thus it appears that an ensemble of metal 
microelectrodes can be formed in a polymer matrix in a 
manner that may have analytical applications. 
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Laser-Excited Atomic Fluorescence in a Pulsed Hollow-Cathode 
Glow Discharge 
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A pulsed glow discharge with low background noise is eval
uated as an atom reservoir for laser-induced atomic fluores
cence spectroscopy. Aqueous solutions are dried in graphite 
electrodes that are used as disposable hollow cathodes. 
Atomic vapor is produced in a flowing-gas glow discharge with 
a water-cooled cathode holder. A dye laser triggers a 
switching circuit that pulses the glow discharge, and fluores
cence measurements are made 100 lIS after the discharge 
Is extinguished. The atomic population is large during this 
dark period, while the background emission is negligible. 
Linear calibration curves are obtained by nonresonance 
fluorescence for two elements, Pb and Ir. The detection 
limits for Pb are 100 pg/mL and 500 fg, and for Ir are 6 
ng/mL and 20 pg. The experimental detection limit for Pb is 
compared to the Intrinsic detection limit. 

INTRODUCTION 
Glow discharges are used extensively as emission sources 

in atomic absorption and atomic emission spectroscopy. They 
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have also been used, in a few cases, for the production of 
atomic vapors for atomic fluorescence spectroscopy (1-5). 
Glow discharges offer advantages for fluorescence spectroscopy 
compared to atmospheric atom reservoirs. The low-pressure 
inert gas atmosphere reduces pressure broadening of the ab
sorption lines and minimizes compound formation and elim
inates quenching of the fluorescence radiation. Excellent 
results have been obtained by using these atom reservoirs for 
atomic fluorescence measurements. 

Direct atomization of solid, metallic samples is the easiest 
sampling method with glow discharges. Metal samples can 
function as planar cathodes without sample preparation. 
Powdered, conducting samples can be packed into a cathode. 
Solutions can also be analyzed by atomic fluorescence by 
sputtering the dried residue from planar cathodes (4). 

If the glow discharge is pulsed, background emission can 
be completely eliminated within a few microseconds, but 
significant atomic vapor can remain for several milliseconds 
(2, 4). When a laser is used to excite the atoms during this 
dark period, low background noise fluorescence measurements 
can be made. 

Previous work has shown the possibility of detecting ex
tremely small numbers of atoms in a low-pressure, inert-at
mosphere cell, such as a hollow-cathode lamp (6). A glow 
discharge source should be an excellent atom cell for ap
proaching the intrinsic detection capability of laser-induced, 

© 1990 American Chemical Society 
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Figure 1. Water-cooled cathode and disposable graphite electrode. 
The entire assembly is electrically shiekJed. except the tip of the hollow 
electrode. Electrical connection is made on the water inlet tubing. 

direct-line fluorescence measurements (7). With efficient 
optical collection and low background noise, detection limits 
in a glow discharge should be extremely low. 

In this work, a pulsed glow discharge with a cathode holder 
that accepts hollow graphite electrodes was used for the 
production of atomic vapors for atomic fluorescence mea
surements. Solutions containing lead and iridium were de
posited and dried on the electrodes, and laser-induced, non
resonance fluorescence of the sputtered atoms was measured. 
The intrinsic detection limit for lead is calculated by using 
known experimental and fundamental parameters. This in
trinsic limit is compared to the experimental detection limit. 
Advantages of a low-pressure, inert-atmosphere system were 
realized, as demonstrated by the absolute number density of 
atoms detected per probing, but the sputtering rate of the 
discharge elevated the detection limit of the sample. 

EXPERIMENTAL SECTION 
Glow Discharge Atom Cell. The glow discharge cell was 

made from commercially available vacuum parts and a machined, 
brass cathode holder. The discharge chamber was constructed 
from a six-way, 2.25 in. flange, vacuum cross (Huntington Labs). 
One port was used for mounting to X-Y translation and vertical 
translation stages, and one port was used for atmospheric venting. 
The other ports were used for the cathode holder, the vacuum 
pump, argon fill gas and a manometer, and a quartz window. 

The chamber was electrically grounded and functioned as the 
anode of the discharge. No other type of anode was necessary 
to maintain a stable discharge in the hollow cathode. A schematic 
diagram of the cathode holder is shown in Figure 1. The cathode 
holder was made from a hollowed rod of brass, with inlet and 
outlet tubes for cooling water. A quartz sleeve was fitted over 
the brass cathode holder to insulate the cathode from the grounded 
chamber. The negative lead of the power supply (Model 803-330, 
-1.2 kV, Hipotronics, Inc., Brewster, NY) was attached to one 
of the cooling water tubes. Exposed metal was covered with Teflon 
and electrical tape to guard against electrical shock. At the end 
of the brass holder a 0.625-cm hole was drilled to slip-fit the hollow 
graphite electrodes (4001 HPND, Spectrographic Services, Sussex, 
NJ). To leave only the graphite cup exposed, ceramic sleeves were 
made to fit over the electrodes. A mica disk was also used to cover 
the end of the brass holder and limit sputtering to the electrode. 
The cathode holder was vacuum-sealed with an O-ring fitting. 

Vacuum System. A rotary vacuum pump was adequate for 
maintaining the vacuum in the flowing mode. Argon was con
tinuously bled into the chamber to hold the pressure at the desired 
value (0.4--{).7 Torr). The intensity of the laser-excited fluorescence 
was not greatly affected by the pressure. The pressure was 
monitored on the same side of the chamber as the Ar inlet. 

Laser. The excitation source was a tunable dye laser (Cou
marin 540 A, 2 X 10-3 M), pumped by an XeCI excimer laser (LPX 
100, Lambda Physik) and frequency doubled with a KDP crystal. 
This system was chosen for its high radiant power and repetition 
rate. The laser pulse width was 17 ns. The laser pulse energy 

Figure 2. Schematic diagram of the experimental setup. 

Figure 3. Schematic diagram of the glow discharge pulsing circuit. 

was greater than 1 I'J at the excitation wavelengths of Pb and 
Ir. The dye laser was tuned to the desired transition by optimizing 
the fluorescence signal with a concentrated solution of the analyte 
deposited on an electrode. 

Measuring System. A schematic diagram of the experimental 
setup is shown in Figure 2. The laser beam was directed into 
the hollow graphite electrode by passing the beam through a 
mirror pierced with a 4-mm hole. The laser beam completely 
illuminated the hollow electrode. The fluorescence radiation was 
collected by the mirror, and a 1:1 image was focused on the slit 
of the spectrometer. A long-pass filter (WG360 or LG350, Corion) 
was used to eliminate scattered excitation radiation. An iris 
diaphragm was used to stop down the solid angle of fluorescence 
to match the acceptance solid angle (fj8.6) of the 0.3·m mono
chromator (82020, Thermo Jarrell Ash). The monochromator 
entrance and exit slits were large (1-2 mm), because emission was 
near zero for the pulsed discharge. The photomultiplier (PMT) 
(R955, Hamamatsu) signal was terminated with a 1-kQ resistor, 
amplified with a wideband amplifier (4163, Evans Associates), 
and processed with a gated integrator and boxcar averager (SR250, 
Stanford Research Systems). The effective instrument.al band
width for all measurements was 1 Hz. 

The extent of saturation of the lead transition was determined 
by attenuating the laser with neutral-density fIlters and measuring 
the fluorescence signals. Pulse energy was monitored with a 
calibrated detector (J3-05DW, Molectron). The dye laser was 
tuned to 283.3 and 285.0 nm for lead and iridium, and the 
fluorescence was measured at 405.5 nm for lead and at 357.4 nrn 
for iridium. 

Laser pulses were timed to coincide with the dark period of 
the glow discharge. A switching circuit was designed to pulse the 
discharge by shunting the power across the glow discharge. A 
schematic diagram of the switching circuit is shown in Figure 3. 
Pulses at the input BNC triggered the switching circuit, the 
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Figure 4. Typical emission/fluorescence scan for Pb. 

off-time of the discharge being determined by the width of the 
pulse. The discharge emission fell to essentially zero within 20 
p,S and could be quickly ignited again by switching the power back 
through the discharge. 

To pulse the discharge, a photodiode pickoff from the laser 
beam triggered a delay circuit (a Wavetek pulse generator), which 
triggered a second pulse generator just before the next laser pulse. 
This second pulse generator triggered the switching circuit and 
was timed so that the discharge would be dark for 100 p.s before 
the next laser pulse. The boxcar integrator gate, triggered by the 
photodiode pickoff, was centered within the fluorescence peak. 

Procedure. The volume of the hollow electrode cup was 
approximately 50 p.L-the sample volume used for most mea
surements. Sample volumes above 50 p.L were deposited and dried 
in several steps. Solutions were deposited in the hollow graphite 
electrodes and dried under an infrared lamp for several minutes. 
An electrode was then slipped into the water-cooled brass holder, 
and a ceramic sleeve was fitted over the electrode. The ceramic 
sleeves were cleaned in hot ultrapure nitric acid. To light the 
discharge, a high-voltage switch was used to throw the glow 
discharge cell into the circuit. A 2.5-k!l (20 W) resistor was used 
in series with the discharge to limit the current. Operating 
conditions were 400-700 V and 13-47 rnA at the power supply. 
The maximum fluorescence intensity signal was obtained at 500 
V (29 rnA), and all measurements were made at this setting. 

Reproducible results were obtained without complicated 
flushing and evacuation procedures. The chamber was pumped 
down and held to below 0.2 Torr for 1 min. Argon was added 
to bring the chamber up to operating pressure and allowed to flow 
for 1 min before initiating the discharge. The entire process, from 
sampling to initiation of discharge, required less than 10 min. As 
soon as the high voltage was turned on, the discharge ignited inside 
the hollow cathode. Fluorescence measurements were made 
during the maximum signal production, which occurred imme
diately upon initiation of the discharge. 

RESULTS AND DISCUSSION 
To compare the experimental detection limit in a glow 

discharge with the calculated intrinsic detection limit, lead 
was chosen as a model analyte. The lead atom can be ap
proximated as a three-level atomic system in which the di
rect-line fluorescence transition terminates on a metastable 
leveL When the upper level is saturated with the laser, the 
calculation of the intrinsic detection limit becomes possible. 

Figure 4 shows a typical emission/fluorescence scan, in this 
case for lead. The emission of the glow discharge completely 
disappeared within approximately 20 p.s. The laser pulse 
arrived 100 p.s after the glow discharge voltage had been 
switched off, and the lead fluorescence appeared during the 
darkest period of the cycle. Beyond 100 p,S, the atom density 
began to decrease with no further reduction of the emission, 
but even at 1 ms there was measurable fluorescence. 

A measurement of the true blank signal for lead could not 
be obtained, because clean graphite electrodes generated a 
signal for lead. Blank measurements were made by tuning 
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Figure 5. Saturation curve for Pb. 

Table I. Definitions and Values for Parameters in Eq [-4 
for Pb 

param definition value 

k confidence factor 3 
Rp number of laser probings 6000 
~, saturation parameter 0.75 
A= spontaneous transition probability, S-l 9 X 10' 
T laser pulse width, s 1.7 x 10-' 
!IF solid angle of collection, sr 1.1 X 10-2 

~t optical transmission efficiency 0.5 
~PMT quantum efficiency of PMT 0.2 
G gain ofPMT 10' 
e charge of electron, C 1.6 x 10-" 
RL PMT load resistance, !l 10' 
6.t pulse width at load resistor, s 2.8 X 10-' 
T, lifetime of sputtered atoms, s 10-' 

the laser off the lead wavelength, which did not change the 
characteristics of the background fluorescence caused by 
scattered laser radiation. Contamination by iridium in tbe 
graphite electrodes was not a problem, and blank measure
ments could be made at the iridium wavelength. 

Figure 5 shows a plot of lead fluorescence intensity versus 
laser pulse energy. The nonlinearity at pulse energies greater 
than 0.1 p.J clearly demonstrates the existence of optical 
saturation. All measurements were made with at least 1-p.J 
laser pulses, which ensured saturation but did not needlessly 
increase scattered radiation. The existence of optical satu
ration simplied the estimation of absolute number density of 
lead in the probe volume. 

Alkemade has derived the statistical expression for calcu
lating the detection limit defined by the fluctuations inherent 
in a signal, or the intrinsic detection limit, which is the 
minimum number of atoms detectable in the probe volume 
(8): 

k2 

(Np)m=-R 
Ed p 

(1) 

where k is the statistical confidence factor, Rp is the number 
of repeated probings, and 'd is the detection efficiency, or 
number of photons detected per atom per laser pulse. Only 
when 'd = 1 can the technique be defined as a single-atom 
detection method. For lead, it can be expressed as 

'd = [1 - exp(-11,AumTl](!lp/471')l1tl1PMT (2) 

where the parameters are defmed in Table L Using the values 
listed in Table I for the experimental and fundamental pa
rameters in eq 2, one obtains 'd = 5.8 X 10-5 for this system. 
The solid angle of collection was limited by the acceptance 
solid angle of the monochromator and could be increased by 
using a non dispersive system. The intrinsic detection limit 
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Table II. Limiting Noises and Corresponding Detection 
Limits for Pb 

rms LOD, 
sources of noise noise, p,V atoms 

Extrinsic 
glow discharge 

bkgd fl + emission + rf + PMT + 100 900 
boxcar 

glow discharge 
bkgd fl + emission + rf + PMT + 33 300 
boxcar 
bkgd fl + rf + PMT + boxcar 31 280 
emission + rf + PMT + boxcar 8.5 80 
rf + P MT + boxcar 6.9 60 
PMT + boxcar 5.6 50 
boxcar 1.2 10 

Intrinsic 
fluctuations inherent in the signal 25 

is restricted by this value for 'd' 

The voltage pulse at the PMT load resistor per atom per 
laser pulse, D. V, can be estimated from 'd, the number of 
photoelectrons at the cathode per atom per laser pulse: 

D. V = 'dGe(RLJ D.t) (3) 

where the parameters are defined in Table I. When the values 
listed in Table I are incorporated in eq 3, D. V = 0.33 il V / 
(pulse·atom). 

The extrinsic limiting noises were measured by using an 
instrumental bandwidth of 1 Hz and were obtained by a data 
acquisition system. An estimate of the noise was made by 
calculating the standard deviation of the data acquired over 
1 min, taken as an approximation of the root mean square 
(rms) noise. 

Table II lists the magnitudes of these extrinsic noises and 
the corresponding detection limits (30-) obtained by using eq 
3. Pulsing the glow discharge reduced the noise by a factor 
of about 3, shown by the first two entries. The detection limit 
for the secondary entry, 300 atoms in the probe volume, 
compares favorably with the value obtained in a conventional 
hollow-cathode lamp that was not pulsed (6). 

The major noise contribution originated from broad-band, 
background fluorescence due to scatter of laser radiation. 
Since the laser was tuned off the lead transition for the 
measurement of noises, the background fluorescence was not 
due to lead in the electrode. Scattered laser radiation was 
undetectable, because of the large Stokes shift and the 
long-pass filter which blocked the radiation. Noise from re
sidual emission was also not due to lead, but due to broad
band, glow discharge emission within the bandwidth of the 
monochromator. The difference between the noise values 
measured with the glow discharge on and off is probably not 
significant. No emission could be detected 100 ilS after 
switching off the discharge. 

The contributions of radio frequency (rf) noise and PMT 
dark current noise are shown in the last three entries. The 
contribution due to rf interference was measured by alter
nately triggering the switching circuit (while the discharge was 
off) with the laser and with a pulse generator. The difference 
between these two values is the contribution of the rf inter
ference. The contributions of the PMT and of the boxcar 
integrator and accompanying electronics were determined by 
disconnecting the boxcar from the PMT and shorting its input. 

The detection limit of 300 atoms of lead within the probing 
of the laser beam represents the detection limit determined 
by extrinsic noises by using calculated values of probing ef
ficiency and collection efficiency (overall detection efficiency, 
'd)' The last value in Table II represents the intrinsic detection 
limit for lead calculated from eq 1. This detection limit of 

Table III. Limits of Detection for Pb and Ir 

element i\x. nm "'em. nm LOD,a ppb LOD,b pg 

Pb 
Ir 

283.3 
285.0 

405.8 
357.4 

0.1 
6 

0.5 
20 

'Calculated by using 50-,uL samples. b Calculated by using 2·,uL 
samples. 

Figure 6. Relative fluorescence intensity vs sample volume. 

25 atoms uses the same detection efficiency and Rp = 100. 
More useful analytically, however, are detection limits that 
refer to the sample and not to the probe volume. 

The detection limits for lead and iridium, determined in 
the conventional manner, are listed in Table III. The de
tection limit for lead of 500 fg is larger than both the extrinsic 
and intrinsic limits in Table II, indicating the deposited sample 
was either not atomized completely or not probed efficiently, 
temporally or spatially. The atomization rate was expected 
to be poor compared to that with an electrothermal atomizer. 
The fluorescence signals for lead and iridium, although at 
maxima just after ignition, lasted for many minutes. To better 
compare the intrinsic detection limit to experimentally ob
tained detection limits, the atomization and probing effi
ciencies should be considered. 

We define an expression for the intrinsic detection limit 
rate in the sample that includes in eq 4 the residence time 
of the produced atoms (T,), atomization efficiency ('.), tem
poral probing efficiency (,,), and spatial probing efficiency (,J: 

. k2 

(N.)m = R T (4) 
Ed P sfaEtEs 

where the other parameters are defmed in Table I. Estimating 
T, = 1 ms, which is reasonable since fluorescence signals could 
be measured up to 1 ms after the discharge had been extin
guished, and using '. = 't = " = 1, one obtains eN.)m = 1.6 
x 106 atoms/so This represents the intrinsic, minimum de
tectable rate of atomization of the sample, below which no 
signal above the noise will be measured. With an instrumental 
time constant of 1 s, the intrinsic detection limit in the sample 
for this system was 1.6 x 106 atoms, or 0.5 fg. This is only 
3 orders of magnitude below the experimentally obtained value 
of 500 fg shown in Table III. The difference between the two 
detection limits is likely a result of spatial and temporal 
probing inefficiencies and incomplete atomization, which 
reduce the efficiencies ' .. 't, " to values less than unity (7). 

Figure 6 shows the relationship between sample volume and 
fluorescence signal intensity when the same sample solution 
is used. When samples were 50 ilL and larger, the intensity 
of fluorescence was at a maximum. Below 50 ilL the signal 
intensity decreased, but not proportionally to the decrease 
in volume. A decrease in the sample volume by a factor of 
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25 (50 to 2 ilL) was accompanied by a signal intensity decrease 
by a factor of 2. Although the detection limit calculated with 
2 ilL and expressed as a concentration increased by a factor 
of 2, the absolute detection limit decreased by a factor of 25. 
This indicated that the concentration detection limit could 
be sacrifiCed for better absolute detection limits. The de
tection limits listed in Table III were determined by using 
different sample amounts, 50 and 2 ilL, with the smaller 
volume yielding the better absolute detection limit. 

In order to improve the detection limits and to approach 
the intrinsic detection limit even closer, the experimental 
system must be improved in several ways. Although the 
background noise was low, since measurements were made 
during the dark period of the discharge, laser-induced white 
fluorescence must be reduced. The design ofthe optical setup, 
with the laser beam striking the face of the cathode and the 
fluorescence being collected along the same axis, hindered the 
rejection of background fluorescence photons. The solid angle 
of collection can be increased by using a nondispersive system 
in which the solid angle is not limited by the monochromator. 
However, eventually the diameter of the graphite electrode 
cup will limit the solid angle. The number of probings, Rp, 
and the temporal probing efficiency can be increased by using 
a laser with a higher repetition rate, (e.g. a copper-vapor 
pumped dye laser). 

The important factors in improving the detection limit of 
the sample appear to be the atomization rate, the temporal 
probing efficiency, and the spatial probing efficiency. Only 
by probing efficiently and by rapidly atomizing all of the atoms 
in the probing time can one obtain sample detection limits 
that approach the intrinsic detection limit. The results for 
lead and iridium in a pulsed, hollow-cathode glow discharge 
demonstrate that even with rather poor detection efficiency 
('d), excellent detection limits are possible. 
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Automated Instrumentation for Comprehensive 
Two-Dimensional High-Performance Liquid Chromatography of 
Proteins 
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A comprehensive two-dimensional (2-D) liquId chromato
graphic separation system Is presented. The system uses a 
mlcrobore cation exchange column, operated under gradient 
conditions, as the fIrst dimension separation. Ellluent from 
this first column alternately fills one of two loops on a com
puter-controlled eight-port valve. A second pump then forces 
loop materIal onto a second column, a size exclusion column. 
UV detectIon Is used, and the system Is applied to the sepa
ration of protein standards and serum proteins. The 2-D 
system has a hIgher resolving power and peak capacity than 
either of the two columns used alone. The entire !irst column 
effluent Is analyzed on the second column in virtually the 
same time it takes to complete the !irst column separation, 
without the use of stopped flow methods. The entire system 
Is automated and operated under computer control. Three
dimensional (3-D) data representation provides a means of 
viewing peak profiles in either separation dimension and 
contour mapping of the 3-D data provides a more reliable 
means of peak IdentHlcation from run to run than that provided 
by single-column elution tImes. 

INTRODUCTION 
Complex samples require analytical methods of extremely 

high resolving power in order to provide reliable analysis of 
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the sample components. Analyses are frequently carried out 
in more than one analytical dimension in order to provide the 
necessary resolution. The coupling of chromatography to mass 
spectrometry, particularly gas chromatography-mass spec
trometry (GC-MS), is an example of a very powerful two
dimensional tool for the analysis of complex samples. Gas 
chromatography achieves partial separation of complex sam
ples into less complicated mixtures which the mass spec
trometer can more easily handle, and the MS finishes resolving 
peaks that the GC was unable to fully separate. Other ex
amples of multidimensional analytical methods include MS
MS techniques, and LC combined with various spectral de
tection schemes or voltammetric electrochemical detection. 
Such techniques are generally powerful and can provide a 
wealth of information on complex samples. As powerful as 
these combined techniques are, however, they do not actually 
provide an enhancement of purification of the sample. To 
achieve actual high-resolution separation, not only in an 
analytical sense but in a physical sense, requires the combi
nation of separation methods. This distinction is important 
if one wishes to obtain, for any reason, highly purified com
ponents from complex mixtures. 

It has been shown that samples often require more than 
one separation dimension to reduce peak overlap (1, 2). 
Two-dimensional electrophoretic techniques, usually utilizing 
isoelectric focusing followed by gel sieving electrophoresis, 
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provide the highest resolving power available for the separation 
of complex protein containing samples (3,4). Indeed, these 
techniques are capable of resolving several thousand com
pounds. Two-dimensional (2-D) electrophoresis is, however, 
time-consuming and labor intensive. Thin-layer chromatog
raphy (TLC) is another example of a 2-D separation where 
the sample is first developed along one side of the thin layer 
plate, and then the plate is rotated 90° and a further devel
opment occurs in a different solvent system perpendicular to 
the first separation. But again, this type of separation is 
time-consuming and labor intensive, and it has the added 
disadvantage that since the same stationary phase is used in 
both developments, the two separations are not very or
thogonal to each other. Both of these techniques also have 
the disadvantage that the detection methods used are often 
time-consuming themselves, and quantification is poor at best 

Other approaches to the analysis of very complex samples 
are coupled column techniques and two-dimensional column 
chromatography. Although these methods do not have nearly 
the same peak capacities as 2-D electrophoresis, they never
theless are very powerful separation techniques for the analysis 
of complex samples. While methods such as 2-D electro
phoresis and TLC are 2-D in space, coupled column techniques 
are 2-D in time. Giddings (5, 6) and Guiochon et al. (7) have 
examined various aspects of multidimensional column chro
matography including the improved resolution and increased 
peak capacity over single-column methods. 

Most approaches to coupled-column and 2-D LC techniques 
involve some sort of fraction collection from the first chro
matographic column followed by a reinjection of the collected 
material onto a second column. In off-line techniques, the 
fractions are collected in vials and reinjected on the second 
column at a later time. In on-line techniques, a switching valve 
is used to do one of the following: trap first column effluent 
containing the region of interest for reinjection directly onto 
the second column (heart cutting) or to direct flow from the 
first column directly onto the head of the second column 
during a specific time frame. Majors (8) has reviewed many 
of these techniques. All of these approaches have the limi
tation of only subjecting a portion of the sample to full two
dimensional analysis, and none permits a comprehensive 
two-dimensional separation of the entire sample. 

To obtain a comprehensive 2-D separation of the entire 
sample, the following ideal conditions should be addressed: 
each separation mechanism should be chosen so as to minimize 
the amount of cross-information in the two systems, that is, 
the two separation mechanisms should be as different from 
each other as possible, or as orthogonal as possible; in addition 
to being orthogonal to the first column, the second column 
separation should not degrade the first column separation; 
it should also be possible to obtain peak profiles in both 
dimensions. Other aspects that are desirable would be a 
reasonably short analysis time, automation of the entire 
system, flexible operating conditions, and, finally, effective 
representation of the two-dimensional data. 

Comprehensive 2-D LC provides several advantages over 
single-dimension LC, Separating power is greatly increased 
over single-dimension LC. For fully orthogonal methods, 
assuming no additional broadening is introduced, peak ca
pacity becomes the product of peak capacity in each dimen
sion. Resolution is equal to the square root of the sum of the 
squares ofthe resolution for each dimension (6). 2-D sepa
ration is more reliable for peak identification from run to run 
than single-dimension chromatography because two inde
pendent elution times are obtained for each peak. 

Most coupled-column approaches to date have not been 
comprehensive two-dimensional separations according to our 
criteria. Johnson et al. (9) used an on-line heart cutting 

technique in the analysis of malathion-treated vegetable 
matter, but they only analyzed a few fractions from the first 
column effluent in the second dimension. Fiirst et al. (J 0) 
coupled a size exclusion (SEC) column on-line to an ion ex
change (IEC) column run, which was operated under gradient 
conditions. This approach was applied to the separation of 
uremic middle molecules (molecular weights from 350 to 2(00). 
Their analysis time was 48 h and involved only eight fractions 
from the first column, with each fraction necessitating an 
analysis time of 6 h on the second column. Huber et al. (J 1) 
used an on-line approach but did not analyze the entire first 
run effluent. Their approach was used in the analysis of 
herbicides in cereals and only the desired fraction was 
transferred to the second column; the second column flow rate 
was stopped until the first column run was completed. 
Takahashi et al. (J 2) collected fractions from a cation exchange 
column for injection onto a reverse-phase column in the 
analysis of human IgD immunoglobulin tryptic peptides. They 
approximated a 3-D representation of the data by stacking 
individual second column runs, but the system was not au
tomated and the analysis time was exceptionally long. Second 
column separations took 60 min each and 20 fractions were 
analyzed in the second dimension. In addition to the obvious 
inconvenience, one of the problems with long analysis times 
like those listed here is that sensitive biological samples may 
change their character during such a time frame. Guiochon 
et al. (J 3) described a single theoretical column capable of a 
two-dimensional separation; other references (14-17) are ex
amples of other approaches to 2-D LC and coupled-column 
techniques. 

The closest approach, to our knowledge, to what we in
troduce here as comprehensive 2-D LC was work done by Erni 
and Frei (18). They analyzed a complex plant extract with 
a SEC column as the first dimension and a reversed-phase 
column as the second dimension. The two columns were 
connected with an eight-port valve as in our system. But their 
approach does differ from ours in several ways. First, they 
sampled the first column only seven times over a 10-h run. 
Such a low sampling rate essentially precludes 3-D data 
presentation. Each fraction volume was approximately 1.5 
mL. Such a large injection volume necessitated a precon
centration step (peak compression), obtained through use of 
gradient methods, at the head of the second column. 

In contrast, we introduce a system here that uses a cation 
exchange column under gradient conditions as the first col
umn, coupled through an eight-port, computer-controlled 
switching valve to a size exclusion column. These two types 
of separations provide very complementary information and 
are orthogonal methods. In addition, the entire first column 
effluent is analyzed on the second column making this ap
proach superior in "survey" applications where the substance 
of interest is not known. Analyzing the entire first column 
effluent eliminates the need for prior knowlege of peak elution 
times, which is necessary in heart cutting techniques and 
diverted flow methods. Because the entire first column ef
fluent is reanalyzed on the second column without the use of 
stopped flow methods, we have termed this technique com
prehensive 2-D LC to distinguish it from other 2-D LC ap
proaches. 

EXPERIMENTAL SECTION 
Instrumentation. The heart of the system is the eight-port 

valve like that used by Erni and Frei (18). The two valve con
figurations are shown in Figure 1. In the first position, effluent 
from the first column (Cl) is pumped through loop 2 (12), while 
the second pump (P2) forces a buffer through loop (11) onto the 
second column (C2). When switched to the second position, the 
contents of 12 are pumped onto the second column by the second 
pump, and effluent from the first column replaces the buffer in 
11. When the first column flow rate, valve loop size, valve 
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Figure 1. Two configurations of an eight-port, computer-controlled 
valve. C1 and C2 are columns 1 and 2, respectively, L 1 and L2 are 
loops 1 and 2, respectively, P2 is pump 2, and W is waste. 

SVR L1 

L' 
Figure 2. Schematic of 2-D LC instrumental setup. S1, S2, and S3 
are buffers A, B, and C; P1, Brownlee microgradient syringe pump; 
M, 52-1'1- mixer; V1, Rheodyne 0.5-IlL injection valve; SYR, injection 
syringe; C1, cation exchange column; V2, eight-port computer-con
trolled valve; L 1 and L2, 30-IlL loops; P2, Waters Associates Model 
6000A piston pump; C2, size exclusion column; UV DET, UV detector 
operated at 215 nm; W, waste. 

switching time, and second column flow rate are properly chosen, 
none of the first column effluent is wasted, and the entire first 
column effluent is separated on the second column. The entire 
2-D chromatogram is completed in nearly the same time period 
that it takes to run the first column alone. For example, with 
a 5 !!L/min flow rate on the first column and 30-!!L loops, if the 
valve is switched every 6 min, all of the effluent from the first 
column will he analyzed on the second column since it will take 
6 min for the first column to fill one loop. With an adjustment 
of the flow rate on the second column so that one chromatogram 
is completed in 6 min, the contents on one loop can be analyzed 
before the contents of the next loop are injected. 

All instrumentation used in this study is commercially available. 
Figure 2 is a schematic diagram of the instrumental setup. PI 
is a Brownlee microgradient syringe pump (Santa Clara, CA). The 
pump was fitted with a Brownlee 52-!!L mixer column labeled 
M in Figure 2. VI is a manually operated Rheodyne 7520 injection 
valve with a 0.5-!!L internal loop and was purchased from 
Rheodyne, Inc. (Cotati, CA). SYR is a lO-!!L Hamilton syringe 
fitted with a 2 in., 22-gauge needle purchased from Alltech As
sociates (Waukegan, IL). C1 is an Aquapore CX-300 cation 
exchange column, 250 mm X 1.0 mm, purchased from Applied 
Biosystems (Foster, City, CA). V2 is an eight-port electrically 
actuated valve with '/16 in_ fittings and a standard port diameter 
of 0.016 in. Valve material is Nitronic 60. The valve and its 
fittings were purchased from Valco Instruments Co., Inc. 
(Houston, TX). L1 and L2 are 30-!!L 316 series stainless steel 
loops also purchased from Valco Instruments. P2 is a Waters 
Associates (Milford, MA) Model 6000A piston pump. C2 is a 
Zorbax BioSeries GF-250 gel filtration column 250 mm X 9.4 mm. 
This column was purchased from E. I. du Pont de Nemours and 
Co. (Wilmington, DE). The detector is a Jasco (Easton, MD) 
UVIDEC-IOOII detector operated at 215 nm. All connecting 
tubing is 0.007 in. i.d., and '/16 in. fittings are used. All fittings 
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and tubing other than those specific to V2 were purchased from 
Alltech Associates. 

Instrument Control. An IBM/PC/XT purchased from IBM 
(Boca Raton, FL), was fitted with a LabMaster multifunction 
input/output interface board, which was purchased from Scientific 
Solutions (Solon, OH). The computer was used to record data 
and control the valve switching of V2 shown in Figures 1 and 2. 
The interface board was used as follows: a 16-bit analog-to-digital 
converter (ADC) was used to acquire data from the Jasco detector 
output; a programmable parallel port (Intel 8255) was used for 
control of the valve position; a programmable timer (Advanced 
MicroSystem 9513) was used for timed data acquisition and time 
valve movements. The data acquisition rates were 0.5 and 1 point 
per second depending upon the run conditions. 

Hardware and LC instrumentation were controlled by software 
written in Microsoft Advanced Basic and assembly language; both 
of which were written in-house. The BASIC portion of the 
program allowed for user-entered parameters such as frequency 
of injections on the second column, number of injections on the 
second column, and data acquisition rate. The number of second 
column injections and frequency of those injections determine 
the total system analysis time. The assembly language portion 
of the program then acquires data at the specified rate and controls 
timed switching of the eight-port injection valve. At the com
pletion of data acquisition, BASIC programs process the data and 
convert it to compatible form for use with the plotting software 
(Golden Graphics Software, Golden, CO). Several options are 
available for data processing. With Golden Graphics Software, 
(a) the data can be presented as a three-dimensional plot, viewed 
from any angle or height, where the x axis represents retention 
time on the second column, the y axis represents the retention 
time on the first column, and the z axis is detector response, (b) 
Golden Graphics Software also allows for contour maps of the 
three-dimensional data. Entire chromatograms or portions of a 
chromatogram can be represented in either of these two forms. 
In-hause-written software allows for the following types of data 
presentation: (a) a second column "slice" of the 3-D plot can be 
displayed, the equivalent of displaying an individual injection of 
the second column as the conventional second column chroma
togram; (b) this "slice" can be expanded up to the entire injection 
range by summing individual data points to display the resultant 
reconstructed second column chromatogram for a portion of, or 
for the entire, original sample; (c) a first column "slice" of the 
3-D plot can be displayed; (d) by varying the width of this "slice" 
the total reconstructed first column chromatogram can be dis
played, or a first column chromatogram for a particular molecular 
weight range can be displayed. 

Chromatographic Conditions_ First column gradient con
ditions were as follows for the flrst separation of protein standards: 
a 5 !!L/min flow rate was used and the flow was held isocratic 
from 0 to 20 min in buffer A, a gradient from 0% to 100% buffer 
B was started at 20 min and completed at 260 min, the flow was 
again held isocratic in buffer B until the end of the analysis time. 
A second protein separation was performed as follows: a 10 
!!L/min flow rate was used with the flow held isocratic from 0 
to 10 min in buffer A, a gradient from 0% buffer B to 100% buffer 
B was started at 10 min and completed at 130 min, the flow was 
again held isocratic in buffer B until the end ofthe analysis time. 
Buffer A was 0.2 M NaH,PO" pH 5. Buffer B was 0_2 M 
NaH,PO,/0.25 M Na,SO" pH 5. First column conditions for the 
separation of serum samples were as follows: a 10 !!L/min flow 
rate was used with a gradient begun at 10 min at 0% buffer B 
and completed at 130 min at 100% buffer B, the flow was held 
isocratic in buffer B until the end of the analysis time. Buffer 
A was 0.1 M NaH,PO" pH 5, and buffer B was 0.1 M 
NaH,PO,/0.25 M Na,SO" pH 5. Second column conditions for 
all separations were as follows: a 2.1 mL I min flow rate was used, 
isocratic in buffer C. Buffer C was 0.2 M NaH,PO" pH 7. 

Samples and Reagents_ Buffers were adjusted to the proper 
pH with NaOH. Deionized water was further purified with a 
Barnstead Nanopure System (Boston, MA). All buffer solutions 
were filtered with O.22-!!m pore size MAGNA Nylon 66 membrane 
filters from Micron Separations, purchased from Fisher Scientific. 

All samples were dissolved in buffer A and were filtered through 
acrodisc 0.45-.um filters purchased from Gelman Sciences (Ann 
Arbor, MI) prior to injection. The following were purchased from 
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Figure 3. 2-D chromatogram of protein sample: peak A, glucose 
oxidase; B, ovalbumin; C, !l-Iactoglobulin A; D, trypsinogen; E, "'
chymotrypsinogen A; F, conalbumin; G, ribonUClease A; H, hemoglobin; 
M, exclusion volume "pressure" ridge; N, inclusion volume "salt" ridge. 
Ovalbumin and ",-chymotrypsinogen A at 0.2%, other proteins at 0.3% 
(w/v). Cl conditions: 5 I'L/min, 0% to 100% buffer B from 20 to 
260 min; buffer A, 0.2 M NaH,PO" pH 5; buffer B, 0.2 M NaH,PO,10.25 
M Na,SO" pH 5. Valve actuated every 6 min; detection at 215 nm, 
data collection rate 0.5 pointls; plot shows every other paint collected 
for injection 1 through 60. Each line perpendicular to the IEC time axis 
represents one injection on the SEC column. 

Sigma (St. Louis, MO): rabbit muscle L-lactic dehydrogenase, 
bovine pancreatic trypsinogen, bovine pancreatic a-chymotryp
sinogen A, chicken egg albumin, bovine blood hemoglobin, bovine 
milk ,,-lactoglobulin A, chicken egg white conalbumin, bovine 
pancreatic ribonuclease A, Aspergillus niger glucose oxidase, 
human serum (lyophillized powder), and horse serum (lyophillized 
pOWder). Protein samples were 0.3% (w/v) in each protein with 
the exception of ovalbumin and a-chymotrypsinogen A, both of 
which were present at 0.2% (w Iv) due to their strong detector 
responses at 215 nm. Human serum was reconstituted in 1 mL 
of buffer A and filtered similarly to the protein sample (1 mL was 
the original volume according to Sigma). Horse serum was re
constituted to 2 mL in buffer A and filtered similarly to the protein 
sample (2 mL was the original volume according to Sigma). 

RESULTS 
Figure 3 shows the three-dimensional representation of the 

comprehensive two-dimensional LC ILC chromatogram of the 
protein standards sample. The flow rate of 2.1 mL/min 
through column 2 results in a 6-min SEC chromatogram. 
Using 30-I'L loops on V2 and a 5 I'L/min flow rate through 
column 1, one injection on the second column was made every 
6 min, the full run time of the SEC column. Separations 
occurring in the second column (SEC) are shown along the 
time scale of 0 to 6 min. Separations occurring in the first 
column (IEC) are shown along the time scale of 0 to 354 min. 
The large base-line disturbances seen at the end of each size 
exclusion chromatogram (labeled N in Figure 3) are due to 
the refractive index change caused by buffer salts from the 
IEC column. An advantage to using SEC in the second di
mension is that all small ions and buffer components that 
normally appear as base-line disturbances are moved to the 
end of the chromatogram and are easily ignored in data 
analysis. This is also true of gradient components in the first 
column that normally produce a gradual base-line drift in 
one-dimensional chromatography. The base-line drift due to 
the increased amounts of Cl- ion in the first dimension gra
dient is evident as the magnitude of the base-line disturbance 
(occurring slightly before 6 min) increases in the later chro-

matograms. When a column run under gradient conditions 
is followed by SEC, components causing base-line drift are 
moved to the SEC inclusion volume. The result is an ex
tremely flat "baseplane" as can be seen in all of the presented 
chromatograms. No smoothing of data was necessary. The 
small peak evident in each SEC at the exclusion limit of the 
column (occurring at approximately 3 min), is an injection 
artifact caused by flow and pressure disturbances due to the 
switching of V2. In the 3-D plot this peak appears as a ridge 
(M) in the "baseplane". Because this peak is extremely re
producible from injection to injection, it would be a simple 
matter to use a base-line subtraction method, similar to that 
used in LC voltammetry systems (19), to remove it from the 
chromatogram. However, since the injection ridge is well 
resolved from the peaks of interest, base-line subtraction Was 
deemed unnecessary in this case. Another feature worth 
noting in Figure 3 is that due to the nature of SEC, nearly 
half of the display area of the SEC chromatograms is unused. 
It is a simple procedure to use the computer software to ignore 
the uninteresting portions ofthe chromatogram by not plotting 
them. This flat portion of data however, is from an analytical 
point of view, wasted time. With V2 activated every 3 min 
instead of every 6 min, and the flow rate on the first column 
increased to 10 I'L/min (with a corresponding change in 
gradient conditions as described in the Experimental Section), 
the IEC column will fill one loop every 3 min. The flow rate 
on the SEC column is left unchanged. The result is that the 
"useful" portion of one second column chromatogram is ov
erlapped onto the "nonuseful" portion of the following second 
column chromatogram. This makes better use of the full 
three-dimensional display region and cuts the analysis time 
in half. 

Figure 4a was obtained under the conditions described 
above. The flow rate and gradient on the IEC column were 
changed so that one injection was made every 3 min on the 
SEC column. The SEC column run time remained at 6 min. 
The peak-containing region is therefore spread out over twice 
the display area from that in Figure 3, and the total analysis 
time is decreased by roughly a factor of 2. The total analysis 
time, which is equal to the IEC axis time plus the SEC axis 
time, dropped from approximately 360 to 150 min. An ad
ditional protein, L-lactic dehydrogenase, was included in the 
sample mixture shown Figure 4a. This is the last protein to 
elute from the IEC column, but it is poorly behaved on the 
SEC column and elutes in an abnormally low molecular weight 
range and with a broadened peak shape. 

Figure 4b is the same 2-D chromatogram as that shown is 
Figure 4a but with the low molecular weight "salt" region 
removed, demonstrating how a cleaner view can be provided 
via software. Figure 5 is a contour map of Figure 4b. The 
peak for hemoglobin best shows the improved separation 
power of multidimensional systems over single-column sep
arations. If size exclusion were the sole separation mechanism 
used, hemoglobin would coelute with !l-lactoglobulin A. If the 
ion exchange column alone were used to separate the mixture, 
hemoglobin would coelute with ribonuclease A under these 
gradient conditions. However, in the two-dimensional system, 
hemoglobin is completely resolved from both of these proteins. 
The contour map also allows for easy peak identification from 
run to run and is more reliable than single-dimension peak 
times, as stated earlier, since two independent elution times 
are obtained for each protein as opposed to one for 1-D 
chromatography. 

Our in-house-written software allows for several options in 
terms of data representation. Individual SEC runs can be 
displayed. The seventh SEC run from Figure 4b is displayed 
in Figure 6a; the first peak is glucose oxidase and the second 
peak is ovalbumin. Figure 6b is equivalent to the size ex-
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Figure 4. (a) 2-D chromatogram of second protein sample. Conditions were similar to those given in Figure 3 with the following exceptions: C 1, 
10 Ill/min flow rate; 0% to 100% buffer B from 10 to 130 min; valve actuated every 3 min; data collection rate 1 point/s; plot shows every 
other point collected. Peaks identified same as Figure 3 where I, L-Iactic dehydrogenase, has been added at 0.3% (w/v). Each line perpendicular 
to the IEC axis represents on injection on the SEC column. (b) Edited view of Figure 4a without "salt" region. 
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Figure 5. Contour map of Figure 4b. Peaks identified are as in Figure 
4. 

clusion chromatogram that would be obtained if no IEC had 
been used. The size exclusion column is clearly insufficient 
to separate this protein mixture. The letters identifying peaks 
are therefore only approximate in terms of position. This plot 
was obtained by expanding the SEC "slice" in Figure 6a to 
include all second column injections by adding each corre
sponding data point to the data point in the next SEC 
chromatogram. A third plot can be constructed which, if the 
SEC dimension is viewed as a "peor man's mass spectrometer", 
is the analog of a total ion current chromatogram. The result 
is the reconstructed IEC chromatogram shown in Figure 6c 
which would be obtained had no SEC been used in the 
analysis. This type of data treatment is done by summing 
IEC "slices" over the entire SEC data range. Each summed 
second column injection then becomes one point on the ion 
exchange chromatogram. Because only a relatively small 
number of points are obtained (equal to the number of in
jections on the second column), the resulting chromatogram 
is somewhat undersampled. While this result is inferior to 
what a first column chromatogram would look like had a 
detector been placed before V2, it eliminates the need for a 
detector before the eight-port valve. This helps to reduce 
extracolumn volume in the system. The reconstructed 
chromatograms in parts band c of Figure 6 point out the 
improved separating power of a two-dimensional approach 
to complex samples. Figure 6d is similar to Figure 6c, but the 
IEC "slice" was summed only for peaks eluting from ap-
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Figure 6. (a) Seventh injection on second column obtained from Figure 
4b: peak A, glucose oxidase; peak B, ovalbumin. (b) Reconstructed 
second column chromatogram obtained by expanding SEC "slice" to 
include all injections. (c) Reconstructed first column chromatogram 
obtained by expanding IEC "slice" to include the entire molecular 
weight range. (d) Reconstructed ion exchange chromatogram obtained 
by summing data points in the molecular weight range occurring be
tween 4.67 and 4.83 min (280-290 s). All peaks are identified by 
letters as in Figure 4b. 

proximately 4.67 to 4.83 min (280-290 s) on the SEC column. 
The result is a reconstructed IEC chromatogram of proteins 
with molecular weights roughly between 30000 and 40000. 

In Figure 6b, the peak capacity of the SEC column is vis
ually estimated to be 7. In Figure 6c, the peak capacity of 
the IEC separation is visually estimated to be 18. Assuming 
these two separation mechanisms are orthogonal to each other, 
that results in a peak capacity of 126 for this 2-D system. The 
IEC separation could possibly be improved by use of a dif
ferent pH or different gradient conditions, and a longer elution 
time could also be acceptable; nevertheless, in the mode used, 
the 2-D LC system provides greater resolution and peak ca
pacity than either dimension alone. 

Figure 7 a is a 3-D representation of a 2-D chromatogram 
of a human serum sample. This plot stops just before the 
appearance of the salt peak in the second dimension. Figure 
7b is a 3-D representation of a 2-D chromatogram of a horse 
serum sample, again the plot stops just before the salt peak 
region. Although neither serum sample is fully separated, the 
2-D technique does strongly hint at the complexity of the 
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Figure 7. (a) 2-D chromatogram of reconstituted human serum. Same conditions were used as in Figure 4 with the following exceptions: buffer 
A, 0.1 M NaH,PO" pH 5; buffer S, 0.1 M NaH,PO,10.25 M Na,SO" pH 5. Each line perpendicular to the IEC axis represents one injection on 
the SEC column. (b) 2-D chromatogram of reconstituted horse serum. Same conditions were used as in Figure 7a. 

samples. Neither chromatographic column alone could pro
vide the separation power obtained when 2-D operation is 
used. 

DISCUSSION 
The lEC column used in our system is a microbore column. 

The small column diameter and gradient conditions help to 
ensure a minimum of dilution and peak broadening. These 
conditions and a small loop size eliminate the need for a 
preconcentration step on the head of the second column. 
Using the microbore column for the first-dimension separation 
provides flow rates compatible with sample volumes for the 
SEC column, which is a semipreparative column. This ar
rangement of a highly efficient separation followed by a less 
efficient separation is the opposite of what is usually at
tempted in other multidimensional approaches. Our ordering 
of the columns is essential to allowing the entire first column 
effluent to be analyzed on the SEC in a reasonable time frame. 
There is no need with our system for stopped flow methods 
or on-column or off-column concentration steps. The first 
column in our system is run under slow conditions and the 
second column is run quickly. The result is that the effluent 
from the first column is sampled by the second column fre
quently, resulting in a large number of injections on the second 
column. A high sampling rate means that peak profiles can 
be obtained for both separation dimensions and not just for 
the second dimension. Ideally, the first column effluent should 
be sampled at least several times across each peak width by 
the second column. This will help to decrease the possibility 
of spurious peak broadening by the second column. 

Both our approach and previous approaches have the po
tential to suffer from a detection problem, although for dif
ferent reasons. In previous approaches, a large original sample 
is broken down into smaller and smaller components during 
each separation. As the analyzed sample components are 
further fractionated, the chromatography becomes more and 
more analytical in nature. The problem is especially noticeable 
in heart cutting techniques where only a portion of the original 
constituent reaches the final detector. Detecting these frac
tionated components is often facilitated by reconcentration 
steps between separations. In our system, the entire sample 
will reach the final detector but only after passage through 
two columns. A larger column is needed as the second di
mension to be able to handle the increased sample volume 
eluting from the first column. The larger the dilution in each 
column, the more difficult is detection. Some form of peak 

compression between the first and second dimension would 
eliminate the need for a semipreparative column for the 
second-dimension separation. Such compression might be 
achieved by adsorbing effluent fractions from the first column 
in a small cartridge, followed by desorption in a few microliters 
of solvent into the second column. This would help to decrease 
the total dilution, and detection limits would improve. Peak 
compression, however, may be difficult to implement in many 
cases, and we found for our particular application that peak 
compression was not necessary. 

While other researchers using a similar pair of columns to 
ours place the SEC column before the lEC column or re
versed-phase column, reversing that order and placing the 
gradient run, cation exchange column as the first dimension, 
followed by a size exclusion column has several advantages. 
First, there is no need to run a gradient in the second di
mension; thus, starting conditions do not have to be regen
erated before the start of the next injection. The result of 
this is that the second column can be run quickly so the first 
column is sampled frequently, and stopped flow methods do 
not have to be used on the first column or, alternatively, no 
first column effluent is lost during the regeneration time. The 
lack of a second column gradient also eliminates problems 
associated with being able to produce rapid, reproducible 
gradients for the second column. Second, there is a definite 
beginning and end to size exclusion chromatography analysis 
times. This helps to ensure that peaks will not overlap from 
one run to another in the second dimension. Third, all low 
molecular weight compounds are eluted in the inclusion 
volume of the second column as stated previously. 

Other combinations of columns would also be interesting 
to investigate. A reverse-phase column, for instance, followed 
by a SEC column would have similar advantages to those 
presented in this work. An IEC column followed by a re
verse-phase column, or vice verse, might be particularly useful 
for analysis of peptides from a tryptic digest of a protein. An 
advantage of this system is that it is modular and flow rates, 
loop sizes, and columns can be interchanged to fit the needs 
of the particular analysis. It is also easy to imagine a software 
system, connected to the appropriate instrumentation, which 
would allow the user to mark off specific peak areas on a 
contour map. In the following 2-D analysis, software would 
then drive a fraction collector to collect the eluting peak. This 
possible future system would be particularly useful in a system 
separating tryptic digest fragments. The fact that the entire 
sample moves through both columns would be a distinct ad-
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vantage in such an application. 
We have shown that it is possihle to obtain two-dimensional 

separations of protein samples chromatographically. Fur
thermore, these separations are attainable in an automated 
system using commercially available equipment, and the 
analysis time is virtually no longer than that of the first column 
separation. The method allows for the analysis of the total 
first column effluent on the second column without significant 
loss of first column resolution. Frequent sampling of the first 
column effluent provides peak profiles in both column di
mensions. 3-D data representation provides for easy peak 
identification from run to run and is more reliable than sin
gle-column elution times. Most importantly, 2-D separation 
provides for higher resolution of complex samples and larger 
peak capacities than single-column chromatography. As 
pointed out by Giddings (5), the thrust of 1-D chromato
graphic research is to improve the individual separations, but 
the thrust of 2-D research will be to improve the combination 
of separation methods. 
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Near- Infrared Diffuse Reflectance Analysis of Athabasca Oil 
Sand 
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The application of near-Infrared diffuse reflectance analysis 
for the determination of bitumen content In samples of Atha
basca 011 sand Is described. Quanlllative analysis Is per
formed using calibrations based on linear correlation between 
spectral features at selected wavelengths and compositional 
data for a series of known samples. The anhydrous bitumen 
content of 011 sand within a length of core was obtained from 
spectra recorded at 1-cm sampling Intervals. Analyses by a 
micro Soxhlet extraction procedure provided reference assay 
data for correlating sample composition and spectral re
sponse. The training set Included representative samples of 
011 sand, Indurated clay, coal, and Interbedded regions. A 
model based on the first derivative of absorbance spectra 
provided the best relationship between spectral features and 
hydrocarbon concentration over a wide range of 011 sand 
grades. This model was used to predict the bitumen content 
of samples along the entire length of the test core section, 
thus provldjng a high-resolution profile of grade variability as 
a function of depth. 

Near-infrared diffuse reflectance (NIR-DR) spectroscopy 
has become widely accepted for the quantitative measurement 
of organic species, mineral constituents, and moisture in a 
variety of solid substrates (1-4). The technique is rapid, is 
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nondestructive, and in many instances requires little or no 
sample preparation. Recent advances in instrumentation and 
software permit simultaneous muiticomponent determinations 
to be performed on a single sample. Comprehensive reviews 
are available (5, 6). 

The wavelength region of interest for NIR-DR work is 
typically 1000-2500 nm. Bitumen absorption in this region 
is relatively weak. As a consequence, instrumentation re
quirements are stringent. High signal to noise ratios require 
special consideration to factors such as source stability, optical 
design, sample positioning, and detector sensitivity. Unfor
tunately, structural information that can be deduced from 
spectra obtained in the mid-infrared region is often obscured 
in the near-infrared due to the multiplicity and overlap of 
higher frequency overtone bands. Further, specular reflection 
and the effects of particle size, sample packing, and surface 
irregularities can have a substantial impact on both the overall 
intensity of reflected radiation and the contrast between 
base-line and absorbance peaks. 

To alleviate these apparent shortcomings, quantitative 
near-IR analysis is performed using a calibration curve de
veloped by correlating detector response at a number of se
lected wavelengths to known compositions for a series of 
standard samples (training set). Multivariate regression 
techniques and sophisticated algorithms that correct for 
base-line anomalies, extract and reconstruct component 
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spectra from complex mixtures, and optimize the number of 
wavelength readings required for a robust and unbiased es
timate for the concentration of each constituent in the sample 
serve to enhance the versatility of the method (7-13). 

In connection with a sampling study of the heterogeneity 
of the Athabasca oil sand deposit, a need arose to perform a 
large number of measurements for bitumen content on rela
tively small portions of material. Methods currently in use 
for quantitative analysis require large samples and are slow 
and expensive (14). Accordingly, we investigated the use of 
near-infrared diffuse reflectance spectroscopy to provide 
compositional information on small quantities of oil sand. 

EXPERIMENTAL SECTION 
Samples, Samples were obtained from the Athabasca oil sand 

deposit in a region operated by Syncrude Canada Ltd. (15). The 
oil sand used in preliminary studies was freshly mined, stored 
in sealed containers, and ground with a mortar and pestle just 
prior to analysis. Samples used for subsequent work were obtained 
from a core supplied by Syncrude Canada Ltd., representing a 
typical vertical transect of the Athabasca deposit. This core, 
originally drilled in 1985, was approximately 120 m in length and 
encased in a plastic tube having an inside diameter of approxi
mately 6.4 cm and wall thickness of 0.1 cm. As the result of earlier 
processing, the core had been cut in half longitudinally and a small 
V-notch sample removed from along the center line. The slabbing 
operation provides a uniformly textured flat surface for diffuse 
reflectance measurements. Grades within the ore zone of the core 
ranged from approximately 1 to 15% by weight bitumen on an 
anhydrous basis. 

A small section of this core, just over 4 m in length, was selected 
for detailed NIR-DR analysis. The section was chosen to represent 
what appeared to be typical of grade variations seen over the entire 
length of core. The core sample, stored under ambient conditions 
since it was first analyzed, was almost completely dehydrated. 

Instrumentation. Preliminary studies were conducted with 
a Nicolet 7199 Fourier transform infrared (FT-IR) spectropho
tometer equipped with a diffuse reflectance attachment. Sample 
spectrta were recorded in absorbance mode ratioed against 
powdered KEr. 

The extensive data base required for detailed inspection of core 
necessitated use of a spectrophotometer having more rapid data 
acquisition and processing capabilities. This was provided by a 
Quantum 1200 near-infrared analyzer (LT Industries, Inc.). 
Spectra were recorded over the range 1200-2400 nm in reflectance 
mode. Data were transformed as log (1/ R) to provide the cor
responding absorbance spectra. The high-speed optics permitted 
spectra to be obtained at the rate of 5 scans/s with a spectral 
resolution of 1 nm. A Compaq Deskpro 286 computer ran the 
software driving the data acquisition, mathematical processing, 
modeling, and graphing functions for the analyzer. 

The instrument was positioned on end such that the incident 
radiation could be directed downward onto the surface of the 
sample. A sampling table, consisting of a core holder, registration 
guide, and bridge assembly for mounting the spectrophotometer, 
was constructed to permit core to be rastered beneath the viewing 
port at l-cm intervals. The viewing port itself was masked to 
provide a square sample window measuring 1 em on a side. A 
schematic of the sampling table is provided in Figure 1. 

Detector response was found to be extremely sensitive to sample 
elevation. Care was taken to ensure consistent positioning ofthe 
sample surface normal to the incident light and at a standard 
distance from the mask. Spectra generated by averaging the signal 
over 50 scans limited noise to approximately 0.5% relative. This 
was considered adequate for all subsequent work. Carbon black 
was used as reference material. 

Digitized sample spectra were obtained for oil sand at l-cm 
intervals along the length of the test core section and stored on 
hard disk in the computer. To establish a model relating the 
spectral features of these samples to oil sand composition, a 
reference library of spectra for known samples was assembled. 
With the spectra of samples in the core on me, it became a matter 
of analyzing a selected number to provide the requisite assay 
information. This training set was then used to generate corre
lations between spectra characteristics and sample composition. 
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Figure 1. Schematic illustration of the sampling table constructed for 
core analysis. 

Micro Soxhlet Extraction Procedure. A total of 48 samples 
were selected to represent the broad compositional range of 
material contained within the test section of core. Samples, each 
weighing on the order of 1-2 g, were removed from the core by 
using a scalpel, and their position along the core was labeled so 
that each could be matched with a corresponding NIR-DR 
spectrum. 

The training set samples were ground in a mortar and pestle. 
A subsample of the homogenized material was then extracted in 
a micro Soxhlet assembly by using a 10 X 50 mm cellulose thimble 
and 10 mL of toluene. Extraction was complete in 10 min. The 
solvent extract was quantitatively transferred to a tared evapo
rating dish, allowed to dry overnight at room temperature, and 
then weighed to obtain the bitumen value. Previous experiments 
had shown that traces of toluene remaining in the bitumen (as 
measured by IR upon dissolving the residue in trichloroethylene) 
can be considered negligible. The tared thimble was dried at 120 
°C for 1.5 h and reweighed to obtain the solids content. 

Results of replicate determinations on a variety of oil sand 
samples in wbich both the thimbles and evaporating dishes were 
dried in a forced draft oven for 24 h at 120°C showed consistently 
low mass closures (the ratio ofthe sum of the measured bitumen 
and solids mass to the original sample mass), indicating that 
measures for the bitumen and/or solids content of the sample 
are underestimates of the true composition. Sources of error 
investigated included loss of bitumen light ends upon drying the 
solvent extract at elevated temperatures, loss of hygroscopic water 
from thimbles and oil sand samples, and incomplete retention 
of fme particles in the thimble. The fIrSt two sources of bias would 
lead to low recoveries. The latter problem, if present, would not 
be detected by examining mass closure data. Solids lost through 
the thimble would ultimately be measured as bitumen. The 
toluene used for extraction contained no measurable residue upon 
evaporation. 

A comparison of bitumen weights obtained from sample extracts 
evaporated under ambient conditions and then dried in an oven 
for 16 h at 120°C indicated an average weight loss upon heating 
on the order of 0.01-0.02 g for bitumen residues weighing ap
proximately 0.2 g. Blank thimble extractions were also done to 
see whether adsorbed water could affect assay results. Weight 
losses on the order of 0.01 g were seen upon drying thimbles for 
1.5 h at 120°C. To minimize the effects of these systematic errors, 
sample thimbles must be dried prior to analysis and extract 
solutions evaporated to dryness at room temperature. 

The precision of the analyses (means based on eight mea
surements, assay results expressed in weight percent) for low-grade 
oil sand was as follows: bitumen, 6.05 ± 0.22; solids, 93.56 ± 0.25; 
mass closure, 0.9962 ± 0.0006. Corresponding results for medi
um-grade oil sand were as follows: bitumen, 8.54 ± 0.26; solids, 
90.69 ± 0.29; mass closure, 0.9923 ± 0.0009. Results for high-grade 
oil sand were as follows: 16.74 ± 0.19; solids, 82.78 ± 0.18; mass 
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Figure 2. Near-IR diffuse reflectance spectra for bitumen and water 
dispersed in KBr. 

closure, 0.9952 ± 0.0005. Uncertainties are 1 standard deviation. 
It should be noted that differences among these replicate sample 
analyses probably reflect sampling variability more than actual 
analytical variability. 

RESULTS AND DISCUSSION 
Preliminary Studies with the Nicolet 7199 Spectro

photometer. Spectra obtained for bitumen, water, quartz, 
and a variety of clays normally present in oil sand are shown 
in Figures 2 and 3. The bitumen spectrum shows two dis
tinctive sets of doublets, one with major peaks at 2285 and 
2330 nm and the other with peaks at 1725 and 1760 nm. These 
absorbances, along with the much weaker bands at 2400 and 
2460 nm, can be ascribed to overtones and combinations of 
the fundamental vibration frequencies within consitituent 
methyl and methylene groups. Although the absorbance peak 
at 2160 nm may signify the presence of aromatic hydrocarbon 
species, it could also be attributed to contamination by clay, 
most probably kaolinite. 

The diffuse reflectance spectrum for water indicates two 
strong absorbance peaks at 1440 and 1935 nm. These bands, 
representing combinations of fundamental vibrations asso
ciated with free water molecules, are also seen in the spectra 
for illite, kaolinite, and montmorillonite. These three spectra 
also show a major band in the region around 2200 nm, which 
is diagnostic of aluminum-bearing clays. 

Differences in the spectral patterns for the various clays 
are significant. In the spectrum of kaolinite, for example, 
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Figure 3. Near-IR diffuse reflectance spectra for various clay minerals 
and quartz. 

peaks centered at 1440 and 2200 nm are resolved as doublets. 
Only single peaks at these wavelengths are observed for illite 
and montmorillonite. The splitting of the 1440-nm absorbance 
band may indicate differences in coupling between the vi
brational frequencies of free hygroscopic water and those 
associated with water of hydration. In contrast with the 
spectrum for montmorillonite, the free water absorbance at 
1935 nm for kaolinite and illite is relatively weak. Further, 
illite exhibits a progressive increase in absorbance (diminishing 
reflectance) toward shorter wavelengths in a manner similar 
to that of bitumen, whereas the opposite trend is evident in 
the spectra for other types of clay. 

The near-infrared diffuse reflectance spectra for fresh and 
dehydrated high-grade oil sand (approximately 13 % bitumen 
content) in Figure 4 show many of the significant features of 
the individual component spectra. The free water absorbance 
band at 1935 nm is absent in the spectrum for the dehydrated 
sample. Overall reflectivity is affected by the water content 
of the material. Moisture in fresh oil sand contributes to an 
increase in absorbance readings at all wavelengths, presumably 
due to internal reflections within thin films of water. To 
eliminate uncertainties in absorbance measurements, subse
quent spectra were obtained by using aged oil sand samples 
dried by exposure to the atmosphere. Samples were ground 
to a fine powder with a mortar and pestle and placed in the 
sample cup without compaction. 

Figure 5 presents spectra obtained for rich-, medium-, and 
low-grade oil sands. The reduction in the peak heights of the 
major bitumen absorbance bands (relative to an imposed base 
line) with decreasing oil saturation is evident. 

Differences in the spectra patterns between ores of marine 
and estuarine origin can be seen in the near-IR diffuse re-
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Figure 4. Comparison of near-IR diffuse reflectance spectra for fresh 
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Figure 5. Comparison of near-IR diffuse reflectance spectra for oil 
sands of varying bitumen content. 

flectance spectra presented in Figure 6. Although the two 
test portions studied here are of similar composition (ap
proximately 13 % bitumen content), the total amount of light 
reflected from the marine sample is markedly less than that 
from the estuarine material. Further, the spectrum for the 
marine ore tends to have a shallower slope at short wave
lengths, leading to less pronounced curvature in the spectrum 
toward the higher wavelength region. The ratio of the absolute 
absorbance at 1200 nm to that of the bitumen peak at 2285 
nm is near unity for the estuarine ore and somewhat greater 
for the marine ore. These traits may be useful to distinguish 
between oil sands from differing depositional environments. 

The reproducibility of diffuse reflectance measurements is 
affected by the nature of the sample surface presented for 
analysis. Replicate spectra recorded for a sample of oil sand 
under various conditions of surface preparation are shown in 

.. 2 

Marine 

.S 

.B 

.1 
Estuarine 

.6+---~--____ --~--__ --__ ---r--~~ 
1200 1350 ISOO I~O 1800 19150 2100 2250 ~ 2'SO 

WAVELENGTH (nm) 

Figure 6. Comparison of near-IR diffuse reflectance spectra for oil 
sands of marine and estuarine origin. Both contain approximately 13% 
bitumen . 
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Figure 7. Effect of surface preparation procedure on the. diffuse 
reflectance spectra of an oil sand sample. 

Figure 7. The original surface is that obtained by placing 
the powdered material into the sample cup without com
paction. The surface was leveled by screeding the sample with 
a straight-edge blade. The spectrum for the sample generated 
after tamping the material into the sample cup with a spatula 
shows a general decrease in absolute reflectance over much 
of the wavelength range. At first glance, this would not 
constitute a serious problem since quantitative analysis is 
concerned with the relative absorbance from a base line that 
is drawn with respect to the shape and positioning of the curve . 
Closer inspection of the spectrum, however, reveals that the 
peak height of the absorbance band at 2285 nm is diminished 
in relation to that of the original, uncompacted sample surface. 
This would lead to an underestimation of bitumen content 
if a calibration curve had been developed by using the initial 
sample handling procedure. Roughening of the packed sample 
by scratching the surface with a pin appears to restore the 
integrity of the spectrum, albeit with a higher overall reflec
tivity. Results indicate that methods used to prepare samples 
for diffuse reflectance analysis must be consistent from sample 
to sample. 

Relationships between the bitumen content and absorbance 
for peaks centered at 1725 and 2285 nm for a variety of oil 
sand samples are shown in Figure 8. Differences in the slope 
of the calibration curves for oil sands of marine and estuarine 
origin are clearly evident. A significant inverse relationship 
was also found to exist between absorbance measurements for 
clays in the region of 2200 nm and bitumen concentration for 
samples of estuarine ore. The correlation between measured 
bitumen assay and that predicted from a linear combination 
of spectral readings from all three wavelengths for this type 
of oil sand is illustrated in Figure 9. 
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measurements at 1725, 2200, and 2285 nm. 

Results generated by using the Nicolet IT -IR indicated that 
the bitumen content of oil sand samples can be determined 
from near-infrared absorbance measurements. Combining the 
basic technique with more sophisticated data handling and 
multivariable statistical analysis procedures for correlating 
spectral response and bitumen assay can greatly enhance the 
utility of the method. The remainder of this report deals with 
the analysis of oil sand in a core using a microprocessor-based 
instrument specifically designed for NIR-DR analysis. 

Reproducibility of Sample Spectra Obtained with the 
Quantum 1200 Near-IR Analyzer. A total of 10 replicate 
analyses were performed on samples of core (oil sand, clay, 
and interbedded material) and carbon black to evaluate the 
precision of absorbance measurements. The core and back
ground samples were removed from the sample table and 
repositioned between scans. The mean, minimum, and 
maximum absorbance spectra for each of the core samples are 
presented in Figure 10. Features characteristic of the hy
drocarbon and mineral components of the samples are clearly 
evident in the spectra. It is also apparent that differences in 
the overall reflectivity of a sample can be used to distinguish 
oil sand and clay. The spectra of the interbedded sample (a 
stratified mixture of oil sand and clay) reveal the traits of both 
parent materials. 

Curvature in plots of standard deviation versus wavelength 
(not shown) indicates that the precision of absorbance values 
for a given sample is not constant. The magnitude of the 
uncertainty varies with wavelength and tends to be inversely 
related to absorbance. 

To provide a common basis for comparing the variability 
among spectra for each type of core sample, spectra were 
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Figure 10. Reproducibility of diffuse reflectance spectra for samples 
of oil sand (top), clay (middle), and interbedded material (bottom), 
Results are based on 10 replicate analyses (background is carbon 
blaCk), 

characterized in terms of an average absorbance and standard 
deviation calculated over the wavelength range 15()(}-2400 nm 
based on data points taken at 5O-nm intervals. Results were 
-{).0780 ± 0.0019, -{).2161 ± 0.0047, and -{).4203 ± 0.0077 for 
oil sand, interbedded material, and clay, respectively. The 
uncertainty among replicate sample spectra is on the order 
of 2 % relative. 

The variability among spectra for a particular sample may 
arise from uncertainties associated with the background 
correction or inconsistencies in positioning the sample surface 
(spatial displacement, either lateral or vertical). Given an 
independent estimate for the standard deviation among rep
licate absorbance spectra of the reference material, it is 
possible to determine the relative contribution of each source 
of error to the total based on the additivity of variances, 
Replicate absorbance spectra obtained for carbon black 
(background = 1.0) indicated that the standard deviation is 
reasonably constant over the wavelength range 15()(}-2400 nm, 
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FIgure 11. Near-IR diffuse reflectance spectra for a sample of oil sand 
in the training set illustrating log (1IR) (top). first derivative (middle). 
and second derivative (bottom) transformations. 

averaging 0.00045 absorbance unit (obtained in the same 
manner as previously discussed for the core samples). Since 
this value is small in comparison to the standard deviations 
calculated for the background-corrected spectra of core sam
ples, it appears that uncertainties due to sample positioning 
are the dominant source of error. 

Training Set and Data Modeling. Typical spectra ob
tained for an oil sand sample included in the training set are 
illustrated in Figure 11. The first- and second-derivative 
spectra were generated from log (1/ R) transformed data. 

Correlation coefficients between compositional data and 
spectral features as a function of wavelength for samples in 
the training set are shown in Figure 12. A direct relation 
between absolute absorbance and bitumen content is observed 
over virtually all wavelengths in the range 1500-2400 nm. 
From these results, it appears that a model relating sample 
bitumen content and absorbance can be based directly on the 
intensity of light reflected from the sample surface at any given 
wavelength. Unlike the preliminary correlations established 
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Figure 12. Correlation coefficients for the relationships between 
compositional data and spectral features as a function of wavelength 
for samples in the training set based on log (11 R) (top), first derivative 
(middle). and second derivative (bottom) data. 

during studies with the Nicolet FT-IR, in this work we are 
not looking at the peak height of absorbance bands from some 
imposed base line. 

Correlations using the first or second derivative of the 
absorbance spectrum are considerably more discriminating 
than those based on absolute reflectivity. By virtue of the 
mathematical processing, differences in the base-line inten
sities of the reflected light are normalized. Derivative spectra 
are thus more descriptive of the actual absorbance peaks. In 
these instances there is a wide range of variation in the cor
relation coefficient as a function of wavelength. Models based 
on derivative spectra are therefore likely to provide a more 
robust relationship between spectral features and sample 
composition. 

Stepwise linear regression was used to model the data from 
the training set in the form 

y = Co + C1(W1) + C2(W2) + ... + Cn(Wn) 

where Y is the percent bitumen content and WI> W2 through 



Table I. Regression Statistics for Training Set Models 
Based on First Derivative of log (l/R) Data 

wavelength model coeff std error t value 

1984.0 0.7494E+05 0.4727E+04 0.1585E+02 
2234.0 0.1403E+05 0.1503E+04 0.9337E+Ol 
1799.0 -o.5040E+05 0.5618E+04 0.8972E+Ol 
2020.0 -o.3181E+05 0.6433E+04 0.4945E+Ol 
intercept 0.1454E+02 

multiple carr coeff (r) 0.9728 
F·test 136.6 
SEC, % bitumen 1.28 
SEP, % bitumen 1.62 

wavelength model coeff std error t value 

1690.0 0.6326E+05 0.7213E+04 0.8770E+Ol 
2210.0 -o.1082E+05 0.1962E+04 0.5516E+Ol 
2280.0 -o.1177E+05 0.2346E+04 0.5016E+Ol 
intercept 0.1458E+02 

multiple carr coeff (r) 0.9220 
F-test 60.5 
SEC, % bitumen 2.10 
SEP, % bitumen 2.46 

Wn represent the magnitude of a spectral feature (absolute 
absorbance or derivative value) at wavelengths for which there 
is correspondence with sample composition. The coefficients 
Co, Cl> C2 through Cn are the associated weighting factors. 

To reduce the problem to a manageable level, it was as
sumed that the magnitude of a spectral feature at a wavelength 
for which there exists a high correlation between response and 
sample assay serves to explain most of the variability in the 
data. This simple model is given by the expression 

y = Co + C1(W1) 

Any lack of fit is caused by second-order effects, which can 
be modeled by using additional wavelengths. The selection 
and addition of subsequent terms are based on their ability 
to reduce residual error (determined by means of an F-test) 
and are directly related to an improvement in the multiple 
correlation coefficient. 

A preliminary evaluation of composite models derived by 
using the spectra (obtained in absorbance, first-derivative, and 
second-derivative modes) and assay information for all samples 
in the training set indicated that a model based on first-de
rivative data would provide the best calibration for sample 
bitumen content. In all cases, the primary relationship be
tween sample composition and spectral feature was deter
mined for each of 10 starting wavelengths. These wavelengths 
corresponded to the 10 positions of highest correlation between 
sample assay and spectral response. This initial set having 
been established, up to four additional terms were added to 
reduce the sum of residual errors. The best wavelengths 
selected for modeling the first-derivative spectra were 1984, 
2234, 1799, and 2020 nm. 

Armed with the knowledge of the preferred wavelengths 
for calibration, we developed a regression model using the 
first-derivative spectra and assay results for 36 samples se
lected at random from the training set. The remaining sample 
data in the training set would be used to validate the model 
in terms of its predictive capability. 

The standard error of calibration (SEC) and standard error 
of prediction (SEP) are statistics commonly used to evaluate 
the performance of regression models (16-18). These are 
defined as 

[
In ]1/2 

SEC = ---L:(yi - yJ2 
n - p - li=1 

[
1m ]1/2 

SEP = -L:(Yi - y;J2 
mL=l 
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Figure 13. Comparison of predicted versus measured bitumen content 
for core samples in the training set using the best fit model based on 
the first derivative of log (1/ R) spectral data. 
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Figure 14. Variation in bitumen content as a function of depth for a 
4-m test section of core. Point grade estimates were derived from 
NIR-DR spectral measurements at 1-cm sample spacings. 

where n is the number of calibration samples, p is the number 
of parameters in the regression equation, m is the number of 
samples in the validation set, Yi is the measured assay of the 
ith sample, and Yi is the corresponding predicted value from 
the algorithm. 

Regression statistics for the model are presented in Table 
1. The SEP is comparable to the SEC, providing evidence 
that the model is reasonable and does not overfit the data. 
Results are compared to those from a second model developed 
by using the same grouping of samples from the training set 
but based on first-derivative values at 1690, 2210, and 2280 
nm. These wavelengths represent the points of steepest slope 
for bitumen and clay absorbances at 1725, 2200, and 2285 nm. 
Although these three wavelengths have chemical significance, 
the performance of this model is clearly inferior to that of the 
former. 

When all 48 samples in the training set were merged to 
enhance the predictive power of the model, the resulting SEC 
was 1.32% bitumen (multiple correlation coefficient r = 
0.9673). Inclusion of the validation samples results in only 
minor perturbations to the model coefficients and the standard 
error of the estimate. A plot of the predicted grades versus 
measured bitumen concentration for the training set samples 
is shown in Figure 13. 

The model was used to establish the bitumen content of 
all samples analyzed by NIR-DR in the test section of core. 
The resulting grade profile is shown in Figure 14. A high 
degree of variability is observed not only on a scale of meters, 
but also at the centimeter level. This variability is significant 
and has implication with respect to the design of sampling 
plans for assessing bitumen content in sections of core. 
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In summary, NIR-DR analysis appears to be a useful tool 
for estimating the amount of bitumen in oil sand. Through 
the use of training sets, multiple wavelength calibration, and 
mathematical processing of spectra, good correlations can be 
obtained between NIR-DR measurements and micro Soxhlet 
extraction results. 
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Normalized Measure of Overlap between Non-Gaussian 
Chromatographic Peaks 

Eric V, Dose and Georges Guiochon* 

Department of Chemistry, University of Tennessee, Knoxville, Tennessee 37996, and Analytical Chemistry Division, 
Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831 

A measure of overlap 0 between two chromatographic peak 
shapes Is defined for the general case. Properties of invar
lance to chromatographic time and concentration scales, 
commutativity with respect to peak identity, and scaling of 0 
to the range [0,1] are demonstrated. Analytical expressions 
for 0 between Gaussian, Lorentzlan, rectangular, right-trian
gular, and Isosceles-triangular peak shapes are derived and 
discussed. The measure 0 appears to be a natural measure 
of the power of a preparative-chromatographic method to 
enrich two components of a solution much as the resolution 
R. measures the power of an analytical method to resolve 
two peak shapes for analyte quantitation, 

The theory of chromatography has been applied for over 
40 years to improving separations of solution components (1, 
2) and to the dependence of degree of separation on column 
efficiency and selectivity (2-4), Most measures of the degree 
of separation have been limited to peaks of Gaussian (1, 2, 
5) or similar shapes (6-9). Non-Gaussian peak shapes obtained 
in chromatographic systems with nonlinear isotherms or slow 
retention kinetics sometimes result from unavoidable system 
conditions such as slow protein diffusion, low stationary-pbase 
capacity, or stationary-phase inhomogeneity, In preparative 
chromatography, non-Gaussian peak shapes often result from 
deliberate attempts to overload the column, which may com
press the component bands into small eluted volumes, displace 
other components in order to maximize local competition for 
sites and thus minimize band overlap, and separate more 
component material in a single pass, This last practice is 
designed to increase refined-component production rate with 
less than a proportional loss of purity. 

0003-2700/90/0362-0174$02.50/0 

Several measures of separation have been proposed in the 
literature, Two survey articles (9, 10) compare several quality 
criteria, although one (10) applies them only to peaks of 
Gaussian shape, A very early measure, one incorporated in 
some more complex expressions of later workers, is the frac
tional overlap at equal impurity (1), When fractions are 
divided at the time where the impurity percentages are equal, 
fractional overlap is defined as the amount of component A 
eluting after the cut between early-eluting component A and 
later-eluting component B, or of B in the fraction containing 
A. Since the time dividing the fractions is unambiguous, the 
fractional overlap is uniquely defined, However, it does not 
account in any way for the distribution over time of the im
purity component in a fraction, and so it gives no indication 
of how much improvement in fraction yield or purity would 
be possible if fractions were taken differently, The frac
tion-dividing time which gives equal impurity for the two 
fractions is also difficult to determine for many non-Gaussian 
peaks, In fact, where the sample has very different amounts 
of two closely eluted components, as is common in preparative 
chromatography, all fractions of the minor component may 
be less pure than the least pure fraction of the major com
ponent, In this case, the fraction-dividing time defined in the 
above manner does not exist, 

Later measures (1, 11) built on the fractional overlap suffer 
the same limitations, Massart (11) applies the concept of the 
informing power of a signal (12) to the amount of resolution 
between two peaks in a chromatogram, The method requires 
that the time axis be divided into best fractions and that the 
level of impurity in each fraction be taken as the fractional 
overlap between the main component and the other compo
nents, The informing power is inversely related to the product 
of all the fractional overlaps in the chromatogram, The 

© 1990 American Chemical Society 



analogy to entropy of mixing implied by this definition of 
informing power is very attractive. Measures founded more 
directly on entropy of mixing have been presented (13, 14). 
Unfortunately, as pointed out by Stewart (14), the mechanics 
of selecting the "best" fraction times removes the uniqueness 
from all such measures, although it may be agreed upon to 
use only an arbitrary cut time such as that defined by the 
fractional overlap. The insensitivity to the impurities' 
time-distribution within a given fraction greatly weakens the 
analogy to mixing entropy. 

Giddings (2) defined a separation function F for Gaussian 
peaks which can be related to column length and elution time 
more directly than can resolution R,. The same article gives 
the relation between F and an overlap integral between 
Gaussian peak shapes in much the same manner as the present 
article develops such an integral in the general case. However, 
simplified expressions of that overlap integral expression for 
non-Gaussian peak shapes have not been derived; we have 
found that there are difficulties in deriving analytical solutions 
for some of the integrals involved. 

In recent work, Schoenmakers relies on the relative overlap 
ROi between two peaks (15), an expression which includes an 
overlap quantity similar in some ways to that of Glueckauf 
(1). Since the value of RO i is normalized to the area of only 
one of the two peaks, the two peaks' values of RO i differ in 
the general case. In other work Schoenmakers offers first
order corrections to R, for the effects of a very large interfering 
peak (16). The peak separations of Kaiser (17) and related 
measures (7, 8) are very useful to describe the degree of 
separation for Gaussian peak shapes, but their usefulness is 
not easily extended to peaks with radically non-Gaussian 
shapes. The linear algebraic methods of Corry et al. (18) are 
designed to measure the efficiency of a single sorting process. 
Though chromatography may be described as a sorting process 
which recurs on passage of component profiles past each 
theoretical plate in a column, it does not follow that one must 
apply Corry's methods recursively to each theoretical plate. 
One may instead apply the methods to the fmal chromatogram 
by substituting periods of elution time for receiving bins in 
a sorting process. An advantage of this method is that penalty 
functions for component mixing in the collected fractions may 
be defined to be functions of the other components' concen
trations. For such penalty functions, the inefficiency number 
(18) is a measure of the amount of mixing between eluted 
components. The resulting measure depends on just how the 
time axis is divided into receiving bins. As the number of bins 
increases, this dependence decreases rapidly, until at the limit 
of very narrow bins (time divisions) there is no such depen
dence since the sorting is in this case continuous along the 
time axis. It would be interesting to develop such a measure 
at the limit of infinitesimally small bins. 

In analytical chromatography most peak shapes are suffi
ciently close to Gaussian that one can express the degree of 
separation by using a measure designed for Gaussian or 
near-Gaussian peak shapes. In contrast, it appears that 
whenever preparative chromatography is performed under 
economically advantageous instrument conditions, component 
bands will be of radically non-Gaussian shape (19, 20), that 
is, the shapes will be so different from Gaussian that natural 
Gaussian measures such as variance 0', resolution R" and even 
retention time are applied at one's peril. 

A general measure of the degree of separation is needed that 
can be applied to arbitrary peak shapes and that retains the 
desirable properties of R, for Gaussian peak shapes. Such 
properties include the following: invariance, such that the 
measure is independent of vertical and horizontal scale; 
commutativity (symmetry), or the uniqueness of the measure 
such that neither peak need be labeled first or second; con-
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tinuity, such that the measure and its derivatives have no 
discontinuities with respect to relative location or widths of 
the peaks; and monotonicity, such that the measure ranks the 
degree of separation for similar chromatograms in the same 
order as would a skilled chromatographer. Though the 
monotonicity property is by far the most difficult for a 
measure to achieve, it appears to us that it is the most im
portant, as it justifies the very use of the measure. In this 
work the authors propose for the degree of separation a general 
measure Q, related to the quantum mechanical overlap inte
gral, which possesses the above properties and which can be 
applied to any peak shapes whatsoever. 

THEORY 
The widely used measure of chromatographic peak sepa

ration 

R == Ii 
, (WA + WB)/2 

(1) 

where Ii = ItA - tBI, tA and tB are the peak retention times and 
WA and WB are the base-line widths of peaks A and B, re
spectively, is, strictly speaking, only defined for peaks of 
Gaussian shape, as 

(2) 

where C A is the concentration of component A at time t and 
where o'A is the horizontal (time) variance of the concentration 
peak. The base-line width W is taken to be 4" in the Gaussian 
case. Equation 1 is commonly applied to slightly asymmetric 
but otherwise well-shaped peaks seen in analytical chroma
tography. However, when chromatographic peaks A and B 
deviate farther from Gaussian shape, as is observed or even 
sought in preparative chromatography, eq 1 becomes unsui
table as a measure of the degree of separation. Any general 
measure of resolution of or overlap between peaks of general 
shape must account for more peak shape information than 
can be conveyed by t and W. The most generally applicable 
expression of overlap must use information about the relative 
position and the entire shapes of the two peaks. 

A class of measures of overlap between peaks A and B may 
be defined as 

Of this class, the case n = 2 is the simplest in algebraic terms 
and in application, and in this work 2Q will be noted simply 
as Q, so that 

(4) 

This expression for overlap is analogous to quantum me
chanical overlap between two one-dimensional wavefunctions 
and shares with them and with the defmition of the resolution 
measure R, (eq 1) several highly desirable properties of in
variance: invariance of Q with linear scaling, reversal, or 
translation of the horizontal axis (time); invariance of Q with 
linear scaling or inversion of the intensity (concentration); and 
commutativity with respect to peak identity. The intensity 
scaling invariance is particularly useful since it allows the 
substitution for intensity of any measure which is proportional 
to concentration. For example, two components A and B may 
be detected at different UV wavelengths or even on different 
types of linear detectors. These proportional signals could 
be used directly as C A and CB functions in eq 4. 
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Figure 1. Overlap a as a function of separation between rectangular 
peaks of height 1. Widths Ware full rectangle base widths. Key: 
curve 1, W A = W.; curve 2, W A = 0.5W.; curve 3, W A = 0.25W.; 
curve 4, W A = 0.125W •. For negative Ii, a(li) = a(-li). 

Using the entire peak shape lends a several other desirable 
properties not shared with R,. Though R, is a continuous 
function, its first derivative with respect to b is always dis
continuous at tA = tB• In contrast, the degree of continuity 
of a is at least as high as that of C A and CB. As examples, 
where C A and CB are Gaussian or Lorentzian, a is continuous 
in all derivatives with respect to 0, but when CA and CB de
scribe congruent right triangles, a is continuous (unlike CA 
and CB)' although in this case aal a(o) does have one discon
tinuity. Furthermore, a is defined even when it is not obvious 
what time should be chosen as the peak retention time. 

Normalization of the overlap integral (numerator of eq 4) 
is accomplished by dividing by each of two integrals (de
nominator of eq 4), and several of the invariance properties 
result from this normalization. The most direct result of 
normalization is that a must lie in the range between 0 (no 
overlap between peaks) to 1 (coincident, congruent peaks) for 
all nonnegative functions C A and CB. (Though negative 
concentrations are not possible, there may be signals C A and 
CB, e.g. system peaks, which have negative values and for 
which calculation of a may be useful.) The property that a 
never exceeds 1 results directly from Schwarz's inequality (21), 
which can be written for the present case as 

Thus a = 1 if and only if the two peak shapes C A and CB are 
congruent, that is if CB(t) = kCA(t - 0), for some k and 0, as 
well as coincident, that is when placed such that b = O. 

There can exist no 0 at which the value of a reaches 1 if 
the peaks are incongruent or if noise is present. If the peaks 
are incongruent, then a must always be less than 1, although 
there can exist only one 0 where a reaches a maximum with 
respect to 0 if C A and CB each have only one extremum at fmite 
time, as expected for most chromatographic peaks. The 
meaning of coincidence is clear if both C A and CB describe 
time-symmetric peak shapes. However, if either peak shape 
is asymmetric, there is no clearly best way to define the peaks' 
retention times (e.g., as the time of maximum concentration, 
time equivalent to the peaks' first moments, etc.). When this 
is ambiguity exists, coincidence may also be defined in any 
number of ways. 

The condition of coincidence may be defmed generally and 
unambiguously as the relative position of two peaks that yields 
the maximum value, amax• While this defmition has the virtues 
of uniqueness and of compatibility with the expected meaning 
of coincidence for symmetric peaks, the actual value of 0 at 
which a is a maximum is not easy to discover analytically if 

the peaks shapes are different and if at least one is asymmetric. 
If amax is much less than 1, for example if the peaks are of 
very different shape or width, one may use a divided by a_, 
that is, the renormalized overlap measure 

U* = U/Umax (6) 

By definition, this measure always equals 1 at coincidence. 
For unimodal peak shapes, a* equals 1 at only one value of 
b. 

Random noise in either or both peak shapes decreases the 
expected value of a. This decrease agrees with the intuitive 
notion that congruence between two peak shapes decreases 
as the signals become lost in noise. The effect of noise on a 
may be examined by adding to C A and CB a homoscedastic 
normal noise component NA and NB, of mean zero and var
iances i'-c

A 
and i'-cB, respectively. Substitution into eq 4 yields 

U::(CA + NA)(CB + NB) dt]2 
U = -----------

i:(CA + NA)2 dt i:(CB + NB)2 dt 

[I: CACB dty 

where 'T is the width of the integration domain and where 
NA and NB are uncorrelated. Since 'T, C2A, C2B, i'-c

A
, and i'-cB 

are all positive, the presence of normal noise in either peak 
shape increases the denominator, decreases a, and thus pre
vents a from reaching 1 under any conditions. If the noise 
is truly homoscedastic, i.e. if the expectation values of (f2CA 
and (f2CB are independent of t; if either (f2CA or i'-CB is nonzero; 
and if 'T is infinitely wide, as is convenient for analytical 
expressions of smooth peak shapes such as Gaussian and 
Lorentzian, then the denominator of eq 7 increases without 
bounds, and a is zero, since the infinite noise contribution 'T i'
overwhelms the finite normalization integral fC2 dt. This 
catastrophic integral divergence is not expected to be a 
problem in practice since numerical evaluation of a is per
formed over fmite domain widths 'T and not over the infinitely 
wide domain of eq 3 and similar equations. However, the 
degree to which noise depresses of the computed value of a 
depends on the integration range chosen, removing the 
property of uniqueness for peak shapes without absolute peak 
widths. We are examining the effect of noise on the computed 
values of a. 

A consequence of eq 4 is that as the width of one of the 
peaks decreases, the dependence of U on 0 increasingly re
sembles the square of the shape of the other peak. For ex
ample, in Figure 1, the dependence of a on 0 in curve 4 (W A 

= WB/8) markedly resembles a rectangle of width WB (a is 
symmetric about b = 0 in this case), and in Figure 2, curve 
4 (WA = WB /8) resembles a right triangle of bandwidth WB. 
Because this property results directly from the form of eq 4 
at the limit of one peak becoming a delta function, the 
property holds for any shape of C A and CB as either W A -

o or W B - O. This is demonstrated by considering the limit 
of a at a given 0 between one peak A of general shape and 
a rectangular peak B of area 1 and whose width WB decreases 
to zero. The result is 

lim U(b) = 
WB--O 

(8) 
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Figure 2. Overlap a as a function of separation between right-trian
gular shaped peaks of height 1. Widtha Ware full triangle base widths. 
Key: curve 1, WA = W.; curve 2, WA = 0.5W.: curve 3, WA = 
0.25W.; curve 4, WA = 0.125WB. 
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Figure 3. Square-root of a (linearized overlap, see text) as a function 
of separation between right-triangular shaped peaks of height 1. 
Widtha Ware full triangle base widths. Key: curve 1, W A = W B; curve 
2, WA = 0.5WB; curve 3, WA = 0.25W.; curve 4, WA = 0.125W •. 

In the expression on the far right side of eq 8 only the [CA(o)j2 
term depends on o. 

Figure 3 displays a ' /' as a function of 0 for two right triangle 
peaks in the same manner as Figure 2 depicts a. For many 
peak shapes, a ' /' will vary more linearly with 0 than will a, 
especially where the peaks are of very different widths or 
where the peaks may be approximated by linear segments. 

The measure a may be thought of as the degree of proximity 
of two peaks in abstract peak space. The dimensions of this 
space would include retention time and various descriptors 
of peak shape. The question arises of whether some function 
d(n) which depends only on a, say -IOglO (n), may not only 
reflect the distance between two peaks in abstract peak space 
but might also be a formal metric (22) of that space. Such 
a function would satisfy these criteria for any three peaks A, 
B, and C 

dAB = d BA 

dAc ~ dAB + dBc 

dAA = 0 

dAB = 0 implies A = B 

(9a) 

(9b) 

(9c) 

(9d) 

Conditions 9a and 9c clearly may be met, and condition 9d 
may be met if the peaks are scaled to equal area. However, 
it is hypothesized here that no d(n) can be a metric because 
there will be for each definition of d(a) at least one case which 
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fails to satisfy the triangle inequality 9b. For example, in the 
case of broad peak B between narrow peaks A and C, we 
expect that there will always exist some shape of B such that 
the distance measure dAc is very large compared to dAB and 
dBc, violating condition 9b. 

A measure of overlap may be more useful than R, for 
measuring the effectiveness of preparative separations since 
overlap corresponds to the level of mixing of two components 
in the product fractions and not necessarily to the distance 
between the peak centers or maximum concentrations. The 
utility of nonclassical modes of separation is accounted for 
by overlap measures in ways that classical measures of sep
aration cannot do. For example, two Gaussian peaks which 
have very different widths but which are centered at the same 
time may be said to be well separated chemically, even though 
R, is zero, because product fractions may be collected which 
are highly enriched in each component. The measure a max 
decreases as the difference in peak widths increases, corre
sponding to the observed improvement in chemical enrich
ment, unlike R, and other similar measures which are always 
zero at coincidence regardless of the peak widths and resulting 
potential degree of separation. 

RESULTS AND DISCUSSION 
Closed analytical expressions for a can be derived for a very 

wide range of peak shapes with both continuous and discon
tinuous first derivatives. The derivatives are particularly 
simple when the two peaks shapes are equivalent. Closed 
expressions for a can be found in many cases where the peak 
shapes are different, though closed forms are difficult or im
possible to obtain when one peak shape has continuous de
rivatives and the other's are discontinuous. For example, a 
is easily written for either two Gaussian peaks or two triangular 
peaks, but not for the overlap between a Gaussian and a 
triangular peak. 

It is not necessary for these derivations to include the ab
solute times t on which the peaks are centered but only their 
relative position since eq 4 is invariant to horizontal trans
lation. Likewise, any concentration measure proportional to 
CA and CB may be chosen due to the concentration-scaling 
invariance of eq 4. Derivation of closed forms is greatly eased 
by thoughtful selection of horizontal and vertical scales. 

Expressions for Gaussian Peak Shapes. For Gaussian 
peak shapes 

C A = C t'/2",A 

C
B 

= e-(t-O)'/'.'. 

substitution into eq 4 and integration over all t yields 

20'AO'B n = ____ e-02j2(UA2+UB2) 

O"A + O"B 

(10) 

(11) 

The dependence of a on 0 for two Gaussian peaks can be seen 
to have Gaussian form itself. This property holds for overlap 
between Gaussian peaks of all widths and separations. Special 
cases of eq 11 are instructive as examples of the general be
havior of a. In the limits of large 101 

lim n = 0 
0-+ 00 

lim n = 0 ,_00 
and at coincidence (0 = 0) 

20'AO'B n =---
max ,rA + O"B 

(12) 

(13) 

which equals 1 only if O'A = O'B, that is, only if the peaks are 
congruent as well as coincident. The general expression for 



178 • ANALYTICAL CHEMISTRY, VOL. 62, NO.2, JANUARY 15, 1990 

Q for congruent Gaussian peaks is 

n = e-;'/4,,2 (14) 

which clearly may equal 1 only when 0 = O. For congruent 
Gaussian peaks, Q is related to the resolution R, as 

12 = e-4Rs2 (15) 

The exponent of the general expression for overlap () between 
Gaussian peaks (eq ll) is closely related to the separation 
factor F of Giddings (2) 

F = 0
2 

8(0"2A + 0"2B) 
(16) 

SO that for Gaussian peak shapes 

20"AO"S -4F 
n=---e 

O"'A + O"'s 
(17) 

This relation suggests that -log () will behave much as does 
F for Gaussian peak shapes. For example, since F is pro
portional to column length L in the absence of detector dis
persion, etc. (2), then for Gaussian peak shapes and k constant 

-log n = kL (18) 

Expressions for Non-Gaussian Peak Shapes. Closed 
expressions for () may be derived for Lorentzian peak shapes, 
which may be written 

CA = [ 1 + ( ~JTl 

CS =[l+(t;:rr 
(19) 

where WA and WB are the characteristic widths of peaks A 
and B. Substitution into eq 4 yields 

4WAWS(WA + Ws)' 
n = --"--=----'-'---='-

[tWA + WB)' + 0']2 
(20) 

The dependence of () on 0 for two Lorentzian peaks is itself 
the square of a Lorentzian. At large 101, () tends toward zero, 
and at coincidence 

4WAWS n = ----'=--..:''--:: 
max (WA + WB)' 

(21) 

which equals 1 only if the peaks are congruent. 
When either peak shape for which an expression for () is 

being derived has a discontinuous derivative, the integration 
domains of eq 4 must be segmented into regions where the 
derivatives are continuous, and the sum for each integral in 
the numerator and denominator of eq 4 must be used. For 
example, the integral in the numerator of eq 4 may be written 
as the sum of N integrals 

(22) 

where concentrations C A i and CB i need be continuous only 
over the time segment i, '(t = Ti_1'to Ti) and where To = -00 
and TN = +00. If the two peak shapes are both incongruent 
and nonsmooth, there are probably several topologically 
distinct configurations of the two peaks, each of which may 
require several segments of integration domain. Closed ex
pressions for () describing the overlap between asymmetric 
triangles and other more complex peak shapes can in general 
be derived, albeit with much tedium. For example, there are 
seven topologically distinct ways to draw two triangles on a 

line, of which six include overlap between the peaks. Five of 
these six ways require multiple integrals in the numerator of 
eq 4. 

Derivations of () for three simple nonsmooth peak shapes 
will be given here. First, rectangular shape is an approxi
mation to (1) chromatographic peak shapes of an unmodified 
loop or swept-volume injection pulse or, (2) in a very rough 
sense, to the peak shape resulting from a chromatographic 
system whose sorption isotherm has an inflection point (often 
referred to as an S-shaped isotherm) (23). If rectangular peaks 
A and B have base widths WA and WB, WA ~ WB, and centers 
separated by 0, then by substitution into eq 4 

~ 
0 A and B not overlapping 

(WA + Ws - 20)' 
() =, 4 W A W

B 
for A and B partially overlapping 

WA 
W

B 
for A wholly within B 

(23) 

Equation 23 is a typical form of () between two nonsmooth 
shapes in that it is given as a series of expressions each valid 
over a certain set of conditions. 

In Figure 1 are given the dependences of () on the separation 
o between the centers of two rectangularly shaped peaks A 
and B. Since the shape of each () vs 0 curve is symmetric about 
0, only the curves over 0 > 0 are given. When W A and W B 
are equal (curve 1), () decreases quadratically and monoton
ically with increasing separation, reaching 0 where the peak 
edges just touch at 0 = WA = WB' When WA < Ws (curves 
2,3, and 4), () = WA/Ws for 0 ~ IWs - WAI/2, and for 0 > 
IWB - WAI/2, the edge of peak A emerges from peak B. () then 
decreases until () = 0 for o?: (WA + Ws)/2, where the peaks 
do not overlap at all, and () = O. 

The right triangle is a plausible approximation to single
component peak shapes in nonlinear chromatography, espe
cially for systems whose sorption isotherms are moderately 
curved but which do not have an inflection point in the 
concentration range of interest (referred to as Langmuir-type 
or anti-Langmuir-type isotherms) (19, 23, 24). The right 
triangle is also the asymptotic peak shape at long elutions 
times for ideal chromatographic systems whose sorption iso
therm is curved at the origin. For two right triangles A and 
B whose base widths are WA and Ws and whose right angles 
are both separated by 0 and on the low-t side of the triangles 
(early-eluting fronts) 

o 
(WB - ii)4(3WA - WB + 0)2 

4WiW~ 

WA(3Ws - WA - 30)2 

4W~ 

for A and B nor overlapping 

for A and B partially 
overlapping, IA > Is 

for wholly within B 

(24) 

In Figure 2 these functions are plotted for four values of 
WA/Ws. Where Ws = WA, (curve 1) the plot of () vs 0 is 
symmetric about 0 = 0 since the two peaks are congruent. 
Where Ws» WA (curve 4) the plot resembles the square of 
the shape of the wider peak B. This resemblance is confirmed 
by Figure 3 in which the plot of ()l/' vs 0 increasingly resembles 
a right triangle of width Ws as WA goes to zero. 

Isosceles-triangular peak shapes, which are the simplest 
line-segment approximations to chromatographic peak shapes 
(25) resulting from nearly linear isotherms, require II inte
gration domains to derive () expressions for the five possible 
ways in which two such peaks can overlap. For peaks A and 
B having half base widths WA and Ws, Ws > WA, peak centers 



Case 1. Case 2. Case 3. 

Figure 4, Schematic diagrams of all six possible relative configurations 
of two isosceles-triangle-shaped peaks, Cases correspond, in order, 
to the six cases of eq 20. 
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0.2 0.4 0.6 O.S 1.2 1.4 1.6 1.8 

O/WB 
Figure 5. Overlap 0 as a function of separation between isosceles
triangle-shaped peaks of height 1. Widths ware triangle half base 
widths. Key: curve 1, wA = we; curve 2, wA = O.5w B; curve 3, wA 
= 0.25wB; curve 4, w A = 0.125wB' For negative 0, 0(0) = 0(-0). 

separated by 0, t A 2: tB, and 0 2: 0, the six cases in eq 25 can 
be used. The six cases in eq 25 are displayed graphically, 

( 
I 

" -~ 
I 
i 

i 
'-

o 
(WA + WE - 0)6 

16wlw~ 

9WA(WE - 0)2 

for A and B not overlappling; 

(3wiwB - wl- 302WA + 03)2 

4wiw~ 

in order, as cases 1-6 in Figure 4. 
The unexpectedly high sixth-order dependence of 0 on 0 

where 0 is near zero causes 0 to be small but nonzero over 
a broad range of separations 0, For example, where W A = WB, 

o in Figure 5 is essentially indistiguishable from zero at all 
separations greater than 1.4 times the peak half-width W A, even 
though 0 > 0 up to 2w A' This asymptotic behavior occurs 
because, unlike in the right triangle or rectangular cases, C A 

and CB in the region of overlap are both approaching zero as 
the separation increases. 

General Properties of the Overlap Measure O. That 
o = 1 for congruent, coincident peaks and that 0 is invariant 
to vertical scaling is readily established by substituting CB = 
kC A, k constant, into eq 4. It is similarly established that 0 
= 0 where the peaks are orthogonal, that is where f C A CB dt 
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0=0.894 
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., 

Time / CTGa.ussian 

Figure 6. Overlap 0 between Gaussian peak and other peak shape. 
Both peaks of height 1 and variance ,,', = 1. Key: A, Gaussian; B, 
rectangle; C, right triangle; D, isosceles triangle. 

= 0 over all t. For all other relationships between two real 
functions of t C A and CB, 0 must lie between 0 and 1. Further, 
since t does not appear in the integrands but only as the 
variable of integration in eq 4, and since it appears to the same 
total degree in the numerator and denominator of eq 4, 0 is 
invariant to linear transformations of the horizontal (time) 
axis. 

The most important property of the measure 0 is its 
monotonicity, the correspondence of variations in 0 with 
variations in the degree of separation of two components. 
Figures 1, 2, and 5 give examples of the sensitivity of 0 to the 
peak separation along the time axis. Figure 6 gives examples 
of the sensitivity of 0 to peaks' shapes. In each case a Gaussian 
peak is positioned over another peak with exactly the same 
first moment (mean time) and second central movement 
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Time/O'I 

A 

(7210'1 = 0.268 

R,=O 
n = 0.500 

B 

Figure 7. Two Gaussian pairs wtth overlap Q = 0.500: A, coincident, 
incongruent peaks; S, congruent peaks separated by 1.665<1. 

(variance). The Gaussian peaks in case A are thus coincident 
and congruent, and Q = 1. The rectangular and right trian
gular peaks each overlap strongly with the Gaussian peak, but 
Q falls significantly short of 1, while the isosceles triangular 
and Gaussian peaks are very nearly congruent (25) and thus 
Q very close to but not quite equal to 1. The right triangular 
peak, placed in Figure 6 at b = -1.56 in order to give the same 
first moment (mean time) as the Gaussian peak, may be 
moved slightly to b = -1.69 in order to maximize Q at 0.895. 
Any movement of the symmetric peaks along the time axis 
decreases Q. Thus Q ranks the similarity of the peak shapes 
to a coincident Gaussian shape as Gaussian ;:: isosceles > 
rectangular ~ right triangular, in agreement with expectations. 

Because analytical separations depend on temporal sepa
ration of the peak centers to allow measurement of the peak 
areas or heights, the usual data used to determine component 
concentrations, measures such as resolution R" are quite 
satisfactory. However, preparative chromatography requires 
a more general measure of the degree of separation, one which 
can account for different modes of component purification. 
For example, it is possible in preparative chromatography to 
construct multiple sequential stages of partial separation to 
effect an adequate final separation, an option not generally 
available to analytical chromatographic separations. Thus 
in designing a preparative chromatographic separation one 
is ultimately concerned with enrichment, i.e., with partial 
resolution or reduction of peak overlap of two or more com
ponents of a mixture, where in analytical chromatography one 
must be concerned with a component's nearly complete res
olution from other components for the purposes of accurate 
quantitation. 

Figure 7 illustrates how Q measures enrichment afforded 
by preparative chromatography. The R, value of 0.416 (case 
B) indicates modest resolution, and although individual peak 
height estimates would be very rough, numerical deconvolution 
of the peak shapes would not be hopeless. The two congruent 
peaks in case B are partially resolved in the usual manner, 
and Q = 0.500. The same value Q is obtained in case A where 
two coincident Gaussian peaks have different widths. This 
enrichment in case A of component 1 at \t\ ;:: 0.7<1, and of 
component 2 at \t\ ;S 0.7<1, may, depending on the cost of the 
separation process, the value of the products, and purity 
requirements, be just as valuable as the more conventional 

Table I. Overlap and Column Lengtha 

Lb !l p!l' p!l/L 

5 0.21407 0.669 0.134 
10 0.03885 1.411 0.141 
15 0.00999 2.001 0.133 
20 0.00223 2.651 0.133 
25 0.00033 3.481 0.139 

a Chromatograms simulated using the semiideal model of chro
matography under the following conditions. Competitive Lang
muir isotherm parameters: Component 1, A = 20, B = 2.07 M-lj 
component 2, A = 25, B = 2.5875 M-'. Flow rate, 4.986 mL min-'; 
column diameter, 0.46 cm. Amount injected (in 0.01 mL): com
ponent 1, 100.4 MillOI; component 2, 30Ll Mmo!. Plate height, 50 
Mm. b Column length in cm. '-log" (Il). 

separation in case B. Although case A would probably be 
useless for analytical chromatography, reflected in the reso
lution measure R, of zero, the component enrichment available 
for preparative chromatography is rather effective, and this 
is reflected in the decrease of the overlap Q value of 0.500 from 
a value of 1 at injection. These examples suggest that each 
measure is appropriate to the intended mode of chromatog
raphy. 

Of course, the cases in Figure 7 represent special cases for 
Gaussian peaks, and both overlap-decreasing, enrichment
enhancing mechanisms demonstrated in the two cases, peak 
separation and differential peak broadening, may work to
gether in real preparative separations. However, the two 
mechanisms do not develop at the same rate during elution. 
Resolution (case B) increases with time, and where <121 <1, is 
constant, then for k constant 

-log Q = kt (26) 

For example, if case B of Figure 7 occurs at time t, then at 
time 2t, Q = 0.250, and so on. However, <1./ <1, and thus the 
first term on the right side of eq 11 rapidly settle to a constant 
value after injection. Thus the decrease in Q due to simple 
difference in peak width occurs rapidly after injection and very 
little thereafter while the decrease in Q due to separation of 
the concentration profiles in the column, described by the 
second term on the right side of eq 10, continues to develop. 
In addition, competitive isotherms tend to cause component 
bands to displace each other from the boundary between them, 
and Q will reflect this important mode of separation where 
R, generally will not. Equation 18, which states that Q de
creases exponentially with column length for Gaussian con
centration profiles, may also be approximately true for non
Gaussian peak shapes developing from preparative separa
tions. In Table I is given an example of this behavior for a 
separation of two components whose sorption partition be
havior is described by a competitive Langmuir isotherm (20). 
These results are simulated by using the semiideal model of 
chromatography and using the conditions given in Table I (20). 
Our initial investigations indicate that Q decreases mono
tonically with column length L (see Figures 8 and 9 for ex
amples), and in fact that pQ (-log,o (Q), analogous to pH) 
values are roughly proportional to L over the range of L given 
in Table L Weare investigating the generality of eq 18 
through simulations employing the ideal and semiideal models 
of chromatography. 

We have performed initial simulation experiments into the 
relationship of preparative-chromatographic yields and pro
duction rates to computed values of Q. Chromatograms were 
simulated by using the semiideal model under various con
ditions (changes in column lengths, flow rates, loading factors, 
etc.), and Q was computed for each using eq 4 over the time 
domain where C A or CB are nonzero. For the cases studied 
to date it appears that for 95% and 99% purity requirements, 
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Figure 8. Chromatogram simulated using the semiideal model of 
chromatography under the following cond~ions. Compemive Langmuir 
isotherm parameters: component 1, A = 20, 8 = 2.07 M-' ; com
ponent 2, A = 25,8 = 2.5875 ~1. Flow rate, 4.986 mL min-' ; column 
length, 10 cm; column diameter, 0.46 cm. Amount injected (in 0.01 
mL): component 1, 100.4 I'mol; component 2, 301.1 I'mol. Plate 
height, 50 I'm. 
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Figure 9. Chromatogram simulated using the semiideal model of 
chromatography under the same cond~ions as Figure 8 except column 
length of 25 cm. 

the production rates are maximal under conditions giving n 
values of 0.02-0.05. An exception exists when purification of 
the later-eluted component to 99% is required, a very difficult 
case, where n at maximal production rate is 0.002-0.005. We 
will report on the generality of these relationships in a later 
publication. 

In Table II is given an example of the effect of chromato
gram noise on the computed value of n. In the cases where 
noise is 1 % of the chromatograms' peak concentration, a 
reasonable upper limit for the typically high concentrations 
employed in preparative chromatography, the relative error 
is small where n is large but appears to increase rapidly with 
decreasing n. The relative imprecision depends similarly on 
n. The form of eq 7 and the data in Table II suggest that for 
the high signal-to-noise ratios expected in preparative chro
matograms, absolute values of n will be well determined for 
all values of n and that relative errors in n may be large for 
small values of n. Such errors will only be important in 
preparative chromatography when very high purities are 
needed. In a subsequent publication we will report on results 
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Table II. Effect of Chromatogram Noise on Computed 
Value of ll' 

Un (1% 
L' Q (no noise) n (1 % noise)' noise)d uo/Q (in %) 

5 0.21407 0.21356 0.00240 1.13 
10 0.03885 0.03866 0.00052 1.34 
15 0.00999 0.010 12 0.00056 5.57 
20 0.00223 0.00215 0.00020 9.37 
25 0.00033 0.00041 0.00010 25.23 

a Chromatograms simulated using the semiideal model of chro
matography under conditions given in Table I. To each simulated 
chromatogram is added Gaussian noise of standard deviation equal 
to 1 % of chromatogram peak concentration. b Column length in 
cm. C Average of five simulated, noise-modulated chromatograms. 
d Standard deviation of five simulated, noise-modulated chromato
grams. 

from experiments designed to clarify the extent to which noise 
perturbs measured values of n. 

The measure of resolution R, is popular with analytical 
chromatographers because it gauges what they want to 
know-how well resolved are the regularly shaped, symmetric 
peaks encountered in their analyses. The overlap measure 
n possesses many properties which suggest that it is a natural 
measure of preparative chromatographic enrichment power 
much as R, is a natural measure of analytical separation power. 
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Gas Sensor and Permeation Apparatus for the Determination 
of Chlorinated Hydrocarbons in Water 

Joseph R. Stetter' and Zhuang Cao 

Department of Chemistry, Illinois Institute of Technology, Chicago, Illinois 60616 

A solid-state gas sensor with a selective response to chlori
nated hydrocarbons has been combined with a simple silicone 
rubber permeation apparatus. The apparatus has been tested 
In a way that simulates the on-line analysis of chlorinated 
hydrocarbons In a liquid process stream. The system can 
provide Information on whether or not the sampled stream 
contains chlorinated hydrocarbons as well as quantitation of 
the chlorinated hydrocarbon in the sample. No sensor re
sponse was observed for 1000 ppm hexane or phenol while 
concentrations of a few parts per million of chlorobenzene 
were easily detected. The permeation apparatus offers a new 
and convenient method to analyze the contents of an aqueous 
sample but allows use of a gas sensor. Since many more 
types of gas sensors are convenient and available than are 
liquid sensors, this approach may be more generally useful 
If other gas sensors are Interfaced to the liquid sampling 
system by means of semipermeable membrane technology. 

INTRODUCTION 
Chemical sensing techniques with continuous real-time 

analysis have attracted intense interest in the last decade (1). 
The on-line determioation of specific chlorioated hydrocarbons 
io wastewater is an important analytical problem. Water often 
contains more than a single pollutant and the most frequently 
applied methods for analysis include separation methods, 
especially gas chromatography. The Federal Environmental 
Protection Agency (EPA) approved method of collection and 
analysis of volatile organic priority pollutants involves ob
taining a grab water sample from an effluent stream, trans
porting the sample to a laboratory, and analyzing the sample 
by a procedure called the purge and trap technique which 
includes analysis by GC/MS (2). While GC/MS methods are 
extremely versatile, sensitive, and selective, they are not 
real-time (continuous) or inexpensive. On-line process mon
itoring or screening methods that could be applied in the field 
would benefit from a low-cost alternative for the determioation 
of chlorinated hydrocarbons. 

There have been significant advances in the field of mem
brane technology. Hellgeth and Taylor (3) have described a 
method for on-line aqueous based reversed-phase high-per
formance liquid chromatography/Fourier transform infrared 
spectrometry. This method involved the detection of the 
organics in an aqueous/ organic segmented stream through a 
flow cell which is constructed by using multiple layers of 
Teflon membranes. Blanchard and Hardy (2) introduced a 
separation method based on the permeation of volatile organic 
compounds through a silicone polycarbonate membrane from 
an aqueous sample matrix into an ioert gas stream. A portion 
of this stream was then injected into a capillary gas chro
matograph. Recently, Melcher (4) developed a silicone 
membrane/flow injection system for the determination of 
trace organic compounds in aqueous samples. Organic com
pounds in the injected sample permeate a tubular silicone
rubber membrane and are collected in a gaseous extractant 
external to the flowing liquid. The extractant containing the 
permeated compounds flows through a detector producing a 
peak response. No examples of the use of permeation mem-
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branes with simple chemical sensors have been reported. 
In contrast to the above methods, our efforts have centered 

upon the development of an interface that employs a tubular 
silicone-rubber membrane to extract volatile chlorinated hy
drocarbon compounds from a water matrix for subsequent 
presentation to a gas sensor. The purpose of this paper is to 
illustrate that the use of a rugged permeation membrane in 
combination with a low cost, small, selective gas sensor can 
provide a tool for on-line and near real-time, selective analysis 
of chlorinated hydrocarbons in an aqueous sample matrix. 

EXPERIMENTAL SECTION 
Sensor. The specific sensor for chlorinated hydrocarbon vapors 

used in this work consiss of an inner (negative) and an outer 
(positive) electrode separated by a rare-earth-doped ionic sem
iconductor as shown in Figure 1. Typical materials of construction 
include mixtures of lanthanum oxide and lanthanum fluoride (5). 
The outer electrode serves as a heater as well as a sensor terminal. 
The temperature of the sensor element is maintained at ap
proximately 500°C. A dc potential of about 4 V across the 
electrodes is maintained and the resistance is measured using 
Ohm's law and the voltage drop across a known resistor (see Figure 
1). In the absence of a chlorinated hydrocarbon vapor, a high 
resistance is observed and the conduction between the terminals 
is very small. But in the presence of a chlorinated hydrocarbon 
vapor, the resistance decreases significantly and this increases 
the current flow between the terminals. The magnitude of the 
sensor background current at constant de bias voltage is very 
sensitive to the presence of chlorinated organic vapors in the 
atmosphere surrounding the sensor since these gases alter the 
resistance of the semiconductor surface. This resistance or im
pedance change in the presence of chlorinated organic vapor is 
the analytical "signal" from this sensor, i.e., the impedance is a 
function of the concentration of the chlorinated vapor present. 
The sensor is relatively insensitive to many hydrocarbon con
taminants found in industrial situations. The enhanced reactivity 
toward compounds with high electron affinity makes the sensor 
selective to chlorinated organic vapors even in the presence of 
hydrocarbons. 

Electronic Apparatus. An in-house electronic circuit was 
built for the control of the sensor heater voltage and for the 
detection of the analytical signal. A separate battery is used to 
apply a fixed voltage to the sensor at pin 1 (Figure 1) and this 
battery is in series with a fixed resistor. To measure the current 
through the sensor, the voltage drop across the fixed (1 k(J) resistor 
is measured. Once the current is known, the impedance of the 
sensor is calculated by dividing the bias voltage by the current. 
The conductance of the sensor is the inverse of the impedance. 

Permeation Apparatus. Since the chlorinated hydrocarbon 
sensor is a gas sensor, it is necessary to convert the aqueous sample 
containing the analyte into a vapor sample suitable for analysis 
by the gas sensor. After several permeable membranes and several 
geometries were tried, a permeation apparatus as illustrated in 
Figure 2 was assembled for our initial evaluation of the sensor. 
The permeable tubing is Silastic Medical-Grade Tubing (0.012 
in. i.d. X 0.025 in. o.d.) manufactured by Dow Corning. Silicone 
materials preferentially allow organic compounds to permeate 
while rejecting water and other highly polar molecules. Many 
strands of permeable tubing are used to increase the total 
transport of analyte at low concentrations and increase the total 
flow rate of vapor to the sensor at low applied pressures. Since 
chlorobenzene is almost insoluble in water, the water was stirred 
during analysis to provide mixing and homogeneous contact of 
the solution with the silicone tubing. Both "wrist-action shaker" 
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Figure 1. Chlorinated organic vapor sensor. 
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Figure 2. Permeation apparatus used to expose aqueous samples to 
permeable tubing. 
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and "bar-stirrer" methods were attempted but the best mixing 
was accomplished with a simple magnetic stirrer. The gauze (see 
Figure 2) separates the permeable tubing and magnetic stirrer 
to prevent the stirring bar from inflicting damage to the tubing. 

Procedure. Figure 3 presents a block diagram of the exper
imental apparatus for measurement of the concentration of a 
chlorinated hydrocarbons in a water. The carrier gas (typically 
air) is pushed through the tubing with a small air pump and then 
directed to the sensor. When the permeable tubing is submerged 
in the water, organic compounds permeate through the silicone 
wall and are picked up in the carrier gas while polar liquids (and 
especially water vapor) are preferentially rejected. The gas sensor 
can detect the chlorinated organic vapors and the sample flow 
is maintained constant during analysis. The output ofthe sensor 
is continuously monitored and is a function of the concentration 
of chlorinated hydrocarbon in the vapor phase or in the water. 

RESULTS AND DISCUSSION 
Sensor Characterization. It has long been known that 

adsorption of a foreign species on a semiconductor surface will 
provide surface states (6) and that the electrical properties 
of semiconductor oxide catalyste change when adsorption or 
reactions occur on their surfaces (7). 

Consider the nature of the semiconductor material. If the 
conductance of the sensor can be interpreted as resulting from 
a single surface state, then 

(J = (Jo[a/ao] exp!-(E, - Et)/kTl (1) 

where (J is the conductance, [a / ao] is the ratio of occupied to 
unoccupied states, E, is the energy of the conduction band, 
and E t is the energy of the surface state (S). 

At constant temperature the conductance of the sensor bead 
changes with the partial pressure of the reacting gas due to 
a change in the ratio of the densities of states. This pressure 
dependence of conductance often takes the form 

(2) 

for chemisorption on a transition-metal-oxide system (6, 9, 
10). This is consistent with the effect produced by a modified 
Langmuir adsorption isotherm equation (J 1) for a condensible 
vapor (such as the volatile chlorinated hydrocarbons used in 
this study) chemisorbing on the sensor surface. We can now 
express eq 1 as 

At constant temperature eq 3 can be interpreted as 

In (J = In k' + m In P 

Equation 3 may also be interpreted at constant pm as 

(3) 

(4) 

In (J = In k"- (E, - Et)/kT (5) 

Exhaust 
I """-,,,'..J Permeat ion I '~--<",-----, 

apparatus 

By pass '-.-'W\N'-~-~. 4 V 
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Figure 3. Experimental apparatus for selective analysis of aqueous chlorinated hydrocarbons using a gas sensor. 
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Figure 4. Sensor signal to 1000 ppm chlorobenzene in air (140 
cm3/min) at different heater voltages (i.e. operating temperature). 

Table I. Relationsbip between Sensor Signal and Flow 
Rate" 

flow rate, em3 fmin conductance (0"), 0-1 log cond In u 

110 1.48 X 10-' -11.12 
150 1.15 X 10-' -11.37 
175 9.63 X 10'" -11.55 
200 8.12 X 10'" -11.72 
310 3.76 X 10'" -12.49 
360 2.96 X 10'" -12.73 
516 1.16 X 10'" -13.67 

"Regression of flow rate and log yield: constant, -10.4566, R2, 
0.9980; slope, -0.0063. 

This type of model for the gas sensor response has been used 
to describe the response of p-type cobalt oxide to carbon 
monoxide (12) and can be used to explain the response of 
n-type semiconductors to various gases (13, 14). 

The sensitivity of the chlorinated hydrocarbon sensor is 
highly dependent upon the heater voltage which controls the 
temperature of the sensor. The sensor signals at the different 
heater voltages at constant concentration of 1000 ppm chlo
robenzene in air are given in Figure 4. The sensitivity in
creases as the heater voltage increases (i.e., as the temperature 
of the sensor is increased) but after a voltage of 3.365 V, the 
signal amplitude increases slowly. In order to prolong the 
lifetime of chlorinated hydrocarbon sensor and to maximize 
the sensitivity, a heater voltage of 3.365 V was used. 

At high gas sample flow rate, the sensor signal decreases 
with the increasing flow rate. Since more heat is lost from 
the bead as the flow rate increases, the temperature of bead 
is inversely proportional to the carrier gas flow rate. This is 
consistent with eq 5, which predicts that the conductance of 
the bead should increase with a decrease in flow rate. Table 
I shows the relationship between sensor signal and flow rate. 
These data support the interpretation that simple dilution 
of the sample in the air carrier gas causes the loss in sensor 
signal at higher flow rates. The least-squares regression result 
(correlation coefficient, 0.998) supports eq 5 and our hy
pothesis. Considering both the analyte transport efficiency 
and sensor signal decrease with flow rate, an optimum flow 
rate of about 170 cm3 / min was chosen for this particular 
sensor system geometry. 

Table II illustrates the concentration dependence of the 
chlorinated hydrocarbon sensor response and these data 
support the conductance theory described by eq 4 above. The 
five gas concentrations (6.25, 12.5, 25, 50, and 100 ppm) of 
chlorobenzene in air were detected by the sensor at constant 
heater temperature and constant flow rate with an amplifier 
of gain about 10. The linear relationship of the log conduc-

Table II. Sensor Response to Chlorobenzene in Air at 
Different Concentrations 

cone P, ppm 

6.25 
6.25 

12.50 
12.50 
25.00 
25.00 
50.00 
50.00 

100.00 
100.00 

cond (f,a n-1 

1.325 X 10'" 
1.350 X 10'" 
2.200 X 10'" 
2.250 X 10'" 
4.100 X 10'" 
4.125 X 10'" 
8.500 X 10'" 
8.625 X 10'" 
1.502 X 10-' 
1.496 X 10-' 

log conc (In P) 

1.833 
1.833 
2.526 
2.526 
3.219 
3.219 
3.912 
3.912 
4.605 
4.605 

log cond (In u)' 

-13.534 
-13.515 
-13.027 
-13.005 
-12.405 
-12.398 
-11.675 
-11.660 
-11.106 
-11.110 

"u = (5.3854 X 10-7) + (1.4727 X 1O-7)P; correlation coefficient, 
0.9955. 'In u = -15.2148 + 0.8920 In P; correlation coefficient, 
0.9966. 

Table III. Sensor Responses to Chlorobenzene in Water at 
Different Concentrations 

conc P, ppm 

500 
1000 
2000 
5000 

10000 
50000 

cond u, 0-1 

8.325 X 10-7 

1.288 X 10'" 
2.088 X 10'" 
3.125 X 10'" 
3.700 X 10'" 
4.825 X 10'" 

log conc In P log cond In u" 

6.21 
6.91 
7.60 
8.52 
9.21 

10.82 

-14.00 
-13.56 
-13.08 
-12.68 
-12.51 
-12.24 

"In u = -16.1562 + 0.3829 In P; correlation coefficient, 0.9565. 

Figure 5. Responses of gas sensor to the air flow from the permeation 
apparatus during 10-min exposures of the permeation apparatus to 
aqueous chlorobenzene samples. 

tasnce and log partial pressure (i.e. the gas concentration) of 
chlorobenzene vapor is consistent with the results predicted 
by our model of sensor response at concentrations below about 
500 ppm. 

A series of different concentrations of cblorobenzene in 
water were prepared. The signals produced when the silicone 
tubing is immersed in the aqueous samples are shown in 
Figure 5. The high concentration requires more time to 
completely purge from the system than the low concentration. 
The reason for this can be explained because a longer time 
is required for cleaning the contamination from the silicone 
tubing after saturation with the analyte. The signal magnitude 
at high concentrations (500-50000 ppm) of chlorobenzene in 
water (Table III) is clearly not linear. However, the response 
is linear at low concentrations and low concentrations are of 
greater interest here (see Figure 6). The linear regression 
line for chlorobenzene in Figure 6 has a correlation coefficient 
of 0.9993 confirming linear response. The nonlinear results 
above about 500 ppm may be attributed to the low solubility 
of chlorobenzene in water. Studies have confirmed the ability 



Figure 6. Responses of sensor to chlorobenzene, 1,1, I-trichloro
ethane, and chloroform at several concentrations in aqueous samples. 

10 

Time (mTn ) 

Figure 7. Response characteristics for the sensor to (1) 100 ppm 
aqueous phenol, (2) 100 ppm chlorobenzene in water, and (3) 100 ppm 
chlorobenzene in 100 ppm aqueous phenol. 

to use silicone membranes beyond the solubility point (15), 
but a precise model of this behavior has not yet been pub
lished. 

Three different chlorinated hydrocarbons, chlorobenzene, 
1,1,1-trichloroethane, and chloroform, in water were (indi
vidually) analyzed by using the sensor-permeation system. 
The responses at different aqueous concentrations (10-500 
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ppm) were recorded by using an amplifier with a gain of 220 
to boost the signal. There is a clear relationship between the 
response for all three chlorinated compounds and the con
centration. This response was more clearly linear for the less 
volatile compound. With the same apparatus, no response 
could be detected for 1000 ppm of either hexane and phenol 
in the water. Figure 7 shows response characteristics for the 
sensor to (1) 100 ppm aqueous phenol, (2) 100 ppm chloro
benzene in water, and (3) 100 ppm chlorobenzene in 100 ppm 
aqueous phenol. It illustrates that the apparatus can be used 
for monitoring chlorinated hydrocarbons in water even in the 
presence of phenol. 

CONCLUSIONS 
There are several major conclusions from this study. Using 

a semipermeable membrane allows the application of relatively 
inexpensive gas sensors to the analysis of liquid samples. The 
use of inexpensive gas sensors offers an opportunity to design 
relatively low cost, small, and rugged equipment with the 
potential for continuous on-line analysis of aqueous streams. 
The simple silicone permeation tube is rugged, resistant to 
many chemicals, and easily inserted into the water stream and 
can provide the analyte to the gas sensor in a form suitable 
for quantitative analysis. The selectivity of gas sensors can 
be exploited by using the approach described herein. 

There is a linear relation between the sensor response and 
the sample concentration for chlorinated hydrocarbons at low 
concentrations. The fact that the system operates with dilute 
samples under constant conditions simplifies stability prob
lems associated with the USe of semiconductor sensors. 

Future work will be focused upon understanding the sensor 
mechanism so that sensors with greater sensitivity can be 
fabricated. In addition, optimum geometry for the permeation 
system will be investigated to allow the design of practical field 
sampling systems for continuous analysis of chlorinated hy
drocarbons in water with more rapid response time. 
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On-Line Fluorescence Lifetime Detection for Chromatographic 
Peak Resolution 

W. Tyler Cobb and Linda B. McGown' 

Department of Chemistry, P. M. Gross Chemical Laboratory, Duke University, Durham, North Carolina 27706 

Frequency-domaln fluorescence IHetime measurements, made 
on-the-lly during high-performance liquid chromatography, 
were used to resolve overlapping chromatographic peaks of 
polycyclic aromatic hydrocarbons. Two-component hetero
geneHy analysis of the muHlfrequency lifetime data provided 
fractional IntensHy contributions for the individual components, 
which were multiplied by the total lIuorescence intensity to 
yield the peaks of each component. Excellent results were 
obtained when the lIuorescence lifetimes of the components 
were IIxed In the heterogeneity analysiS to values obtained 
from the on-the-lly lifetime chromatograms. Positive errors 
in the peak IntensHles were observed when the lifetimes were 
allowed to lIoat In the heterogeneity analysis; the source of 
the error has not yet been Identified but may be due to sys
tematic bias in the heterogeneity analysis software. 

INTRODUCTION 
Recent studies have explored fluorescence lifetime detection 

on-the-fly in high-performance liquid chromatography (HP
LC), using both time-domain (1-5) and frequency-domain (6, 
7) techniques. Analytical applications have included lifetime 
determinations for peak identification (5-7) and time-delay 
measurements for improvement of signal-to-noise ratios (1-3). 
Time-domain techniques have not yet been described for the 
resolution of overlapping chromatographic peaks. Preliminary 
studies of peak resolution in the frequency-domain, using 
on-the-fly measurements of phase shift and demodulation, 
have been described for a three-frequency instrument (7). 

In this paper, we describe the first use of on-the-fly lifetime 
determinations with a multifrequency fluorometer for chro
matographic peak resolution in HPLC. Heterogeneity analysis 
of the multifrequency data with a nonlinear least-squares fit 
provides the fluorescence lifetimes and fractional intensity 
contributions of each of the overlapping components, at 1-s 
intervals along the chromatographic peak. Alternatively, the 
lifetimes can be fixed to values found from the lifetime 
chromatograms for the individual components in non over
lapping peak regions, leaving only the fractional intensities 
to be calculated. In either case, the peaks of the individual 
components are reconstructed by multiplying the fractional 
intensity by the steady-state intensity at each point. Two 
mixtures of polycyclic aromatic hydrocarbon (PAH) COm
pounds were studied: a 6-component mixture and an 11-
component mixture. The chromatographic conditions were 
intentionally adjusted to give poor chromatographic resolution, 
in order to test the heterogeneity analysis resolution for a 
model system of P AHs with extensive peak overlap. 

THEORY 
The theory of phase-modulation fluorescence lifetime de

terminations and heterogeneity analysis has been described 
elsewhere (8). Briefly, the sample is excited with intensity 
modulated light, resulting in a similarly modulated fluores
cence signal that is phase-shifted and demodulated as a 
function of the fluorescence lifetime of the emitting species. 
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The lifetime T can be calculated from both the phase-shift and 
the demodulation, to give lifetimes T p and T m' respectively. 
For a homogeneous system of a single lifetime component, T p 

= T m' If the signal is heterogeneous, i.e., due to more than 
one ground-state component, then Tm > Tp' Determinations 
of T p and T m at multiple modulation frequencies can be used 
to resolve the heterogeneous signals, yielding the lifetime and 
fractional intensity contribution of each component. 

Chromatographic peak resolution is accomplished by per
forming heterogeneity analysis at discrete points along the 
chromatogram. At each point, the fractional intensity of each 
component is calculated by heterogeneity analysis and mul
tiplied by the total intensity at that point to find the intensity 
of the component. The peak of the component is constructed 
from the calculated intensities of the component along the 
chromatogram. 

EXPERIMENTAL SECTION 

The P AHs (99%, Analabs) and solvents (HPLC grade, Burdick 
and Jackson) were used as received for solution preparation. 
Solvents used as mobile phases were further purified by vacuum 
fIltration. Micromolar solutions of individual P AHs were prepared 
in acetonitrile, and PAH mixtures were prepared directly from 
these solutions. 

Reversed-phase chromatography was performed with a dual
pump HPLC system (Waters) with a 10 X 0.3 em glass cartridge 
column assembly, including Vydac 201P packing and a C-l8 guard 
column, and fixed UV absorption detection at 254 nm. The P AHs 
were injected manually and eluted isocratically with a flow rate 
of 0.3 mLjmin. The 6-component mixture was eluted with a 100% 
acetonitrile mobile phase; an 87% solution of acetonitrile in water 
was used for elution of the 11-component mixture. 

The eluted PAHs passed from the absorbance detector into 
the 48000S phase-modulation spectrofluorometer (SLM Instru
ments, Inc.), for on-the-fly, simulteneous detection of fluorescence 
intensity and lifetime. The instrumental configuration for these 
studies includes a 450M W xenon arc lamp, excitation monochro
mator, electrooptic modulator compartment, a 20-I'L black quartz, 
"low-fluorescence" flow cell (Hellma) in a thermostated sample 
chamber, emission filters, PMT detectors, and an IBM PC-AT 
for data acquistion and analysis. 

Lifetime calculations and heterogeneity analysis were performed 
with software provided with the instrument. A reference fluo
rophore, 9-anthracenecarbonitrile (9AC, T = 11.31 ns in aceto
nitrile), was used to calibrate the phase and modulation of the 
excitation, as has been previously descried (7). The instrument 
heterogeneity analysis software provides a nonlinear least-squares 
(NLLS) fit to multifrequency data 

The fluorescence lifetimes of the PAH compounds used in the 
two mixtures are shown in Table I. The lifetimes were determined 
on-line, under the same conditions that were used for the hete
rogeneity analysis experiments. For both mixtures, phase and 
modulation data were collected on-line, at 1-s intervals, at five 
modulation frequencies: 4, 10, 15, 25, and 35 MHz for the 6-
component mixture, and 5, 10, 15, 25, and 40 MHz for the 11-
component mixture. The 6-component mixture was excited at 
360 nm, and emission was observed through a combination of a 
399-nm longpass filter and a 600-nm shortpass filter. For the 
II-component mixture, excitation was at 330 nm, and emission 
was observed through a combination of a 345-nm longpass filter 
and a 600-nm shortpass filter. Under these wavelength conditions, 
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Table I. Abbreviations, Peak Numbers and Fluorescence 
Lifetimes of the P AH Compounds 

abbrevia- peak no.a 

PAH tion 6-comp 11-comp T, ns 

anthrecene 1 4.0 
fluoranthene 2 30.5 
benz[aJanthracene BaA 3 15.8 
chrysene 4 12.9 
benzo [e Jpyrene BeP 5 16.9 
benzo[b Jfluoranthene BbF 2 6 27.3 
benzo[k Jfluoranthene BkF 3 7 7.8 
benzol a J pyrene BaP 4 8 14.9 
dibenzo [a,h J anthracene DBA 9 13.9 
benzo[ghiJperylene BgP 5 10 20.3 
indeno(I,2,3-cd)pyrene IP 6 11 6.9 

a Peak numbers for 6-component and ll-component mixtures. 
In order of elution, corresponding to numbers in Figures. 
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Figure 1. Fluorescence lifetime chromatogram of the 6-component 
mixture at 10 MHz. Solid line is steady-state (de) intensity, squares 
are T P' and triangles are T m' Peak numbers correspond to PAHs as 
numbered in Table I. 

background from scattered light and Raman scattering are neg
ligible. 

RESULTS AND DISCUSSION 
6-Component Mixture. Figure 1 shows the fluorescence 

lifetime chromatogram for the 6-component mixture at 10 
MHz. In regions where only one fluorescent component is 
present, T p = T m = constant (where the constant is the lifetime 
of the component), as expected. For regions where the 
chromatographic peaks overlap, T m > T P and the lifetimes 
change continuously across the region of overlap, reflecting 
the changing fractional intensity contributions of the two 
different components. For example, the extensively over
lapping BgP and IP peaks show the homogeneous BgP lifetime 
of 20.3 ns at the beginning of the peaks, followed by the 
heterogeneous lifetime region in which T m > T P and the life
times are decreasing, converging on the shorter lifetime of 6.9 
ns for IP in the homogeneous IP region at the end of the peaks. 
In this case, as well as in the overlapping peaks of BbF and 
BkF, and BkF and BaP, the lifetime chromatogram is able 
to indicate (1) the presence of more than one component (Tm 
> T p) and (2) the lifetimes of both components in the over
lapping peaks. 

It is important that the chromatogram in Figure 1 also 
shows fluorescence intensity, which is simply the dc, or un
modulated component, of the emission signal. It is an ad
vantage of the frequency domain approach that the phase, 
modulation, and steady-state intensity information is all ob
tained simultaneously, on-the-fly, from the same emission 
signal. 

The NLLS heterogeneity analysis of the five-frequency data 
set was performed point-by-point for the 6-component mix
ture. The fractional intensity contributions calculated by 
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Figure 2. Heterogeneity analysis resutts for the 6-component mixture. 
Solid lines are peaks for the same amount of the each PAH as in the 
mixture, injected separately (i.e., the "true values"). Squares and 
triangles represent the peaks calculated from the two-component fits. 
(a) Lifetimes of the two components allowed to float. (b) Lifetimes fIXed 
to values found from Figure 1. 

NLLS were multiplied by the de intensity at each point, in 
order to obtain the resolved peaks of the individual compo
nents. 

The peaks resolved by NLLS for each component in the 
mixture were compared with peaks obtained for indentical 
amounts of each component, injected separately. The com
parison is shown in Figure 2a for the five-frequency data set. 
The heterogeneity analysis was also performed on various four
and three-frequency subsets of the five-frequency data set. 
Results for four-frequency data sets were very similar to those 
for the five-frequency set, whereas the results showed sig
nificant degradation when only three frequencies were used. 

As shown in Figure 2a, the NLLS results for a two-com
ponent fit are excellent for the chromatographically resolved 
fluoranthene, as well as for the peripheral, homogeneous re
gions of the five partially resolved PAHs. In the heteroge
neous, overlapping regions, results are fairly good for BbF, 
BaP, and BgP, including good estimates of peak height. 
Results for BkF and IP are poor; in both cases, peak heights 
are overestimated. Of course, the performance of the hete
rogeneity analysis is not bad, considering the almost complete 
overlap of BgP and IP and the overlap of BkF on both sides 
of its peak (Figure 1). 

In order to improve the resolution of peaks in the mixtures, 
we fixed the lifetimes of the components in the heterogeneity 
analysis to the values found from the lifetime chromatograms. 
As shown in Figure 1, there is a region at the periphery of each 
peak where the lifetime information is essentially homoge
neous. Excellent results were obtained when the lifetimes were 
fixed, as shown in Figure 2b. 

ll-Component Mixture. Our first observation for the 
ll-component mixture was the presence of a small but sig
nificant background signal that had not been observed for the 
6-component mixture. The background was eventually 
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Figure 3. Steady-state (dc) chromatogram of the 11-component 
mixture at 10 MHz. Numbers above peaks refer to PAHs as numbered 
in Table !. 
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mixture at 10 MHz, with an expanded time axis relative to Figure 3: 
(a) peaks 1 through 4, expanded time axis; (b) peaks 5 through 8, 
expanded time axis; (c) peaks 9 through 11, expanded time axis. 
Legend as in Figure 1. 

identified as emission from the flow cell when excited at 330 
nm, which is required for simultaneous excitation of the 11 
PAHs. The background is not excited at the 360-nm wave
length used for the 6-component mixture, which is why the 
background did not appear in the earlier studies. 

The background emission is a broad peak from 400 to 600 
nm, with a maximum around 530 nm. The excitation spec-
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Figure 5. Heterogeneity analysis results for components 1 through 6 
in the 11-component mixture: (a) lifetimes of the two components 
allowed to float; (b) lifetimes fixed to values found from Figure 4. 

trum has an undetermined maximum below 290 nm in the 
UV and decreases to zero near and above 350 nm. Similar 
spectra are obtained for the flow cell containing acetonitrile, 
water, methanol, or air. 

For fluorescence intensity detection, the flow cell emission 
can be "zeroed out" using PMT voltage offsets. Unfortunately, 
when lifetime measurements are made, the background signal 
can still contribute to the observed phase and modulation, 
even though its dc contribution is offset to zero. We attempted 
to determine the lifetime of the flow cell luminescence but 
were unable to detect an ac (modulated) signal in the 1-250 
MHz range of the instrument. The complete demodulation 
at these frequencies, along with the large Stoke's shift of the 
emission, is indicative of phosphorescence (consistent with 
the "low-fluorescence" designation by the manufacturer), but 
this could not be verified within the frequency range of our 
instrument. 

Fortunately, the complete demodulation of the flow cell 
background means that it will not interfere with the P AH 
lifetime determinations, since it will appear as a constant, 
unmodulated dc contribution. It is therefore valid to use the 
PMT offset to eliminate the background signal, and this was 
done for the chromatograms of the 11-component mixture. 

The steady-state (dc) fluorescence intensity chromatogram 
of the mixture is shown in Figure 3. Under these chroma
tographic conditions, extensive (almost complete) overlap is 
observed between peaks 1 and 2 (anthracene and fluoran
thene) and peaks 5 and 6 (BeP and BbF). Peaks 3 and 4 (BaA 
and chrysene) are also highly overlapping. The remaining 
components, corresponding to peaks 7 through 11, are well
resolved. 

The lifetime chromatogram for the mixture at 10 MHz is 
shown in Figure 4, in which the time scale is expanded to 
emphasize the regions of peak overlap and lifetime heterog
eneity. Figure 4 clearly illustrates the ability of frequency
domain measurements to provide accurate lifetimes and to 
indicate regions of heterogeneity. Only in one case, that of 
the overlapping peaks 3 and 4 (Figure 4b), are the results 
misleading. The region clearly contains two peaks, yet the 
lifetinTes appear homogeneous. This is due to the very similar 



Anal. Chern. 1990, 62, 189-200 189 

lifetimes of the two components (16 ns for BaA and 13 ns for 
chrysene), which are not discernibly different at 10 MHz. 

Heterogeneity analysis was performed on the five-frequency 
data set. The NLLS-resolved peaks and the peaks obtained 
for the corresponding, individually injected components, are 
shown in Figure 5 for the partially resolved peaks 1 through 
6. Results are shown for NLLS both with floating lifetimes 
(Figure 5a) and with the lifetimes fixed (Figure 5b). In both 
cases, results are good for peaks 1 and 2, which have the 
greatest lifetime difference. Results are systematically high 
for peaks 5 and 6 with floating lifetimes and are greatly im
proved when lifetimes are fixed. Peaks 3 and 4, with the very 
similar lifetimes, are unresolved when lifetimes are allowed 
to float; some improvement is observed when the lifetimes are 
fixed. 

CONCLUSIONS 
This work has demonstrated the resolution of chromato

graphic peaks by heterogeneity analysis of multifrequency 
fluorescence lifetime data, collected on-the-fly for HPLC
eluted P AH compounds. Excellent results were obtained when 
lifetimes were fixed in the heterogeneity analysis to values 
obtained directly from the lifetime chromatograms. Positive 

errors were generally observed when the lifetimes were allowed 
to float in the heterogeneity analysis. The source of the 
positive error is not yet known; however, we have observed 
similar errors for batch heterogeneity analyses of these com
ponents. We are currently investigating the possibility of 
systematic bias in the system software for NLLS heterogeneity 
analysis. 
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the Mass Balance Equation? 
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Two distinctly different approaches have been used to simu
late the movement of bands through a chromatographic 
column. One example of the first approach Is the Craig dis
tribution model, which replaces the continuous column with 
a specific number of discrete equilibration processes. Thus 
H introduces the concept of (theoretical) plates into chroma
tography, but is not able to explain satisfactorily their signif
icance. The second approach is based on the mass balance 
equation which can be integrated numerically over time and 
space to give the elution profile. This calculation can be 
performed by using finite difference methods to extrapolate 
from the concentration value at a given time and position in 
the column to the next value. In this paper we discuss the 
physical meaning of the numerical integration process fol
lowed by the finite difference methods. We show that both 
approaches are equivalent and that the band broadening 
produced by the different methods, due to .. numerical 
diffusion", can be explained similarly. Since this effect is 
sufficiently well-known now, we can introduce a variable 
amount of additional diffusion and thereby control the overall 
dispersion. 

INTRODUCTION 
In analytical chromatography the migration of sample zones 

through the column is described by simple relationships. The 
peaks are nearly symmetrical, their retention times are directly 
proportional to the column leng1h, and so the band variances, 

0003-2700/90/0362-0189$02.50/0 

the retention times, and the bandwidths are independent of 
the composition of the sample. Therefore it is relatively easy 
to calculate the performance of the chromatographic system 
under various experimental conditions and to choose the 
optimum ones for the experiment. 

This remains true only as long as the sample load is low 
compared to the saturation capacity of the column. For 
preparative separations, large volumes of very concentrated 
solutions are injected in order to produce as much purified 
material as possible in a given time. Consequently, the column 
is highly overloaded and the peak profiles become unsym
metrical and depend strongly on the amount of material in
jected. Most noticeably, the migration velocity of the band 
front changes with the sample size. 

A better understanding of these phenomena is needed to 
develop practical optimization procedures for the applications 
of preparative chromatography. Several simple equations have 
been proposed that predict the nonlinear behavior of the band 
of a pure compound in overloaded chromatography (1-5). As 
far as a generalization of these equations to the case of mix
tures of two or more components is possible (6-9), they can 
be used to find the optimum conditions for a preparative 
separation (6, 7, 10, 11). Because of the strong mutual in
teractions that take place between two solutes and the severe 
deformation of their bands, however, an accurate description 
of the complete elution profIle is necessary to achieve a correct 
optimization (8-11). 

For this purpose computer programs have been developed 
that imitate the migration of the bands down the column (2, 
6, 12-19). The simulated chromatograms obtained under 
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different chromatographic conditions can then be compared. 
A simplex optimization approach can be used in simple cases 
(20). The accuracy of these predictions may depend on the 
way the elution profiles are generated. Due to the approxi
mations made in the numerical calculations, we bave to expect 
certain errors (19, 21). In some cases these errors can be 
compensated in part, but for a complete control of them, we 
need to know how they form and propagate. 

In this paper we compare three finite difference methods 
and explain the calculation procedures followed from two 
different points of view. The previously published derivation 
(17) was based on theoretical results regarding the solution 
of systems of partial differential equations (14). Since it is 
difficult for an analytical chemist to visualize this type of 
formalism, we present first a physical model of the calculation 
process, in which the sample mass is transferred stepwise 
through a grid of cells. In one special case this approach 
coincides with the model of chromatography introduced by 
Craig (22-25). Using the analogy to a binomial distribution, 
we can also find expressions that relate the band broadening 
due to the mode of propagation to the grid spacing. A com
parison of the rate and plate models has been given recently 
for linear chromatography by Karol who showed the con
vergence of both approaches (26). 

I. CHROMATOGRAPHIC TERMS 

In chromatography, we may assume that the column has 
only one dimension and that the movement of the mobile 
phase takes place only along the column axis. An individual 
sample molecule can move at only one of two possible ve
locities. Part of the time, the molecule is dissolved in the 
eluent and is transported at the mobile phase velocity, u, while 
for the remaining time, it interacts with the stationary phase 
and does not move at all. Thus, its retention time, tR, is the 
sum of the time that the eluent itself needs to pass through 
the column (hold-up time, to) and the extra time that the 
sample molecule stays in the stationary phase (net retention 
time). The capacity factor commonly used in linear chro
matography, k', is the ratio of these two times. For reasons 
that will be clarified later, and in view of extending the concept 
to nonlinear chromatography, we will use the symbol K for this 
ratio. The fraction of time a molecule spends in the mobile 
phase is then equal to 1/ (K + 1). The linear velocity of the 
sample molecule, UR (i.e., the ratio of the column length to 
the overall retention time), is the average of the two velocities, 
U and zero. Thus, UR = U/(K + 1), with tR = L/UR = (1 + K)tO' 

We see later in this section how to extend this concept, which 
is classical in linear chromatography, to nonlinear chroma
tography. 

If we consider a large number of molecules instead of one, 
the fraction of molecules that are in the mobile phase at any 
time is equal to the fraction of time spent there, on the av
erage, by one molecule. Thus, K is the mass distribution 
coefficient (25), the ratio between the amounts of compound 
in the stationary and the mobile phases, at a given time. Since 
we assume instantaneous equilibration (which is always nearly 
achieved in practice), we have very frequent interchanges 
between retained and free molecules. Thus, we can consider 
the movement of the molecules as continuous and the velocity 
of a group of molecules at concentration C is UR (microaver
aged velocity). 

In linear chromatography the retained amount of a com
pound is strictly proportional to its concentration in the mobile 
phase and the fraction of molecules adsorbed is constant. 
Consequently, the mass distribution coefficient, KO = k', is 
constant, and so is the average velocity of the molecules of 
an injected band, UR.O' When the adsorption isotherm is not 
linear, however, this fraction depends on the local concen
tration and varies over the entire peak profile. This means 

that molecules in different parts of the peak move at different 
velocities and, consequently, the peak shape must change 
during its migration. Therefore the local values of UR and K 

are both functions of the local concentration through the 
adsorption isotherm. It must be remembered, however, that 
the velocity UR is the velocity at which those molecules 
propagate which are at time t and position z of the column 
in a slice of mobile phase where the concentration is C. 
Concentrations decrease during the elution of a band, so a 
short time later the same molecules will be found at lower 
concentration; their velocity has changed (usually decreased) 
and the slice that holds them is thicker. 

The examples in this paper were calculated with either 
linear or Langmuir isotherm expressions. The Langmuir 
equilibrium isotherm relates the concentration of solute in 
the stationary phase, q, to its concentration in the mobile 
phase, C, as follows: 

aC 
q=l+ or 

q 

C 
a 

1 + bC 

For low sample concentrations, the ratio between q and C 
approaches a constant value, the Nernst distribution coeffi
cient, K = a. Since we define K as the mass distribution ratio, 
the dependence of K on the concentration is given by the 
analogous relation (the limit at low concentrations being k' 
= KO) 

KO 

K = 1 + bC (1) 

However, other isotherm types can be employed as well. 
Especially, for a multicomponent mixture there is competition 
for the adsorption sites between the different components of 
the sample mixture, and an appropriate competitive isotherm 
must be used. Then, the K value for one compound depends 
on the concentrations of all the other solutes. In all of these 
cases, the expression (1) has to be replaced by the corre
sponding one that gives K as the mass distribution ratio be
tween the two phases. Throughout this paper, the symbol K 

stands for any such expression. 
The local average linear velocity of the solute molecules, 

UR = u/ (K + 1), is calculated with this K value, and therefore 
depends also on the local concentrations for a multicomponent 
system. It should not be mistaken for the velocity u" asso
ciated to a certain concentration of solute on a continuous 
diffuse profile, which is used in other publications (1, 4, 21, 
27) and is based on the derivative of the adsorption isotherm 
(u, = u/[1 + (dq/dC)]. The velocity u, describes quantita
tively how the position of the point where the concentration 
is equal to C on the continuous part of the profile at time t 
is related to the position of the point of the same concentration 
at time t + dt. It is very convenient to use u, to describe the 
change in the profile during the band migration (27), but it 
is not the velocity of propagation of the molecules in the slice 
of a band where the concentration is C. On the contrary, UR 

is this propagation velocity. 
We compare now two procedures for accounting quantita

tively for the elution profile of a pulse of a pure compound. 
The same method could be used for a multicomponent mix
ture or for other types of chromatographic experiments (e.g., 
frontal analysis, system peaks, displacement). The details are 
more complex but the principles remain the same. 

II. PROPAGATION THROUGH A GRID 
Since it is not feasible to monitor the movement of each 

individual molecule with an infinitely high time resolution, 
the column is divided into slices of width f:::,z and time is given 
in multiples of D.t. (The appropriate choice of this space and 
time increment size will be discussed later.) Thus, we have 
discretized time and space and defined a grid, as shown in 



Table I. Development of the Chromatograms of Figure 3 
(k' ~ 5): Injection Pulse 10 Concentration Units in 0.1 s 

Method I: Symmetrical in Time (C",_" C",) 
Az ~ 500 "m, 6.t ~ 4,0 s, P ~ 2,0 

time 

0.25 
0,125 0,125 

n 0.0625 0,1250 0,0625 
g 0.03125 0,09375 0.09375 0.03125 
t 0.01563 0.06250 0.09375 0,06250 0.01563 
h 

Method II: Symmetrical in Space (C,_lt, C,,) 
Az ~ 1000 "m, 6.t ~ 2,0 s, P ~ 0,5 ' 

time 

0,25 0.125 0,0625 0,03125 0,01563 
0,125 0,1250 0,09375 0.06250 

n 0.0625 0,09375 0.09375 
g 0.03125 0,06250 
t 0,01563 
h 

Method III: Symmetrical Toward Diagonal (C",_" C~I,,) 
Az ~ 250 "m, 6.t ~ 1.0 s, P ~ 1.0 

0,5 
0,25 

n 0,125 
g 0.0625 
t 0.03125 
h 

0,25 
0.25 
0.1875 
0,1250 
0,07813 

time 

0,125 
0.1875 
0.1875 
0,15625 
0,11719 

0,0625 
0.1250 
0,15625 
0,15625 
0,13672 

Craig Model: As Method II, u ~ Az( 6.t 
6.z ~ 600 "m, 6.t ~ 0.4 s, P ~ 0,167 

n 
g 
t 
h 

0.41667 0.34722 
0.06944 

1 t-z 

time 

0,28935 
0,11574 
0,01157 

time 

0,24113 
0,14468 
0,02894 
0,00193 

0.03125 
0,07813 
0,11719 
0.13672 
0,13672 

0.20094 
0.16075 
0.04282 
0,00643 
0.00032 

Figure 1, Grid pf concentration values over elution time and column 
length, 

Figure 1 and Table L Now, we want to calculate Cz", which 
denotes the concentration in the zth slice of the column after 
the tth time interval. The solute concentration in the mobile 
phase, averaged over Az and M, has to be calculated for every 
segment of the column, after each time interval. In linear 
chromatography the mobile phase concentration C" is strictly 
proportional to the to'tal amount of sample in this cell and 
the change of concentrations in the mobile phase therefore 
is equivalent to the displacement of mass in both phases. 

The vertical columns of the grid represent the concentration 
profiles along the chromatographic column at a given time; 
the horizontal rows show how the concentration changes over 
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Method I 

Method II 

Method 1I1 IFfT 
Figure 2. Three different methods for propagation through a grid. 

time at one point in the column. Thus, the first row (z = 0) 
is entered as the injection profile and the last row (z ~ L) is 
the elution profile at the end of the column, the simulated 
chromatogram. 

When a zone of the sample moves through the column, the 
corresponding concentrations are transferred through the 
grid from the head of the column to the outlet and from the 
time of injection to the time of elution. In the simplest case, 
the amount in the first cell would be displaced by exactly 
one length increment for every time interval. Then the 
sample would be handed down along the diagonal of the grid 
and the new concentration Cz , would be identical with the 
concentration Cz-1,'-1 that at the previous time had been at 
the preceding position. At any given grid spacing this is 
possible only for one specific peak ve/ocity, UR = Az/ fl.t, i.e. 
for one retention. For all other K values, however, the sample 
band has to move through the grid at different angles and 
the two neighboring points in the grid, Cz-1 , and Cz '-I> will 
also contribute to the new concentration. ' , 

Each K value corresponds to a vector in the grid that gives 
the direction in which the sample migrates. In the general 
case, this direction does not point from the center of one cell 
to the center of another one. The mass should rather be 
moved to some point between two grid locations. This means 
that it is not possible to transfer simply the full content of 
one cell to the next. In order to propagate correctly the 
content of one cell, the mass is split up in two parts and shared 
between two neighboring cells, in the proper ratio, so the 
center of mass still moves to the target location. 

This can be done in many different ways, the most im
portant and practical of which are combinations of the three 
simple ways shown in Figure 2 as methods I, II, and III. The 
target vector is the same in all three cases, but it is replaced 
by three different combinations of grid vectors. The grid 
spacing also has to be adjusted so that the target vector points 
in the space between the grid vectors (see below). 

In method I the contents of each cell (z,t) are propagated 
from the row z (current position in the column) to the row 
z + 1 (next position). In order to produce the correct average 
time delay corresponding to the proper retention, one part 
is transferred with a retention of one full fl.t to the time t + 
1, and the remainder needs no time at all. Thus the amount 
from cell (z,t) is distributed between the cells (z+l,t) and 
(z+ l,t+ 1). The fraction that is moved in time by one time 
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interval is equal to II P, which is determined by the K value. 
P is the normalized peak velocity or Courant number (21) 

P= _u_ tJ.t 
K + 1 tJ.z 

Since the target displacement (see Figure 2) is produced 
as a combination of the two grid vectors, the new center of 
mass can only lie between the points (z+l,t) and (z+1,t+1). 
There is no contribution toward more distant cells. Therefore 
the range of K values that can be produced by this propagation 
scheme is limited. On the low side (P = "'), infinitely fast 
transport through the column is theoretically possible, even 
though this does not correspond to any practical situation. 
The upper limit, on the other hand, is given by the diagonal 
of the grid. At a given mobile phase velocity and grid spacing, 
the highest K value accessible is given by P = 1, hence 

Kmax + 1 = u(tJ.t I tJ.z) 

This limit is identical with the one calculated from the 
"Courant-Friedrich-Lewy condition" (14,28), which is derived 
from the theory of partial differential equations. Here it 
follows from obvious considerations. Thus, method I is 
mathematically sound and very convenient (see later). 
However, since it requires that part of the cell content is frozen 
in time, it has no physical meaning or equivalent. 

With method II, propagation is carried out from column 
t to column t + 1. After one time interval, part of the mass 
from (z,t) has traveled to the next cell downstream (z+1,t+1), 
whereas the remainder stays at the old position (z,t+ 1). This 
scheme can be duplicated experimentally. In fact, one special 
case of method II turns out to be identical with the Craig 
distribution mechanism (see following section). Method II 
is the natural complement of method I: here it is the lowest 
possible K value that is determined by the diagonal of the grid, 
while infinitely slow propagation is possible (K = "') as the 
other extreme. The fraction of molecules that move ahead 
to the next position in the column is equal to P. 

In method III, finally, the target displacement is produced 
with the help of the two orthogonal grid vectors and mass is 
transferred from the cell (z,t) into the cells (z,t+ 1) and (z+ 1,t). 
Mass is split up perpendicular to the diagonal of the grid. The 
distribution ratio is 1 I (1 + P) to PI (1 + Pl. With this method 
there is no limit to the range of K values that are accessible 
to simulation: both infinitely fast and slow propagations can 
be generated, i.e., propagation parallel to either of the axes 
of the grid. Again, since it is not possible to freeze time in 
practice, method III cannot be duplicated experimentally. 

In all three cases, mass from one cell is distributed between 
two following cells, which are, respectively, one step down the 
column, one step in time, or both. Thus we can calculate the 
concentrations at all the points in the grid, from the injection 
profile, at the upper left corner, to the elution band profile 
on the lower right. At the same time, each new cell concen
tration value is made up of two contributions, coming from 
two preceding cells. This leads to the following equations 
which are used to transfer mass from one point of the grid 
down to the next, until finally the completed last row gives 
the chromatogram: 

method I 

C,.t = ( 1 - ~ )C'-l,t + ~C'-l,t-l 
method II 

C"t = (1 - P)C"t-l + PC'-l,t-l 

method III 

(2) 

Chart I 

method a (3 'Y limit 

I l-(lIP) liP p;o,l 
II 1-P P PoSl 
III 1/(1 + P) PI(l + P) 

These three basic propagation methods can be considered 
as special cases of a general propagation procedure described 
by the following equation: 

C"t = ",C"t-l + {JC,-l,t + ,),C,-l,t-l (3) 

The three numerical coefficients ct, (3, and 'Y determine the 
contributions of the three previous cells to the composition 
of a new cell content These coefficients have to obey two basic 
relationships: their sum must be unity, in order to conserve 
mass, and the ratio of position-dependent over time-dependent 
contributions is equal to the normalized propagation velocity, 
P, in order to transfer mass in the proper direction 

",+{J+,),=1 
(J+')' =p=_u_ tJ.t 
'" + ')' (K + 1) tJ.z 

(4) 

Chart I summarizes the values of the parameters for the 
three methods. 

A Particular Case: The Craig Model. An early model 
that was used to explain the continuous chromatographic 
process is the Craig model (22-25). It replaces a column with 
a great number of identical separation flasks connected in 
series. Each flask or tube contains certain volumes of two 
immiscible fluids with different densities that serve as sta
tionary and mobile phases, respectively. The sample mixture 
is introduced into the first tube and both phases are equili
brated. Then the mobile phase of each tube is transferred 
to the next tube, taking along its part of the solute. The 
mobile phase in the last flask is collected, while fresh mobile 
phase is introduced into the first flask. Each flask is equil
ibrated and the process repeated as long as necessary. Con
secutive cycles transport the solute downstream, where its 
concentration can be monitored in the "effluent" from the last 
tube. 

When this model is applied to chromatography, the time 
per cycle is called the time interval tlt and the volume of one 
tube corresponds to the volume of one column segment of 
width tl.z. This means that the mobile phase moves byex
actly one tJ.z for every time unit tJ.t, or 

u = tl.z1tJ.t 

A retained solute travels more slowly, since at equilibrium 
only the fraction l/(K + 1) of its amount is present in the 
mobile phase and transferred to the next stage. Since the 
normalized mobile phase velocity u(tlt/ tl.z) is equal to unity, 
the quantity P in this case is equal to l/(K + 1). 

Thus, the situation is identical with a special case of method 
II, with a given ratio of grid spacings. When for method II 
a minimum K value of zero is chosen (i.e. an unretained peak 
can be propagated through the grid along its diagonal), this 
method coincides with the Craig model. 

III. BINOMIAL DISTRIBUTION IN A GRID 

In the previous section, we have pointed out that, in order 
to propagate the band of a retained compound at the proper 
velocity, we must split up the contents of each cell between 
two cells of the next column or row, so that the center of mass 
is moved correctly. This means that every step leads to some 
dispersion. The distribution ratio is governed by the local K 

value. When the isotherm is linear, the distribution process 



Table II. Evaluation of the Chromatograms of Figure 3 and 
Table I' 

retention peak 
time, variance, skew 

s s' HETP,I'm factor 

method I 400.0 1066.7 1000 0.04 
('" = 500 I'm, 600.0 1199.9 500 0.00 

t:.t = 4.0 s) 
method II 400.0 266.7 250 0.20 
('" = 1000 I'm, 600.0 1200.0 500 0.17 

t:.t = 2.0 s) 
method III 400.0 666.7 625 0.09 
(t:.z = 250 I'm, 600.0 1200.0 500 0.09 

t:.t = 1.0 s) 
Craig model 400.0 480.0 450 0.13 
(t:.z = 600 I'm, 600.0 1200.0 500 0.13 

t:.t = 0.4 s) 

'Conditions: column length L = 15 em, dead time tm = 100 s, 
linear velocity u = 0.15 em/5, k' = 3 and 5. Retention times, vari
ances, and skew factors were calculated from the weighted sums 
LtCL.ttn according to the method of moments (25). 

continues with a constant ratio through the entire grid. In 
nonlinear chromatography, however, this ratio varies with the 
current concentration. 

This can be seen most clearly in the Craig model, with a 
compound for which K = 1. For every time interval, the solvent 
is transferred by one length increment. Only half of the solute 
is transported with the mobile solvent, since the remainder 
stays in the stationary phase. In the next cycle, both halves 
are split up into two parts each, one being carried on and the 
other kept behind. This produces a concentration profile of 
1/4 to 2/4 to 1/4 which is the beginning of a symmetrical bi
nomial distribution (22-24). If the K value is not equal to one, 
or if a different grid spacing is used, the profile will not be 
perfectly symmetrical at first. After a sufficient number of 
distribution steps, however, all three methods will produce 
a nearly Gaussian distribution curve (23, 24). 

On the right-hand side of Figure 2, the first few steps are 
indicated by arrows, and Table I gives examples for the 
numbers generated. Like the natural behavior represented 
by the Einstein equation (25), method II produces a distri
bution that is symmetrical along the column. With method 
I the projection onto the time axis is symmetrical, and with 
method III it is symmetrical toward the diagonal of the grid. 
This can also be seen from the results in Table I. For the three 
methods, the grid spacing was chosen so that the concentra
tions are split up into equal parts. With the Craig model this 
would have been possible only for a K value of 1, since the 
solvent has to move by exactly one Az per At. 

When the peaks of the simulated chromatogram are eval
uated (Table II) , the skew factor for method II corresponds 
very well to the value expected when a symmetrical peak is 
eluted (29), whereas that for method I is unnaturally small. 

The band broadening produced by the migration through 
the grid can be calculated by using a relationship previously 
derived for the variance of an unsymmetrical binomial dis
tribution (30) 

0"/ = rp(I- p) (5) 

In eq 5, the variance is given in the corresponding units of 
the grid, r is the number of distribution steps, and p and 1 
- P are the fractions in which the contents of one cell are split 
up. For method I the variance (J/ is produced parallel to the 
time axis and is therefore equal to 0",2/ At'. The number of 
segments of the column is L / Az, and the corresponding value 
for p is found in eq 2. Similar reasoning leads to the ex
pressions for the other two methods 
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method I (symmetrical in time) 

r = LjAz p = IjP 

method II (symmetrical in space) 

r = t,jAt p=P 

method III (symmetrical with respect to the diagonal) 

(J," = ( Az (Jg + At (JgK : 1) r 
= Az2(J/(1 + P)2 

L t, 
r=-+-

Az At 

= ~(l+~) 
P 

P=l+P 
1 

1 + (IjP) 

The expressions for method III are more complicated since 
the contributions of both coordinates bave to be included. The 
number of distribution steps is equal to the sum of the num
bers of space and time intervals. Likewise, both the projec
tions ofthe standard deviation (Jg on the time and length axes 
are added and then the time contribution (Jt is converted to 
the equivalent standard deviation in length units. 

Once we have found the appropriate parameters for eq 5, 
we can calculate the height equivalent to a theoretical plate, 
H = (J,2/L or H = L(J,"/t,2). For the three methods consid
ered, band broadening consists of the same two terms, varying 
only in the sign 

method I 

method II 

method III 

H = -Az + _u_At 
K + 1 

H = +Az - _u_At 
K + 1 

H = +Az + _u_At 
K + 1 

(6) 

These equations show that the dispersion produced by the 
accumulation in the individual band propagation steps de
pends on the step sizes t:.z and t:.t and on the angle under 
which the sample migrates through the grid, as determined 
by its K value. For the first two methods H becomes zero when 
the concentration travels along the diagonal of the grid. For 
K values beyond this limit the concentration profiles would 
start oscillating wildly and the corresponding HETP values 
would appear negative, which is physically meaningless. 

Now it is possible to choose the appropriate grid spacing 
that will produce the desired amount of band broadening. 
This was done in the examples discussed in Figure 3 and Table 
II. The chromatograms were calculated for a binary mixture 
(linear isotherms) by using the methods I to III and the Craig 
method. The KO or k' values are 3 and 5, respectively. In all 
cases, the second peak has an HETP value of 500 I'm. The 
profiles calculated for this peak by the four methods coincide 
on all four chromatograms. For the first peak, with k' = 3, 
the values of the HETP were between 250 and 1000 I'm, 
depending on the method used. 
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y--_ .. _-----
1 H'" 250 11m 

Crall Yodel 

Figure 3. Chromatogram of two compounds (k 0' = 3 and k 0' = 5) 
calculated according to four different methods (linear isotherms). 
Column length L = 15 cm, dead time t m = 100 s. Grid spacing: 
method I, t:.z = 500 I'm, t:.t = 4.0 s; method II, t:.z = 1000 I'm, t:.t 
= 2.0 s; method II I, t:.z = 250 I'm, t:.t = 1.0 s; Craig model, t:.z = 
600 I'm, t:.t = 0.4 s. 

Equation 6 indicates also that we can obtain the same value 
of H with many different pairs of values of t:.z and t:.t. For 
each method there is one choice of the normalized propagation 
velocity, P, that leads to an exactly symmetrical distribution 
process (see Table I and second peak in Figure 3). For method 
I this corresponds to a value of 2 of the Courant number, P, 
equal to the one already recommended in the literature (17, 
21). This choice has the further advantage that the resulting 
plate height is equal to the grid spacing, t:.z, or, conversely, 
that the length increment is equal to the theoretical plate 
height. However, other combinations can be employed equally 
well, as long as P is kept greater than one. 

For the other two methods the symmetrical case does not 
seem to have any particular significance. The corresponding 
values for Pare 0.5 and 1, respectively, and the theoretical 
plate heights are 0.5 or 2 times as long as the grid spacing along 
the column length. Only at high retention does the plate 
height for both methods II and III approach t:.z. 

This is also true for the Craig model, which is a special case 
of method II. Originally, the Craig machine had served to 
introduce the concept of theoretical plates into chromatog
raphy. As in distillation, each stage represents one equili
bration step, and each such step improves the quality of the 
separation. Therefore the height of one stage can be taken 
as a measure of the efficiency of the column. However, this 
works only for continuous processes, When, for the simulation 
of chromatograms, time is also digitalized, we must expect that 
additional sources of dispersion arise (e.g., see the discussion 
of binomial and Poisson type distributions in ref 24). Only 
with infinitely small time increments or at infinitely high 
retention can we restore in the Craig model the equivalence 
between t:.z and the height of a theoretical plate. 

IV. SOLUTION OF THE MASS BALANCE 
EQUATION 

In the preceding two sections we have explained a procedure 
by which a solute is moved stepwise down the column, until 
the simulated chromatogram is generated and we have dis
cussed the properties of this procedure. A different approach 
to solve the same problem is based on the use of the partial 
differential equation which states the mass balance of a 
compound in a liquid chromatography column (17, 31) 

u ac + ac + FaQ = Da2c 
az at at az2 (7a) 

where Q is the concentration of the compound in the sta-

tionary phase and F is the phase ratio (assumed to be equal 
to unity in the previous sections). Assuming a semi-equilib
rium model, Q = q, where q is the concentration in the sta
tionary phase in equilibrium with the concentration e in the 
mobile phase, as given by the isotherm. This equation is often 
written under an equivalent form, where we define k' as equal 
to F(dq / de) in nonlinear chromatography 

ac ae a2c 
u- + (k' + 1)- = D- (7b) 

az at az2 

This defmition of k'is a classical extension of the k'concept 
(14,17, 18) but should probably be avoided because of po
tential confusions. To eliminate these problems, we have used 
in the previous sections the symbol K for the mass distribution 
ratio. In linear chromatography, K and k' are equal and can 
be used interchangeably. We continue with K in the present 
section. 

The net flux of solute into a volume element of the column 
results in its accumulation in the mobile and stationary phases, 
The factor k' + 1 relates the mobile phase concentration to 
the total amount in both phases. According to Fick's second 
law, all concentration gradients are eroded by diffusion 
(right-hand side of the equation). When diffusion can be 
neglected, this part is set to zero. Equation 7a becomes 

u ac + (K + 1) ac = 0 (8) 
az at 

In the simple case of a linear isotherm (29, 32), eq 8 can 
be solved in closed form. When the adsorption isotherm is 
nonlinear, and if diffusion has to be taken into account, 
however, no analytical solution of eq 7 is available. A nu
merical solution must be calculated by iterative integration 
over time and space. For this purpose the finite difference 
method has been used (14, 17, 21). In this section we discuss 
the case of "linear, ideal chromatography", in which we assume 
the isotherm to be linear, the two phases to be always in 
equilibrium, and that there is no band broadening of kinetic 
origin. The extension to nonlinear chromatography and the 
effect of axial dispersion are treated in the next two sections. 
We use eq 7b and 8 only in the case oflinear chromatography. 
In nonlinear chromatography, eq 7a is used. 

There are two different ways to replace each of the two 
differential quotients in eq 8 by finite difference quotients, 
if we use the three previous points in the grid (Figure 1), 
located at positions (z-l,t), (z,t-1), and (z-1,t-1). Since two 
positions in the column are used, the change in concentration 
over time can be given for both locations. Likewise, for the 
concentration gradient both times can be used 

(a) 
ac C"t - C,-l,t 

(c) 
ac C"t - C"t-l 

az t:.z at t:.t 

(b) 
ae C"t-l C,-l,t-l 

(d) 
ac C'-l,t - C,-l,t-l 

az t:.z at M 

This allows four different combinations that can be inserted 
into the differential equation (8). The equation is then re
arranged to isolate the new concentration e"t and express it 
in terms of the previously known concentrations. This pro
cedure gives three equations which are identical with the three 
eq 2, that result from the "propagation through a grid" ap
proach 

method I with (a) and (d) 

C"t = ( 1 - ~ )C,-',t + ~C'-l,t-l 
method II with (b) and (c) 

C"t = (1 - P)C,,t-l + PC,-l,t-l 



method III with (a) and (c) 

1 p 
C"I = 1 + pC"I_1 + 1+ pC'_I,1 

The fourth equation, combination of (b) and (d), is useless, 
since neither term contains C", 

Other computational schemes, using other combinations 
of values of the concentration calculated for other positions 
on the grid (e.g., at (z-2,t) or (z,t-2», can be used if needed, 
but their consideration is not justified for the solution of the 
present problem. 

Depending on the method chosen, it may be easier to carry 
out the successive calculations of C"I over time for every 
position or over the length of the column for every time. 

The two approaches-propagation through a grid and so
lution of the mass balance equation-are therefore equivalent 
and can be used interchangeably to explain the band migration 
and to account for the results predicted by the theory of 
nonlinear chromatography. In the following sections we ex
tend this comparison to the band broadening resulting from 
computational errors. 

V. ADAPTATION TO NONLINEAR 
CHROMATOGRAPHY 

As long as a linear adsorption isotherm is used, the mass 
distribution ratio K for one compound stays the same for all 
points in the column and at all times. This greatly simplifies 
the equations for band propagation used in the preceding 
sections. For nonlinear chromatography, however, we must 
carry out the whole derivation again, using a concentration
dependent distribution ratio. Thus, K has now become im
plicitlya function of time and position. For the overloaded 
elution of a pure compound, K depends on the local concen
tration, as shown in eq 1 for a Langmuir isotherm. When the 
elution of a multicomponent mixture is simulated, a suitable 
competitive isotherm has to be chosen (6, 8, 9, 18, 33). Then, 
the local value of K depends on the concentrations of all the 
compounds involved in the separation. Any adsorption iso
therm can be used, as long as K is given as the ratio of the 
amounts of the solute in the stationary and the mobile phase 
of one cell. 

There are two different ways to derive the proper finite 
difference equation for the numerical calculation of solutions 
of eq 7 a, either by extending the finite difference equations 
written in the previous section or by writing directly the finite 
difference equations equivalent to eq 7a (with D '" 0, as in 
the ideal model). 

In order to write directly the finite difference equation 
equivalent to eq 7a, we must include one of the following two 
differences for the derivative of the stationary phase con
centration: 

(c) 
aq qz,t - qz,t-l 

at !::.t 

(d) 
aq qz-l,t - qz-l,t-l 

at !::.t 

In order to be consistent, the same locations must be used to 
calculate the two concentration differentials. Then, we obtain 
the following difference equations: 

method I with (a) and (d) 

C"I - C'-I,t + C,-I,t - C,_I,I_1 + P q,-l,1 - q,-I,I-1 = 0 
u t.z t.t !::.t 

method II with (b) and (c) 

u C"I_I :zC'-l,'-1 + C,I :~"'-1 + pq", ;:,,:Z,,-I = 0 
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method III with (a) and (c) 

U
C", - C,_I,I + C"I - C"I_I q,,1 - q"I-1 

---'-- +p = 0 
t.z t.t t.t 

Alternatively, and using the proper local K values, the finite 
difference equation equivalent to the mass balance equation 
(8) can be written in one of the three following forms, de
pending on the combination of differences used: 

method I with (a) and (d) 

U C"I - C,-I,t + (K'_I,I + l)C'-l,1 - (K,-l,t-I + 1)C,_1,1_1 = 0 
;:"Z t.t 

method II with (b) and (c) 

U_C_"_'-_' _C_'_-1_"_-1 + (K"I + l)C,,1 - (K"I_I + l)C"t-I = 0 
;:"Z t.t 

method III with (a) and (c) 

U C"I - C,-l,1 + (Kz,t+ l)C,,1 - (K,,1-1 + 1)CZ,I_1 = 0 

t.z !::.t 

The two series of equations are obviously identical, because 
of the definition of K = q / C. 

Clearly, the equation for method I is the easiest to solve, 
since it contains only one variable, the solute concentration 
in the mobile phase C"I> that refers to the new cell. For 
method II, by contrast, only the total amount per unit volume, 
C(K + 1), is explicitly given. As K"I depends on C"I' the new 
mobile phase concentration has to be calculated iteratively. 
The same applies to method III. Instead of being able to use 
the simple eqs 2, we have to derive C,,t from the following 
equations: 

method I with (a) and (d) 

;:"z 
CZ,I = C,_I,I - U !::.t[(K'-l" + l)C,_l,1 - (K,_I,I_I + l)C,-l,l-d 

method II with (b) and (c) 

U!::.t 
(K,,1-1 + l)C"t-I - Tz(C"t-l 

C,,t = ---------------
K"I + 1 

method III with (a) and (c) 

t.z 
C'_I,I + ;;;;;:;;(K",_1 + l)C"t-] 

C"I = t.z 
1 + U !::.t (K"I + 1) 

Method I has been used extensively and quite successfully 
in most of our previous work with Golshan-Shirazi, Lin, and 
Ghodbane (4,8-11,14,17-21,27), with a Courant number 
equal to 2. Method II is the backward finite difference (ex
plicit form). We have used it with a Courant number of 0.5 
and found it less attractive than method I at high column 
efficiencies (most of our simulation work assumes column 
efficiency to be between 2000 and 10 000 theoretical plates), 
mainly because of the excessive computer time required. 
Method III is the forward finite difference method (implicit 
form) used by Lin et al. (34). 

Conservation of Mass. With method I every concentra
tion is split up into two parts that together with one contri
bution each from the two neighboring cells make up the new 
concentration values at the new position. So all the mass in 
one row of the grid is transferred to the next row. The sum
mation over all concentration values in one row gives the same 
result for all rows-over time, every point in the column will 
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see the same amount of solute pass in the mobile phase. 

L:C"t tJ.t = area under the chromatogram 
t 

This seems to be different with method II. Here it is the 
total amount, given in concentration units, that is passed on 
from two cells at the previous time. When we sum up the 
quantity C(K + 1) over any column of the grid, we again have 
conservation of mass: at all times the total amount in both 
phases together is constant. Summation over the mobile phase 
concentrations alone, however, will reflect only what is cur
rently in the mobile phase. With an isotherm of the Langmuir 
type, the amount of solute in the eluent will be very high 
following the injection, and it will slowly decrease toward the 
fraction typical of linear conditions, as the sample is diluted. 

Ll.z 
L:C,t(K,t + 1)- =area under the chromatogram 
z " u 

Though the distribution processes are different, both re
lationships are found to be true for all three methods. 

VI. ERROR IN THE SOLUTION OF THE MASS 
BALANCE EQUATION 

In a previous section we have explained the origin and 
discussed the amount of band broadening generated by the 
three propagation methods used for the simulation of the band 
migration through a chromatographic column. Expressions 
have been derived above for the height equivalent to a the
oretical plate which results from the "numerical diffusion" 
introduced by the need to split up the amount of one cell 
between the next two cells at each step of the propagation 
through the digitized space (eqs 6). It is also possible to derive 
these expressions from the algorithm of numerical integration 
of eq 8 by finite differences. 

When the differential quotients of the mass balance 
equation are replaced by finite difference quotients, a linear 
approximation is made, and the higher order terms are ne
glected. Thus, we can expect the numerical solution of eq 8 
to deviate from the true solution of the ideal model (which 
assumes that there is no diffusion and that equilibrium is 
always achieved between phases). This error leads to some 
additional band broadening and smoothing. The effect ap
pears very similar to the one due to axial dispersion but is 
caused by "numerical diffusion". To calculate the error made, 
we may use the Taylor expansions of the four concentrations 
involved in the finite difference quotients and truncate them 
after the quadratic terms 

C"t = reference 

ac tJ.t2 a2c 
C"t-I = C"t - Ll.t at + "2 -;;t2 - ... 

ac Ll.z2 a2c 
C,-I,t = C,t - Ll.z az + "2 az2 - ... 

ac ac 
Cz-l,t-I = Z,.t - tJ.t at - & az + 

Ll.t2 a2c &2 a2c a2c 
--+--+Ll.tLl.z--
2 at2 2 az2 ataz 

When these expressions are inserted into the general so
lution of the propagation model, eq 3, we obtain an expression 
relating the reference concentration, C,t, and the first and 
second derivative terms. Thus, on the right-hand side of the 
new equation there are three terms with the reference con
centration, four terms containing the first derivatives with 
respect to time and space, and five second derivative terms, 
all multiplied by combinations of the factors lX, (3, and 'Y. Use 
of the two basic relationships 4 between these three coefficients 
permits considerable simplification. 

The concentration terms cancel out. The four terms con
taining the first derivatives combine to give the mass balance 
without the diffusion term (eq 8). Therefore, the sum of the 
remaining five second derivative terms must correspond to 
the diffusion term of the complete masS balance equation (7a). 
The time dependence can be transformed into a pure position 
dependence according to (ref 19, eqs 42 and 43) 

a2c u a2c a2c u2 a2c 
=---- - = -----

ataz k' + 1 az2 at2 (k' + 1)2 az2 

Using these relationships, which are valid for the ideal 
model, permits the determination of the coefficient of the 
derivative a2c f az2. This coefficient can be identified with the 
apparent diffusion coefficient Da' Since H = Waf u, we obtain 
the general equation relating the plate height, the grid spacing, 
and the way in which the concentration in the new cell de
pends on the concentrations in the three preceding cells 

H = &(pl + (3 _ 1) 
1-(3 

This equation is identical with the three relations (6) derived 
from considerations on the binomial distribution. The same 
result is also obtained when we introduce the three-term 
Taylor expansions in the mass balance equation (8) (21). 

In the above derivation the series expansions were truncated 
after the quadratic terms. This means that we included only 
part of the error in the expression for band broadening. Still, 
the result is identical with the one obtained from the binomial 
distribution. The remaining error in both derivations is easily 
explained for the binomial distribution: by dividing length 
and time in intervals, we have replaced the smooth curve by 
a step function. For a great number of steps the deviation 
from a smooth Gaussian curve is quite small and is comparable 
in magnitude to round-off errors. 

VII. CONTROL OF NUMERICAL DIFFUSION 
The previous discussion shows that band broadening due 

to the propagation process depends both on grid increments, 
& and Ll.t, and on the current K value. We must choose the 
proper increment values for the peak of lowest efficiency 
produced and then add diffusion, if needed, to correct for 
insufficient band broadening. 

Choice of Ll.t and Ll.z_ In the examples of Figure 3 and 
Table II, the choice of & and Ll.t was based on the charac
teristics of the second peak (KO = 5). Under linear conditions, 
a symmetrical binomial distribution was produced for this 
peak with the HETP given. For method I these values are 
those recommended in the literature (17,21). The efficiency 
of the frrst peak cannot be controlled independently, however. 
Depending on the method used, the first peak is either much 
too narrow or too broad for the result of the simulation to look 
realistic (see Figure 3). 

When the equilibrium isotherm is not linear, the local K 

value of even a pure compound changes over time, during the 
passage of the band. Furthermore the extent of this change 
is different for the three methods and also depends on the 
grid increments. In Figure 4, we show the profiles calculated 
by the three different methods, using the same values of the 
increments, Ll.z and Ll.t, as in Figure 3, corresponding to a plate 
height of 500 J1.m for KO = 5 (second peak), i.e., a column 
efficiency of 300 theoretical plates. A Langmuir isotherm was 
used and the sample amount injected was equal to 10% of 
the column saturation capacity. Results of the same procedure 
are shown in Figure 5 for a 5000 theoretical plate column (H 
= 30 J1.m). 

At the extreme tail of the peak in Figure 4, the concen
tration is low enough to allow migration of the molecules at 
the velocity corresponding to Ko = 5, and the promes calculated 



300pJates 

time /3 

Figure 4. Overloaded chromatogram of one compound (k 0' = 5) 
calculated according to three different methods (langmuir isotherm at 
a load of 10% of the column capacity (4)). Grid spacing: method I, 
t:.z = 500 IJ" t:.t = 4.0 s; method II, t:.z = 600 IJ,m, t:.t = 0.4 s; 
method III, t:.z = 250 IJ,m, t:.t = 1.0 s; (Craig model, t:.z = 600 IJ,m, 
t:.t = 0.4 s). 

5000plate3 

Method III : 

k'. = 5 

Figure 5. Same as Figure 4, but higher efficiency: 5000 plates. Grid 
spacing: method I, t:.z = 30 IJ,m, t:.t = 0.240 s; method II, t:.z = 
36 IJ,m, t:.t = 0.024 s; method III, t:.z = 15 IJ,m, t:.t = 0.060 s. 

by all three methods coincide. The position of the three fronts 
and band maxima, however, differs to a significant extent. 
From the analytical solution of the mass balance equation for 
the ideal case (4), we know that without diffusion we would 
get a vertical front at 335 s, followed by a tail that extends 
to the retention time of linear chromatography. With axial 
dispersion, the concentration in the peak maximum decays 
faster than in the ideal model and the band front slows down 
earlier. When numerical diffusion is kept constant for every 
distribution step, as shown later, the peak maximum is eluted 
at 355 s for the 300-plate column (Figure 4). The results given 
by the three simple methods, which introduce uncontrolled 
diffusion, scatter around this later value (Figure 4). With 
method II, for which band broadening decreases with de
creasing K, the peak maximum is narrower than it should be 
and, therefore, it is eluted earlier, since the velocity increases 
with increasing concentration. For the other two methods, 
the effective band broadening at low values of K is higher than 
the HETP value chosen and the retention times are higher, 
too. 

It should be emphasized, however, that the marked dif
ferences between the results obtained (see Figure 4) are 
magnified by the low value of the column efficiency simulated. 
For the 5000 theoretical plate column, the differences between 
the retention times predicted by the ideal model (335 s) and 
by the three simple numerical methods discussed (336.5-338 
s) is hardly significant. The profiles can barely be distin-

ANALYTICAL CHEMISTRY, VOL. 62, NO.2, JANUARY 15, 1990 • 197 

"oPl""""'1 355s) 

36B3 

Figure 6. Overloaded chromatogram of a two-component mixture 
(ratio 1: 1, k 0' = 3 and 5) calculated according to three different 
methods (compet~ive langmuir isotherm at a cumulative load of 10% 
of the column capacity). Grid spacing is the same as that given in 
Figure 4. 

k'. = 5 

Figure 7. Same as Figure 6, but higher efficiency: 5000 plates. Grid 
spacing is the same as that given in Figure 5. 

guished (see Figure 5). Thus, either one of the three methods 
discussed here can be used conveniently to simulate the 
chromatograms obtained with a conventional packed column 
in preparative liquid chromatography, where the nominal 
efficiency almost always exceeds a few thousand plates. For 
columns with a lesser efficiency, a diffusion correction becomes 
necessary. Alternatively, it may be more appropriate to treat 
the simulation problem with a kinetic model when the mass 
transfer kinetics becomes so slow that the column efficiency 
is of the order of a few hundred plates or fewer (34). 

Figures 6 and 7 show the chromatograms calculated for the 
same 1:1 binary mixture on a 300 and a 5000 theoretical plate 
column. Competitive binary Langmuir isotherms have been 
used (18). For the sake of clarity, only the profiles predicted 
by methods I and II have been shown in these figures. Again. 
the results are very similar for the 5000-plate column (Figure 
7), but quite different for the 300-plate column (Figure 6). In 
the latter case, method II predicts a much steeper profIle than 
method I but gives nearly the exact retention time. In spite 
of the high sample load, this result does not seem to be quite 
in agreement with the low column efficiency. Certainly, at 
least for the low-efficiency columns, a diffusion correction is 
necessary. 

Finally, Figures 8 to 11 show the results of calculations made 
for two binary mixtures of different compositions, 1:5 and 5:1, 
respectively, using the same competitive binary Langmuir 
isotherms as for Figures 6 and 7, and columns having 300 and 
5000 theoretical plates, respectively. The differences are quite 
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Chart II 

II III 

Kmax + 1 

4 

significant for the 300-plate column (Figures 8 and 10), On 
the contrary, the differences are marginal for the 1:5 mixture 
(Figure 9) and the first component of the 5:1 mixture (Figure 
11) both on the 5000-plate column. In the latter case, the Craig 
model predicts a very steep front for the band of the second 
component, in marked disagreement with method I (8, 18, 20). 

If we want overall band broadening to be independent of 
K, we have to keep the numerical diffusion, Hn, smaller than 
the target plate height, Ht , even for the broadest possible peak. 
Then we apply an appropriate amount of additional diffusion 
to all peaks that are too narrow. With methods I and III the 
highest value of Hn is found for K = 0, and we have to find 
a pair of AZ and t1t values that will give the desired band 
broadening for this unretained peak. The efficiency of all 
other peaks can be adjusted later. In method II, including 
the Craig model, the highest band broadening will occur at 
very high retention and the grid spacing is chosen with respect 
to K = 00. 

Another constraint is the limit in the K range due to the 
band propagation mechanism in methods I and II (P ~ 1 and 
P :s 1, respectively; see definition of Pl. Of course, alI K values 
considered must satisfy the proper inequality. In linear 
chromatography this condition is easy to meet, but in over
loaded elution the local values of K depend on the respective 
concentrations. With Langmuir isotherms, for example, the 
program will encounter K values between KO at infinite dilution, 
in the tail of the peak, and almost zero at high concentration, 
right after injection. With method I this is not a problem, 
since this method can handle alI low K values. Method III does 
not have any limit at all. For method II, however, ~ and At 
have to be chosen to permit the handling of K = O. In this case 
the general method II degenerates to the special case of the 
Craig model. 

Finally, computation time should be kept as short as pos
sible. If we want to monitor the band migration through a 
column of length L from its injection until the peak maximum 
is eluted, we have to calculate concentration values for L / ~ 
column segments at tR/ At times, This is the number of points 
in the complete grid. Therefore, we will try to use the largest 
increment values possible. In the following, these criteria are 
applied to the three methods: 

method I 

H =-AZ+ _u_M 
n K + 1 

broadest peak (at K = 0): Ht = Hno = -Az + uM 

upper limit (at Kmax): AZ = __ u __ At 
Kmax + 1 

method II 

Kmax + 1 H t M=----
Kmax U 

H = +Az--U-At 
n K + 1 

= 

broadest peak (at K = 00): Ht = Hn 00 = AZ 

lower limit (at Kmim = 0): M = AZ/U 

Az=Ht M=Ht/u 

method III 

Hn = +AZ + _u-At 
K + 1 

broadest peak (at K = 0): Ht = Hno = Az + U M 

fastest computation: maximize Az M 

= 

Chart II compares the preferred choices of ~ and At for the 
three methods. 

The last line of this table gives an estimate of the computing 
time needed with each of the three methods. It is proportional 
to the number of grid points for which the concentration 
values are calculated. The result shows that with limited 
diffusion the Craig model will be the most efficient, whereas 
the other two are roughly equal at KO values around 5. 

Additional Diffusion. The choice of Az and At made 
above assures that the numerical diffusion Hn caused by band 
propagation will always be lower than the target value Ht• In 
order to simulate the band broadening effect properly, we 
must now introduce a variable amount of additional diffusion 
depending on the local K values. Fick's second law 

ac = Da2c 
at az2 

or its difference version 

Cz ,,+! - Cz" = D Cz+!" - 2Cz" + C,-l" 
M Az2 

states that for each band propagation step the concentration 
C,t must be redistributed over the three positions Z - 1, z, and 
Z + 1. The apparent diffusion coefficient, D, corresponds to 
a resulting HETP value 

uH 
D = 2(K + 1) 

Since part of the target HETP is already supplied by the 
propagation mechanism (eq 8), we must supply the rest by 
additional diffusion. The appropriate amount of additional 
band broadening, Hz, is given by 

H t = Hn + H. 

Hz = Ht - ( ±AZ ± K ~ 1 At ) 

With our choice of ~ and At, this leads to the following values 
for the coefficients of this extra diffusion, DX' at the local K 

value (Dz is given as the fraction of mass that is transferred 
to each one of the neighboring cells): 

method I 

method II 

method III 



.n' 

k~ '" 3 

100 

Figure 8. Same as Figure 6, 300 plates, ratio 1 :5. 

50DO plates 

liethod II : 

k~ '" 3 k'. '" 5 

100 

Figure 9. Same as Figure 8, 5000 plates, ratio 1:5. 

:Ion pl.h~ 

llethod II , 

llethod I : 

k'. = 5 

11:'. '" 3 

100 

time / ~ 

Figure 10. Same as Figure 6, 300 plates, ratio 5: 1. 

With these values of the additional diffusion coefficients, 
we can now adjust the dispersion after every propagation step. 
This leads, for example, to the chromatograms shown in 
Figures 12 and 13. The difference between the results ob
tained with the three methods has been reduced to the effect 
of small round-off errors. This shows that, properly corrected 
as explained, the three methods can be used interchangeably. 

When the amount of additional diffusion needed after one 
step of propagation is very high, however, a single diffusion 
step would transfer more mass from position z to the neigh
boring positions than was present in the cell. The resulting 
negative concentration values would lead to uncontrollable 
oscillations of the concentration profile. In this case each 
diffusion process is split up into several consecutive steps with 
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5000 plate, 

k', '" 5 

Figure 11. Same as Figure 10, 5000 plates, ratio 5:1. 

'00 

Figure 12. Same as Figure 3, four different methods with diffusion 
control (300 plates). Grid spacing: method I, t:.z = 100 ILm, t:.t = 
0.40 s; method II, t:.z = 500 ILm, t:.t = 0.33 s; method III, t:.z = 
250 ILm, t:.t = 0.17 s (Craig model, t:.z = 500 ILm, t:.t = 0.33 s). 

300 plate, 

controlled d1ffu"loD. : 

k', '" 15 

'00 

Figure 13. Same as Figure 4, three different methods with diffusion 
control (300 plates). Grid spacing: method I, t:.z = 100 ILm, t:.t = 
0.40 s; method II, t:.z = 500 ILm, t:.t = 0.33 s; method III, t:.z = 
250 ILm, t:.t = 0.17 s (Craig model, t:.z = 500 ILm, t:.t = 0.33 sj. 

correspondingly smaller Dx. The maximum amount of dif
fusion allowed for one step is reached when 1/2 e,., is trans
ferred to each of the neighboring cells. This is the case when: 

With the values chosen for t:.z and M, however, we find the 
following worst cases: 
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method I (at K = 1) 

D ~ = !(K + 1)2 
x .6..z2 8 max 

method II (at K = 0) 

method III (at K = 1) 

D~=! 
x Li.z2 8 

This means that with methods II and III the diffusion 
coefficients will always be acceptable. With method I, on the 
other hand, one propagation step will have to be followed by 
several diffusion steps in practically all cases, making this 
method by far the slowest. 

VIII. CONCLUSION 
We have discussed three calculation procedures that can 

be used to simulate band propagation and band broadening 
in nonlinear chromatography. To explain their properties, 
two different approaches have been used. When the amount 
of "numerical diffusion" due to each propagation step is 
known, it is possible to control this effect by introducing an 
additional diffusion step. Since this requires iterative cal
culations, computation time is increased significantly. 

Method I is the easiest and fastest to use as long as the 
efficiency of the column is large enough that its effect on the 
bandwidth and the band profile can be neglected. However, 
it does not correctly reflect the diffusion process found in 
nature (Einstein equation), as it produces symmetrical peaks 
over time instead of space. On the other hand, for a highly 
efficient column and with a significant degree of concentration 
overload, results which are in good agreement with those of 
the other methods can be obtained in a much shorter time. 

As soon as diffusion has to be controlled, however, method 
I proves to be the slowest, since band broadening for K = 0 
has to be kept lower than the target value, which allows a very 
small amount of numerical diffusion, and diffusion has to be 
added in several installments. In this case the Craig model, 
as the special case of method II, is preferable. Another ad
vantage of the Craig method is the fact that it presents no 
upper limit for high retention values. This is important for 
the simulation of gradient elution, where initial retention may 

be very high, especially in the case of polymers. 
The third method was included in this paper for the sake 

of comparison and completeness. It offers no advantages 
versus the Craig model but takes longer to calculate. It is not 
useful in the general case, but its special properties may be 
important under some particular circumstances. 

LITERATURE CITED 
(1) Knox, J. H.; Pyper, H. J. Chromatogr. 1986, 363, 1. 
(2) Eble, J. E.; Grab, R. L.; Antle, P. E.; Synder, L. R. J. Chromatogr. 

1987.384.25. 
(3) Eble, J. E.; Grob, R. L.; Antle, P. E.; Snyder, L. R. J. Chromatogr. 

1987, 384, 46. 
(4) Golshan-Shirazi, S.; Guiachon, G. Anal. Chern. 1988, 60. 2364. 
(5) Golshan-Shirazi, S.; Guiochon, G. J. Phys. Chern", in press. 
(6) Eble, J. E.; Grob, R. L.; Snyder, L. R. J. Chromatogr. 1987, 405, 1. 
(7) Eble, J. E.; Grob. R. L.; Antle, P. E.; Cox. G. B.; Snyder, L. R. J. Chro-

matogr. 1987, 405, 31. 
(8) Golshan-Shirazi, S.; Guiochon, G. J. Phys. Chern. 1989, 93, 4143. 
(9) Golshan-Shirazi, S.; Guiochon, G. J. Chromatogr. 1989, 484, 125. 

(10) Golshan-Shirazi, S.; Guiochon, G. Anal. Chern. 1989. 61, 1276. 
(11) Golshan-Shirazi, S.; Guiochon, G. Anal. Chern. 1989, 61, 1368. 
(12) Stranahan, J. J.; Deming, S. N. Anal. Chern. 1982, 54, 1540. 
(13) Poppe, H.; Kraak. J. C. J. Chromatogr. 1983, 255, 395. 
(14) Rouchon, P.; Schonauer, M.; Valentin, P.; Guiochon, G. Sep. Sci. 

1987,22, 1793. 
(15) Eble, J. E.; Grob, R. L.; Antle, P. E.; Snyder, L. R. J. Chromatogr. 

1987,405,51. 
(16) Snyder. L. R.; Cox, G. B.; Antle, P. E. J. Chromalogr. 1988. 444, 303. 
(17) Guiochon, G.; Golshan-Shirazi, S.; Jaulmes, A Anal. Chern. 1988, 60, 

1856. 
(18) Guiochon, G.; Ghodbane, S. J. Phys. Chern. 1988, 92, 3682. 
(19) Lin, B.; Ma, Z.; Guiochon, G. J. Chromatogr. 1989, 484, 83. 
(20) Ghodbane, S.; Guiochon, G. Chromatographia 1988. 26. 53. 
(21) Lin, B.; Guiochon, G. Sep. Sci. Technol. 1989. 24. 31. 
(22) Craig. L. C. J. Bioi. Chern. 1944, 155,519. 
(23) Martin. A. J. P.; Synge, R. L. M. Biochem. J. 1941, 35,1358. 
(24) Keulemans, A. I. M. Gas Chromatography; Verver. C. G., Ed.; Rein

hold: New York. 1957; pp 106-113. 
(25) Karger. B. L.; Snyder, L. R.; Horvath, Cs. An Introduction to Separa

tion Science, 2nd ed.; Wiley-Interscience: New York, 1979. 
(26) Karol, P. Anal. Chern. 1989, 61,1937. 
(27) Lin, B.; Golshan-Shirazi, S.; Ma, Z.; Guiochon, G. Anal. Chern. 1988, 

60,2647. 
(28) Courant. R.; Friedrichs. K. 0.; Lewy, H. Math. Ann. 1928, 100,32. 
(29) Kucera, E. J. Chromatogr. 1965, 65, 237. 
(30) Ktinkenberg, A.; Sjenitzer. F. Chern. Eng. Sci. 1956, 5, 258. 
(31) Glueckauf. E. J. Chern. Soc. 1949,3280. 
(32) Wilson. J. N. J. Am. Chern. Soc. 1940, 62, 1583. 
(33) Frenz, J.; Horvath. Cs. AIChE J. 1985. 31. 400. 
(34) Lin, B.; GolShan-Shirazi, S.; Guiochon, G. J. Phys. Chern. 1989, 93, 

3343. 

Received for review August 1, 1989. Accepted October 24, 
1989. This work was supported in part by Grant CHE-
8901382 of the National Science Foundation and by the co
operative agreement between the University of Tennessee and 
the Oak Ridge National Laboratory. 



Anal. Chern. 1990. 62, 201-208 201 

Bayesian versus Fourier Spectral Analysis of Ion Cyclotron 
Resonance Time-Domain Signals 

Joseph E. Meier and Alan G. Marshall',! 

Department of Chemistry, The Ohio State University, 120 West 18th Avenue, Columbus, Ohio 43210 

The frequency-domain spectrum obtained by Fourier trans
formation (FT) of a tlme-domaln signal is accurate only for a 
continuous noiseless time-domain signal of infinite duration. 
For discrete noisy truncated tlme-domaln signals, non-FT (e.g., 
Bayesian analysis) methods may provide more accurate 
spectral estimates oftlme-domain signal frequencies, relaxa
tion tlme(s), and relative abundances. In this paper, we show 
that Bayesian analysis of simulated and experimental ion 
cyclotron resonance (ICR) time-domain noisy signals can 
produce a spectrum wHh mass accuracy Improved by a factor 
of 10 or more over that obtained from a magnitude-mode 
discrete fast Fourier transform (FFT) spectrum. Moreover, 
Bayesian analysis offers the useful advantage that it auto
matically estimates the precision of Hs Iteratively determined 
spectral parameters. The main disadvantage of Bayesian 
analysis is Its lengthy computation time compared to that of 
FFT (hours vs seconds on the same hardware for ~4K 
tlme-domaln data points); the Bayesian computation time in
creases rapidly with the number of spectral peaks and (less 
rapidly) with the number of time-domain data pOints. Baye
sian analysis should thus prove useful for those FT II CR ap
plications Involving relatively few data points and/or requiring 
high mass accuracy. 

INTRODUCTION 

Fourier Transform Spectral Analysis. In Fourier 
transform spectroscopy (1), a (discrete) spectrum is produced 
by (discrete) Fourier transformation (usually with a fast al
gorithm (2» of a digitized time-domain response to an exci
tation whose duration is short compared to the relaxation time 
of the time-domain signal. Among several methods for ob
taining a frequency-domain discrete spectrum from a time
domain discrete signal, the fast Fourier transform (FFT) (2, 
3) has the very great advantage that it can produce a spectrum 
of the entire Nyquist-limited bandwidth simultaneously and 
rapidly (~1 s for complex FFTof ~32K data, for a typical 
micro- or minicomputer array processor). 

Unfortunately, the FT spectrum represents the "true" 
spectrum for the system only for a noiseless, continuous 
time-domain signal of infinite duration. For example, trun
cation of a time-domain sigoal after a finite acquisition period 
broadens the FT spectral peaks and introduces auxiliary 
"wiggles" ("Gibbs oscillations") in the peak shape (1). 
Moreover, if a continuous time-domain signal is 
"undersampled" (i.e., digitized at a frequency less than twice 
the highest ("Nyquist") frequency in the spectrum), then the 
apparent frequencies of the FT spectral peaks may be shifted 
("aliased", "folded-over") from their true spectral frequencies 
(4). Finally, the presence of random noise in the time-domain 
signal "corrupts" our knowledge (and the corresponding FT 
spectral representation) of that signal. 

* Author to whom correspondence should be addressed. 
1 Also a member of the Department of Biochemistry. 

A tacit assumption of the FT approach is that the time
domain and FT frequency-domain representations of a noisy 
sigoal are deterministically related, i.e., that the FT spectrum 
uniquely represents the most we can know about the time
domain signal. However, when noise is present, an infinite 
number of frequency-domain discrete spectra could equally 
well represent the time-domain signal, in the sense that the 
inverse FT of each such spectrum agrees to within the same 
root-mean-square deviation with the experimental discrete 
noisy signal. The problem then becomes, what is the "best" 
spectrum that can be inferred from a noisy time-domain 
discrete signal? 

As discussed in detail elsewhere (1,5), the answer depends 
on the definitition of "best" and on the number of 
"constraints" (if any) that limit the functional form of the 
time-domain signal. For example, the "maximum entropy 
method" (6) (not to be confused with the "Burg maximum 
entropy method" (7), which is equivalent to autoregression) 
produces a maximally smooth probability distribution 
("spectrum") whose inverse FT yields a time-domain signal 
that agrees to within a specified root-mean-square deviation 
from the actual time-domain discrete noisy signal. Other 
methods with different constraints and/or different criteria 
of "best" are variously known as "linear prediction", 
"autoregression", "all-poles", "poles and zeroes", etc. (1,5). 

Bayesian Analysis. In particular, the "Bayesian" spectral 
estimation method (8) allows for the introduction of "prior" 
information about the signal, before attempting to estimate 
a discrete spectrum. For example, the time-domain sigoal may 
be assumed to consist of a sum of exponentially damped 
sinusoids of different frequencies, amplitudes, phases, and 
exponential damping constants. In this paper, we describe 
and apply Bayesian spectral analysis (8) to ion cyclotron 
resonance mass spectrometry (ICR/MS) time-domain data. 
We present simulated and experimental examples of Bayesian 
and FFT spectra of the same time-domain ICR data. De
pending on the number of time-domain data points, the 
number of sigoal frequencies present, acquisition period, and 
signal-to-noise ratio, Bayesian spectral analysis may provide 
more accurate spectral parameter estimates (e.g., superior mass 
resolution and/or mass accuracy) than those based on 
least-squares fits to a discrete FFT magoitude-mode spectrum 
of the same time-domain discrete data. 

THEORY 

Bayesian Spectral Analysis. Bayesian spectral analysis 
is the application of Bayes' theorem (8-10) for iterative de
termination of the most probable spectral estimate for a given 
time-domain data set, according to any available prior in
formation and assumed functional forms for the signal and 
noise. 

P(B/l) P(D/B,l) 
P(B/D,l) = P(D/I) (Bayes' theorem) (1) 

The terms are defined as follows: 
P(H/D,I) is the probability distribution (known as posterior 

probability, which is a discrete spectrum of the probability 
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that there is a signal at each of the discrete spectral fre
quencies) of the hypothesis (H) (e.g., that the data can be 
represented as a sum of exponentially damped sinusoids plus 
noise), conditional on the data (D) and on any prior infor
mation (I) (e.g., initial values or probable range of values of 
one or more particular signal parameters, such as oscillation 
frequencies, damping constants, or amplitudes). 

P{H/I) is the "prior" probability of the hypothesis (i.e., an 
initial spectral estimate that forms the starting point of the 
analysis), conditional on the prior information (I). 

P{D IH,I) is the "direct" probability distribution for each 
time-domain data point, conditional on the hypothesis and 
prior information. 

P{D II) is the "prior" probability distribution of the data, 
conditional on prior information: i.e., a point-by-point mea
sure of what the time-domain data would be for the given 
initial "prior" information. In practice, P{D II) is typically 
absorbed into a normalization constant and does not affect 
the estimates for a given signal model (8). 

Equation 1 is simply a general abstract property of con
ditional probabilities, whose consequences are readily un
derstood from a specific signal model (see below). It is fair 
to note that the definition of the terms and choice of the most 
appropriate prior distribution in eq 1 are sometimes disputed 
(10). 

Recent experience with the Bayesian family of spectral 
estimators suggests that it offers a relatively "robust" (i.e., 
generally applicable, with well-defined range of validity) 
method for estimating signal frequencies (9, 10). A strength 
of the Bayesian method is that its accuracy can be tested with 
a series of increasingly complex signal models (8-10). A hy
pothesis, H, for which P{D IH,I) is large is more likely to be 
true than an H for which P{D/H,I) is small (9). Thus, one 
criterion ("maximum-likelihood method") for evaluating a 
given hypothesis (signal model) is simply to maximize itera
tively (by varying the signal and noise parameters) P{D IH,I): 
i.e., to find the signal and noise parameters that would gen
erate a time-domain response that most closely matches the 
experimental data (8). 

In Bayesian analysis, on the other hand, we seek the pos
terior probability (most probable spectrum) of our time-do
main data, conditional (see eq 1) on both P{D IH,I) and P
(H/I). The first step is to introduce a hypothesis: i.e., a 
proposed functional form for the signal and noise, and at least 
some initial values for the signal parameters. We begin with 
a simple model (undamped single sinusoid) and then elaborate 
it (damped multiple sinusoids) to show how the model affects 
the accuracy of the Bayesian spectral estimate. In Bayesian 
analysis, phase is treated as a "nuisance" parameter (see be
low), which is estimated and then eliminated from the sub
sequent estimation of, for example, signal frequencies. 

General Model. As demonstrated by Bretthorst (8), the 
method of developing a posterior probability distribution 
(estimated spectrum) from a given model will be illustrated 
first from a general model and then from a series of in
creasingly complex specific models. In general, the time-do
main response may be represented as the sum of signal, f(ti), 
and noise, e{ti), as shown in eq 2. 

S(ti) = f(til + e(ti) (2a) 

in which 
m 

f(til = 'LBj GN" model parameters) (2b) 
1'=1 

Here s{t.) is the ith discrete time-domain data point, e{ti) is 
Gaussian-distributed random noise with zero mean and 
standard deviation, 0-; Bj is the amplitude with which model 
function (e.g., a sinusoid) Gj enters; and the summation is over 
the number, m, of model functions (e.g., sinusoids) and Gj is 

a function of the model parameters (in our case, frequency, 
time-domain exponential decay rate constant, and amplitude). 
The "direct" probability distribution, P{D/H,I), can then be 
shown to take the form (8) 

P(D/H,I) '" u-N exp(-NQ/(2u2)) (3a) 

in which 

2mN Imm 
Q = 82 - - 'L 'LBj sit;) G/ti) + - L LgjkBjBk (3b) 

Nj=1 i=1 Nj=1 k=1 

N is the number of time-domain data points (3c) 

u is the standard deviation of the noise (3d) 

N 
82 = ('L[S(ti)]2)/N = mean-square data (3e) 

i=l 

N 
and gjk = 'LG/ti) Gk(t.) 

i=1 
(3f) 

If the model functions, G/ti), are orthogonal (as for un
damped sinusoids), then the matrix, gjk, is diagonal (8). More 
generally, a set of G/ti) functions (whether initially orthogonal 
or not) can be transformed into an orthogonal set of functions, 
Hj(ti) (8): 

1 m 
H(t) = - 'Lb'k Gk(t) 
}' A//2 k=1 } , 

(4) 

in which bkj is the jth component of the kth normalized ei
genvector of gjk> such that 

m 

'L gjkb'k = A,b'k 
k=1 

(5) 

and A, is the lth eigenvalue of gjk' We can now write a new 
model equation in terms of our orthogonal functions: 

m 

f(ti) = 'LAk Hk(ti, model parameters) (6) 
k=l 

in which the non orthogonal function amplitudes, Bk , are lin
early related to the orthogonal function amplitudes, Ak> by 

m A-b'k 
Bk = 'L.2..!... (7a) 

j=1 A/f2 

and (7b) 

The orthonormal model can then be substituted into P
(D IH,I) and, after simplification of the quadratic term, can 
be used to generate a general equation for the posterior 
probability. At this stage, it is convenient to further simplify 
the result by integrating over the "nuisance" parameters 
(amplitude (A) and noise standard deviation (o-» to obtain 
a posterior probability that is a function only of frequency 
(8). Thus, if we are initially interested in estimating only the 
signal frequencies, then we can significantly reduce the size 
of the parameter search array by eliminating our need to 
determine A and 0-. In fact, removal of the "nuisance" pa
rameters by integration is one of the advantages of Bayesian 
analysis. (Once the signal frequencies have been determined, 
then the "nuisance" parameters may be estimated at those 
frequencies.) For the general model, the posterior probability 
distribution may then be derived as (8) 

( 
mFi2 )(m-M/2 

P(model parameters/D,!) '" 1 --
N82 

(Sa) 

in which 



(8b) 

N 

and hj = LSi H/ti) 
l=l 

1 ~j ~ m (8c) 

A posterior probability function can be calculated for almost 
any model with the above general equations. By integrating 
out the "nuisance" parameters, we make no prior assumptions 
about the signal component amplitudes or the level of noise 
that is present. 

Undamped Single-Sinusoid Model. We are now in a 
position to develop the posterior probability distribution for 
specific signal models. A particularly simple model is that 
the data is assumed to consist of a single undamped 
("stationary") sinusoid plus noise: 

t(t) = B, cos (wt) + B2 sin (wt) (9) 

In this model, m = 2 (i.e., a single frequency must be rep
resented by two sinusoids to account for the phase of the 
time-domain signal), and the data points are equally spaced 
in time. The matrix, gjk, becomes 

( 

T 
Leos' wt 

t::=-T 

gjk:;;;;; T 

Leos wt sin wt 
t""-T 

t~T cos wt sin wt) 

L sin' wt 
t=-T 

(10) 

in which the data acquisition period extends from - T to T. 
Solving for the posterior probability gives (8) 

( 

[R(w)l'/C + [I(w) l' IS)(2-Nl/2 
P(w ID,l) 0: 1 - Ns2 (11) 

in which R(w) and I(w) are the real and imaginary parts of 
the discrete Fourier transform and 

N sin (Nw) 
C=-+---

2 2 sin (w) 

N sin (Nw) 

S = "2 - 2 sin (w) 

(12a) 

(12b) 

For a single undamped sinusoid, it turns out that the FFT 
is an accurate spectral estimator in the limit that N is large, 
so that the normalization constants C and S reduce to N 12. 
For small Nandi or low frequency, on the other hand, it is 
clear that C and S can deviate significantly from N 12: e.g., 
C ~ N and S ~ 0 as w ~ O. Finally, this model is obviously 
inappropriate in the presence of time-domain damping and/or 
for signals containing two or more natural frequencies. 

Damped Single-Sinusoid Model. An improved model 
allows for exponential decay of the time-domain signal: 

[(ti) = (B , cos (wti) + B2 sin (wt))e- t /, (13) 

Even if the true time-domain decay is not exponential, eq 13 
still leads to a more accurate spectral estimate than eq 9 (8). 

An even better model is that the time-domain data consists 
of a sum of many exponentially damped sinusoids: 

[(ti) = f[(B 'j cos W/i + B2j sin w/)e-t
/,] (14) 

j=l 

in which m is the number of distinct signal frequencies present. 
The damped multiple-sinusoid signal model is the most 
complex model considered here; it also contains the largest 
parameter array space that must be searched to locate a 
maximum for the posterior probability. The parameter array 
size is N(2m + 1), where N is the number of time-domain 
points. Nevertheless, the gain in accuracy from the multi-
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sinusoid model may compensate for its increased computation 
time, provided that the number of spectral peaks is not too 
large. A description of the Bayesian spectral analysis algor
ithm is provided as an appendix. 

Precision of Bayesian and FT Analyses. In this section, 
we compare the precision of Bayesian and FT analyses for 
determination of the frequency of a noisy time-domain sin
gle-frequency signal, in the above-noted limits that N is large 
(see eq 12) and time-domain damping is not included in the 
Bayesian signal model. The precision, p(v), in determination 
of signal frequency, v, is defined as the "natural" spectral line 
width, tlv (namely, (lin) or (3 ' /'/n) for Lorentzian ab
sorption- or magnitude-mode), in which r is the time-domain 
exponential damping constant, divided by the standard de
viation, O'(v), of the frequency estimate. It is perhaps easier 
to state (equivalently) that the imprecision (namely, IIp(v)) 
is the absolute imprecision, O'(v), scaled (i.e., divided) by the 
spectral "natural" line width, tlv; in other words, we seek a 
measure of precision that is independent of the absolute 
natural line width, tlv (11). 

tlv 
p(v) = O'(v) (15) 

For the Bayesian method O'(v) may be determined by ap
proximating eq 11 by a Gaussian distribution and then taking 
O'(v) as the standard deviation for that Gaussian distribution 
(8): 

1.1" 
O'(V)Bayes = B,TN'/2 Hz (16) 

in which B, is the time-domain signal amplitude (for the model 
of eq 9), 0' is the standard deviation of the time-domain noise 
(see eq 2), and T = Ntlt is the time-domain acquisition period, 
in which N is the number of time-domain data points and tlt 
is the "dwell time" (seconds) between sampled time-domain 
data points. The precision of the Bayesian estimate may then 
be written 

B,T(3N)'/2 
P(V)Bayes = 1. 1 0'7I'r 

(17) 

The precision obtainable by a least-squares fit to a mag
nitude-mode FFT Lorentzian spectrum can be shown to be 
(11) 

p(v) = (71'1 4)'/2(SNR)(Ttlv)'/2 (18a) 

in which (12, 13) 

B ,r[1 - exp(-T Ir)] 
SNR = 1/2 (18b) 

,,(2N) 

SNR is the magnitude-mode frequency-domain peak
height-to-noise ratio, and Ttlv [=(points/hertz)·(hertz/line 
width) 1 is the number of frequency-domain data points per 
(magnitude-mode) spectral line width. The implications of 
eqs 17 and 18 will be explored in the Results and Discussion 
section. 

EXPERIMENTAL SECTION 
Simulated Time-Domain Data. The Bayesian spectral 

analysis programs were first tested on simulated noisy damped 
discrete time-domain sinusoids. Each N-point time-domain signal 
consisted of a sum of cosines of known frequencies and amplitudes, 
exponentially damped with a common damping constant. The 
arithmetic mean value of this data set was then subtracted from 
each data point to give a signal with zero mean. An N-point data 
set of Gaussian-distributed random noise with zero mean and unit 
standard deviation was then scaled (to give the desired initial 
time-domain signal magnitude-to-noise ratio) and added to the 
discrete signal. The reported signal-to-noise ratio is the ratio of 
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Figure 1. Power spectrum (top) plotted from a Gaussian approximation 
to the amplitudes and frequencies and their standard deViations de
termined by Bayesian analysis from a damped multiple-sinusoid model, 
for a simulated time-domain signal consisting of a sum of three sinu
soids with different frequencies (257, 300, and 600 Hz, with relative 
amplitudes of 1:2:0.5), and a common exponential decay time-constant 
(110 ms), with Gaussian-distributed random noise added to give a 
time-domain initial signal-to-noise ratio of ~ 100. A total of 1024 
time-domain data pOints were generated over a time span on 0.512 
s (Le., Nyquist bandwidth of 1000 Hz). The FFT magnitude-mode 
spectrum (bottom) was computed from the same data. 

the square root of the mean signal power to the mean noise power, 
namely, Bd u. Bayesian estimates for signal frequencies, damping 
constants, and relative magnitudes may then be compared to the 
"true" input values for the original noiseless damped sinusoids. 

Experimental ICR Time-Domain Data. Experimental data 
were collected on a Nicolet FTMS-2000 FT /ICR instrument 
operating at 3.0 T. Of the two experimental data sets, one was 
produced from an electron-ionized (70 eV) mixture of nitrogen 
and carbon monoxide, and the second from electron-ionized (70 
e V) xenon. The N( and CO+ signal was processed in heterodyne 
mode with the reference frequency set at 1.786 MHz (i.e., 
somewhat above the highest ICR frequency of interest) and a 
Nyquist bandwidth of 237 kHz. The Xe+ signal was digitized 
directly at 1.0 MHz (Nyquist bandwidth of 500 kHz). 

All experimental data sets were subjected to both Bayesian and 
conventional FFT analysis. For the experimental data sets the 
FFT was done on raw (16K data points) and once zero-filled (to 
32K) time-domain discrete data sets. With or without zero-filling, 
each time-domain data set was then subjected to FFT followed 
by a magnitude computation to yield a magnitude-mode spectrum. 
Finally, a 32K zero-filled data set multiplied by a Gaussian weight 
function ("window") was FFT-processed to provide for comparison 
of Bayesian and apodized FFT spectra. (The Gaussian window 
improves resolution at the base of each FFT spectral peak, but 
at a significant loss in signal-to-noise ratio.) 

RESULTS AND DISCUSSION 

Bayesian Analysis of Simulated Noisy Time-Domain 
Damped Sinusoids. Figure 1 shows the Bayesian power 
spectrum and the FFT magnitude-mode spectrum computed 
from a simulated sum of three noisy time-domain damped 
(with the same exponential decay time constant) sinusoids. 
Table I lists the true values of all of the test parameters, along 
with the values determined from Bayesian analysis based on 
a damped multiple-sinusoid model, along with the frequency 
estimates obtained by a three-point "exact" interpolation of 
an FFT magnitude-mode spectrum to a Lorentzian magni
tude-mode peak shape (14, 15). The Bayesian-estimated 
frequencies are very close to the true values, with maximum 
error of only 0.0203 %. In this case, the Bayesian estimates 

Table I. Signal Sinusoidal Frequencies, Exponential 
Damping Time Constants (7), and Relative Abundances 
(AJ Aj) of Sinusoidal Components Resulting from Bayesian 
Analysis of a 1024-point Time-Domain Simulated Data Set" 

true Bayesian 
parameter value est % error FFT est % error 

freq, Hz 257.00 256.95 0.0203 256.67 0.1284 
300.00 300.01 0.0043 300.01 0.0043 
600.00 599.99 0.0023 600.13 0.0217 

T, ms 110.00 104.6 4.9 
110.00 112.9 2.6 
110.00 95.2 13.4 

AdA, 0.500 0.433 13.4 
AdA3 2.000 2.47 23.4 
peak 100.0 126.4 

height/ 
noise 

a True signal and noise parameters are shown in the "true value" 
column. Also included for comparison are the frequency estimates 
obtained from a three~point "exact" interpolation from a 512~point 
FFT magnitude-mode spectrum. The listed error is the deviation 
of the Bayesian (or FFT) estimate from the true value of each pa
rameter. The peak~height-to~noise ratio for the Bayesian power 
spectrum (Figure 1, top) appears somewhat higher than that of the 
original time~domain noisy signal, because noise has largely been 
removed from the Bayesian spectrum before display (see text). 

log,0(Bayesian Probability) 
500 

1.653 1.652 1.651 
Frequency (MHz) 

FFT 

1.653 1.652 1.651 
Frequency (MHz) 

Figure 2. Bayesian (top) and FFT magnitude-mode (bottom) spectra 
of an experimental time-rlomain ICR signal arising from N,+ and CO+. 
The Bayesian spectrum was computed at 2048 discrete frequencies 
from the first 4096 time-domain data. The FFT spectrum (16K pOints) 
was computed from the full 16K time-domain ICR data zero-filled to 
32K. The ordinate of the Bayesian spectrum represents the base-10 
logarithm of the posterior probability computed from eq 8, based on 
an undamped single-sinusoid time-domain signal model. 

are more accurate than those based on the FFT magnitude
mode spectrum for the same number of time-domain data 
points. In our and other (8) experience with simulated and 
experimental time-domain noisy damped multiple sinusoids, 
Bayesian analysis gives highest precision in estimating signal 
frequencies, intermediate precision for time-domain expo
nential damping time constants, and lowest precision for 
relative abundances of the component time-domain oscillators 
(see below). 

Undamped Single-Sinusoid Model Applied to Exper
imental ICR Time-Domain Data. Figure 2 compares 
Bayesian (undamped single-sinusoid model) and Fourier 
transform frequency-domain representations of the same 
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Figure 3. Plot of contours of constant posterior probability (log scale) 
as a function of tim&-domain signal frequency (v) and reciprocal ex
ponential damping time-constant, " = (tltl r), wtth r scaled in muniples 
of dwell period, tlt, for a Bayesian-analyzed 4096-point time-domain 
ICR N,+ and CO+ data set, based on a damped single-sinusoid signal 
model. Computation time for a 50 X 50 grid of Vo and r values was 
2.5 h. From the graph, Nz + and CO+ are estimated to have similar 
exponential damping time-constants of ~ 5.2 ms. 

time-domain ion cyclotron resonance signal (heterodyne mode) 
from CO+ and N2+. The vertical scales of the two spectra are 
not directly comparable: The FT spectrum is displayed in 
magnitude mode, whereas the Bayesian spectrum is reported 
as the base-1O logarithm of the posterior probability distri
bution. Base-line "noise" is present in the Bayesian spectrum, 
but is visible only by vertical scale expansion. The peak
height-to-noise ratio of the Bayesian spectrum is higher than 
that for the FT spectrum, because the Bayesian algorithm 
recognizes that noise is present and assigns a very low posterior 
probability to signal frequencies not highly supported by the 
time-domain data. Thus, noise is largely excluded from the 
Bayesian spectral base line, but is manifested as the width 
(i.e., standard deviation in signal frequency) of the Bayesian 
spectral peak. The Bayesian spectral line width in this ex
ample is essentially the same as that for FT data reduction, 
because the Bayesian undamped sinusoid model does not 
admit damping of the time-domain signal. The main point 
is that the Bayesian method based on an undamped single
sinusoid model can provide good initial estimates of the 
number and magnitude of the distinct oscillation frequencies 
present in the discrete time-domain noisy signal, for use as 
input values for subsequent more accurate spectral estimates 
(see below). 

Damped Single-Sinusoid Model Applied to Experi
mental ICR Time-Domain Data. Figure 3 shows the result 
of Bayesian analysis (damped single-sinusoid model), dis
played as a plot of contours of constant posterior probability 
(log scale), for the same CO+ and N2 + time-domain data an
alyzed in Figure 2. This Bayesian analysis spans a 50 X 50 
grid of equally spaced increments in frequency (1.651-1.652 
MHz) and exponential decay reciprocal time constant, 1/ r 
(0-1000 S-I in equally spaced increments; i.e., 1 ms :::; r :::; 00). 
Even for such a small parameter array, the computation and 
plotting required 2.5 h! Figure 3 clearly shows two frequen
cy-domain peaks with comparable time-domain exponential 
decay rate constants ( ~ 194 S-I), corresponding to exponential 
damping time constants of ~5.2 ms. These estimates (note 
that the peak frequencies are shifted from the initial estimates 
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Figure 4. Power spectrum (top) plotted (as in Figure 1) from a 
Gaussian approximation to the amplitudes and frequencies and their 
standard deviations, and computed (3 h) by Bayesian analysis from a 
damped multiple-sinusoid signal model, based on the first 4096 time
domain ICR Signal data for Nz + and CO+' The FFT magnitude-mode 
spectra obtained from the full 16K time-domain data zero-filled to 32K 
without (middle) or with (bottom) Gaussian apodization (windowing) are 
shown for comparison. 

based on the undamped single-sinusoid model of Figure 2) 
were then used as starting points for the final Bayesian 
analysis based on an undamped multiple-sinusoid model. 

Damped Multiple-Sinusoid Model Applied to Exper
imental ICR Time-Domain Data. Figure 4 (top) shows the 
power spectrum resulting from the Bayesian analysis of the 
same CO+ and N2 + data set as in Figures 2 and 3, but this time 
based on a damped multiple-sinusoid model for the time
domain signal. The actual output from this Bayesian analysis 
(3-h computation time) consists of the values of Wo and r that 
maximize the posterior probability distribution, along with 
the amplitudes, BI and B2, of the cosine and sine components 
of each oscillatory signal component and the standard devi
ations for each of the above parameters. Thus, an advantage 
of the Bayesian approach is that it naturally provides a 
measure of the precision of its estimated spectral parameters 
(8). 

It is important to understand the nature of the Bayesian 
spectral display: The topmost spectrum in Figure 4 (or in 
Figure 1) is a plot of the power spectral amplitude, BI2 + B1, 
for each estimated signal frequency, v, displayed as a Gaussian 
distribution with standard deviation O"(v). Thus, the width 
of the Bayesian spectral peak represents a measure of precision 
in estimate of v, whereas the width of the corresponding 
unapodized (Figure 4, middle) FT magnitude-mode spectrum 
is a measure of the time-domain exponential damping rate 
constant,l/r. In the Bayesian analysis, l/r (not shown) is 
determined as an independent parameter. Thus, the Bayesian 
spectral line width (Figure 4, top) generally appears narrower 
than that for either unapodized (Figure 4, middle) or apodized 
(Figure 4, bottom) FT magnitude-mode spectra and in this 
case yields more precise estimates for the signal frequencies, 
v. (The Bayesian spectral line width is approximately the same 
as that in the FFT spectrum when, as in Figure 2, the Bayesian 
time-domain signal model does not include exponential 
damping.) 

Theoretical Frequency Precision of Bayesian vs FFT 
Analysis. Figure 5 shows a plot of the base-1O logarithm of 
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Figure 5. Logarithm (base 10) of the signal frequency precision (eqs 
17 and 18) vs number of lime-domain data paints, based on either 
Bayesian or Fourier analysis of the same simulated time-domain signals. 
In the three plots. time-domain initial signal-ta-noise ratio is 10.0; and 
the time-domain damping constant T = 4000Ll.I/3, 4000Ll.t, or 
12000Ll.I s, for a sampling rate of (1/Ll.I) points/so The Bayesian 
analysis is based on an undamped single-sinusoid time-domain signal 
model, and the FFT analysis is based on nonlinear least-squares best 
m to an FFT magnitude-mode spectrum (see text). 

the precision, p(v) (Bayesian or FFT, computed from eqs 17 
and 18), as a function of N (number of time-domain data 
points) for a time-domain signal-to-noise ratio of 10 and T = 
4000Ll.t/3, 4000Ll.t, and 12000M (i.e., T = 3T, T = T, and T 
= T 13). (The three plots in Figure 5 are thus the same graph, 
plotted at three different horizontal scales.) Since the 
Bayesian (undamped single-sinusoid model) and FFT mag
nitude-mode spectral line widths [Ll.v = 31/ 21 (1fT) Hz, in the 
limit that T» T] are comparable (see Figure 2), we have 
introduced an additional (compared to ref 9) factor of 31/ 2 into 
eq 17 to facilitate comparison between Bayesian and FFT 
precision. For signals that are significantly damped (T 20 T) 
during the time-domain acquisition period, the Bayesian 
precision surpasses the FFT precision (by up to 2 orders of 
magnitude) for a sufficiently large value of N. We should not 
be too surprised that the Bayesian precision can be superior 
to that based on an FFT spectrum, since the Bayesian al
gorithm "knows" the form of the time-domain signal (and that 
noise is present), whereas the FFT algorithm does not. Un
fortunately, since Bayesian computation time increases with 
increasing N (4-6 h for 4096 time-domain data points on a 
Nicolet 1280 minicomputer), it is at present impractical to 
exploit the full available precision of Bayesian analysis for 
large time-domain data sets (2032K). 

The enhanced precision of Bayesian analysis (vs that of 
FFT) for large N follows directly from eqs 17 and 18. Since 
T = N Ll.t, Bayesian precision effectively increases as ]{J/2, (for 
the single nondamped frequency model of eq 17) whereas 
precision based on nonlinear least-squares fit to a magni-

tude-mode FFT spectrum increases only as N for small N (T 
« T) and is independent of N for large N (i.e., T» T). Thus, 
for a sufficiently large number of data points, N, Bayesian 
frequency precision will always be higher than FFT frequency 
precision, provided that the experimental time-domain signal 
is well-approximated by a sum of damped sinusoids of dif
ferent frequencies. 

The relative precision of FFT analysis (vs Bayesian) im
proves as TIT increases (lowermost graph in Figure 5), because 
a longer time-domain damping constant produces a narrower 
(and higher-magnitude) FFT spectral peak. Basically, 
Bayesian analysis produces independent estimates for v and 
T, whereas the precision in determination of v from FFT 
analysis depends on the spectral "natural" line width, which 
is in turn proportional to II T. Thus, the FFT precision in 
determination of v decreases as T decreases, because the FFT 
spectral line width increases, and the frequency-domain 
peak-height-to-noise ratio decreases. 

Finally, it is worth noting that the signal-to-noise ratio, BII (f, 
in eq 17 for Bayesian precision is defined for a time-domain 
noisy signal, whereas the signal-to-noise ratio, SNR, in eq 18 
for the FFT precision is defined from the frequency-domain 
magnitude-mode spectral peak-height-to-noise ratio. As 
discussed in more detail elsewhere (13), the frequency-domain 
FFT peak height, (Bt/2)r[1- exp(-TIT)], is obtained (12) by 
integrating the time-domain signal over the acquisition period, 
T, and the frequency-domain noise (13) is simply (Nu/2)1/2; 
the ratio of these two factors leads to eq 18b. 

Experimental Frequency Precision of Bayesian vs 
FFT Analysis. Figure 4 shows the absolute ICR frequency 
difference (Bayesian vs unapodized and apodized FIT spectra) 
between CO+ and N2+, compared to the difference, 663.4 Hz, 
computed from the sum of the nuclidic masses (16) minus the 
mass of one electron (16) at a magnetic field value of 3.016 
T-the magnetic field strength need only be approximately 
correct for this ICR frequency difference estimate. The ICR 
frequency difference computed from the apodized FT mag
nitude-mode spectrum (by parabolic fit to the three largest
magnitude data points in each peak) was 670.4 Hz, compared 
to an ICR frequency difference of 662.8 Hz from Bayesian 
analysis. In this case, the ICR mass difference from Bayesian 
analysis is indeed more accurate (-0.000010 u) than that 
produced by parabolic fit to the IT magnitude-mode spectrum 
(+0.00012 u). Although a three-point fit of each peak to a 
magnitude-mode Lorentzian (12, 13, 17) improves the estimate 
of the FT magnitude-mode spectral pealr frequency difference 
(665.0 Hz, corresponding to a mass difference error of 
+0.000027 u), the Bayesian estimate is still the best, even 
though the Bayesian estimate was based on only one-fourth 
as many time-domain data points as the FFT estimates. 

Relative Abundances from Bayesian Analysis. Baye
sian analysis of a time-domain ICR noisy signal also yields 
estimates for the relative abundances of ions of different 
mass-to-charge ratio. Figure 6 shows the results of Bayesian 
analysis on the first 2048 time-domain ICR positive ion signal 
data from an electron-ionized Xe sample. The computation 
time was long (6 h) because of the relatively large number of 
determined ICR frequencies (6) and number of time-domain 
data points, requiring a computational data array of 2048 x 
«6 x 2) + 1) words. It is worth noting that the magnitude
mode Fourier transform spectrum (based on the full 16K 
time-domain data, zero-filled to 32K before FFT) reveals a 
seventh low-magnitude peak (~362 kHz, arising from l'"Xe+); 
the Bayesian analysis program slowed down significantly when 
asked to search for that peak. If more time-domain data 
points had been included in the Bayesian analysis, then the 
correspondingly more accurate spectral estimate would 
probably have identified the low-magnitude signal. Faster 
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Table II. Ion Cyclotron Resonance Frequencies and Relative Abundances for Six Xe+ Isotopes' 

IVl32Xe vi, Hz 
discrete FT relative abundance 

isotope comptd parabolic inter Lorentzian inter Bayesian true discrete FT Bayesian 

129Xe 8170 8162 (+0.0024 u) 8174 (+0.0012 u) 8169 (-0.0003 u) 98.14 98.9 (+0.77%) 99.8 (+1.66%) 
130Xe 5408 5327 (-0.024 u) 5344 (-0.019 u) 5384 (-0.0072 u) 15.24 24.5 (+60.8 %) 20.9 (+37.3%) 
131Xe 2680 2678 (-0.0006 u) 2681 (+0.0003 u) 2682 (+0.0006 u) 78.81 82.4 (+4.56%) 87.9 (+11.5%) 
132Xe 0 0 0 0 100.00 100.0 100.0 
134Xe 5248 5308 (+0.018 u) 5307 (+0.018 u) 5293 (+0.013 u) 38.66 38.1 (-1.4%) 42.7 (+10.5%) 
lUXe 10342 10390 (+0.0143 u) 10380 (+0.011 u) 10368 (+0.008 u) 33.09 36.0 (+8.8%) 39.6 (+19.6%) 

°Each ICR frequency (or magnitude) is reported as the difference in frequency (or ratio of magnitude) with respect to that of the most 
abundant isotope, 132Xe. ICR reference frequencies were computed as for Figure 4 (i.e., computed from known isotope mass minus the 
electron mass (13) and converted to ICR frequency based on an assumed magnetic field strength of 3.016 T). Relative spectral peak 
magnitudes are compared to known relative abundances of the xenon isotopes (13). Bayesian and FFT procedures were as for Table I. 
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Figure 6. Bayesian power spectrum (top) computed and displayed as 
for Figure 4, from the first 2048 data points of a tirne.oomain ICR Signal 
produced by seven Xe + isotopes. Because of the relatively large 
number of peaks, computation time was ~6 h (or ~4.5 h wnh closer 
initial estimates for the ICR frequencies). As in Figure 4, the FFT 
magnnude-mode spectra obtained from the full 16K time-domain data 
zero-filled to 32K without (middle) or with (bottom) Gaussian apodization 
are shown for comparison. 

Bayesian algorithms for handling such larger data sets are 
under development (8). 

Table II compares the accuracy of the FFT and Bayesian 
spectral estimates for the ICR frequencies and relative 
abundances of the isotopes of Xe+. On the average, the 
Bayesian frequency estimates were more accurate by a factor 
of ~3 than the FFT frequency estimates based on parabolic 
three-point interpolation (and more accurate by a factor of 
~2 than FFT frequency estimates based on three-point in
terpolation to a Lorentzian line shape (12, 13», even though 
the FFT spectra were computed from 8 times as many 
time-domain data points. The isotopic relative abundance 
estimates for both Bayesian and FFT methods were about 
equally accurate: The values from FFT analysis were mark
edly better than those from Bayesian analysis, except for the 
much larger FFT error for the low-abundance 130Xe+ isotope. 

CONCLUSION 
These theoretical and experimental results demonstrate that 

Bayesian analysis is capable of providing higher mass accuracy 
than that obtained from a discrete FFT of the same time
domain noisy exponentially damped multiple-sinusoid signal. 

Moreover, the Bayesian method inherently provides a measure 
of its own precision. In this approach, we apply the Bayesian 
method to successively more complex signal models, until the 
estimated parameter precision fails to improve further (8, 10). 
In Bayesian analysis, any spectral feature that cannot be fitted 
to the signal model is assigned to the noise, thereby decreasing 
the precision with which the spectral parameters may be 
determined. Because computation time increases with in
creasing signal model complexity, the computation time for 
a given model can be reduced by using the parameters esti
mated from a simpler model as initial estimates for the more 
complex model. In the present Bayesian analysis examples, 
the signal model was sufficiently general (Le., unlimited width 
in the probability distribution for each signal parameter) and 
the number of distinct signal frequencies sufficiently small 
that the Bayesian method did not introduce any false spectral 
peaks. The Bayesian method includes various other spectral 
estimation methods (e.g., linear prediction, least squares, 
MEM, FFT) as special cases. Thus, the artifacts and inac
curacies of all such methods are to some extent commonly 
shared. However, the advantages of Bayesian analysis are its 
generality and its inherent ability to estimate the precision 
(rather than just the values) of the signal parameters. 

The principal disadvantsge of Bayesian analysis compared 
to FFT data reduction is the relatively long computation 
period (hours vs seconds for the same data analyzed with the 
same hardware). As the number of distinct signal frequencies 
(spectral peaks) increases, Bayesian analysis requires in
creasingly long computation time and/ or increasingly accurate 
initial estimates for the spectral parameters of interest. (The 
accuracy of the initially estimated parameters determines the 
time required to locate the maximum in the posterior prob
ability distribution.) Computation time also increases (but 
less rapidly) with increasing number of time-domain data 
points. In practice, a compromise must be made between 
precision and computation time. 

From the above considerations, Bayesian analysis will be 
preferred over FFT data reduction in cases for which (a) high 
signal frequency accuracy (e.g., high mass accuracy in FT /ICR 
(18, 19» is required; (b) the number of time-domain data 
points is small (:S2K or so, as in gas chromatograph/FT /ICR 
experiments (20); (c) the time-domain signal is truncated after 
less than about one exponential damping time constant, 
leading to Gibbs oscillations in the FFT spectrum; and/or (d) 
two or more signal oscillation frequencies are closely spaced 
(i.e., by less than the spacing between two adjacent frequen
cy-domain data points) (1, 8). 
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APPENDIX 
Bayesian Spectral Analysis Algorithm. The application 

of Bayesian spectral analysis to experimental time-domain 
data is straightforward, but tedious. First, the simple un
damped single-sinusoid model is used to obtain an estimate 
of the number and frequencies of the time-domain signal 
sinusoids. Equation 8 can be used to calculate a posterior 
probability distribution, by calculating P(w/D,l) at discrete 
frequencies equally spaced throughout the spectral bandwidth 
of interest. At each discrete spectral frequency, the matrix 
!gj\1 is evaluated and its eigenvalues and eigenvectors are 
determined. From those eigenvalues and eigenvectors, P
(model parameters/D,l) may then be calculated. For spectral 
peaks with high signal-to-noise ratio (say, ::::10:1), an FFT 
magnitude-mode spectrum may be used to provide initial 
estimates for the signal frequencies, provided that those 
frequencies are well separated (Le., by more than one FFT 
discrete spectral frequency spacing, l/T Hz, in which T is the 
time-domain acquisition period in seconds). Next, a damped 
single-sinusoid model may be used to obtain an estimate of 
the time-domain damping constant, T, by varying not only 
signal sinusoid frequency, w, but also the signal exponential 
damping constant value, T. The two-dimensional output 
distribution, P(\w,TI/D,I), is best visualized as a plot of con
tours of constant posterior probability. Lastly, a refined 
spectral estimate is computed from the damped multisinusoid 
model. The frequency and damping constant estimates found 
above are used as initial guesses, and the N x (2m + 1) pa
rameter space is searched to find those Wj values that maximize 
the right-hand side of eq 8. The parameter search is time
consuming because the eigenvalues and eigenvectors of the 
matrix gjk must be recomputed for each point of the (W,T) 

parameter grid. Thus, accurate initial estimates for signal 
frequencies and damping constant can significantly reduce 
the time required to compute the posterior probability dis
tribution. 

The computer code that calculates the posterior probability 
distribution for each of the above models consists first of a 
subroutine, Prob, that calculates the (base-10) logarithm of 
the posterior probability according to eq 8. The input for the 
subroutine requires N (the number of time-domain data 
points), m (the number of sinusoid frequencies in the signal), 
and the matrix gjk, as well as a subroutine for calculating the 
eigenvectors and eigenvalues of gjk' For the undamped sin
gle-sinusoid and damped single-sinusoid models, only a main 

"driving" program, which sets up gik and calls Prob, to com
pute the posterior probability distribution for each of the 
scanned wand T values is needed. For the damped multi
ple-sinusoid model, two programs are required: a first driver 
that computes gjk and calls the Prob subroutine to determine 
the value of the posterior distribution at a particular search 
point (Le., for particular w and T) and a second program that 
searches the w and T parameter array to find those values that 
maximize the posterior probability. A general search routine 
(8) was chosen to accommodate the sharply peaked maximum 
in the posterior probability distribution. Finally the calculated 
sinusoid frequencies are used as described above to calculate 
estimates for the signal amplitudes and errors (and thus the 
signal-to-noise ratio(s». 
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Resonance Ionization Mass Spectrometry of Sputtered 
Osmium and Rhenium Atoms 
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The mass spectrometric analysis of Os and Re was investi
gated by use of a pulsed primary Ar+ ion beam to provide 
sputtered atoms for resonance ionization mass spectrometry. 
A useful yield of 10-2 and a detection limit of 8 ppb were 
demonstrated for Os concentration measurement. In situ 
measurements of Os concentration are obtainable by this 
method at the sub-part-per-million level in conducting and 
semiconducting materials with a full width at hall maximum 
beam diameter of ~70 J.l.m. An Ionization scheme for Os that 
utilizes three resonant energy levels (including an autoionizing 
energy level) was Investigated and found to have superior 
sensitivity and selectivity compared to nonresonant and one 
and two energy level resonant ionization schemes. An ele
mental selectivity for Os over Re of 2': 103 was demonstrated. 
It was found that detuning the ionizing laser from the au
toionlzlng energy level to an arbitrary region in the ionization 
continuum resuHed In a 5-fold decrease in signal intensity and 
a 10-fold decrease in elemental selectivity. 

INTRODUCTION 

The masS spectrometric analysis of small quantities of Os 
and Re is an important analytical goal in geochemistry with 
two main applications: (1) the in situ measurement of Os and 
Re concentrations at very low levels in geologic materials and 
in phases synthesized in laboratory experiments; (2) the 
measurement of Os isotope ratios both in situ and on small 
samples of Os chemically separated from geologic materials. 
In both instances the number of Os and Re atoms available 
for measurement is quite low. Therefore, it is of interest to 
develop a mass spectrometric measurement technique with 
a high ratio of ions detected to atoms present in the ion source 
(useful yield). The technique must also be able to discriminate 
against molecular interferences in the case of concentration 
measurements and discriminate between 1870S and l87Re atoms 
in the case of Os isotope ratio measurements. 

At Argonne National Laboratory we have developed a 
resonance ionization mass spectrometer for ultrasensitive 
surface analysis of semiconductors with monolayer depth 
resolution. Surface analysis by resonance ionization of 
sputtered atoms (SARISA) has a high useful yield (<::10-') and 
a demonstrated sensitivity at the parts-per-billion (ppb) level 
for Fe concentration measurements in a Si matrix (1-3). It 
employs a pulsed primary ion beam to create a cloud of 
sputtered neutrals that efficiently fill the ionizing volume of 
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1 Present address: Division of Geological and Planetary Science, 
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pulsed lasers and an energy and angular refocusing time-of
flight mass spectrometer to maximize photoion detection. 
SARISA appears to be well suited for in situ determinations 
of Os and Re concentrations. 

A major obstacle that must be addressed in order to dem
onstrate the utility of resonance ionization of sputtered atoms 
for Os and Re analyses is the identification of suitable ioni
zation schemes for these elements. To this end, we have 
investigated a series of multiphoton ionization schemes for 
Os and Re with the goal of maximizing the Os photoion yield 
and minimizing the isobaric interference between Os and Re 
at mass 187. In this study we have evaluated the useful yield, 
detection limit, and selectivity of SARISA for the measure
ment of Os concentrations. This information is also important 
in evaluating the potential of the SARISA photoion source 
as a prototype of an elementally selective and highly efficient 
ion source for an isotope ratio mass spectrometer. 

EXPERIMENTAL SECTION 
Apparatus. The experiments were performed by use of the 

SARISA apparatus, described in detail by Pellin et al. (2). The 
instrument consists of three main subunits: a pulsed primary ion 
source, three pulsed tunable lasers, and an energy and angular 
refocusing time-of-flight mass spectrometer (Figure 1). 

A mass analyzed 5 ke V Ar+ sputtering beam with a current of 
2.0 f.LA and a full width at half maximum (fwhm) diameter of -70 
f.Lm is produced by a Colutron ion gun. During analyses, the 
primary ion beam is chopped into pulses of 200 ns width by 
electrostatic deflection and is synchronized with the lasers op
erating at a 40-Hz repetition rate. The Ar+ ion pulses strike the 
target in a chamber pumped to the low 10"" Torr pressure range. 
The sputtering rate in the pulsed mode is -10 min per monolayer 
of tsrget. Sputtered species fill a volume above the target during 
and after the arrival of the primary ion pulse. During sputtering, 
the target is held at a 1.5-kV potential; incoming Ar+ ions are 
decelerated to 3.5 ke V and positive secondary ions produced by 
sputtering are accelerated to 1.5 keY. The secondary ions are 
not transmitted through the mass spectrometer which is designed 
to accept ions with 1.0 ± 0.1 keY energy. 

Three hundred nanoseconds after the end of each ion pulse 
a XeCI excimer laser is fired producing a -10-ns, 250-mJ UV pulse 
with a bandwidth of 0.3 to 0.5 nm centered about 307.9 nm. The 
excimer output is split into three beams which either are used 
to pump tunable dye lasers (loaded with Rhodamine, Coumarin, 
or DCM dye) or, for some experiments, are focused directly into 
the ionization region. When necessary, the visible fundamental 
dye laser output is frequency doubled in a nonlinear crystal to 
produce UV pulses. The laser beams are spatially and temporally 
overlapped in a volume that extends from about 0.5 to 1.5 mm 
above the target surface and has a diameter of -1 mm. Pho
toionization of sputtered neutrals occurs within this volume and 
the photoions are accelerated away from the target and into the 
mass spectrometer. The target potential is lowered at the be
ginning of each laser shot, so that ions produced by photoionization 
are transmitted through the mass spectrometer. and is then 

© 1990 American Chemical Society 
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Figure 1. Schematic diagram of the SARISA experimental apparatus 
from Pellin et al. (2). 

switched back to 1.5 k V before the arrival of the next primary 
ion pulse to again suppress the detection of sputtered secondary 
ions. 

The photoion beam is focussed and shaped in the time-of-flight 
mass spectrometer by a series of einzellenses, deflection plates, 
and two hemispherical energy analyzers, after which it strikes a 
chevron-type microchannel plate electron multiplier (Figure 1). 
The resulting electron pulse is measured by a transient charge 
digitizer at high signal levels or by a pulse-counting system at lower 
signal levels. The maximum ion transmission of the mass spec
trometer is ~70% (3). 

Samples. Four samples of metallic solid solutions were used 
as targets in this study. Two samples were synthesized from pure 
metals (4) and two samples are from meteorites. Synthetic sample 
1 contains 95.2% Ni, 2.5% Os, and 2.3% Re. Synthetic sample 
2 contains 99.8% Ni, 0.1 % Os, and 0.1 % Re. The meteorites are 
the Negrillos and Coahuila type IIAB hexahedrite iron meteorites, 
which are essentially comprised of a homogeneous mixture of 
94.2% Fe, 5.4% Ni, and 0.4% Co with many other metals in
cluding Os, Re, Ir, Pt, and Au as parts-per-million level trace 
impurities. Radiochemical neutron activation analyses by 
Pernicka and Wasson (5) indicate that the Negrillos meteorite 
contains 25 ppm Os and 1.4 ppm Re (±12%) and that the Coa
huila meteorite contains 3.4 ppm Os and 0.4 ppm Re (±12%). 
All concentrations are given in atomic proportions. 

Ionization Schemes. Osmium was ionized by five different 
schemes to evaluate their relative sensitivities and selectivities. 
Rhenium was ionized by only the two simplest schemes. The 
ionization schemes all originate from the ground electronic state 
and can be grouped into five general types designated A through 
E (Figure 2). We report wavelengths as nanometers in air and 
energy levels as inverse centimeters in vacuum. Scheme A is 
nonresonant and requires the simultaneous absorption of two (in 
the case of Re) or three (in the case of Os) photons from the 
broad-band 307.9-nm excimer laser to reach the ionization con
tinuum. Scheme B uses one ~240- or ~300-nm UV photon from 
a dye laser (A,) to raise Os or Re atoms to a resonant energy level 
(E,) and one 307.9-nm excimer photon to ionize the atoms. 
Scheme C uses one ~240- or ~300-nm UV photon from a dye 
laser (A,) to raise atoms to a resonant energy level (E,) and one 
additional photon (when ~240-nm photons are used) or two 
additional photons (when ~300-mn photons are used) ofthe same 

10 
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Figure 2. Generalized ionization schemes evaluated for Os (A-E) and 
Re (A-B). Asterisks denote broad-band excimer radiation. 

Table I. Resonant Energy Levels Evaluated in this Study· 

ionization scheme 

C 
D 

E 

E, 

41557 
41313 
41876 
41726 
41232 
41225 
40362 
34365 

b 
41726 
41232 
40362 
34365 
34365 

energy level, cm-l 

E, 

58175 
56729 
56222 
55402 
55402 

a El and E2 levels are from ref 18. b Same as Bas-

E, 

71032 

energy to ionize them. Scheme D uses one ~ 240- or ~ 300-nm 
UV photon (A,) from a dye laser to raise atoms to a fIrst resonant 
energy level (E,), one ~480- or ~600-mn visible photon (A,) from 
a second dye laser to raise atoms to a second resonant energy level 
(E,), and a second visible photon (A,) from the second dye laser 
to produce photoions. In schemes A through D atoms are raised 
to an arbitrary energy above the ionization continuum by the 
ionizing photon. Scheme E is the same as scheme D except that 
the ionizing photon (A,) is generated from a dye laser tuned to 
reach an autoionizing resonant energy level (E,) above the ion
ization potential (IP). The specific energy levels evaluated for 
each scheme are given in Table I. 

Scheme E was found to be most favorable for Os ionization 
(following criteria discussed below) and will therefore be described 
in more detail (Figure 3). UV photons from the fIrst dye laser 
are tuned to 290.906 mn to populate the E,level [E, = 34365 cm-'; 
angular momentum quantum number (J) = 5] from the ground 
state (J = 4). Visible photons at 475.216 nm then pump atoms 
from E, to the E,level (E, = 55402 cm-I; J = 5). Finally, the 
third dye laser is tuned to pump atoms from E, over the IP 
(~69000 cm-') to the most favorable autoionizing E, energy level 
(E, = 71 032 cm-') that could be accessed by scanning the third 
dye laser across the 635- to 665-nm region. 

The energy needed per pulse to saturate each of the three levels 
was investigated by monitoring the Os+ signal in the mass 
spectrometer while sequentially placing a series of partially 
transmitting filters into each of the laser beams separately. The 
important parameter for saturation is the energy density, which 
can be controlled by the size, shape, and position of the laser 
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Figure 3. Specific ionization schemes used for Re and Os analyses. 
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Figure 4. Relative Os signal intensity as a function of laser energy per 
pulse for ionization scheme E as each of the three laser beams was 
attenuated separately, while the other two beams were held at full 
energy. Error bars are included where estimated uncertainty exceeds 
symbol size. Saturation was not reached for :\1 at a maximum energy 
of ~ 1 mJ/pulse (squares) but was reached for A2 at ~ 0.5 mJ/pulse 
(Circles) and A, at ~ 1.5 mJ/pulse (triangles). 

beams as well as by the amount of incoming energy. By tightly 
focusing the laser beams, we were able to saturate each of the three 
energy levels, but in this configuration only a small portion of 
the cloud of sputtered atoms was ionized. Under normal operating 
conditions, we defocused the lasers to a diameter of ~ 1 mm in 
order to access a large portion of the cloud of sputtered atoms. 
With two of the three laser beams kept at full energy and one 
beam attenuated, E, was found not to be completely saturated 
with a maximum energy of ~ 1 mJ /pulse for A" E2 was saturated 
at an energy of ~0.5 mJ /pulse for A2, and E3 was saturated at 
an energy of ~ 1.5 mJ /pulse for A3 (Figure 4). Subsequent 
experiments were run with an energy of ~1 mJ/pulse, ~2 
mJ/pulse, and ~4 mJ/pulse at A1> A2, and A3' respectively. 

Rhenium atoms were ionized by schemes A and B only (Figure 
2). In scheme B (Figure 3), UV photons at 240.560 nm populated 
the E, level (E, = 41557 em-I; J = 3/2) from the ground state (J 
= 5/2), The broad-band 307.9-nm excimer photons then raised 
the atoms from the excited energy level to the IP (2:63530 em-I). 
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Figure 5. Relative signal intensities for Os ionization schemes. 

RESULTS AND DISCUSSION 

Sensitivity and Selectivity of Ionization Schemes. 
Synthetic sample 1 was used to investigate the relative sen
sitivity and selectivity of the ionization schemes for Os. We 
will use the Os+ signal intensity for nonresonant ionization 
by scheme A as a reference value and discuss the Os+ signal 
levels for the resonant schemes relative to this value (Figure 
5). Ionization by scheme B was ~3 times more efficient than 
scheme A, showing the enhancement of ionization probability 
from the addition of a resonant step to the broad-band 
307.9-nm laser beam. The ionization energy in scheme A 
significantly overshoots the IP, whereas the ionization energy 
in scheme B places the atom only slightly above the IP (Figure 
2). The increased ionization of scheme B over A suggests that 
the broad-band laser in scheme B overlaps an autoionizing 
resonance or that the ionization cross section in the continuum 
decreases at energies much higher than the IP. 

Ionization by scheme C was ~ 50 % less efficient than by 
scheme A. This probably arises because the ~ 1 mJ /pulse 
UV dye laser does not have enough energy to saturate the 
ionization process. In scheme D the addition of a second 
resonance level allows the ionization step to be pumped by 
the visible dye laser fundamentals which have higher energy 
(~2 mJ /pulse) than the frequency doubled UV pulses. The 
increase in energy more nearly saturates the ionization step 
and results in a ~50% higher efficiency than by scheme C 
(about the same efficiency as scheme A). Scheme E is identical 
with scheme D except that the visible ionizing photons are 
tuned to match an autoionizing energy level, producing a signal 
enhancement of a factor of ~ 5 over scheme D and suggesting 
that the ionization step is only saturated at the autoionizing 
resonance. Similar ionization enhancements have been ob
served for Gd (6) and U (7) when dye lasers were tuned to 
match autoionizing energy levels. 

The in situ measurement of the isotopic composition of Os 
in samples that also contain Re would require that the 187Re 
peak (62.6% abundance isotope) be suppressed to eliminate 
isobaric interference with the 1870S peak (~1.6% abundance 
isotope). As a measure of the selectivity of each Os+ ionization 
scheme, we measured the 1920S+ /185Re+ ratio without cor
rection for instrumental fractionation (to an accuracy of ~ 
10%) for each scheme and normalized it to the true ratio of 
these stable isotopes in the synthetic sample calculated from 
the Os and Re concentrations and natural isotopic abundances. 
Since there was some variability in the 1920s+ /'85Re+ ratio for 
different energy levels following a given ionization scheme, 
we have plotted in Figure 6 the 1920S+ /185Re+ ratio for the 
energy levels with the maximum selectivity for each scheme. 
Nonresonant ionization by 307.9-nm photons (scheme A) was 
slightly more efficient for Re than for Os and showed a ~30% 
Re enhancement. The addition of an Os resonant step to the 
excimer photons (scheme B) enhanced Os ionization by as 
much as 3-fold. For resonance ionization using narrow band 
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Figure 6. Relative selectivity for Os over Re measured as the log of 
the ratio of the observed to the true 19'OS+ / 185Re+ ratio for the Os 
ionization schemes. 
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Figure 7. (a) Re spectrum (scheme B) taken at low mass resolution 
(~250) and (b) Os spectrum (scheme E) taken at higher mass reso
lution (~400) in the same synthetic sample (2.3% Re; 2.5% Os). 
Labels indicate the masses of the Re (185 and 187) and Os (186 to 
190 and 192) isotope peaks. Note that scheme B for Re has low 
selectivity and scheme E for Os has high selectivity. 

dye lasers only, Os was enhanced relative to Re by as much 
as 33 for single resonance (scheme C), 1()2 for double resonance 
(scheme D), and ~1()3 for triple resonance (scheme E). A signal 
intensity versus time-of-flight spectrum is shown in Figure 
7 a for resonance ionization of Re (mass 185 and 187) using 
ionization scheme B. The low selectivity of scheme B for Re 
is illustrated by the presence of nonresonantly ionized Os 
which is visible at masses 188 to 192. A similar spectrum is 
shown in Figure 7b for resonance ionization of Os from the 
same sample by ionization scheme E. The extremely high 
selectivity of scheme E for Os is illustrated by the complete 
absence of Re at mass 185 and 187. An Os selectivity similar 
to that of scheme E was reported for thermal vaporization 
RIMS using a two-photon single resonance scheme similar to 
scheme C, except that the transition originated from the ~8% 
populated thermally excited a5D3 state (Figure 3) rather than 
the ground state (8). 

Os Concentration Measurement. Synthetic sample 2 and 
the two iron meteorite specimens were used to investigate the 
ability to measure Os concentrations quantitatively, Time-
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Figure 8. A time-of-flight spectrum collected with charge digitization 
for an Os analysis of the Negrillos iron meteorite using ionization 
scheme E. The peaks at 0-10 j.LS are due to nonresonant ionization 
of the major constituents in the sample (Fe, Ni, Co, and their oxides) 
and the peaks beginning at ~ 15 fLS are due to resonant ionization of 
the 25 ppm Os. Inset shows counts per 5-ns channels across the 
Os peaks for a 125-s pulse-counting experiment in which only '/5 of 
a monolayer of material was removed from a 100-fLm spot. 

Table II. Pulse Counting Data for 125-s Os Analyses of 
Samples 

sample Os conc, ppm 08+ counts counts per ppm 

synth 2 1000 346000 346 
Negrillos 25 6480 259 
Coahuila 3.4 1120 329 

mean 311± 53 (2um) 

of-flight spectra were collected for 125 s (5000 laser shots) with 
a fwhm mass resolution at mass 187 (Mj D.M) of ~250, which 
adequately resolved the peaks for the purpose of concentration 
measurement. Mass resolution can be increased to ~400 using 
an aperture positioned in the photoion path, but only at the 
cost of a loss in signal intensity by a factor of ~ 10. 

A time-of-flight spectrum of the Negrillos meteorite col
lected with charge digitization is shown as an example in 
Figure 8. The peaks at 0 to 10 fLS are due to nonresonant 
ionization of the major constituents in the sample (Fe, Ni, Co, 
and their oxides), and the peaks beginning at ~ 15 fLS are due 
to resonant ionization of the 25 ppm Os. Because of the low 
concentration of Os a pulse counting system was also used to 
measure the Os peaks. The ion signal is recorded by dividing 
arrival times into 5-ns channels, The Os mass spectrum is 
shown as an inset in Figure 8 in which counts per 5-ns channels 
for a 125-s analysis are plotted. The small peak at 15 fLS is 
1860S which is present at 0.40 ppm. 

A background of 16 counts per 125 s across masses 186 to 
192 was determined by detuning the UV laser 12 cm- l from 
the center of the El resonance level and repeating the ex
periment. The absence of interferences resonant with the UV 
laser frequency was verified by measuring a background of 
18 counts per 125 s across these masses on stainless steel (Fe, 
Ni, Cr alloy) with the lasers tuned for Os analysis. This 
background intensity is assumed to represent the instrumental 
background for a sample containing no Os and was subtracted 
from the total counts measured for each sample to determine 
the net Os+ counts. 

The Os+ counts summed over the major isotopes (masses 
186 to 192) are given in Table II for three samples which have 
Os concentrations known to ±12% (5). The data demonstate 
that for Os concentrations between ~ 3 and 1000 ppm the 
measured Os+ intensity is linearly proportional to the Os 
concentration in each sample, The ratio of Os+ intensity to 



Os concentration (relative ion yield) is constant to within 
~ 20 % for all three samples and the data define a linear 
calibration curve whose slope, 311 ± 53 (211m) Os+ counts per 
ppm Os, can be used to determine Os concentrations in sam
ples of similar bulk composition. 

The mean relative ion yield and background count rate were 
used to calculate the minimum detection limit for Os in 
metallic Ni-Fe phases. Following the treatment of Ziebold 
(9) we calculate from Poisson statistics that the detection limit 
for Os at the 95% confidence level is 41 ppb for a 125-s 
analysis and 7.7 ppb for a 3600-s analysis. We note that a 
3600-s analysis would consume only ca. six monolayers of the 
sample. 

Variations in the relative ion yield due to matrix effects 
should depend primarily on the sputtering rate of the sample 
as long as the dominant sputtered species are neutral atoms. 
Therefore, sputtering rates must be determined for each target 
material analyzed. Considerable data exist for pure elements 
which indicate variations of up to a factor of ~3 (10). 
Sputtering rates of most multielement matrix materials are 
unknown and will have to be measured. If large populations 
of ions or molecules are produced during sputtering, the 
population of sputtered neutral atoms available for pho
toionization will be diminished and will cause shifts in the 
relative ion yield. 

Useful Yield. The useful yield is defined as the ratio of 
ions detected to atoms present in the ion source. The useful 
yield is determined from the ratio of Os+ ions detected per 
laser shot to the number of Os atoms sputtered from the 
sample per primary ion pulse. The mean relative Os+ ion yield 
corresponds to 0.062 count per ppm per laser shot. The 
amount of target material sputtered per primary ion pulse can 
be estimated from the sputter yield of pure Fe and Os under 
bombardment by 3.5-keV Ar+ ions, which for both Fe and Os 
is 2.5 atoms per Ar+ ion (10). With a primary ion current of 
~2.0 p.A and a pulse width of 0.20 p.s, 2.5 x 106 ions strike 
the target per pulse and, therefore, approximately 6.3 X 106 

Fe atoms are sputtered per pulse. Assuming that trace levels 
of Os are sputtered at the same rate as the Fe matrix, 6.3 Os 
atoms will be sputtered during each pulse per ppm of Os in 
the sample. Dividing the mean Os+ counts per laser shot by 
the number of sputtered Os atoms per primary ion pulse gives 
a useful yield of 10-2• The Os mass spectrum for the 25 ppm 
Os sample shown in Figure 8 was collected during 5000 pri
mary ion pulses (125 s) by sputtering 7.8 x 105 Os atoms (1/5 
of a monolayer in a 100-p.m spot) and detecting 6.5 X 103 Os+ 
ions. 

The useful yield of the experiment described here appears 
to be considerably higher than that reported for other mass 
spectrometric techniques for Os analysis. However, in making 
such a comparison one must consider that the typical oper
ating conditions (for instance, the mass resolution and the 
required sample preparation) of the various techniques differ 
markedly. The useful yield for resonance ionization mass 
spectrometry of chemically separated Os vaporized from a 
thermally pulsed filament has been reported at ~ 10-7 (8) and 
the useful yield of inductively coupled plasma mass spec
trometry of chemically separated Os has been reported at 10-5 
to 10-6 (11). We have determined the useful yield for Os 
analysis by secondary ion mass spectrometry to be ~ 10-< using 
the Caltech Cameca IMS 3-F ionprobe with a 0- primary ion 
beam and a metallic Os target. Osmium analyses have also 
previously been made by thermal ionization of oxide species 
(12,13), secondary ion mass spectrometry (14, 15), accelerator 
mass spectrometry (16), and laser ablation mass spectrometry 
(17), but useful yields have been been reported. 

Applications. In situ Os and Re concentrations can now 
be measured at the sub-part-per-million level in conducting 
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and semiconducting materials with a fwhm beam diameter 
of ~70 p.m using SARISA. The linear dependence of the Os+ 
signal on Os concentration allows the use of synthetic and 
well-characterized natural standards for quantitative analysis. 
Minor changes in the experimental configuration should allow 
analyses of most high IP elements including all of the Pt-group 
elements. These measurements may be applied to geochemical 
studies related to chemical fractionation and diffusion in 
meta1lic and sulfide phases in meteorites and terrestrial rocks 
and ore deposits as well as in phases synthesized in laboratory 
experiments. 

The SARISA apparatus used in this study uses a low-res
olution mass spectrometer (see mass spectra in Figures 7 and 
8) and is therefore not appropriate for Os isotope ratio 
measurement. However, the high useful yield and selectivity 
for Os demonstrated here suggest that the SARISA photoion 
source may be superior to thermal vaporization as the ion 
source for Os isotope ratio measurements by resonance ion
ization. An important issue that remains to be resolved is 
whether the pulsed photo ion source described here can be 
coupled with a mass spectrometer with sufficient mass reso
lution and abundance sensitivity for the measurement of Os 
isotopic ratios with ::>1 % precision. If this can be accom
plished, it will be possible to measure the isotopic composition 
of Os using much smaller sample sizes than needed for thermal 
vaporization resonance ionization. If measurements can be 
precisely calibrated by using standards, in situ isotopic 
analyses may eventually be possible. 
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Reversing Enantioselectivity in Capillary Gas Chromatography with 
Polar and Nonpolar Cyclodextrin Derivative Phases 

Sir: In the 1980s a wide variety of chiral stationary phases 
(CSPs) were developed for the liquid chromatographic (LC) 
separation of enantiomers while relatively little was done in 
gas chromatography (GC). Some of these CSPs were based 
on naturally occurring chiral molecules such as protein (1-3), 
cellulose, and so on, while others were based on synthetic 
molecules (4, 5). One of the advantages of the synthetic 
approach in developing CSPs was that either enantiomeric 
modification could be used, thereby reversing retention order. 
This was useful for a number of reasons. For example, when 
determining optical purities in which one enantiomer is in 
excess, it is preferable to have the less concentrated isomer 
elute first. This is because the enantiomer in excess frequently 
produces a large, tailing peak. Often, the tailing can overlap 
with a smaller, late eluting peak. In addition, enantiomeric 
reversals can be useful in confirming separations and in 
mechanistic studies. Reversing enantioselectivity by using 
opposite configuration amino acid derivatives as GC stationary 
phases or different analyte derivatives was noted previously 
as well (6, 7). In this work, we report several new chiral GC 
stationary phases that consist of hydrophilic and hydrophobic 
derivatives of cyclodextrin. In addition to separating enan
tiomers that cannot be resolved by LC, many of these CSPs 
are interesting in that they show opposite enantioselectivity. 

Much of the early work on the use of native cyclodextrins 
as GC stationary phases was done by Smolkova-Keulemansova 
and co-workers (8-10) and Sybilska and associates (11). 
Because of their highly crystalline nature, native cyclodextrins 
(CD's) sometimes were difficult to use as stationary phases 
and generally were inefficient. However, this work demon
strated that CD's were highly selective, formed inclusion 
complexes with vaporized solutes and were worthy of con
tinued study. Recently, Konig and co-workers produced li
pophilic alkyl and alkyl-acyl derivatives of cyclodextrins that 
were liquids (12, 13). When coated on glass capillaries, a 
number of enantioselective GC separations were accomplished. 
Also, Schurig et al. have dissolved native and permethylated 
cyclodextrins in various GC stationary-phase liquids thereby 
obtaining viable CSP's (14). In an earlier work, we discussed 
requirements for obtaining liquid cyclodextrin derivatives as 
well as the use of nonpolar dialkyl a-, (3-, and 'Y-CD stationary 
phases on fused silica capillaries (15). 

Early kinetic work on cyclodextrin-cataiyzed hydrolysis of 
racemic oxazolones indicated that a-CD and (3-CD may have 
different enantioselectivities (16). However, these have never 
been confirmed or utilized in separations. Also, to our 
knowledge, there has never been a report showing that dif
ferent derivatives of the same cyclodextrin show the opposite 
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enantioselectivity. In this communication, we show that the 
polar permethyl-O-«S)-2-hydroxypropyl)-CD often has the 
opposite enantioselectivity of the nonpolar alkyl derivatives. 
In a few cases, analogous a-, (3-, and 'Y-cyclodextrin derivatives 
show opposite enantioselectivities. Consequently, it is no 
longer required that opposite molecular antipodes be "in hand" 
in order to have a generally useful chromatographic method 
in which enantioselectivities can be reversed. This approach 
is particularly useful for CSPs which utilize naturally occurring 
molecules that exist in a single enantiomeric form. 

EXPERIMENTAL SECTION 

Fused silica capillary tubing (0.25 mm i.d.) was obtained from 
Alltech. (2,6-Di-O-alkyl) cyclodextrins were made as previously 
reported (17). The heptakis(2,6-di-O-pentyl)cyclodextrins were 
made by reacting excess 1-bromopentane with 3.0 g of the desired 
cyclodextrin in 30 mL of dimethyl sulfoxide (DMSO) at 50 °C 
for 2 h. The product was isolated by precipitation with water. 
The waxy precipitate was washed and dissolved in chloroform 
(CHCI3). The CHCl3 solution was washed with water and the 
CHCl3 was evaporated to leave the product, which was subse
quently vacuum dried. This material then can be trifluoro
acetylated by dissolving it in tetrahydrofuran (THF) with an 
excess of trifluoroacetic anhydride (TFA). The mixture is boiled 
for 2 h, then poured over ice to precipitate the product. The 
precipitate was washed with cold water and dissolved in CHCI3• 

The CHCl3 solution was extracted 3 times with 5% aqueous 
NaHC03 and 3 times with water. The CHCl3 layer was dried with 
anhydrous Na2S0, and evaporated. This viscous liquid was dried 
under vacuum overnight. 

Permethyl derivatives of O-«S)-2-hydroxypropyl)cyclodextrin 
mixtures were made in two steps. First, the respective cyclodextrin 
was dissolved in aqueous NaOH (5% (w/w)) and the solution 
cooled in ice bath; then (S)-propylene oxide was slowly added while 
stirring. After about 6 h in an ice bath the reaction was allowed 
to proceed for a day at room temperature, neutralized, and dia
lyzed briefly in order to remove the contaminating salts. The 
re-formed solution was filtered and the product obtained by 
freeze-drying. Permethylation was achieved by a reaction with 
methyl iodide after the dissolution of cyclodextrin derivative in 
a solution of NaH in DMSO (18, 19). Additional data on the 
make-up and properties of this compound are to be published 
subsequently. The capillaries were coated via the static method 
as previously reported (20). 

Amines and alcohols were derivatized with TFA or acetic an
hydride. In each case, approximately 1.0 mg of the racemic analyte 
was dissolved in 0.5 mL of methylene chloride and 200 I'L of the 
desired anhydride added. After reaction, dry N2 was bubbled 
through the solution to remove excess reagent. Sugars were 
trifluoroacetylated by the above procedure except that THF was 
used as the solvent. Also, because this reaction was somewhat 

© 1990 American Chemical Society 



ANALYTICAL CHEMISTRY, VOL. 62, NO.2, JANUARY 15, 1990 • 215 

Table I. GC Enantioselectivity Retention Data for Permethyl-(S)-hydroxypropyl (PMHP) Derivatized Cyclodextrin and 
Dipentyl-Derivatized Cyclodextrin 

racemic compounda structureb elution order stationary phasec temp,OC 

1,2,3,4-tetrabydro-1-naphthol OH 1.03 S,R PMHP-a-CD 100 

00 1.03 R,S dipentyl-a-CD 100 

mandelic acid methyl ester OH 1.04 S,R PMHP-a-CD 120 

©tr0'CH, 
1.01 R,S dipentyl-iJ-CD 100 

1-cycIohexylethylamine 
(5H2 

1.05 S,R PMHP-iJ-CD 100 
1.03 R,S dipentyl-a-CD 45 

l-(l-naphthyl)ethylamine 
~H2 

1.03 S,R PMHP-a-CD 150 
1.09 R,S dipentyl-iJ-CD 150 

2-amino-l-propanol NH2 1.05 S,R PMHP-iJ-CD 120 
~OH 1.16 R,S DPTFA-iJ-CDd 110 

2-chloropropionic acid CI 1.13 S,R PMHP-iJ-CD 50 
methyl ester ~O'CH3 2.14 R,S DPTFA-iJ-CDd 60 

0 
erythrose CHO 1.03 L,D PMHP-iJ-CD 80 

+OH 
1.07 D,L dipentyl-iJ-CD 80 

OH 

CHzOH 
arabinose 

~H 
1.04 D,L PMHP-iJ-CD 90 
1.20 L,D dipentyl-iJ-CD 70 

HO 

HO 
OH 

1-0-methyl-iJ-D,L-arabinopyranoside 
~CH' 

1.10 D,L PMHP-iJ-CD 90 
1.10 L,D dipentyl-iJ-CD 90 

HO 

HO 
OH 

ribose 
HOC~H 

1.08 D,L PMHP-iJ-CD 100 
1.07 L,D dipentyl-iJ-CD 80 

OH OH 
xylose 

~ 
1.05 L,D PMHP-iJ-CD 80 
1.05 D,L dipentyl-iJ-CD 70 

OH 

HO OH 
OH 

lyxose a 1.05 D,L PMHP-iJ-CD 80 
1.05 L,D dipentyl-iJ-CD 80 

OHO 

HO OH 

sorbose 
H~H 

1.12 L,D PMHP-iJ-CD 90 
1.04 D,L dipentyl-iJ-CD 100 

CHzOH 
OH 

a All compounds are trifluoroacetyl derivatives except l-cyclohexylethylamine which was the acetyl derivative. bSugars are shown in the 
D-configuration, the L-enantiomers have the opposite configuration at all stereogenic centers. C All columns are 10 m long except for that 
dipentyl-iJ-CD column used to resolve mandelic acid methyl ester (which was 30 m). dThis stetionary phase consists of trifluoroacetylated 
heptakis(2,6-di-O-pentyl)-iJ-cycIodextrin. 

slower and the TFA was volatile, three additional aliquots of TF A 
were added at 7-min intervals. 

Both Hewlett-Packard (5710A) and Varian (3700) gas chro
matographs were used for all separations. Split injection and flame 
ionization detection were utilized. The injection port temperature 
was 200°C and N2 was used as the carrier gas. 

RESULTS AND DISCUSSION 
Permethyl derivatives of O-«S)-2-hydroxypropyl)cyclo

dextrin mixtures (PMHP-CD) are liquids at room temperature 
and can be used to coat undeactivated fused silica capillaries. 
They are nonvolatile and appear to be thermally stable at 

temperatures up to 300°C in the absence of oxygen. Also, 
these cyclodextrin derivatives have an affinity for water and 
seem to be much more polar than previously described al
kyl-derivatized cyclodextrins (12, 13). Many racemic solutes 
can be resolved on both PMHP-CD and alkyl-CD stationary 
phases. Most of these compounds (for which standards are 
available) have their enantiomeric elution order reversed on 
the two stationary phases. This is true for a variety of 
structural types of molecules including alcohols, amines, 
carboxylic acid esters, and sugars (Table I). Enantiomeric 
reversals also can occur between PMHP-CD stationary phases 
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Table II. GC Enantioselective Separation Data for Analogous Derivatives of a-, /3-, and ..,.,-Cyclodextrin 

compound separation factor, a elution order stationary phase column length, m temp,OC 

l,2,3,4·tetrahydro·1-naphthol 1.03 B,R PMHP·a-CD 10 100 
1.07 R,B PMHP·~·CD 20 120 

l-(l·naphthyl)ethylamine 1.06 B,R dipentyl·~·CD 10 150 
1.09 R,B dipentyl·-y-CD 10 150 

limonene oxidea 1.06,1.20 +,-,-,+ PMHP·a-CD 10 90 
1.02,1.03 -,+,-,+ PMHP·~·CD 20 100 

a This compound has two pairs of enantiomers. The reversal occurs only for the first pair of isomers. 

16 2" 31 

TlME,MIN 

Figure 1. Separation of D,L-arabinose on (A) a 10 M permethyl-O
(S)-2-hydroxypropyl-fl-cyclodextrin column (PMHP-fl-CD) and (8) a 10 
M dipentyl-fl-cyclodextrin column (DP-fl-CD). 80th separations were 
done at 80 °C with N2 carrier gas. Note that the elution order of the 
D- and L -enantiomers is reversed on these CSPs. The structure shown 
is of {3-l-arabinose. 

'Ji l dr"" 
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Figure 2. Enantiomeric separation of mandelic acid methyl ester on 
(A) a 10 M permethyl-O-(S)-2-hydroxypropyl-a-cyclodextrin column 
(PMHP-a-CD) and (8) a 10 M dipentyl-fl-cyclodextrin column (DP-fl-CD). 
80th separations were done at 120°C with N, carrier gas. Note that 
the elution order of the R - and S -enantiomers is reversed on these 
CSPs. This mixture was made so that the concentration of the R
enantiomer was 50% more than the S-enantiomer. 

and trifluoroacetylated DP-CD stationary phase. See, for 
example, the data on 2-amino-l-propanol (Table I). Figures 
1 and 2 show the chromatographically observed reversal in 
retention for D,L-arabinose and the methyl ester of mandelic 
acid. 

Although it appeared to be less common, enantioselective 
reversals also can occur among like-derivatized a-, fl-, and 
")'-cyclodextrins. Examples of this phenomenon are given in 
Table II. Peak reversals have been observed between a- and 
fl-CD and between fl- and "),-CD, but not between a- and "),-CD. 
Because the cyclodextrins are "size-selective", this is not 
surprising (21-23). 

According to the Gibbs-Helmholtz equation, it may be 
possible (in certain cases) to obtain a temperature-dependent 
inversion of the enantiomeric elution order. Indeed, there have 
been examples of this reported in the recent literature (24, 
25). Retention versus temperature studies were done for many 
of the enantiomers separated in this work. A typical example 
for (R,S)-l-(l-naphthyl)ethylamine is shown in Figure 3. In 
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Figure 3. Plots of the log of the capacity factors (k') of (R)- and 
(S )-1-( 1-naphthyl)ethylamine versus the reciprocal of the absolute 
temperature (K). No discontinuities or temperature-induced inversion 
of enantiomers was observed. 

no case was a temperature-dependent inversion of the elution 
order observed for these solutes on these derivatized cyclo
dextrin stationary phases. As temperature is increased, the 
separation factor (a) decreases. Eventually a temperature is 
reached at which the enantiomers coelute. Further increases 
in temperature causes the retention of the coeluting isomers 
to decrease until they elute at the dead volume of the column. 
Currently, it is not known if this behavior is typical of all 
cyclodextrin-based GC stationary phases or if it is unique to 
the solutes and CD derivatives used in this study. 

In addition to being of great practical importance, this work 
raises several questions as to the nature of chiral recognition 
in these cyclodextrin derivatives. The definite size selectivity 
effects between the hydrophobic alkyl derivatives of a-, flo, 
and "),-CD seem to indicate that an inclusion complex is formed 
at these elevated temperatures. However, comparable size 
selectivities are not observed for the more polar PMHP
cyclodextrins (15). The role played by the different sub
stituents on the CD is most intriguing and difficult to explain. 
Undoubtedly there are a combination of factors (including 
polarity, steric bulk, orientation, degree of substitution, direct 
interactions, etc.) that affect chiral recognition. Currently, 
we are attempting to evaluate these by gas-phase calorimetry, 
computer modeling, and energy minimizaiton studies. 
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Effect of a Difference of the Column Saturation Capacities for the 
Two Components of a Mixture on the Relative Intensities of the 
Displacement and Tag-Along Effects in Nonlinear Chromatography 

Sir: The displacement and tag-along effects have been 
predicted by computations based on the use of the semiideal 
model of nonlinear chromatography (1). They are often ob
served in preparative applications of liquid chromatography, 
when the column is overloaded, and have been reported in 
many recent contributions (2-4). These effects are due to the 
fact that the velocity associated to a certain concentration of 
one of the components (5) depends also on the concentration 
of the other components locally present (6). The intensity 
of the displacement and the tag-along effects controls the 
shape of the profiles of the individual component bands of 
a mixture when these bands are not completely resolved. It 
is important to note that the displacement effect also controls 
the profile of an elution band after it has been separated from 
the bands of the compounds eluted after it. The profile of 
this band may never recover from the consequences of its 
interaction with the later eluted bands (6, 7). It is therefore 
important to understand what are the parameters which de
termine the intensity of these two effects and their relative 
intensity. 

The intensities of the displacement and of the tag-along 
effects depend essentially on the sample size, the composition 
of the feed and the parameters of the competitive equilibrium 
isotherm of the components involved. Most work carried out 
so far has been mainly concerned with the relative composition 
of the feed (1-4). The analytical solution of the ideal model 
has been derived in the case of a binary mixture, when the 
two components have competitive Langmuir equilibrium 
isotherms (6). This solution shows that the factor which 
controls the intensities of the displacement and the tag-along 
effects is not the mere relative composition of the feed or ratio 
of the concentrations of the two components (Co~/ Co.,) but 
is rather the ratio of the individual loading factors for the two 
components (Lf.zI Lf" = q", CO,2/ q"2CO,,, where Lf" and Lf,2 are 
the individual loading factors of the two components, qs,l and 
q,,2 their column saturation capacities, and Co" and CO.2 their 
concentrations in the feed). The loading factor of the column 
for a given compound is the ratio of the actual amount injected 
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with the sample to the column saturation capacity for this 
compound (L"i = NJ(1 - <)SLq"i' where Ni is the amount 
injected, in moles, q,i is the column packing saturation ca
pacity in mol/mL, < is the column packing porosity, and S 
and L are the column cross-section area and length, in cm2 

and em, respectively). 

INTENSITY OF THE DISPLACEMENT EFFECT 
The intensity of the displacement effect can be measured 

by the ratio of the concentrations of the frrst eluted component 
in the front (Cl,A') and the rear (C'M) sides of the second shock. 
If the second component does not displace the first one, there 
is no rear shock for the first component band. If the second 
component displaces strongly the first one, there will be an 
important rear shock for the first band. The ratio of the 
concentrations of the first component on both sides of the 
shock is given by eq 54 of ref 6 

CIN b2 
-=1+- (1) 
Cl,M "b,rl 

In eq I, bl and b2 are the second coefficients of the binary 
Langmuir isotherms of the two components and" = azl a" 
the ratio of their first coefficients, is also the analytical relative 
retention. rl in eq 1 is the root of eq 22 of ref 6, which is in 
almost all cases nearly identical with Co,d CO,2' The compe
titive Langmuir isotherms are written 

aiCi 
(2) 

where i = I, 2. With a Langmuir isotherm, the column sat
uration capacity, q,j, is equal to the ratio aj bi' Introducing 
into eq 1 the value of rl '" CO,dCO,2 and the relationships 
between the coefficients of the competitive Langmuir iso
therm, ", and the column saturation capacities, we obtain 

Cl,A' q"l Co~ L';2 
- = 1 + -- = 1 + - (3) 
Cl,M q,,2CO,l L"l 
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Since the intensity of the displacement effect is measured by 
the amplitude ratio of the concentrations of the first com
ponent on both sides of the rear concentration shock of the 
first component band, it will depend essentially on the ratio 
of the individual loading factors for the two components. If 
the loading factor for the second component is small or neg
ligible with respect to the loading factor of the fIrst component, 
the displacement effect will be small or insignificant. On the 
other hand, if the loading factor of the second component is 
larger than that of the fIrst component, the displacement effect 
will be important. Since the theory discussed here is an 
application of the ideal model, it is not surprising to see that 
a significant displacement effect can be observed at low 
loading factors for both components if the ratio of the loading 
factor of the second component to that of the fIrst one is large. 
With the ideal model, the asymptotic band profile at low 
sample sizes is a rectangular triangle (8). 

We see from eq 3 that if the two components of a binary 
mixture have the same column saturation capacity, the in
tensity of the displacement effect is controlled by the relative 
composition of the feed. However, if the column saturation 
capacities are different for both components, the ratio of these 
two capacities will modify the effect of the relative composition 
of the feed. If the column saturation capacity of the first 
component is lower than that of the second one (Le., in this 
case the two single component isotherms diverge rapidly, the 
one with the stronger slope at the origin having the higher 
asymptote), the ratio of the loading factors (Lr,'; Lr,l) will be 
smaller than the ratio of the component concentrations in the 
feed and the intensity of the displacement effect will appear 
to be reduced. 

Conversely, if the column saturation capacity of the first 
component is larger than that of the second one, the ratio of 
the loading factors will be higher than the ratio of their 
concentrations in the feed. The displacement effect will be 
more intense than anticipated on the basis of the feed com
position. In this latter case, the single compound isotherms 
of the pure components are expected to intersect. There is 
nothing particular in this fact, as the two isotherms are not 
really drawn in the same q" Ci plane. These isotherms are 
plots of the amounts of one component sorbed in the sta
tionary phase at equilibrium versus its concentration in the 
mobile phase. The two plots are merely superimposed on the 
same graph, leaving the intersection point with no more 
physical meaning than a mirage. The properties of the com
petitive Langmuir isotherms in such a case have been dis
cussed (9). It should be pointed out, however, that the com
petitive Langmuir isotherm model rarely accounts better than 
fairly for the actual competitive isotherms when the column 
saturation capacity of the first component is lower than or 
close to that of the second component. It tends to do quite 
poorly when the column saturation capacity of the first com
ponent is larger than that of the second one. 

INTENSITY OF THE TAG-ALONG EFFECT 
The intensity of the tag-along effect is measured by the 

length of the concentration plateau of the second component 
left behind by the fIrst component. This plateau results from 
the fact that the velocity associated to a certain concentration 
of the second component is a decreasing function of the local 
concentration of the first component (because of the com
petition for access to retention sites). The limit of this velocity 
for a zero concentration of the first component is larger than 
the velocity associated to the same concentration of the pure 
second component (6). This creates a discontinuity in the 
concentration dependence of the velocity associated to a 
certain concentration of the second component, hence the 
origin of the concentration plateau on the rear part of the 
second component band profile. 

The length of the concentration plateau of the second 
component is given by eq 49 of ref 6 

'Y('Y - 1) 
At = --2-(ta,0,2 - to) (4) 

a 

where to is the dead time, tR,0,2 is the limit retention time of 
the second component at very low sample size (tR,0,2 = (1 + 
Faz)to), and 'Y is a function of the isotherm coeffIcients ('Y = 
(",b,r, + bz) 1 (b,r, + bz), In the simplifying assumption that 
r, is practically equal to the concentration ratio, Co,I/Co,z, eq 
4 becomes 

or 

q"ZCO,I( q',2CO,I) -- 1+--
q"ICO,2 q"ICO,2 a - 1 

At = ( 2 --(tR02 - to) C a" q,,2 0,1 
a+---

Q"ICO,2 

Lfl 
1 +-.:... 

Lr,1 Lr,2 a-I 
At = -'(--""""-2-a -(tR'0'2 - to) 

Lr,2 Lr,1 
a+

Lr,2 

which is equivalent to 

Lr2 
1 +-.:... 

Lfl 
At = '(---L':"';2""T"":"2 (k 0,2 - k'O,I)tO 

1 + ar:-
r,1 

(5) 

(6) 

(7) 

Equation 7 shows fIrst that the intensity of the tag-along effect 
depends essentially on the ratio of the loading factors and is 
proportional to the difference between the limit column ca
pacity factors at very low sample size. When the loading factor 
for the fIrst component is much smaller that the loading factor 
for the second component, the intensity of the tag-along effect 
is low and proportional to the ratio Lr,r/Lr,2 (eq 6). We have 
seen that, under these conditions, the displacement effect is 
intense. 

On the contrary, when the loading factor for the second 
component is much smaller than the loading factor for the 
fIrst one, the ratio Lr,21 Lr,1 in eq 7 is small, the intensity of 
the tag-along effect is high, and it is essentially given by the 
difference (k'o~ - k'O,I)' In the intermediate cases, the intensity 
of the tag-along effect is given by eq 7. For a given feed 
composition and sample size, an increase in the column sat
uration capacity of the second component results in a decrease 
of the ratio of the loading factors, hence an increase of the 
intensity of the tag-along effect. 

As a conclusion, a variation in the loading factor ratio and, 
accordingly, a variation in the ratio of column saturation 
capacities at constant feed composition and sample size have 
opposite influences on the displacement and the tag-along 
effects. This is illustrated by the three chromatograms in 
Figure 1, showing the individual band profiles of the com
ponents of a binary mixture with a 1:3 relative composition 
of the feed and a constant sample size. The column saturation 
capacity for the second component is successively lower than 
(Figure la), equal to (Figure lb), and higher (Figure lc) than 
the column saturation capacity for the first component. 
Obviously, the intensity of the displacement effect decreases 
and the intensity of the tag-along effect increases with de
creasing ratio of the loading factors (Lr,'; Lf,l) at constant feed 
composition and sample size, from Figure la to Figure lc. 
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Figure 1. Individual elution band profiles for a binary mixture: cal
culated chromatograms for a 25 cm long column; column efficiency, 
5000 theoretical plates; phase ratio, F = 0.25; mobile phase linear 
velocity, 0.125 cm/s; relative retention, a = 1.20; k01 = 6.0; relative 
feed composition, 1:3; sample size, 0.083 mmol of th9 first component 
and 0.249mmol of the second component; (a) q", = 10, q,,2 = 5; L,., 
= 1%, L,,2 = 6%, L"2IL,,, = 6.0; (b) q,., = 7.5, q,.2 = 7.5, L,., = 
1.33%, L,,2 = 4%, L",tL,., = 3.0; (c) q", = 5, qs,2 = 10, L", = 2%, 
L,,2 = 3%, L,.,tL", = 1.5. 

While the relative intensity of the displacement and/ or 
tag-along effects depends on the loading factor ratio, the 
degree of band overlay depends on the absolute value of the 
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Figure 2. Dimensionless plots of the individual elution band profiles 
for a binary mixture, plots of b,C, and b 2C2 versus (1- 10)/(IR,0.2-
10) for both components. Conditions as in Figure 1, except that in all 
three cases L" = 5 % and the feed composition is adjusted so that 
L",tL", = 3.0: The figure shows the elution profiles obtained for the 
two compounds under the following three sets of conditions: condition 
1, q,., = 5, q,.2 = 10; relative composition of feed, 1:6; condition 2, 
q,., = 7.5. q,,2 = 7.5, relative composition of feed, 1:3; condition 3. 
q", = 10, q,,2 = 5, relative composition of feed, 2:3. For both 
components, the three elution profiles cannot be distinguished. 

loading factors. According to eq 40 of ref 6, the retention time 
of the front shock of the second component is given by 

t f ,2 = tp + to + (tR,O,2 - to) x 

1 + ~ ( [( q,,2Co.l) ]1/2)2 
C 1 - 1 + --C- Lf2 (8) 

1 + q,.2 0.1 aq"l 0,2 ' 

aq"ICO.2 

At constant value of the loading factor for the second com
ponent, Lf,2, when the ratio of the column saturation capacities, 
q,,2/q,l> decreases, the retention time of the second component 
increases and the degree of band overlapping decreases. A 
similar result can be derived from eq 70 of ref. 6, which states 
that exact separation between the two bands (ideal "touching 
bands") is achieved for a sample size equal to 

Lf ,2.T = 
q,.2CO,1 

1+---
aq,.ICO,2 

(9) 

According to eq 9, when the ratio q"d q"l decreases (either 
q,,2 decreases or q,.l increases, or both), L f ,2,T increases and 
we observe a better separation at constant loading factor. On 
the other hand, however, at constant sample size the loading 
factor is inversely proportional to the column saturation ca
pacity. 

The ratios of the column saturation capacities are 0.5, 1, 
and 2 for parts a, b, and c of Figure 1, respectively. According 
to the previous discussion and if the loading factor for the 
second component remained constant, the separation should 
become worse from Figure 1a to Figure 1b and to Figure 1c. 
However, since the sample size is kept constant and the 
column saturation capacity for the second component is in
creased from Figure 1a (5 mmol/mL) to Figure 1b (7.5 
mmol/mL) and Figure 1c (10 mmol/mL), the loading factor 
for the second component decreases from Figure la to Figure 
lc and the actual separation improves in the same order. 
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DIMENSIONLESS PLOT OF A 
TWO-COMPONENT BAND SYSTEM 

In a previous publication, we have shown that dimensionless 
profiles can be obtained for the solutions of the ideal model 
of chromatography for a single component. At constant 
column efficiency, the elution bands observed for different 
sample sizes and different compounds can be scaled by 
plotting a dimensionless concentration, bC, versus a dimen
sionless time, (t - to) I (tR.O - to)' The scaling factor in this case 
is the loading factor. 

A similar result can be obtained for the elution bands of 
the components of a binary mixture, but some restricting 
conditions must be satisfied. The column efficiency must 
remain constant. In addition, the loading factors of both 
components and their limit relative retention, C/, must also 
remain constant, which is a serious limitation to the interest 
of that kind of reduced plots. Figure 2 shows that, when the 
conditions just stated are met, identical reduced plots are 
obtained for the elution bands of the components of a binary 
mixture when the column saturation capacity and the feed 
composition are varied while keeping constant the two loading 
factors. 
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Anion-Exchange Separation of Carbohydrates with Pulsed Amperometric Detection 
Using a pH-Selective Reference Electrode 
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INTRODUCTION 
The activity of noble metal electrodes (i.e., Au and Pt) is 

observed to decrease for the anodic, amperometric detection 
of virtually all electroactive, aliphatic, compounds at constant 
(de) applied potentials. This loss of activity is commonly 
attributed to "fouling" of electrode surfaces by adsorbed or
ganic reactants andlor reaction products, as well as the for
mation of surface oxides at larg~', positive, values of applied 
potential (1, 2). Pulsed amperometric detection (PAD) is 
based on multistep potential waveforms, applied at a fre
quency of ca. 1 Hz, which incorporate amperometric detection 
with alternated anodic and cathodic polarizations to clean and 
reactivate the electrode surface. In the detection of the 
-CH,OH functionalities of alcohols and carbohydrates, ad
sorbed carbonaceous species (e.g., free radicals) are oxidatively 
desorbed by an electrocatalytic process simultaneously with 
the anodic formation of surface oxide following a positive 
potential step applied after the brief detection period. The 
inherent activity of the "clean" electrode surface is then re
generated by a subsequent negative potential step which 
causes the cathodic dissolution of the oxide film prior to the 
next detection step in the waveform. This on-line, inter
mittent, pulsed cleaning and reactivation of the electrode is 
sufficient to maintain a uniform and reproducible electrode 
activity. 

1 Present address: Commonwealth Edison. Maywood, IL 60153. 
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A disadvantage of PAD is observed for detection processes 
which occur at potential values for which surface oxide is 
formed simultaneously with the desired detection process. 
The result is a large base-line signal in liquid chromatographic 
applications of PAD. Furthermore, the base line is commonly 
observed to drift because of the gradual increase in the true 
electrode area caused by surface reconstruction under the 
repeated conditions of the oxide onloff cycles in the PAD 
waveform. Also, the base-line signal is very sensitive to 
changes in solution pH because of the inherent pH depen
dency of the oxide formation reaction. 

Intagrated pulsed amperometric detection (IPAD), previ
ously known as potential sweep-pulsed coulometric detection 
(PS-PCD) (3), was developed to minimize the base line found 
for PAD in detection processes occurring with simultaneous 
oxide formation. IP AD incorporates a rapid, cyclic potential 
sweep within the detection period of the multistep waveform. 
The cyclic sweep, which commences in a positive direction 
from a potential value at which the electrode is virtually free 
of oxide, proceeds through the potential region of the desired 
anodic response for the analyte and then returns to a potential 
at which all oxide formed during the postive scan is cathod
ically dissolved. The electrode current is integrated during 
the cyclic sweep and, accordingly, the anodic charge accu
mulated for oxide formation on the positive scan is compen
sated automatically by the cathodic charge for subsequent 
dissolution of the oxide on the negative scan (3). Hence, IP AD 
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has a smaller base-line signal than that associated with PAD 
for the same detection reaction. Furthermore, a substantially 
lower base-line drift is expected as a result of small variations 
in the pH and composition of the mobile phase or as a result 
of the increase in true electrode surface area. Nevertheless, 
the strategy in IP AD is not sufficient for total elimination of 
base-line change for large variations in pH and the substitution 
of a pH-sensitive electrode for the conventional pH-inde
pendent SCE reference has been suggested to give further 
improvement to base-line characteristics in pH-gradient 
chromatography (4, 5). 

Significant advances in the chromatographic separations 
of simple and complex carbohydrates have resulted from 
development of new, highly efficient, anion-exchange sta
tionary phases (6-8). These polymer-based materials are 
robust and tolerant of the alkaline mobile phases desired for 
optimum sensitivity in the various forms of pulsed electro
chemical detection. Anion-exchange liquid chromatography 
with PAD (LC-PAD) has been applied for the determination 
of sugar alcohols, monosaccharides, and oligosaccharides (6-9). 
Typically, mobile phases contain sodium hydroxide or barium 
hydroxide. Carbohydrates are weak acids with pK. values in 
the range of ca. 12-14 (8, 10). Under alkaline conditions, 
carbohydrates are readily separated in highly efficient an
ion-exchange columns and the order of increasing k' correlates 
with decreasing values of pK. (8). The conclusion that re
tention is the result of an anion-exchange mechanism is 
supported by the observation that k' is decreased by addition 
of an inert anion (e.g., acetate) to the mobile phase (8). Amines 
(11) and amino sugars (12-16), and several sulfur compounds 
(17), also have been separated on anion-exchange columns in 
LC-PAD. The great advantage of PAD in these separations 
of aliphatic compounds is that direct detection can be achieved 
with high sensitivity without the need for preinjection or 
postcolumn derivatizations. 

The use of acetate-gradient elution has been described for 
complex mixtures of carbohydrates (15,16). We anticipate 
also that there can be advantage from the use of pH-gradient 
elution. IP AD has been applied to the determination of amino 
acids in protein hydrolyzates (18) using a ternary gradient with 
postcolumn addition of alkaline buffer. 

The base-line signal in LC-PAD for carbohydrate separa
tions based on pH-gradient elution can shift in an anodic 
direction as a function of increasing pH. This shift occurs 
because the optimum potential for detection of carbohydrates 
at Au electrodes in alkaline solutions coincides with a value 
for onset of anodic formation of surface oxide. This onset 
potential shifts to more negative values with increasing pH 
by an amount ca. -60 mV pH-I, and the resulting base-line 
signal shifts in the anodic direction with increased pH as a 
result of the increased rate of oxide formation. Manual or 
electronically programmed adjustment of the detection po
tential during development of the pH gradient is impractical 
because of the difficulty of predicting the exact pH of the 
mobile phase in the detector cell. The use of postcolumn 
addition of a concentrated buffer solution to stabilize the 
effluent pH is useful; however, the practice causes peak di
lution, requires additional hardware, and tends to increase 
systematic noise. 

Here, we describe the use of a glass-membrane, pH-sensitive 
reference electrode for pH-gradient elution in LC using PAD 
and IPAD. The selection of a reference electrode in voltam
metric and amperometric analyses is traditionally based upon 
the desire to maintain a constant reference potential that is 
independent of changes in solution composition. If a pH
sensitive electrode, having pH response approximately 
equivalent to that of the oxide formation process, is substi
tuted for a conventional pH-indepenent reference electrode 
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(e.g., SCE), the voltammetric wave for the oxide formation 
process should appear to be independent of solution pH. The 
use of glass-membrane reference electrodes has been described 
for potentiometric (19) and chelometric analyses (20). A 
zirconium oxide pH sensor was used as a reference for mon
itoring corrosion and redox potentials (21). No application 
was found in the literature for a pH -sensitive reference in 
voltammetric analysis. 

EXPERIMENTAL SECTION 
" Reagents. All solutions were pti.pared from reagent grade 

chemicals. Carbohydrate solutions Were prepared immediately 
prior to use to minimize degradation. Triply distilled water was 
further purified in a Barnstead NANOpure II system, followed 
by filtration (0.22 I'm). All mobile phases were filtered before 
use with 0.45-l'm Nylon-66 filters (Rainin Corp., Woburn, MA) 
and a solvent filtration kit (Rainin). 

Apparatus and Procedures. Voltammetric data were ob
tained at a Au rotated disk electrode (RDE) (Pine Instrument 
Co., Grove City, PA). An electrically grounded "Faraday cage" 
constructed from copper screen was placed around the cell to 
minimize pickup of electrical noise for all experiments involving 
use of the glass, pH electrode. 

Liquid chromatographic work employed a gradient chroma
tography system (Dionex Corp., Sunnyvale, CAl. Separations were 
performed with an HPIC-AS6A anion-exchange analytical column 
with an AG-6 guard column (Dionex). Isocratic chromatography 
was performed with a mobile phase of 50 mM NaOH. The gra
dient program consisted of starting at 2 mM NaOH, ramping 
linearly to 200 mM NaOH at 15.0 min, and holding at 200 mM 
NaOH for the duration of the chromatographic run (30 min). AlI 
flow rates were 0.5 mL min-I. All injection volumes were 50 I'L. 

Postcolumn addition of 0.2 M KN03 was accomplished with 
a constant pressure pump (Dionex) at 40 psi which was connected 
after the analytical column by a tee-connector. A woven Teflon 
mixing coil was placed after the tee-connector to enhance the rate 
of mixing of the electrolyte and eluent streams. With the po
stcolumn addition of electrolyte at 0.5 mL min-I, the PAD cell 
experienced an isocratic condition of 25 mM NaOH/O.l M KN03 
and a gradient solution profile of 1 mM NaOH/0.1 M KN03 to 
100 mM NaOH/0.1 M KN03• 

PAD was performed with the Model PAD-2 electrochemical 
detector (Dionex). IP AD was performed by software-generated 
waveforms from a modified Computer Aided Electroanalysis 
System (Cypress Systems, Lawrence, KS). The Cypress Systems 
potentiostat was interfaced via a 12-bit analog to digital converter 
with an IBM-AT compatible personal computer (Everex Systems, 
Inc., Fremont, CAl connected to a Model 7440A Colorpro plotter 
(Hewlett-Packard, San Diego, CAl. 

The thin-layer electrochemical cell (Dionex) was modified to 
incorporate a Universal pH electrode (Fisher Scientific Co., 
Springfield, NJ) or a miniature SCE as the reference. The working 
electrode and counter electrode materials were Au and stainless 
steel, respectively. 

RESULTS AND DISCUSSION 
VoItammetry. Current-potential (I-E) curves are shown 

in Figure 1 obtained at the Au RDE in 1 mM NaOH/O.l M 
KN03 with (--) and without (---) the presence of 0.5 mM 
glucose. Anodic waves are observed during the positive scan 
in the residual J-E curve (---) which correspond to the 
formation of surface oxide at E > ca. +0.20 V (wave A) and 
O2 evolution at E > ca. +0.8 V (wave B), respectively. The 
surface oxide is cathodically dissolved on the negative scan 
to produce a peak at ca. +0.05 V (wave C). Reduction of 
residual, dissolved O2 occurs for E < ca. -0.15 V (wave D) 
during the positive and negative scan. 

In the J-E curve obtained for the presence of glucose (--), 
the anodic signal for E > ca. -0.5 V (wave E) corresponds to 
oxidation of the aldehyde functionality. The anodic signal 
for oxidation of alcohol groups of glucose is observed on the 
positive scan in the region -0.15 to +0.45 V (wave F). The 
anodic response for glucose on the positive scan is sharply 
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Figure 1. Voltammetric response (I -E) for glucose at a gold ROE 
using a SCE reference: conditions, 1 mM NaOH/O.1 M KNOa, 
deaerated, 1000 rev min-1 rotation speed, 150 mV 8-

1 scan rate; 
solution: (---) supporting electrolyte, (--) 0.5 mM glucose. 

Table I. Waveform for Pulsed Amperometric Detection 
(PAD) 

I, 

potential. 
mV vs SeE time, IDS 

Eh +200 110 420 
E" +800 1,,120 
Ea, -600 la, 240 

potential, 
mVvs pHE 

E
" 

+450 
E" +1050 
Ea, -350 

start 
next 
cycle 

\ 

time, ms 

110 420 
1,,120 
la. 24O 

inhibited by the surface oxide formed at E > ca. +0.45 V. 
During the subsequent negative scan, the cathodic dissolution 
of the surface oxide (wave C) regenerates an active electrode 
and oxidation of the glucose is reestablished at ca. +0.10 V 
(wave G). The voltammetric response of glucose in the region 
ca. -0.20 to +0.45 V is qualitatively typical of that for all 
alcohols, polyalcohols, and carbohydrates tested for Au 
electrodes in this medium. 

The waveforms used in PAD and IP AD for the detection 
of carbohydrates are derived from the J-E response shown 
in Figure l. Hence, the value for the detection potential (E,) 
in the triple-step waveform of PAD described in Table I is 
chose at +0.20 V to give the maximum sensitivity for carbo
hydrates. The amperometric response at E, = +0.20 V is 
composed primarily of anodic current from glucose oxidation 
with a small contribution from surface oxide formation. 
Carbonaceous species (e.g. free radicals) which are adsorbed 
during the detection process and which gradually "foul" the 
electrode surface, leading ultimately to total loss of electrode 
activity, are oxidatively desorbed from the electrode surface 
quite efficiently by stepping the potential to E2 = +0.80 V. 
The surface oxide film formed at E2 is cathodically removed 
by the subsequent step to E3 = -D.6 V. The triple-step PAD 
waveform described in Table I is applied at a frequency of 
ca. 1 Hz. 

The waveform for application of IP AD for carbohydrates 
(see Table II) consists of a triangular potential sweep applied 
during the detection period with continuous integration of the 
electrode current during the triangular sweep. It is important 
to choose values for the potentials EI and E3 (see Table II) 
that are more negative than those required for complete re
duction of surface oxide and the values EI = E3 = -D.20 V are 

'0 

Figure 2. Voitammetric response (I -E) of supporting electrolyte at 
a gold ROE for SCE (A) and glass pH (6) reference electrodes: ( •.• ) 
1 mM NaOH/O.1 M KNOa, (---) 10 mM NaOH/O.1 M KNOa, (--) 
100 mM NaOH/O.1 M KNOa, deaerated; 1000 rev min-1 rotation speed, 
150 mV S-1 scan rate. 

appropriate for the conditions of Figure 1. The upper value 
for the cyclic scan was chosen to be E2 = +0.60 V on the basis 
of Figure l. 

The value EI = +0.20 V chosen above for PAD corresponds 
to the optimum sensitivity for a mobile phase consisting of 
1 mM NaOH/0.1 M KN03• However, the potential for onset 
of oxide formation at Au electrodes shifts to more negative 
values with increases in pH at a rate of ca. -60 mV pH-I, as 
is illustrated by the residual J-E curves shown in Figure 2A. 
These curves were obtained with the Au rotating disk electrode 
(RDE) using a SCE reference in solutions of 1 mM NaOH/O.l 
M KN03 at pH = ca. 11 (",),10 mM/0.1 M KN03 at pH = 
ca. 12) (---), and 100 mM NaOH/0.1 KN03 at pH = ca. 13) 
(--). The KN03 was added to ensure a high ionic strength. 
The negative shift of the onset potential for oxide formation 
is obvious with increases in NaOH concentration. Hence, it 
is apparent that the optimum value of EI chosen for carbo
hydrate detection in 1 mM NaOH would result in a large 
change in base line for LC-PAD under a gradient from 1 to 
100 mM NaOH. A less optimal detection potential (e.g., -D.lO 
V ::s EI < +0.20 V) may be chosen to reduce the effect of the 
base-line change, albeit at the expense of decreased sensitivity. 

A glass-membrane, pH-sensitive electrode was substituted 
for the SCE reference in the electrolysis cell and the residual 
response obtained again for the Au RDE in the solutions used 
in Figure 2A. The resulting J-E curves are shown in Figure 
2B. Because the pH sensitivity of the glass-membrane elec
trode (-59 m V pH-I at 25 °C) is virtually the same as for the 
onset of oxide formation (--60 mV pH-I), the apparent po
tential for onset of the wave for oxide formation is nearly 
independent of pH. 
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Figure 3. Anion-exchange separation of carbohydrates under isocratic 
elution with pulsed amperometric detection using a SCE reference 
electrode: sugars (ppm), (a) sorbitol (13), (b) fucose (1S), (c) glucose 
(2S), (d) fructose (44), (e) sucrose (2S), (f) turanose (SO), (g) maltose 
(2S). 

It is especially noteworthy that the potential value for onset 
of anodic oxide formation obtained by using the pH reference 
(Figure 2B) is significantly different from those values ob
served for the SCE reference (Figure 2A). Furthermore, the 
value in Figure 2B cannot be predicted from Figure 2A unless 
the so-called "asymmetry potential (Eo)" is determined for the 
pH electrode. As a consequence for LC with PAD or IPAD, 
the optimum potential values to be applied in the waveforms 
when the pH reference is used should be based on J-E data 
obtained by using the pH reference electrode. Alternately, 
the potential values could be estimated after the value of Eo 
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+ 
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Table II. Waveform for Integrated Pulsed Amperometric 
Detection (IP AD) 

I I E3 I I I 

to tb t. t f t9 
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this time interval 
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for the pH electrode is determined by potentiometric mea
surement vs the SCE reference in a standard buffer solution. 
For this paper, the applied potentials (i.e., Ejo E" and E3) used 
with the SCE reference were increased uniformly to produce 
an equivalent response for sorbitol when using the pH ref
erence. The same increases were applied to the values in the 
IP AD waveform when using the pH reference. 

Liquid Chromatography-Pulsed Amperometric De
tection. Figure 3 shows the anion-exchange separation of a 
carbohydrate mixture using PAD (SCE reference) under 
isocratic conditions. A moderately satisfactory separation was 
achieved in less than 25 min with only two pairs of partially 
unresolved peaks. The efficiency of separation for early eluting 
peaks can be improved by the use of gradient elution chro
matography. Results for the separation of the same mixture 
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Figure 4. Anion-exchange separation of carbohydrates under gradient elution with pulsed amperometric detection using a SCE (A) and a glass 
pH (8) reference electrode. Sugars (ppm) are the same as in Figure 3. 
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Figure 5. Anion-exchange separation of carbohydrates under gradient elution with integrated pulsed amperometric detection using a SeE (A) 
and a glass, pH (8) reference electrode. Sugars (ppm) are the same as Figure 3. 

of carbohydrates using a linearly increasing NaOH concen
tration gradient are shown for PAD in Figure 4A with the SCE 
reference and in Figure 4B for the pH reference. The increase 
in CNaOH from 1 to 100 mM is considered typical of pH-gra
dient separations of carbohydrates on high efficiency anion
exchange columns. Since the value of E j for the PAD 
waveform was chosen to correspond to the maximum sensi
tivity for glucose in 1 mM NaOHjO.1 M KN03, the base line 
obtained by using the SCE reference (Figure 4A) increased 
severely in the anodic direction. The chromatogram obtained 
for the identical CNaOH gradient after substitution of the pH 
electrode for the SCE reference is shown in Figure 4B. It is 
clearly apparent the base-line shift obtained by using the 
pH-sensitive reference is substantially less than for the SCE 
reference. 

The small, remaining base-line shift observed in Figure 4B 
for use of the pH-sensitive reference is tentatively concluded 
to be the result of perturbations of the pH within the diffusion 
layer at the electrode surface as a consequence of faradaic 
processes occurring within the PAD waveform, as demon
strated by Larew and Johnson (22). The anodic formation 
of oxide at E j and E2 produces H+, Au + H20 - AuO + 2H+ 
+ 2e-, and the cathodic dissolution of the oxide at E3 produces 
OH-, AuO + H2 + 2e- - Au + 20H-. If the flux of buffer 
from the bulk solution to the electrode is small, i.e., a low 
buffer capacity in the bulk solution, the pH in the diffusion 
layer at the working electrode surface in the LC detector can 
be substantially different than the value detected by the pH 
reference electrode located at a position slightly downstream 
from the working electrode. Therefore, it is to be expected 
that use of the pH reference electrode in place of the SCE 
cannot totally eliminate base-line shift for low values of CNaOH 
in the gradient elution process. Possible contribution to the 
base-line shift originating from Na+ error in the pH electrode 
was concluded to be insignificant, based on manufacturer 
claims. 

IPAD was applied for the NaOH-gradient separation and 
the results are shown in Figure 5A for the SCE reference and 
Figure 5B for the pH reference electrodes, respectively. As 
illustrated by Figure 5A, IPAD was sensitive to large changes 
in pH when using the SCE reference. This occurred because 
the values E j = E3 = -{).20 V in the waveform (Table II) were 
optimized for complete oxide reduction in 1 mM NaOHjO.l 
M KN03• As the NaOH concentration was increased, cathodic 
dissolution of the oxide was incomplete (see Figure 2A). In 
comparison, the base-line shift was substantially decreased 

for LC-IP AD when the pH reference was used. In that case, 
the values E j = E3 = +0.05 V corresponded to complete 
dissolution of the oxide and, because of the effect of the pH 
reference, the oxide reduction peak did not shift with changes 
in solution pH. A comparison of the results in Figures 4 and 
5 demonstrates that the switch from the SCE to the pH 
reference electrode resulted in a ca. 90% decrease in the 
base-line drift for LC-P AD (from 1500 to 150 nA) and a 100% 
decrease from LC-IPAD (from 1200 to 0 nC). 
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