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I ncrease laboratory throughput, 
reduce cost per analysis, improve 

the consistency of your test results ... 
add Gilson's 232-401 Automatic 
Sample Processor to your chromato­
graph. 

Gilson has designed the first high 
capacity sample processor with 
system control. 

It handles more samples, faEter. It 
simplifies your chromatogram. It offers 
precision and repeatibility. Fully pro­
grammable, it can be associated with 
other analytical instruments, compu­
ters, and various sample preparation 
satellites. 

The 232-401 is all you need to auto­
mate routine handling oflarge series 
of Le analytes, from sampling 
and pretreatment procedures, up 
to the end report. 

The 232-401 is described in our 
brochure, which explains how to 
implement such modern techniques 
as sample clean-up and sample 
concentration, column backflushing, 
fraction collection in sealed vials, 
and reinjection for tests of purity or 
bioactivity. 
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Gilson, BI' 45 - 95400 Villiers-L,-Bel, France - Tel. : (1) 34 29 50 00 - Tlx : 606682 
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Because each step 
is critical for peak 
performance in 
chromatography. 

J .T.Baker High Purity 
Solvents 

For HPLC and GC analyses 
that place you on the leading 
edge of separations technology, 
].T.Baker high purity solvents 
assure you accurate, repro­
ducible results. 

].T.Baker manufactures high 
purity solvents by methods that 
push purification technology to 
the limits. 

When there's no time to retrace 
your steps, select the high per­
formance solvents that are 
manufactured and characterized 
for your specific application: 
'BAKER ANALYZED>@ HPLC 
grade for HPLC mobile phases; 
'BAKER RESI-ANALYZED'® and 
'BAKER CAPILLARY-ANALYZED" 
grades for demanding trace 
analyte extractions. 

Specify ].T.Baker high purity 
solvents for your next requirement. 

World leading rock climber Stefan GJowacz of 
Wesr Germany, during his frce ascenr orehe 5.12C 
raced (Extreme Difficulty) world class "Chain Reac· 
cion" at Smirh Rocks, Oregon. 

~ JIBaker 
'-'® 

J .T.Baker Inc.· 222 Red School Lane 
Phillipsburg, NJ 08865 

1·800-jTBAKER; in NJ 201-859-2151 
Telex: 299514 BAKR UR· FAX: 201-859·9318 
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'BAKER ANALYZED" I 'SAKER RESJ·ANALYZEO'tland 'BAKER 
CAPILLARY·ANALYZED' · are trademarks orJ .T.83ker Inc. 
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REPORT 307 A 
On the cover. Instrument Devel­
o;pment and the Role of Analyti­
cal Scientists. Should analytical 
ir:struments be designed by analyti­
cal chemists? Analytical chemists, 
ir general, do not develop and pro­
duce the instruments they use. An­
drew T, Zander of the Varian Re­
search Center suggests ways in 
which analytical scientists can be­
come involved with instrument de­
velopment 
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MEETINGS 319 A 
The 199th ACS spring national 
meeting will be held April 22-27 in 
Boston, MA, The technical program 
will feature presentation of awards 
to Henry Freiser, Evan and Marjo­
rie Horning, Barry Karger, John 
Knox, and Peter Jurs 
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303 A 
Keeping the Pacific Basin clean. Approximately 50 scientists met in Hono­
lulu in January to discuss environmental concerns of the Pacific Basin at the 
Second International Conference on Environmental Analytical Chemistry, 
sponsored by EPA, NIST, and the Center for Environmental Research at 
Cornell University 

NIEWS 305 A 
AOAC awards announcement. ~ Nominations call for Dal Nogare Award, 
~ Polymer batteries, ~ Real electrochemical surfaces 

FOCUS 337 A 
Seventh International Symposium on Laboratory Robotics. More than 
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BRIEFS 

Perspective: Analytical Biotechnology 

DNA Sequencing. Automation. and the Human Genome 418 
The principles of DNA sequencing and the technologies of 
both manual radioisotope-based and automated fluores­
cence-based approaches are described. 
George L. Trainor. E. I. du Pont de Nemours and Co .• Inc., Central 
Research and Development Department, Experimental Station, 
P.O. Box 80328, Wilmington, DE 19880-0328 

Articles 
Indirect Fluorometric Detection of Cations in Capillary Zone 
Electrophoresis 427 
Cations ranging from simple inorganic cations to peptides 
are separated and detected with CZE using quinine sulfate 
as the running buffer. 
Larry Gross and Edward S. Yeung', Ames Laboratory-USDOE 
and Department of Chemistry, Iowa State University, Ames, IA 
50011 

Cluster Analysis Applied to the Selection and Combination of 
Buffering Electrolyte Systems Used for Capillary 
Electrophoresis of Anions with Water or Methanol as Solvents 

431 
Four different methanol electrolyte systems with different 
pHs are compared with eight aqueous systems. The similar­
ity among the 12 systems is described by Euclidian distances 
calculated from the electrophoretic mobilities of 55 anions. 
Ernst Kenndler* and Brigitte Gassner, Institute for Analytical 
Chemistry, University of Vienna, Wahringerstrasse 38, A-1090 
Vienna, Austria 

Experimental Verification of Parameters Calculated with the 
Statistical Model of Overlap from Chromatograms of a Synthetic 
Multicomponent Mixture 436 
Gas chromatograms of a synthetic mixture containing more 
than 50 components are interpreted with the statistical 
model of overlap. The agreement between the predictions of 
this model and experiment is excellent at low chromato­
graphic saturations. 
Scott L. Delinger and Joe M. Davis', Department of Chemistry 
and Biochemistry. Southern Illinois University, Carbondale, IL 
62901 

* Corresponding author 
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Use of an On-Column Frit in Capillary Zone Electrophoresis: 
Sample Collection 443 
A frit structure of sintered glass particles is constructed on 
the side of the capillary wall for electrical contact in CZE. Its 
use for sample collection is illustrated. 
Xiaohua Huang and Richard N. Zare*, Department of Chemis­
try, Stanford University, Stanford, CA 94305 

Electrochemical Behavior of Reversible Redox Species at 
Interdigitated Array Electrodes with Different Geometries: 
Consideration of Redox Cycling and Collection Efficiency 447 
Cyclic voltammetry and chronoamperometry of redox spe­
cies at interdigitated array electrodes show high sensitivity, 
high SIN ratios, and a wide dynamic range because of their 
high redox cycling and collection efficiency. 
Osamu Niwa*, Masao Morita, and Hisao Tabei, NTT Basic Re­
search Laboratories, Nippon Telegraph and Telephone Corpora­
tion, Tokai, Ibaraki 319-11, Japan 

Mediated, AnaerobiC Voltammelry of Sulfite Oxidase 452 
Steady-state, catalytic voltammetry is employed for sulfite 
oxidase using several different mediators. The rate law is 
determined, and the second-order rate constant for oxida­
tion of the enzyme by [Co(bpY)3J3+ is~5 X 104 L ·mol-I·s-I. 
L. A. Coury, Jr., B. N. Oliver, J. O. Egekeze, C. S. Sosnoff, J. C. 
Brumfield, R. P. Buck, and R. W. Murray*, Venable and Kenan 
Laboratories of Chemistry, University of North Carolina at Chapel 
Hill, Chapel Hill, NC 27599-3290 

Gold and Platinum Poly(chlorotrifluoroethylene) Composite 
Electrodes 459 
Kel-F/gold and Kel-F/platinum composite electrodes with 
high electrical conductivities are fabricated. The electrodes 
have active sites with high perimeter-to-area ratios and 
therefore exhibit enhanced current densities. 
Steven L. Petersen and Dennis E. Tallman*, Department of 
Chemistry, North Dakota State University, Fargo, ND 58105 

Combination of the Mahalanobis Distance and Residual Variance 
Pattern Recognition Techniques for Classification of Near­
Infrared Reflectance Spectra 465 
The complementary nature of classification using Mahalan­
obis distance and SIMCA residual variance techniques in 
principal component subspaces is described. A classification 
rule that combines the two techniques is reported. 
Nilesh K. Shah and Paul J. Gemperline', Department of Chem­
istry, East Carolina University, Greenville, NC 27858 
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Spherical particles with 
pore diameters from 
50 to 4000 A 
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preparative separations 
o outstanding sepa­

ration performance 
and high batch-to-batch 
reproducibility 

o high pressure stability 
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packings 

o numerous chemically 
bonded phases available 

For further information 
ask for HPLC catalogue 1987 
with more than 500 applications 
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Effects of Il1accurate Reference Lifetimes on Interpreting 
Frequency-I~omain Fluorescence Data 471 
Monoexponential decays can falsely be interpreted as mul­
tiexponeni.ial or excited-state systems. Unimodal distribu­
tions commonly appear as double-exponential decays. A 
method to remove the errors is presented. 
Kevin S. Litwiler, Jingfan Huang, and Frank V. Bright*, De­
partment of Chemistry, Acheson Hall, State University of New York 
at Buffalo, Buffalo, NY 14214 

Combined Deconvolution and Curve Filling for Quantitative 
Analysis of Unresolved Spectral Bands 477 
The applieation of least-squares curve-fitting programs is 
shown to yield improved estimates ofthe areas of unresolved 
spectral features after bandwidths are reduced by Fourier 
self-decon'lolution. 
John A. Pierce, Richard S. Jackson, Kenneth W. Van Every, 
and Peter JR. Griffiths*, Department of Chemistry, University of 
California, Riverside, CA 92521 and Gao Hongjin, Department of 
Chemistry and Chemical Engineering, Tsinghua University, Beij­
ing, China 

ThermospnlY Enhanced Inductively Coupled Plasma Atomic 
Emission Slleclroscopy Detection lor Liquid Chromatography 

484 
Limits of detection for chromatographically separated chro­
mium, arsenic, and iron species are improved by a factor of 
~50 using thermospray sample introduction. 
S. B. Roychowdhury and J. A. Koropchak*" Department of 
Chemistry and Biochemistry, Southern Illinois University, Carbon­
dale, IL 62901 

Application 01 the Hollow Cathode Discharge Emission Source 
to the Determination 01 Nonmetals in Microsamples 489 
Temporal profiles of the emission signal from small samples 
deposited :.n the holloware given for P, el, and Se. Detection 
limits of 9 and 20 pg are reported for P and el, respectively. 
Fu-yih Chen and J. C. Williams*, Department of Chemistry, 
Memphis S';ate University, Memphis, TN 38152 

Interaction of Capillary Zone Electrophoresis with a Sheath 
Flow Cuvelle Detector 496 
Theory predicts and experiments demonstrate that the 
sheath now cuvette contributes negligibly to the separation 
efficiency of ezE. A separation with more than 2.5 X 106 

theoretica:. plates is produced for low molecular weight ana­
lytes. 
Yung Fong Cheng, Shaole Wu, Da Yong Chen, and Norman J. 
Dovichi*, Department of Chemistry, University of Alberta, Ed­
monton, Alherta. Canada T6G 2G2 
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Clearly Identified. 
Acrodiscs are printed with identifying information, 
arid are color-coded to the product packaging. 
Convenient tube containers allow you to see their 
contents at a glance. 

Clearly the Best Performance. 
Gelman Sciences is so certain you'll be 
the performance of its Acrodisc syringe 
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,/ Free Instrument delivery & setup 
in selected areas. 
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New from Elsevier and the American 
Society for Mass Spectrometry! 

JOURNAL Of THE AMERICAN 
soclm FOR MASS SPEOROMnlY 
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Michael L. Gross~ University rifNebraska - Lincoln 
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The-Journal of the American Society for Mass Spectrome­
try publishcs refcreed. original research papers from all fields of 
scientific inquiry in which mass spectrometry can playa role, 
including developments in both fundamentals and applications. 
Contributors investigate new instrumentation and methods, 
present new discoveries in ion chemistry. and develop problem­
solving strategies. The Journal also publishes Short Communica­
tions. which contain ideas for which some cxperimmtal or 
thcorcticaljustification is presented (usually to be followed by a 
full paper), dnd A(((JwltS and Perspectives, including brief review 
articles and reflections on the state of research . 
spectrometry. 

1990, Volume I (six issues) ISSN: 1044-0305 
Subscription rate: $235.00 (outside USA. add $24.00 for postage). 

Send North American sample copy requests and all subscription orders to: 
Elsevier Science Publishing Co., Inc., P.o. Box 882, Madison Square 
Station, New York, NY 10159. Send all other sample copy requests to: 
Elsevier Science Publishers, P.o. Box 211, 1000 AE Amsterdam, The 
Netherlands 
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(212) 633-3950, or FAX your request to (212) 633-3990. 
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Coprecipitalion of Trace Metals by DNA and RNA Molecules 
504 

DNA and RNA are used as carriers of trace metals in water 
for coprecipitation preconcentration. The method allows for 
the preconcentration of trace metal ions except iron, calci­
um, and magnesium, which are intrinsically contained in 
DNA and RNA. 
Kitao Fujiwara*, Ri-e Kojyo, and Kazuma Okada, Faculty of 
Integrated Arts and Sciences, Hiroshima University, 1-1-89 Hi­
gashisenda-machi, Hiroshima 730, Japan and Yukio Kodama, 
Ocean Research Institute, The University of Tokyo, 1-15-1 Minami­
dai, Nakano-ku, Tokyo 164, Japan 

Asphaltenes in Crude Oil: Absorbers and/or Scatterers in the 
Near-Infrared Region? 508 
Asphaltenes in crude oils act as absorbers, not scatterers, in 
the near-IR spectral range. Addition of spectra from the 
asphaltene and maltene fractions of a crude oil reproduce 
the spectrum of the crude oil. 
Oliver C. Mullins, Schlumberger-Doll Research, Old Quarry Road, 
Ridgefield, CT 06877 

Elimination of z-Ejection in Fourier Transform Ion Cyclotron 
Resonance Mass Spectrometry by Radio Frequency Electric 
Field Shimming 515 
Relative abundances of ions with different m/z values are 
determined accurately from FT-ICR mass spectral peak 
magnitudes. 
Mingda Wang and Alan G. Marshall', Department of Chemistry, 
The Obio State University, 120 West 18th Avenue, Columbus, OH 
43210 

Field-Corrected Ion Cell for Ion Cyclotron Resonance 520 
Modifying the geometry ofthe FT-ICR cell to produce uni­
form ion acceleration and homogeneous dc trapping fields 
results in enhanced sensitivity and resolution. 
Curtiss D. Hanson, Department of Chemistry, University of 
Northern Iowa, Cedar Falls, IA 50614 and Mauro E. Castro, Eric 
L. Kerley, and David H. Russell*, Department of Chemistry, 
Texas A&M University, College Station. TX 77843 

Combustion Tube Method for Measurement of Nitrogen Isotope 
Ratios Using Calcium Oxide for Total Removal of Carbon 
Dioxide and Water 526 
1'15N values produced by the combustion method differ by 
0.11%0 when compared with conventional methods. Because 
the gas contains less CO, the values are more accurate than 
those obtained by previously reported methods. 
Carol Kendall' and Elizabeth Grim, U.S. Geological Survey, 431 
National Center, Reston, VA 22092 

Suspende~ Trapping Procedure for Alleviation of Space Charge 
Effects in Gas Chromatography/Fourier Transform Mass 
Spectrometry 530 
Low-ppm mass measurement accuracy over a 5 order of 
magnitude neutral concentration range is demonstrated for 
the FT -MS detection of gas chromatographic effluent. 
Jeremiah D. Hogan and David A. Laude, Jr.', Department of 
Chemistry, The University of Texas at Austin, Austin, TX 78712 
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These three precise, user-friendly balances from Ohaus can significantly reduce your costs by increasing 
weighing speed and productivity. 1. T'1e easy-to-use, durable GA Series analytioal balances have enhanoecl 
stability and rapid response time. Capaoities ,'ange from 1lOg to 200g with readabilil,es from 0.1 mg to 0.01 mg. 
Choose this balance when only the highes. preoision will do. 2. The new MB200 electronic moisture balance 
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INVITATION TO BID ON 
PATENT RIGHTS FOR 

CYANIDE SPECIATION ANALYTICAL APPARATUS 
Patent license available for the manufacture and sale 
of a unique analytical apparatus for cyanide speciation 
developed by nationally acclaimed water reclamation 
research organization. Patent No. 4,265,857 "Method 
and Apparatus for Measuring Cyanide," is for a system 
which measures the amount of cyanide in a sample 
more precisely and conveniently than previously possi­
ble. The method is used with a system for separating a 
volatile component from a liquid in which the compo­
nent is entrained (Patent No. 4,804,631). The inven­
tions are patented in the United States, United King­
dom, Germany and Japan. 

Send written proposals to Purchasing Agent, at the ad­
dress below by March 15, 1990. The successful bid­
der will be notified shortly thereafter. 

Interested parties may arrange to inspect the appara­
tus and witness its operation at the Water Reclamation 
District's Egan R&D Laboratory, Des Plaines, Illinois. 
Telephone Mr. Richard Lanyon, Assistant Director of 
Research & Development (312/751-3040). 

For more information write Mr. George H. Wahl, 
Purchasing Agent, Metropolitan Water Reclamation 
District of Greater Chicago, 100 East Erie, Chicago, 
IL 60611. 

Choosing a graduate school? 
Need to know who's doing 
research critical to yaurs? 

TheACS 
Directory of 
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· .. in a single source. 
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Carbon-Isotopic Analysis of Dissolved Acetate 535 
Isotopic analysis of acetate in compound mixtures is de­
scribed. Standard deviations of <0.4% are achieved for ace­
tate samples larger than 5 !Lmo!. 
Jeffrey T. Gelwicks and J. M. Hayes', Biogeochemical Laborato­
ries, Departments of Chemistry and of Geology, Indiana University, 
Bloomington, IN 47405 

Correspondence 
Direct Resolution of Enantiomeric Diols by Capillary Gas 
Chromatography on a Chiral Polysiloxane Derived from 
(R,R)-Tartramide 539 
Kouji Nakamura *, Takafumi Saeki, and Masaaki Matsuo, Ana~ 
lytical Chemistry Research Laboratory, Tanabe Seiyaku, 3-16·89 
Kashima, Yodogawa-ku, Osaka 532, Japan and Shoji Hara and 
Yasuo Dobashi, Tokyo College of Pharmacy, 1432·1 Horinouchi, 
Hachioji, Tokyo 192-03, Japan 

Technical Notes 
Palladium Gate Metal-Oxide-Semiconductor Oxygen Sensors 

542 
Jonas Karlsson, Marten Armgarth, Svante Odman, and Inge~ 
mar Lundstrom*, Laboratory of Applied Physics, Linkoping Insti­
tute of Technology, S-581 83 LinkOping, Sweden 
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of your filtrate. 

Whatman microfiltration devices set a new 
standard for purity, reliability and excellence. 
They ensure a purer filtrate because absolutely 
no sealants, adhesives or releasing agents are 
ever used. 

In addition, a variety of filter media and config­
urations are available to meet the diverse needs 

of your laboratory. And, like all Whatman prod­
ucts, Whatman microfiltration devices are 100% 
guaranteed. 

No wonder more scientists throughout the 
world trus': their experiments to Whatman filters. 

Whatma:l microfiltration devices. They may be 
small, but think how much depends on them. 

For more information in the US, call toll-free, 
1-800-922-0361, or contact your local Whatman 
distributor 

The advantages filter through. 
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EDITORIAL ................ 

Keeping the Pacific Basin Clean 
There is growing concern for the envi­
ronment in this country, and communi­
ties are working hard to lessen the im­
pact of industry, carefully monitor and 
manage waste, and encourage or require 
recycling. The role of analytical chemists 
will continue to be vital to the assess­
ment and cleanup of our local environ­
ments. However, the critical needs of the 
environment stretch far beyond the con­
fines of our state and national borders, 
and we must consider the preservation of 
our environment as a global imperative. 

This past January the Second' Interna­
tional Conference on Environmental An­
alytical Chemistry was held in Honolulu 
to address the global concerns of envi­
ronmental analysis. Sponsored by the 
U.S. Environmental Protection Agency, 
the National Institute of Standards and 
Technology, and the Center for Environ­
mental Research at Cornell University, 
the meeting centered on the problems 
and needs of the nations of the Pacific 
Rim. More than 50 scientists from Aus­
tralia, Canada, Hong Kong, Israel, Ja­
pan, the People's Republic of China, the 
Philippines, and the United States at­
tended the meeting. Shigeki Hanamura 
of the Center for Environmental Re­
search at Cornell organized the event 
and was greatly responsible for its suc­
cess. 

In addition to general talks covering 
the broader issues of concern to the con­
ference, a number of technical sessions 
addressing the analytical needs of global 
environmental monitoring were held. 

Particular emphasis was placed on 
methods and instrumentation that could 
be applied in laboratories of both devel­
oped and developing nations. The fast 
pace of industrialization in the Pacific 
Rim nations is quickly causing environ­
mental damage on a global scale. Migrat­
ed pollutants from point sources easily 
transport the effects of pollution across 
national borders and oceans. Sessions 
covering toxicological monitoring, sam­
ple preparation, standard materials, and 
standard methods all sought to help in 
the assessment and reduction of this pol­
lution. A round-table discussion was also 
held to identify the problems, methods, 
and monitoring applications within the 
Pacific Rim nations. 

The conference was a direct outgrowth 
of the First International Conference re­
ported in this JOURNAL two years ago. 
The conferences are intended to foster 
an exchange between environmental sci­
entists and analytical chemists from all 
nations with environmental concerns in 
the region. Such exchange is necessary to 
mitigate and prevent future environ­
mental pollution, especially with regard 
to drinking water, solid waste, and acid 
deposition. The meeting also reminds us 
that while we must continue to do all we 
can to preserve the environment of our 
local communities, we must also seek to 
preserve our global community. 
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Reproducibility, 
time and 
time again 

~ need reproducible I ~e~ults from your 
HPLC Thats on::.reason 
your HPLC solvent delivery 
system is so important. That's 
also why you should be using 
our Model 9600 

The Model 9600 has 
gradient and flow rate repro­
ducibility that nr atches even 
the most expensive HPLC It 
includes everything you need 
for a reproducicle HPLC sol­
vent delivery system; it's also 
easy to get at e'lerything for 

routine maintenance. 
The Model 

Precision Equipment for Chromatography 
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9600 is fully programmable, 
and works with any other 
manufacturer's equipment 

Best of all, the Model 
9600 sells for thousands of 
dollars less than what you're 
used to paying 

Call or write today for 
a free brochure or to arrange 
a demonstration. 

Eldex 
831 Bransten Road 
San Carios, CA 94070 
(415) 592-9270 

• • 
Model 9600 

Programmable 
Solvent 

Delivery 
System 



NEWS 

Measuring Real Surfaces 
The International Union of Pure and Applied Chemistry 
(IUPAC) Commission on Electrochemistry is seeking com­
ments on a document entitled "Real Surface Area Mea­
surements in Electrochemistry." Knowing real surface 
areas is important for measuring electrode reaction rates 
and most double-layer parameters. However, different 
methods have been proposed, some of questionable value. 

The IUPAC document scrutinizes 15 methods, describ­
ing the principles and limitations of each approach. A copy 
of the document is available from the ACS Journals De­
partment, P.O. Box 3330, Columbus, OH 43210. Comments 
are due by December 31 and should be sent to S. Trasatti, 
Dipartimento di Chimica Fisica ed Electtrochimiea, Uni­
versita di Milano, Via Venezian 21, 1-20133 Milano, Italy. 

Nominations for Oal Nogare Award 
The Chromatography Forum of the Delaware Valley is re­
questing nominations for the 1991 Stephen Dal N ogare 
Award for excellence in and significant contributions to the 
field of chromatography. All nominations should consist of 
one or more letters of nomination and a biographical sketch 
describing the nominee's experience and contribudons to 
the field. Nominations from previous years can be renewed 
and appended with an updated letter. Nominations should 
be sent to Mary Ellen McNally, E. 1. du Pont de Nemours 
& Co., Agricultural Products Department, Experimental 
Station, Wilmington, DE 19880-0402. Deadline is A.pril1. 

Polymer Battery 
Materials scientists at Lawrence Berkeley Laborat.ory 
(LBL) have discovered a unique and promising design for 
lightweight, solid-state batteries based on a polymer reac­
tion. "These batteries," explains Lutgard De Jonghe, "can 
be made for all types of uses, from the sustained low-power 
demands of a watch to the high-power demands of electric 
vehicles." In addition, they should offer better performance 
in terms of power, lifetime, and shelf life than any commer­
cial battery now available, and pose no danger of leakage. 

Essential to these new batteries are thin-film cathodes 
containing polydisulfide polymers with the genera: struc­
ture {-SRS-)n. The "R" group, explains Steven Visco, 
can be almost anything, ranging from aliphatic groups to 
thiazoles. To date, about 15 different polymers have been 
tested and about two-thirds of those look promising. 

A polymerization/depolymerization reaction stores and 
generates electrons. Severing the disulfide bonds provides 
electrons, whereas polymerization recharges the cathode. 
LBL scientists have successfully run a polymer cathode 
through more than 350 polymerization/depolymerization 
reactions with little energy loss in the first 100 cycles. 

Because of the low equivalent weights of the monomers, 
the batteries can deliver a significant amount of power per 
unit weight. For example, one polydisulfide battery operat-

ing at 80°C (a reasonable temperature for an electric car) 
provided 200 W -h/kg, placing it in the range required to 
propel an electric car for long distances. 

The actual polymer cathodes are a composite thin film 
cast from a solution of polydisulfide polymer, poly{ethyl­
ene oxide) (PEO), possibly an electrolyte, and carbon 
black. "It looks like black plastic," says Visco. An alkali 
metal anode, generally Li foil, and a PEO-salt electrolyte 
film complete the battery. The films are either sandwiched 
flat for button-shaped batteries or wound like a jellyroll for 
cylindrical designs. 

AOAC Nominations 
The Association of Official Analytical Chemists (AOAC) 
invites nominations for two annual awards. 

The $2500 Harvey W. Wiley Award is given to an out­
standing scientist or research team for contributions to an­
alytical methodology in areas of interest to AOAC. The 
award was established in 1956 to honor Wiley, a founder of 
AOAC and the "father" of the Pure Food and Drug Act. 
Nominations received before December 1 will be consid­
ered for the award during the next four years. 

The AOAC Scholarship Award provides $1000 to support 
an undergraduate student's fourth year of study in a scien­
tific area of interest to AOAC. Additional qualifications are 
a B average or better and evidence of financial need. Stu­
dents in medical and premedical programs are not eligible. 
Nominating forms are available from AOAC, 2200 Wilson 
Blvd., Suite 400, Arlington, VA 22201-3301 (phone: 703-
522-3032; FAX: 703-552-5468). Deadline is May 1. 

For Your Information 
Ahmed Zewail has been named the first Linus Pauling 
Professor of Chemical Physics at the California Institute 
of Technology. Zewail is a pioneer in femtosecond laser 
techniques for studying chemical reactions. 

The Association of Official Analytical Chemists 
(AOAC) has produced the 15th edition of its Official 
Methods of Analysis of the AOAC. The handbook, which 
contains 1800 collaboratively tested and approved methods 
for chemical and microbiological analysis, is available from 
AOAC (see address above). 

The National Science Foundation (NSF) has awarded a 
total of $22.7 million in grants targeted at developing or 
improving undergraduate laboratory and field experi­
ences. The funds, which are matched by the receiving in­
stitution, can only be used to purchase instrumentation. 

In collaboration with Grumman Aerospace and General 
Dynamics, Brookhaven National Laboratory will build 
a new, compact synchrotron. The facility will aid in the 
development of X-ray lithography, a novel method of pro­
ducing computer chips. 
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Can your HPLC system pump champagne? Can your HPLC 
systen reliably pumo ANY solvent without costly, time 
consuming degassing procedures? 

Only one HPLC can - the Varian LC Star 9010. Our 
9010 can solvent, without prior preparation, 
with results, every tine. 

Let's 'iace it. can't count on your pump, it doesn't matter 
how well the parts of your HPLC system work. High 
performance isn't enough when one tiny bubble can shut down 
your vI/hole operation. 

The unique, patented 
nprrnn"",,rp and 

of the Star 9010 delivers high 
with any mobile phase. It 

so your H PLC system can operate 
even overnight, unattended. 

The net result is 
analyses completed 

over the long run, you can have rnore 
less tirne, and with greater confidence. 

R 
Let us shJW you how dependable and productive a pump can 
be. For more information on the Star 9010 and the 
entire Val ian LC Star System, call In Canada. 
call 416-457-4130. 
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Should analytical instruments be de­
signed by analytical chemists? Analyti­
cal chemists, in general, do not develop 
and produce the instruments that they 
use. Anyone who regularly relies on an­
alytical instrumentation, however, is 
concerned about the quality and per­
formance of the equipment, so it seems 
reasonable to ask, who produces the 
equipment? Who sees to it that the in­
strumentation performs in the manner 
that we think it should? This article 
will attempt to answer these questions 
and suggest some ways in which analyt­
ical scientists can become involved 
with these activities. 

The instrument business, and the 
roles it offers analytical chemists, is 

REPORT 
changing as a result of changes in the 
nature of instrument development. To­
day's analytical instruments are com­
plex and sophisticated. Their design 
requires the input of professional engi­
neers with a variety of different skills. 
In addition, the potentially lucrative 
nature of the analytical instrument 
market and the need to develop instru­
ments with the broadest applicability 
have increased the competitiveness of 
the environment in which these sys­
tems are produced. There is also a need 
to reduce the time it takes to develop 
new instrumentation so that compa­
nies can respond more quickly to new 
needs or new technology. 

The change in the nature of instru­
ment development can be seen from a 
few illustrative trends. The significant 
growth of the Pittsburgh Conference 
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1~5 1970 

Years 

Figure 1. Pittsburgh Conference attendance, 1950-1989. 

Computerization 

Figure 2. S-curves describing the impact of new technology on performance im­
provement. 
The labels given for the curves suggest one possible sequence of technological advancement tha" has af­
fected instrument performance. 

(Figure 1) is a good indicator that a 
revolution of some sort is occurring, or 
has occurred, in the instrumentation 
market. The increase in attendance fig­
ures is matched by increases in the 
number of companies present, versions 
of equipment exhibited, booths used, 
and papers presented. The conversion 
from manually operated instruments 
that have been largely unavailable to 
all but expert users to mostly automat-

ed equipment systems that are broadly 
accessible to all users seems to have 
ended, both in terms of adding al.toma­
tion and in numbers of systems. There 
is still growth in instrument me, but 
the equipment feeding that growth is 
more the result of evolutionary instru­
ment alterations-some more ir.fluen­
tial than others-than the genEration 
of new equipment types. 

Figure 2 shows a set of S-curvEs (also 
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known as learning curves or use curves) 
that are popular in many books de­
scribing innovation, or the lack thereof, 
in high-technology businesses. S­
curves are intended to show that a 
technology will eventually reach a pla­
teau of performance and that promi­
nent changes in performance most of­
ten come about through a departure 
from old technology and a jump to a 
new technology, rather than from a sin­
gle rising performance curve. In Figure 
2, one possible labeling of these S­
curves is shown for the changing char­
acter of analytical instrumentation. 
The increase in performance for all 
types of instruments is a result of a first 
conversion to internal control by mod­
ern analog and hybrid electronics, fol­
lowed-perhaps less serially than indi­
cated-bya conversion to system con­
trol based on digital electronics 
approaches. The most recent change 
has been computerized equipment, 
which provides inherent operating in­
telligence, a network for data flow, and 
autonomous analytical systems. 

In many cases, analytical scientists 
were responsible for these transitions; 
they were needed in the interface re­
gion between technologies. Implemen­
tation of new technologies depended on 
the analytical problem at hand. Only 
after specific systems proved success­
ful were the new technologies transfer­
able to other instrument domains with­
out the need for resident analytical ex­
perts. 

Technological changes, or the transi­
tions leading to improved perform­
ance, will continue to occur. Analytical 
scientists engaged in research playa 
major role in identifying the transi­
tions and in generating the environ­
ment in which they take effect. They 
are expected to continue in this role. 

Technology transition, though, is not 
the only thing reshaping the instru­
ment and equipment businesses. What 
is occurring for the most part is an evo­
lutionary process. It is an unusual evo­
lution, however, in that it is happening 
at an accelerated rate under the influ­
ence of strong market forces. New ana­
lytical technology is having very little 
impact on this process; instead, current 
technology is being squeezed to provide 
performance that is less expensive and 
more reliable. 

Producing sophisticated instrumen­
tation that meets these criteria creates 
many new challenges for instrument 
R&D groups. They must obtain stabi­
lized or improved performance and re­
liability in the face of reduced manu­
facturing costs. For example, how 
might one duplicate the performance 
of a mass flow controller using only 



The good news is you can get 
absolute macromolecular analysis 

in. minutes. 
There is no bad news. 

EXCEPT, perhaps, that you haven't 
discovered us sooner. Using one of 
our DAWN® laser light scattering 

instruments, you'll learn more about your 
macromolecules in minutes than you've 
learned in A lot more! 

You for example, couple our 
DAWN Model F detector to your existing 
Size Exclusion Chromatography line to 
determine absolute molecular weights, 
sizes, distributions and molecular confor­
mations of almost any polymer without 
resorting to column calibrations, reference 
standards or "fudge factors." And, there's 
more good news ... 

The batch-mode DAWN Model B is the 
most perfect instrument ever conceived 
for time-dependence studies. You can study 
reaction and polymerization phenomena 
in real time. You can even control the temperature 
for high, ambient or below ambient environmE'nts for 
thermoplastics or biopolymers. 

Ease of Use 
Maybe you're familiar with old-fashionec. light 

scattering instruments-how hard they are to use and 
maintain. Not ours. Wyatt Technology started with the 

of light scattering, threw out the stepper motors, 
index-matching baths, photomultiplier tubes, 

swing-arms and all the other features that make light 
scattering the bane of a chemist's existence. ]be result 
is a line of instruments so elegant, so advanced, that 

are a pleasure to use. 
an innovative optical instrument with no 

lenses, mirrors or prisms (which often require realign­
ment and cleaning). Imagine unpacking a laser light 
scattering photometer, and being up-and-running within 
60 minutes I Imagine a multi-angle instrument with no 
moving parts. Imagine turn-key software solutions, 
and computer-programmers who implement your 
suggestions. 

Imagine no more. We're here to prove the power 
of light scattering to solve your toughest problems. 
The DAWNs make tens-of-thousands of measurements 
in the time that it used to take to make one. Our multi­
angle geometry produces the root-mean-square (rms) 

radius of your molecules instantly, not after hours of 
data collection. You won't make any of the arbitrary 
assumptions about the molecular shape, distribution 
or homogeneity required by other techniques. This is, 
after all, a real world-not one populated by perfectly 
spherical molecules with Gaussian distributions. 

More Good News 
At Wyatt Technology we've been producing state­

of-the-art instruments for over seven years, and we 
continue to back our products with training, seminars, 
consulting and the finest customer service in our 
industry. 

Jump light years ahead of the competition; call us 
at (805) 963-5904 for a complete information package. 
With case histories, application notes, a sample-running 
laboratory, and a long list of delighted customers to 
confirm our good news, it won't take us long to show 
you just how much you've been missingl 

~~\N.yatt 
: '--'=--=-=-~ i!lechnala9Y 
\I!~-I/) I~RPORATION 
~~~~/ 820 East Haley Street· Santa Barbara, CA 93103 
~ Tel: (805) 963-5904· Fax: (805) 965-4898 

(;)1990 WyanTechnologyCorporatron 

CI:=!CLE 148 ON READER SERVICE CARD 

ANALYTICAL CHEMISTRY, VOL. 62, NO.5, MARCH 1, 1990 • 309 A 



REEPORT" 

"Analytical chemistry is a science of chemical characterization and 
measurement." H. A. Laitinen, 1982 

"Analytical chemistry is a science of signal production and interpretation." 
. E. Pungor, 1987 

"In the course of determination, chemical, physiochemical, and physical 
methods are used. All of them, however, have the same feature: it is the 
dependence of signal on analyte concentration. The important task of analytical 
chemistry is therefore the discovery and implantation of these dependencies into 
analytical procedures." 

passive pneumatic components? How 
might one eliminate thermal drift of a 
mechanical linkage without active tem­
perature control? How might one use 
megabytes of experimental data with­
out incurring time delays in storage 
and retrieval? How might one obtain 
very high data resolution with devices 
allowing only low dispersion of signals? 
How might one reduce the volume and 
weight of a machine without altering 
any other physical characteristic of the 
system? 

In many cases, analytical scientists 
are not viewed as the best talent avail­
able to accomplish these tasks, and 
other types of professionals are being 
sought to fill instrument development 
positions. Yet these other professionals 
will be on the teams that provide future 
generations of analytical instrumenta­
tion to the analytical community. 
Shouldn't the analysts be included 
somewhere? It is going to be their 
equipment to use, after all. 

Who is an analytical scientist? 

It is important to clarify the distinction 
suggested here between analytical sci­
entists and other physical science or 
engineering professionals. Lewenstam 
and Zytkow (1) have explored this top­
ic philosophically, and Kaiser and Ull­
man (2) have addressed practical as­
pects of the work of analytical chem­
ists. Why should anyone be concerned 
about identifying the roles analytical 
chemists play in general scientific en­
terprises? Asking this question may 
not really matter, because it might be 
considered self-evident. Might this be a 
nonissue? 

It is a substantive issue, because clar­
ification of our roles provides us with a 
structure or framework within which to 
perform our productive work. It gives 
us identity. Even if this identity is not 
particularly important to us personal­
ly, that identity will be useful to others. 

A. Lewenstam, J. Zytkow, 1987 

Identification as analytical chemi.sts is 
necessary for us to interact wib the 
outside world in accomplishing our 
tasks. Furthermore, if we believe ana­
lytical chemistry is a specific disci pline, 
how can it be described to those whom 
we would like to attract to it? Pragmat­
ically, research funds will not flow to 
analytical chemistry research if the 
agencies providing the funds are un­
aware that we have our own depart­
ments separate from other scienee de­
partments. 

In addition, identification of what 
constitutes analytical chemistry is im­
portant just because it is so difficult to 
arrive at a good definition of our spe­
cialty. The complexity of the defi:1ition 
is analogous to the complexity of the 
chemical versus the physical aspects of 
a sample. Consider the components of 
even a simple chemical solution: Defin­
ing precisely what its constituems are, 
even if we are the ones who prepared it, 
is not easy to do. Put in another con­
text, we believe there is merit :.n the 
existence of a specialty called analyti­
cal chemistry, yet why is there no "ana­
lytical physics"? 

The purpose of defining analytical 
chemistry is to draw a distinction be­
tween analytical chemists and other 
professionals within the confines of the 
specific activities involving instrument 
development. For example, an rf elec­
tronics engineer will view the impact of 
his design work on a power supply for a 
quadrupole mass spectrometer much 
differently than the analytical mass 
spectroscopist who is supplying the 
component specifications for the oper­
ation of that power supply. 

It seems evident that someone with a 
degree in analytical chemistry is an an­
alytical chemist; the academic curricu­
lum and thesis work establish the defi­
nition of analytical chemistry. Reciting 
the list of courses taken and academic 
hurdles crossed, however, is not much 
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of a working definition. In a recent arti­
cle (3) the comment was made that 
"analytical chemistry is not the appli­
cation of various techniques to the 
measurement of key parameters but, 
very simply, it is 'problem solving.' " 
Clearly, any trained investigator or sci­
entist could fit this definition at some 
time or other. 

Several other definitions of analyti­
cal chemistry have also been generated 
(1). These definitions are all similar, 
but not the same. For the instrument 
development environment, the de­
scription of analytical chemistry as 
"discovery and implantation of the de­
pendence of signals from physical pro­
cesses on analyte concentration into 
analytical procedures" is most appro­
priate. But what then is "instrument 
development"? 

Instrument development 

Instrument development is the activi­
ties that follow original research on 
new transduction phenomena or pro­
cesses and that are specifically related 
to the generation of marketable equip­
ment. When successful, these activities 
result in the commercialization of a vi­
able approach to perform a specified 
experimental technique. Implicit in 
this definition is the capability to man­
ufacture multiple copies of the device. 
Excluded are one-of-a-kind devices: 
Anyone can get one of anything to work 
at least once. Viability pertains to all 
parties interested in the system-not 
just the analytical user. If the system 
takes too long a time or too many peo­
ple to build and test, fails frequently, or 
costs orders of magnitude more than a 
different approach with slightly inferi­
or performance, then it is not viable. 

Reasons for developing new instru­
mentation include analytical induce­
ments, innovative engineering, and 
market demands. Analytical induce­
ments derive from two principal con­
siderations: the evolution of measure­
ments of chemical parameters and pro­
gress in the technology providing the 
measurements (see p. 3llA). 

Known methods and techniques can 
often be made to perform better. Ways 
to gain additional information, such as 
extracting useful information from 
noise sources or retrieving most of the 
data generated in an atomic spectro­
metric experiment that current spec­
trometer systems discard by design, are 
types of inducements for new instru­
ment development. In addition, new 
approaches to obtaining known data 
can be explored, such as using Hada­
mard transforms or performing atomic 
absorption spectrometry with sources 
other than hollow cathode lamps. 



New technology provides us with 
new types of measurements and infor­
mation. Superconducting materials 
may open new vistas on NMR probe 
designs, for example. Where might pro­
gress in nonlinear optical materials 
lead us in spectral signal processing? 
Nanoscale techniques are about to al­
ter dramatically our views on micro­
miniaturization. 

These considerations lead to the 
next major drive of new instrument de­
velopment: innovative engineering. 
Most of the analytical systems avail­
able today are the result of the applica­
tion of innovative engineering to cur­
rent measurement techniques-not 
the implementation of new analytical 
approaches. Aspects of innovative en­
gineering include new components, de­
vices, and systems; materials technol­
ogy advances; modernized design; en­
hanced manufacturing processes; and 
improved fabrication procedures. 

Off-the-shelf electronics are often 
incorporated into such systems, leaving 
the designers free to concentrate on the 
cleverness of the system design instead 
of individual components. Advances in 
materials and material properties in­
clude the use of engineering plastics 
and ceramics to replace metal parts 
and devices; integral coatings that pro­
vide protection, inertness, RFI shield­
ing, and thermal insulation instead of 
just paint; and fabrication processes 
that generate tailored alloys. 

Modern engineering design practices 
allow sophisticated equipment to be 
developed in the same amount of time 
previously required for lesser perform­
ing sys.tems. The application of com­
puter-aided design (CAD), engineering 
(CAE), and software engineering 
(CASE) is providing initial system de­
signs with improved reliability, service­
ability, lifetime, and reduced parts 
count-features that previously 
emerged only after numerous design it­
erations. 

Enhanced manufacturing processes, 
improved fabrication techniques, and 
the attainment of what is being called 
world class manufacturing (4) are lead­
ing to substantial improvements in an­
alytical instrumentation. Although 
materials and labor costs continue to 
escalate, manufacturing costs are de­
creasing and system performance and 
reliability are steadily improving. 
Opportunities for analytical scientists 
in innovative engineering roles are not 
obvious, yet the engineering tech­
niques being applied have a direct im­
pact on analytical performance. The 
analytical scientist should be involved 
in the development process-not just a 
user after the fact. 

Modern analytical systems are 
mean t to meet the needs of the current 
market. Competition among the in­
strument vendors worldwide does not 
allow any company to disregard contin­
ual p::oduct development. These new 
requirements were stated most dra­
matically by Tom Peters when he said, 
"Change everything now" (5). 

Higher quality products are needed 
that possess improved reliability and 
are easier to maintain while offering 
more flexible performance. Products 
must be more cost-effective; they must 
be less expensive but offer similar or 
improved performance over previous 
versions without being unnecessarily 
complex. Improved measurements will 
always be demanded until physical 
limits are reached. New measurement 
capab ,Iities will be desired as old prob­
lems become intractable and as new 
problems arise. 

Regulatory influences also deter­
mine market demand. Instrument de­
veloproents in ICP-AES and GC/MS, 
for example, have resulted directly 
from 'cegulatory requirements. Large 
niche markets are developing as a re­
sult of EPA's Contract Laboratory 
ProgrEcll, the Department of Defense 
drug-testing programs, and auto emis­
sion regulations, among others. 

The impact of analytical scientists 
on market demands is significant. 
They ,Ire the market. In addition to 
using the equipment, analytical scien­
tists must go out of their way to proper­
ly define and specify the parameters of 
the analytical problems at hand. With­
out effective problem identification, we 
can expect to see general-purpose in­
strumentation developed with signifi­
cant engineering overkill, all in the 
name of operational flexibility. In real­
ity, however, the cleverness and inge­
nuity of the analytical operator would 
remain essential to ensure proper oper­
ation of these sophisticated arrays of 
subsystems and components, rather 
than r'lleasing them for use in solving 
problems. 

Instrument development programs 
and projects 

Producing new analytical equipment is 
a time· consuming and expensive prop­
osition. In general, at least two years­
and perhaps as many as five years-are 
needec: before a new instrument sys­
tem can be introduced. This means 
that today's instrument development 
teams are working on equipment that 
will be at the Pittsburgh Conference 
between 1992 and 1995. Will the tech­
nology used in these projects be appli­
cable to the problems at hand two to 
five years from now? These project 

Addressing chemical parameter 
measurement needs 

Known measurement modes 

• Perform them better 

• Obtain additional information 

New modes of making known 
measurements 

• New information on current 
problems 

• New problems made accessible 

Response to progress in science 
and technology 

New measurements 

New information 

teams need the best possible set of 
specifications, based on a complete de­
scription of the problem to be solved, so 
that the appropriate technology can be 
applied. Researchers who develop the 
specifications should follow the system 
through to fruition to ensure that the 
specifications are met. 

As an unorthodox alternative, in­
strument development times could be 
radically shortened. Immediate prob­
lems would be solved by new equip­
ment to be introduced and delivered in 
six months at most (e.g., the semicon­
ductor industry apparently can re­
spond to market needs with develop­
ment of new circuits in months, not 
years.) Exact problem identification 
would still be mandatory, even in the 
unlikely situation that instrument de­
velopment could be made to proceed 
that quickly. Mechanisms for rapid 
generation of equipment designs would 
have to be in place, and the new instru­
ments would have to be manufactured 
on existing production lines. Currently 
it is not possible to obtain the requisite 
exactness of problem descriptions, rap­
id design, or flexible use of manufac­
turing facilities for such rapid develop­
ment to occur. 

Analytical chemists can play an im­
portant role by working on or collabo­
rating with instrument development 
project teams. They should be the in­
terpreters of the analytical needs pre­
sented by the users. They can partici-
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pate in the selection of the technical 
approach. They can work with the en­
gineers who actually design and devel­
op the systems. It was recently stated 
(6) that "It is no longer enough to man­
ufacture a good, reliable machine and 
expect people to buy it. A company 
must design its machines to do what its 
customers want." Because the custom­
ers in this case are members of the ana-
1ytical community, the engineering 
teams need trained analytical scien­
tists to support the design work on 
those machines. Exactly how an ana­
lytical scientist might interact with a 
design team is not obvious, however. 
Instrument design projects are com­
p�ex activities. Demands on the project 
move rapidly away from technology is­
sues. The classic project management 
problem is somewhat facetiously de­
scribed as "on time, on budget, on 
specification: choose two." How the 
project manager deals with this dilem­
ma too often becomes a matter of 
choosing among the least of evils. 

"On budget" and "on time" can re­
sult in a copycat instrument that has 
been based on incorrect specifications 
or simple engineering overkilL "On 
time" and "on spec" can result in a 

system that is expensive to build and 
must therefore carry a high pric e 
This can be the result of choosing 
wrong technical approach, which is in­
efficient and costly to implement. or of 
antiquated or inappropriate manufac­
turing capabilities. "On budget" and 
"on spec" lead to a late introdllction 
and a potentially missed opportunity. 
(There is little real advantage in being 
second on the market and letting the 
first manufacturer make all th" mis­
takes. That may happen, but the first 
in line also wins the largest market 
share.) Late entries can be the re:mlt of 
underestimated development time, in­
sufficient staff, inflexible manufactur­
ing capabilities, or an incorrectly de­
fined market window of opportu:1ity. 

Once the analytical problem a:1d ex­
act specifications have been 
the engineers take over. It is thE 
neers-not the physical scient ists­
who have been trained to produce tan­
gible pieces of equipment. The 
neering team should include an 
ieal scientist, however; it is imp )rtant 
to verify the instrumental approach 
chosen and its functional implementa­
tion during-not after-the design 
process so that time and money 1'\ ill not 

I needed ... 

be wasted unnecessarily. 
The product development 

team is composed of rerlre:serltal;lV"S 
from the principal support 
within an 

encompasses many 
drafting, mechanical and 
shop work, and project administrative 
and budget control. focuses 
on specification and 
ty issues, although all team 
are responsible for ensuring 
ity work. Manufacturing 
systems, and service oversees installa­
tion and maintenance of the instru­
ment. 

The leader of the team is generally 
someone with experience 
development projects. 
the scope of the project, can 
be any of the principal team members. 
For a brand-new it 
might be the marKt;ClItg r<lpresent"tl>'e 
for example. For the ueyeJ.u~nH'llL 
new version of an older 

" .an analyzer to monitor additives in polymer melts. 
The analyzer had to withstand high temperatures 
generated near the extruder. 

Bomem's industrial FJ-IR analyzer not 
ani y proved to be dependable, it was also 
able to withstand our special conditions. 

For reliability and dependability, I 
chose Bomem and I haven't looked back! 

For information on how Bomem FJ-IR 
car help you, call the measurement 
experts at 7-800-888-FTIR. 

See us at PITTCON-Booth #3354 
CIRCLE 14 ON READER SERVICE CARD 
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leader might be the engineering repre­
sentative. 

Analytical scientists can conceivably 
fill some of these positions. The more 
probable opportunities are in the mar­
keting group; others exist in either the 
QA/Test or engineering groups. Any 
position requires experience in project 
development. Examination of a generic 
instrument planned for development 
should uncover opportunities for ana­
lytic!).l chemists to gain experience. 

In general, an analytical instrument 
(Figure 3) is a system in which energy 
in some form interacts in it controlled 
fashion with a physical state of the 
sample for the. purpose of characteriz­
ing one of the chemical features of the 
sample or its constituents. The system 
schematic shows only one of a number 
of ways that are indicative of the devel­
opment tasks involved. 

The team that actually designs the 
instrument and proves its functionality 
in prototypes is usually an engineering 
department team. The team leader is 
generally one of the working engineers 
and also the engineering representative 
to the product development team. The 
individuals responsible for design and 
development of the various subsystems 
are most frequently professional engi­
neers. On a case-by-case basis, an ana­
lytical chemist might fill one of these 
positions, but that is not generally the 
situation. The engineers usually are fa­
miliar with the analytical techniques 
for which they are designing gear, but it 
is not really their responsibility to have 
a working knowledge of all the subtle­
ties of total system operation. Recall 
the rf electronics engineer mentioned 
earlier, working on a new MS power 
supply. He might know about MS as a 
technique but would not be conversant 
in analytical MS. It is helpful if the 
engineers are teamed with an analyti­
cal scientist who can provide guidance 
and perspective to keep the design 
team focused. 

For this version of the project team, 
the analvtical scientist may fill one of 
the engi;:'eering positions (e.g., dealing 
with the sample cells or other atten­
dant apparatus). Frequently, analyti­
cal chemists are sufficiently experi­
enced and skilled to fill the software 
engineering positions, particularly for 
the data output and the user interface. 

Cycle 01 instrument generation 

Analytical chemists participate in each 
phase of instrument development (Fig­
ure 4), although their impact is much 
greater in some areas than others. The 
analytical chemist is predominantly 
the user and applications specialist op­
erating the instrumentation on a daily 

FigUrE! 3. Schematic of a generic analytical instrument system, constructed to sug­
gest development task domains as much as actual device functions. 

1 Electronics engineer Signal encoding subsystem 

1 Mechanical/electrical engineer Signal decoding subsystem 

1 Electronics engineer Digital electrcnics; firmware 

1 Electronics engineer Analog electronics 

1 Mechanical engineer/physical scientist Sampling subsystem 

1 Mechanical engineer Structure; manufacturing specifications 

3 Software engineers User interface; communication 

Figum 4. Cycle of instrument development. 

Marketing/sales/service 
5 

Manufacturing/QAltes! 
5 . 

Engineering development 
5 

Research/evaluation 
20 

Percentages of total analytical science community engaged in portions of the cycle are shown with only 
analytical science professionals considered. 
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basis. As problems become intractable 
with current equipment, the analyst 
generates new demands for instrumen­
tation. The demands provide direction 
to analytical research groups who eval­
uate current instrumentation for po­
tential improvement of performance or 
apply new technology on the problem. 
The instrument company enters the 
cycle to meet the new market needs. 
The marketing department clarifies 
the needs and generates system specifi­
cations, which the engineering depart­
ment designs and develops, providing 
prototypes to QA/Test for verification 
of functionality and to the manufactur­
ing group as models from which to 
build production units. The marketing, 
sales, and service groups then make the 
new equipment available to the com­
munity to restart the cycle. 

Although analytical chemists can 
a role in every phase of this cycle, 
are particularly important in just 

a of them. Analytical chemists 
must be educated and vocal consumers. 
If instrument companies do not learn 
of analytical needs, or if the needs come 
from only a single (or worse, a biased) 
source, the equipment offered will be 
less than needed. 

Analytical researchers can leac. the 
way to new instrumentation, but they 
will be most effective in underteking 
high -risk/high-payoff research endeav­
ors. They are the most suitable for 
these activities and need to be nem­
bers of product development tEams. 
Few of these positions are available, 
and analytical chemists must compete 
successfully with the engineering com­
munity that traditionally does mo;t in­
strumentation development. GivE'n an 
interest in development work, howev­
er, an analytical chemist has to learn 
only a modest amount of engineering to 
be able to interact credibly on a project 
team. Then he or she will be aUe to 
oversee the needs of the users for Vlhom 
the instrumentation is being developed 
and strive to keep the team focused so 
that the best equipment arriVES on 
time, on spec, and reasonably priced. 
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Make your data ... 

No matter how interesting your 
scientific results are, they're not 
worth much unless you can com­
municate them to other people. 
That's where Slide Write Plus 
comes in. You see, our powerful 
presentation graphics software 
for the IBM PC and compatibles 
can tum the data you worked so 
hard to capture into high impact 

charts, graphs, slides and over­
heads - and do it all in minutes. 

SlideWrite Plus gives you pow­
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high quality output on printers, 
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research investigation. FluoroMax" is the newest addition to tile SPEX lineup of high performance 
fluorescence instrumentation. Decades of experience with flucrescence instrumentation culminate in a 
spectrofluorometer with sensitivity demonstrably higher than anything in its price range. Incorporating many 
of the features that have made our FLUOROLOG-2 spectroflu,)rometers the standard of fluorescence 
research, the unique design of the FluoroMax" includes the bllowing list of features: 

Now there's no need to wait to get the best data from your fluorescence samples. 

Call SPEX today at 1-800-GET-SPEX, and talk over your application with one of our specialists. 

For a limited time, SPEX offers you the opportunity 
to obtain the outstanding features of the 

FluoroMax" spectrofluorometer at a 
special introductory offer. This includes a 

PC computer, a full complement of 
software, plus free installation. Call 
now to reserve your system and give 
your application the performance 
it deserves. 
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SPEX Industries, Inc. 
3880 Park Avenue 
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The 199th National Meeting of the 
American Chemical Society will be 
held in Boston, MA, April 22-27. The 
Division of Analytical Chemistry will 
sponsor or cosponsor technical sessions 
at which more than 180 presentations 
are scheduled. The meeting will feature 
a presidential plenary session, "Supply 
of Scientists in the 21st Century" (Sun­
day, April 22) and a career develop­
ment tutorial, "Expanding Your Op­
tions" (Sunday, April 22, and Monday, 
April 23). Other highlights include 
meetings of the ACS council and board 
of directors; ACS short courses; a na­
tional employment clearinghouse; and 
a series of social events, including the 
ACS mixer (Monday, April 23), an 
alumni hour (Wednesday, April 25), 
and the Division of Analytical Chemis­
try dinner (Monday, April 23). 

On-site registration facilities will be 
located in the Hynes Convention Cen­
ter, Hall B. Hours for registration will 
be Sunday, April 22, from 2 P.M. to 
7 P.M; Monday, April 23, through 
Thursday, April 26, from 7:30 A.M. to 
3:30 P.M.; and Friday, April 27, from 
7:30 A.M. to 10 A.M. 

An exposition of instruments, chemi­
cals, technical literature, and other 
products and services will run for three 
days in conjunction with the meeting. 
The exposition, which will be housed 
in the Hynes Convention Center, will 
be open Monday, April 23, and Tues­
day, April 24, from 9 A.M. to 5 P.M. 

and Wednesday, April 25, from 9 A.M. 

to 4 P.M. 

The technical program will feature 
the following award symposia spon­
sored by the Division of Analytical 
Chemistry: the ACS Award in Analyti­
cal Chemistry; the Frank H. Field and 
Joe L. Franklin Award for Outstanding 
Achievement in Mass Spectrometry 
(cosponsored with the Division of Bio­
logical Chemistry); the ACS Award in 
Chromatography (cosponsored with 

MEETINGS 

199IDACS 
National 
Meeting 

the Division of Physical Chemistry); Joe 1. Franklin Award for Outstanding 
and the ACS Award for Computers in Achievement in Mass Spectrometry 
Chemistry (cosponsored with the Divi- will be presented to Evan C. Horning 
sion of Computers in Chemistry). The and Marjorie G. Horning on Wednes-
ACS Award in Separations Science, day, April 25. Their talk is entitled 
sponsored by the Division of Industrial "Gas-Phase Analytical Chemistry: The 
and Engineering Chemistry, will also Development and Use of Hyphenated 
be presented. Mass Spectrometry from GC/MS to 

Other Division sessions will cover LC/GC/API-MS/MS." Peter C. Jurs 
measnement problems in atmospheric will receive the ACS Award for Com-
chemistry, computer simulation and puters in Chemistry and will deliver his 
artificial intelligence, gas sensors, talk entitled "Computer-Assisted 
immunoassay methods, lasers, colloid Studies of Structure-Property and 
science, element-specific chromato- Structure-Activity Relationships" on 
graphic detection by atomic emission Tuesday, April 24. Also on Tuesday, 
spectroscopy, electrochemistry, spec- Henry Freiser, recipient of the ACS 
troscopy, and chromatography. Award in Separations Science and 

Also of interest are the following ses- Technology, will deliver his talk, "Sep-
sions: Recent Developments in the aration of Metal Ions by Liquid-Liquid 
Teachng of Analytical Chromatogra- Processes-A Forty-Year Perspective." 
phy and New Experiments for the In- The Division of Analytical Chemis-
strum ental Analysis Course (sponsored try dinner is scheduled for Monday, 
by the Division of Chemical Educa- April 23, at the Durgin Park Restau-
tion), Membrane Separations in Bio- rant, 340 Faneuil Hall Marketplace. 
technology and Biology and Chroma- The social hour, beginning at 6 P.M., 

tography and Biological Separations will be followed by dinner at 7 P.M. Cost 
(spon30red by the Division of Industri- is $25. Ticket ordering information is 
al ane Engineering Chemistry), Instru- available in the Feb. 26 issue of Chemi-
mental Metbods for Polymer Charac- cal & Engineering News. Advance pur-
terization (sponsored by the Division chase of tickets is urged. 
of Polymer Chemistry), Particle-Size The ACS Department of Continuing 
Analysis in Polymer Science (spon- Education will offer a series of short 
sored by the Division of Polymeric Ma- courses at the meeting. For further in-
teria!:;: Science and Engineering), and formation, see p. 320 A or contact the 
Lasers in Nuclear Chemistry and Department of Continuing Education, 
Technology (sponsored by the Division American Chemical Society, 1155 16th 
of Nuclear Chemistry). St., N.W., Washington, DC 20036 

The program will be highlighted by (1-800-227-5558 or 202-872-4508). 
the presentation of several awards. Registration details and additional 
Barry Karger will receive the ACS information about tbe meeting are 
Award in Analytical Chemistry and available in the Jan. 29 and Feb. 26 
will deliver a talk on Monday, April 23, issues of Chemical & Engineering 
entitled "Current Trends in the Sepa- News. The latter issue contains the fi-
ration of Biopolymers." The ACS nal program for the meeting. The pro-
Award in Chromatography will be pre- gram that follows includes all sessions 
sented to John H. Knox, who will deliv- sponsored or cosponsored by the Divi-
er a talk entitled "Theoretical Plates: sion of Analytical Chemistry. The 
Past, Present, and Future" on Tues- Symposium on Liquid-Liquid Separa-
day, April 24. The Frank H. Field and tion Processes is also included. 
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Short Courses 

The following courses are offered in 
conjunction with the 199th ACS Na­
tional Meeting in Boston, April 22-27. 
For information on other ACS courses, 
contact the Department of Continuing 
Education, American Chemical Soci­
ety, 1155 16th St., N. W., Washington, 
DC 20036 (1-800-227-5558 or 202-872-
4508). 

• Electronics for Laboratory In­
strumentation. April 19-21. Howard 
Malmstadt, Christie Enke, and Stanley 
Crouch 
• Chemical Engineering and Pro­
cess Fundamentals for Chemists. 
April 20-22. Richard Griskey 
• Molecular Biology and Recombi­
nant DNA Technology. April 20-22. 
William Reznikoff and Gary Buell 
• Experimental Design for Pro­
ductivity and Quality in R&D. April 
20-22. Stanley Deming and Stephen 
Morgan 
• Environmental Analytical Chem­
istry: Analysis of Water and Waste 
Samples. April 21-22. Marcus Cooke, 
Marvin Miller, Walter M. Shackelford, 
Thomas A. Bellar, Judith E. Gebhart, 
and Harold McNair 
• Fundamentals of High-Perform­
ance Liquid Chromatography. April 
21-22. Harold McNair 
• Effective Management of Chemi­
cal Analysis Laboratories. April 21-
22. John H. Taylor, Jr., and Mary 
Routson 
• Capillary Gas Chromatography. 
April 21-22. Stuart Cram and Milos 
Novotny 
• Quality Assurance of Chemical 
Measurements. April 21-22. John K. 
Taylor 
• Effective Supervision of Scien­
tists and the Technical Staff. April 
21-22. David Gootnick 
• Spectroscopic Characterization 
of Polymers. April 21-22. Jack Koenig 
and Bruce Chase 
• Winning at Chemometrics. April 
21-22. Michael Delaney and Barry La­
vine 
• Atomic Absorption, ICP, and 
ICP/MS. April 21-22. Marcus Cooke, 
Marvin Miller, and Gordon Wallace 
• Spectroscopy for Chemical Anal­
ysis: Basics, Advanced Methods, and 
Rapid Screening. April 21-22. Tuan 
Vo-Dinh 

Program 

DIVISION OF ANALYTICAL 
CHEMISTRY 
G. D. Christian, Chairman 

MONDAY MORNING 

Electrochemistry 

G. J. Patriarche, Presiding 

SECTION A 

9:20 Amperometric Biosensor for GluGose 
Based on Nation Loaded with Redox 
Couples and Glucose Oxidase. 
D. Belanger, M. Vaillancourt, G. Fortier 

9:40 Surface Spectroscopic and 
Electrochemical Studies of Coal-Derived 
Model Compounds. S. L. Mlchell1augh, 
G. M. Berry, M. P. Soriaga 

10:00 Electrochemical Behavior of Celi :>tium at 
Carbon Paste and Lipid-Modified Garbon 
Paste Electrodes. J. Arcos, J-M. 
Kauffmann, G. J. Patriarche, P. ~,anchez­
Batanero 

10:35 Probing Single-Cell Neurochemistry with 
Capillary Electrophoresis. T. M. 
Oleflrowlcz. A. G. Ewing 

10:55 Electrochemical and Spectroscopic 
Characterization of Noble Metal clnd 
Bimetallic Electrocatalysts. G. M. Berry, 
S. L. Michelhaugh, M. P. Soriaga 

11:15 Preparation of Band Microelectrode 
Arrays from T efzel Film and Mete I Foil. 
W. J. Bowyer, D. M. Odell 

SECTION B 

ACS Award In Analytical Chemistry 
Symposium Honoring Barry L. Karg"r-I 

F. E. Regnier, Presiding 

9:00 Introductory Remarks. 
9:10 High-Performance Size Exclusion 

Chromatography Using Polyether Bonded 
Silica Phases. N. Cooke 

9:40 Selectivities of Polymer Encapsulated 
Stationary Phases. H. Engelhardt, H. 
Low, M. Maub, J. Kohr, W. Eberhardt 

10:10 Computer-Aided Method Developllent in 
HPLC. R. Ganl 

10:55 Nonporous Resins for Faster Ana ysis 
and Purification of Biopolymers b'l 
Reversed-Phase, lon-Exchange, and 
Hydrophobic Interaction Chromatography. 
R. Ecksteen 

11:25 Recombinant DNA-Derived Protein 
Separation by HIC and Spectrum 
Mapping by On-line Monitoring with UV 
Photodiode Array and Fluorescen Je 
Spectroscopy. S-l. Wu, H-J. Sievert, 
W. S. Hancock 

SECTION C 

Symposium on Advances In Comput1er 
Simulation and Artificial Intelligence In 
Analytical Chemistry-I 

G. I. Ouchi, Presiding 

8:30 What Lies in the Future for Computer 
Simulation and Artificial Intelligence in 
Analytical Chemistry? G. l. Ouchl 
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9:00 Expert Systems for Method Development 
in HPLC. J. A. van Leeuwen, L.M.C. 
Buydens, G. Kateman, M. Mulholland 

9:30 Spectral Matching in HPLC: A Critical 
Study of the Requirements for an Expert 
System. H-J.P. Sievert 

10:15 Expert System Approach to Optimization 
Parameter Selection for Reversed-Phase 
lon-Pair Chromatographic Separations. 
A. Bartha, G. Vigh 

10:45 Versatile Strategy for the Optimization of 
Eluent Conditions for LC. D. P. Michaud, 
F. V. Warren, 8. A. Bidlingmeyer 

11:15 Three-Dimensional Random-Walk 
Simulation of Chromatographic 
Separations. J. H. Wahl, C. G. Enke, V. L. 
McGuffin 

11:30 Computer-Aided Optimization of Gas 
Chromatographic Separation. J. W. 
Dolan, D. E. Bautz 

SECTION D 

Symposium on Modern Gas Sensors-I 

E. B. Overton, Presiding 

9:00 Introductory Remarks. 
9:05 Solid-State Microelectrochemical 

Devices. M. S. Wrlghton, R. Crooks, D. 
Talham, M. Schloh 

9:35 Gas Sensors Based on lon-Selective 
Polymer Membrane Electrodes. M. E. 
Meyerhoff 

10:05 Catalytic Gated Semiconductor Devices 
as Gas Sensors. R. C. Hughes, W. K. 
Schubert, T. E. Zipperian, J. L. Rodriguez 

10:55 Amperometric Gas Sensors: Use in Air 
Pollution Measurement. J. R. Stetter, 
W. R. Penrose. G. J. Maclay, M. W. 
Findlay, C. Vue. L. Pan 

11:25 N02 Gas Sensor Based on a Nitrite­
Selective Electrode. S. A. O'Reilly, 
S. Daunert, L. G. Bachas 

MONDAY AFTERNOON 

Symposium on New Methods In 
Immunoassay-I 

M. E. Meyerhoff, Presiding 

1:30 Introductory Remarks. 

SECTION A 

1:35 Immunoassay Methods. H. H. Weetall 
2:00 Practical Considerations for the Use of 

lmmunoassays to Measure Analytes in 
Biological Fluids. S. Hochschwender, M. 
Chiappetta, G. David. V. Johnson, E. 
Sevier, J. Strobel, S. Strobel, P. Vasquez 

2:25 Analytical Characterization and the Long­
Term Performance of a Competitive 
Enzyme-Linked Immunosorbent Assay 
(ELISA). M. L. Poor, D. R. Smith. J. C. 
Spears, G. S. Sittampalam 

2:50 Use of Enzyme-Linked lmmunosorbent 
Assay in Forensic Serology. J. L. Mudd 

3:30 Fluorescence Immunoassays for 
Quantifying Low Molecular Weight 
Therapeutic Compounds in Plasma at 
Picomolar Levels. J. R. Sportsman, L. D. 
Taber 

3:55 Improving the Detection Limits of 
Homogeneous Enzyme-Linked 
Competitive Binding Assays. L. G. 
Bachas 

4:20 Interactions of Antibodies and Binding 
Proteins with Enzyme-Ligand 
Conjugates: Implications in the Design of 
Homogeneous and Heterogeneous 
Binding Assays. M. E. Meyerhoff 
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MEETINGS 

SECTION B 

IICS Award in Analytical Chemistry 
Symposium Honoring Barry L. Karger-II 

H. Enge!hardt, Presiding 

1:30 Introductory Remarks. 
1:40 Award Address: Current Trends in the 

Separation of Biopolymers. 6. L Karger 
2:10 Reversed-Phase and Hydrophobic 

interaction Chromatography: A 
Comparison. C. Horvath, F. D. Antia, I. 
Fellegvari. K. Kaighatgi 

2:40 Progress in the Theory of Nonlinear 
Chromatography. M. Czok, S. Goishan­
Shirazi, G. Gulochon, A. M. Katti, Z. Ma 

3:25 Analytical Molecular Biology: An 
Examination of Deamidation of 
Recombinant DNA Derived from Human 
Growth Hormone. W. S. Hancock, J. E. 
Battersby, G. Teshima, S-L. Wu, E. 
Canova-Davis, D. W. Aswad 

3:55 New Type of Restricted-Access 
Reversed-Phase Packing Material. F. E. 
Regnier, C. Desilets 

SECTION C 

Symposium on Advances in Computer 
Simulation and Artificial intelligence in 
Analytical Chemistry-II 

J. W. Dolan, Presiding 

1:30 Applications of Multivariate Data 
Processing in Chemical Analysis. L. S. 
Ramos, V. Fishback 

2:00 Some Applications of Artificial 
Intelligence in lR Spectroscopy. S. R. 
Lowry, D. T. Sparks 

2:30 Knowledge-Based Systems for 
Interpreting IR Spectra. B. J. WythOff, 
S. P. Levine, S. A. Tomellini 

3:15 Spectral Knowledge Database: 
Preliminary Studies on CMR and IR Data. 
C. F. Hammer, S. R. HeUer, M. Penca, 
C-M. Tseng 

3:45 Computerized Analysis of Two­
Dimensional Double Quantum NMR 
Spectra. R. Dunkel, C. L. Mayne, R. J. 
Pugmire, D. M. Grant 

4:15 Development of an Expert System for 
Structure Elucidation from Ion Trap MS 
Data. P. T. Palmer, C. M. Wong 

SECTION D 

Symposium on Modem Gas Sensors-ii 

J. Stetter, Presiding 

2:00 Development of a Dual Microchip Gas 
Chromatographic Instrument for Highly 
Reliable Vapor Detectors. E. B. Overton, 
K. Carney, R. Wong, J. Stout, C. Steele 

2:30 From Microsensors to Sensor Systems: A 
SAW Sensor Array System for Trace 
Organic Vapor Detection. J. W. Grate, 
M. Klusty, S. Rose-Pehrsson 

3:00 Feasibility of Man-Portable GC/MS for 
Air-Monitoring Applications. H.Le. 
Meuzelaar, N. S. Arnold, W. 
McClennen, D. T. Urban, D. Hunter 

3:50 Real-Time Vapor Monitoring with MS/MS. 
G. l. GIlSh, S. A. McLuckey, K. A. Asano 

4:20 Sensing of Hazardous Airborne Vapors 
Using Ion Mobility Spectrometry. G. A. 
Eiceman 

TUESDAY MORNING SECTION A 

Symposium on New Methods in 
Immunoassay-II 

G. S. Sittampalam, Presiding 

8:30 Electrochemical Immunoassay: Stetus 
and Outlook. P. l. Hilditch 

8:55 Ultrasensitive Electrochemical 
Immunoassay-Practical Considerations. 
H. B. HalsalJ, W. R. Heineman 

9:20 Use of Monoclonal Antienzyme 
Antibodies for Analytical Purposes. P. C. 
Gunaraina, D. S. Bindra, G. S. Wilson 

9:45 Immunoassay of Secreted Antibodl' 
Molecules at the Individual Cell Le\el. 
K. T. Powell, J. C. Weaver 

10:25 Fiber-Optic lmmunosensor for Rapid 
Detection of Microorganisms. F. J. 
Regina, S. H. Lin, J. M. Bolts 

10:50 Assay for Host Cell Protein Contarr inants 
in bFGF Using the Threshold System. 
C. C. Ting 

11:15 Planar Waveguide Opticallmmuno· 
sensors. S. J. Choquette, L. Locast)io­
Brown, A. L. Plant, R. A. Durst 
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11:40 ChemiJuminescent DNA Probe Assay for 
CampyJobacter. R. A. Martinelli, E. 
Carroll, Ill, J. G. Donahue 

ACS Award for Computers in Chemistry 
Symposium Honoring Peter C. JUfS 

Cosponsored with the Division of 
Computers in Chemistry 

G. W. Small, Presiding 

8:30 Introductory Remarks. 
8:35 Use of Topological Similarity Measures 

as Structural Probes in SAR Studies. 
E. P. Jaeger 

9:15 Quantitative Structure Relationship 
Studies of Odor-Active Compounds. P. A. 
Edwards, L. S. Anker, P. C. JUrs 

10:15 Correlation of Segmental Anisotropies of 
Selected Polymeric Materials with 
Calculated PolarizabiJity Tensor of Small 
Molecule Model Compounds. H. A. Clark, 
M. G. Dibbs, S. E. Bales 

10:35 Pattern Recognition Methods in SAR 
Studies and in Drug Discovery, Design, 
and Deve!opment. T. R. Stouch 

11:20 Award Address: Computer-Assisted 
Studies of Structure-Property and 
Structure-Activity Relationships. P. C. 
Jurs 
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MEETINGS 

SECTION B 

ACS Award in Analytical Chemistry 
Symposium Honoring Barry l. Karger-III 

F. E. Regnier, Presiding 

9:00 Introductory Remarks. 
9:10 New Polymeric Activated Reagents for 

the Derivatization of Nucleophiles in 
HPLC Detection. I. S. Krull, A. J. 
Bourque, O. Schmalzing, C-X. Gao, A. 
Trogen, M. Szuic 

9:40 Trace Analysis of DNA Adducts by MS. 
R. Geise, P. Vouros 

10:25 Use of Deuterated Cholesterol as an 
Internal Monitor for the Formation of 
Cholesterol Oxides. 8. A. Wasilchuk, 
P. Feibush, P. W. Lequesne, P. Vouros 

10:55 Rapid DNA Sequencing Using Gel-Filled 
Capillary and Laser-Induced 
Fluorescence Detection. A. S. Cohen, 
D. Najarian, B. L. Karger 

Symposium on liquid-liquid Separation 
Processes 
Sponsored by the Division of Industrial and 
Engineering Chemistry 

S. Muralidharan, Presiding 

9:00 Introductory Remarks. 
9:15 Award Address: Separation of Metal Ions 

by Liquid-Liquid Processes-A Forty­
Year Perspective. H. Freiser 

10:00 Extraction Studies of M(TIA)n + Crown 
Ether Complexes. G. R. Choppin, J. N. 
Mathur 

10:40 "Soft" Donor Ligands for Actinide/ 
Lanthanide Separations. 6. F. Smith, 
G. D. Jarvinen 

11:10 Interfacial Phenomena in Highly Agitated 
Solvent Extraction Systems. H. Watarai 

11:40 Equilibrium and Kinetic Studies on the 
Complexation of Nickel(lI) by 8-
Quinolinols in Micelles and 
Microemulsions of Neutral and Charged 
Surfactants. S. Mura!ldharan, E. Burke, 
H. Freiser 

SECTION C 

Spectroscopy 

C-N. Ho, Presiding 

9:20 Selective Ion Monitoring for Deteemining 
the Position of Isotope Labels. T. A. lee, 
J. K. Hardy 

9:40 Gas-Phase Chemistry of Comple::es 
between Peptides and Group IA cnd 
Group !1A Metal Ions. L. M. Teesch, 
J. Adams 

10:00 Mode! Titan Atmospheric Hydrocarbon 
Analysis by Ion Mobility Spectrometry in 
Dry Helium. D. R. Kojiro 

10:35 27 AI, 29Si, and 13C CPMAS/MAS High­
Resolution NMR Spectroscopic Studies 
of Doped Cement Matrices and tre Use 
of a Spectroscopic Data Analysis System 
to Deconvoiute and Integrate the 
Spectra. H. Akhter, F. K. Cartledce, 
D. Chalasani, L. G. Butler, M. Jaklsch 

10:55 Aspects of Pharmaceutical Method 
Development Using GFAAS. 
S. L. McCall 

11:15 Determination of Some Importan1 Trace 
Metals in Chinese Herbs by GF AilS. D~S. 
Su, C-N. Ho 

SECTION D 

Symposium on Modern Gas Sensors-III 

J. W. Grate, Presiding 

8:45 SAW Gas Sensors Based on 
Acoustoelectric Effects. A. J. Ricco, S. J. 
Martin 

9:15 Progress in the Development of 
Sensitive, Compound-Specific 
Piezoelectric Quartz Vapor Detectors. 
E. B. Overton, X. Yan, X. Zhang, 
P. Klinkhachorn, G. Newkome 

9:45 Using Ultrasonic Waves in a Thin 
Membrane to Sense Chemica! an:! 
Biochemical Quantities. R. M. White 

10:35 SAW Sensor Response and Mo!e::ular 
Modeling. O. G. Stone, M. Thomp30n, 
M. D. Frank 

10:55 Acoustic Wave Chemical Sensom Based 
on Monitoring Both Velocity and 
Attenuation. G. C. Frye, S. J. Martin 
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11:25 Use of Temperature-Varied SAW 
Sensors for Improved Selectivity. D. S. 
Ballantine, Jr. 

TUESDAY AFTERNOON 

Symposium on liquid-Liquid Separation 
Processes 
Sponsored by the Division of Industrial and 
Engineering Chemistry 

R. P. Sperline, Presiding 

1:30 Influence of Diluents on Bifunctional 
Extractants of the Carbamoyl-Phosphoryl 
Class. E. P. Horwitz, H. Diamond, R. 
Chiarizia, K. A. Martin 

2:00 in Situ FT -IR/IRS for the Study of 
Flotation Surface Chemistry. J. D. Miller, 
J. J. Kellar, W. M. Cross 

2:30 In-situ IR A ttenuated Total Reflection 
Spectroscopic Examination of the 
Hydrocarbon-Aqueous Interface: 
Adsorption of Reagents. R. P. Sperline, 
H. Freiser 

3:10 Chemically Active Inorganic Membranes 
for Removal/Concentration of Metal Ions 
from Dilute Solutions. J. Yi, R. Ferreira, 
L. L Tavlarldes 

3:40 Efficient Separation of Trivalent 
Lanthanides Using Cyanex 272 by 
Centrifugal Partition Chromatography 
(CPC). First Demonstration of Gradient 
Elution in CPC. S. Muralidharan, R. 
H. Freiser 

4:10 Enrichment of Trace Metals in Natural 
Waters on XAD-7 Resin. A. CorSini, M. 
Thomson 

ACS Award for Computers in Chemistry 
Symposium Honoring Peter C. JUfS 

Cosponsored with the Division of 
Computers in Chemistry 

G. W. Small, Presiding 

1:30 Pattern Recognition Analysis of the 
Responses from Sensor Arrays for Trace 
Vapor Detection. S. L. Rose-Pehrsson, 
J. W. Grate, M. Klusty 

2:10 Computer Applications for the Study of 
Chromatographic Data. R. H. Rohrbaugh 

3:10 Pattern Recognition Studies in Chemical 
Paleogenetics. B. K. lavine, J. M. Lavine 

3:50 Signal-Processing Techniques for Real~ 
Time FT-!R Analysis. G. W. Small 

SECTION A 

Lasers 

J. Sneddon, Presiding 

2:00 Laser Ablation for the Study of Solids. 
J. Sneddon, Z. W. Hwang, Y. Y. T eng 

2:20 Surface-Enhanced Raman Spectroscopic 
Measurements in the Liquid Phase. J. W. 
Haas III, E. Y. Lee 

2:40 Mechanistic Studies of Surfactant­
Enhanced Thermal Lens Measurements. 
M. Franko, C. D. Tran 

3:00 Fluorescence Line-Narrowing Spectral 
Analysis of In Vivo Human Hemoglobin­
Benzo[a]pyrene Adducts: Comparison to 
Synthetic Analogues. R. Jankowiak, 
B. W. Day, P. Lu, M. M. Doxtader, P. L. 
Skipper, S. R. Tannenbaum, G. J. Small 

3:35 Multiphoton ionization MS of S02 at 308 
nm and 355 nm. Z. li, H. Liu, C. Wu 

3:55 In Situ Fluorescence EEM Studies of 
Groundwater Contaminants Using a YAG~ 
Laser-Pumped Raman Shifter Source. 
T. A. Taylor, H. Xu, G. B. JarVis, J. E. 
Kenny 
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MEETINGS 

3:10 Oil-Water Partition Coefficients: 
Estimation by Reversed-Phase HPLC 
Capacity Factor. W. J. Lambert 

3:40 Properties of Swollen Polysiloxane 
Stationary Phases in 10-50-jlm Ld. 
Open-Tubular Columns for Reversed­
Phase Le. S. M. Larsson 

4:05 Solvatochromic Studies of Retention 
Processes in Reversed·Phase Le. A. J. 
Dallas, W. J. Cheong, P. W. Carr 

4:35 Solvatochromic Studies of Solvated 
Surface Phases in Le. J. L. Jones, S. C. 
Rutan 

SECTION C 

Frank H. Field and Joe L. Franklin Award 
fo, Outstanding Achievement In MS 
Symposium Honoring Evan C. Horning and 
Marjorie G. Horning-III 
Cosponsored with the Division of Biological 
Chemistry 

A. Ziatkis, Presiding 

2:00 Introductory Remarks. 
2:10 Gas Chromatographic Separation of 

Diastereomeric Silyl Ethers. C.J.W. 
Brooks, W. J. Cole, M. Hollywood 

2;35 Pharmacokinetics of the Individual 
Enantiomers of Vigabatrin, A Novel 
Antiepileptic Agent. K. D. Haegele 

3:00 Dual MS: A Combination of Negative Ion 
Low-Pressure Chemical Ionization MS 
with Positive Ion Electron Impact MS. 
H. Brandenberger 

3:45 Use of GC/MS in Forensic Analysis. 
B. Holmstedt 

4:10 Continuous Flow FAB in Drug Metabolism 
Studies. J. P. Thimot, P. Padovani, S. 
Vajta 

4:35 Steroid Biosynthesis in Normal and 
Oncogene-Transfected Adrenal Cells: A 
Study by GC/MS. 6. F. Maume, G. 
Maume 

SECTION D 

Chromato9,aphy-1 

J. K. Hardy, Presiding 

2:00 Assessment of Centrifugal Partition 
Chromatography for the Determination of 
Octanol-Water Partition Coefficients. 
S. J. Gluck, E. J. Martin, D. W. 
Armstrong, R. A. Menges, G. Bertrand 

2:20 Automated Quality Control of Whiskies by 
GC/Principal Component Analysis. L. M. 
Headley, J. K. Hardy 

2:40 Quantitation of Hydroxy Tetralin Drugs at 
Low-Nanogram Levels Using 
Electrochemical Detection/Column 
Switching HPLC Employing ISRP and 

Stationary Phases. S. C. Ruckmlck, 
Hench 

3:00 Determination of Naproxen and Naproxen 
Sodium in Human Serum by HPLC. A. C. 
Ghosh, S. Agnihotri, C, L. Bhagchandani. 
A. Dhake, N. Singh, A. Y. Nimbalkar 

3:35 Analysis of SemivoJatiJe Chlorinated 
Acids in Drinking Water. R. Infante, 
C. Perez 

3:55 Automated Determination of Meta!lic 
Impurities Including Crud in High-Purity 
Water by Ion Chromatography. 
Y. Misawa, H. Iwasaki, Y. Okajima 

4:15 Determination of Organotins in Process 
Streams Using GC/ITD and Gel AED. 
G. J. Koncar, S. S. Chao 

4:35 Determination of Selena-Methionine by 
lon-Exchange HPLC. W. R. Wolf, M. E. 
Siagt, D. E. LaCrOix 

THURSIJA Y MORNING SECTION A 

Symposi lim on Measurement Problems In 
Atmospheric Chemlst'y-I 

J. Winchl3ster, Presiding 

9:00 Introductory Remarks. 
9:10 Sa.mpling Artifacts Ruin Reputations and 

Incite Irate Investigators. B. J. Huebert 
9:50 Probing the Chemical Dynamics of 

A,;lrosols. R. C. Flagan 
10:45 Problems in Aircraft Measurement of 

Trace Atmospheric Species. P. H. Oaum 
11:25 PJoblems Encountered in Making Fast­

R,;!sponse Measurements for 
A:mospheric Chemistry. R. Pearson, Jr. 

SECTION B 

Symposium on Colloid Science and 
Solution Chemistry In Separallon 
Sclence--Ii 
Organize1 by the Subdivision on 
Chromatography and Separations 

J. G. Domey, Presiding 

8:30 Thermochemical Comparisons of 
Homogeneous and Heterogeneous Acids 
ard Bases. E. M. Arnett 

9:00 New Insights into Surfactant Self­
A~;sembly. J. E. Brady, M. P. Turberg 

9:30 D3sign, Synthesis, and Evaluation of 
O-derly Functional Group Arrays. The 
C 1emistry of Efficacious Organic 
Molecules. C. S. Wilcox, J. C. Adrian, Jr., 
T. E. Webb, C, A. Plummer 

10:15 Uie of NonconventionaJ Surfactants in 
Cilromatographic Separations, W. L. 
H:nze 

10:45 Molecular Recognition: Design of 
AI1ificiai Receptors for the Selective 
Complexation of Biologically Important 
SlJbstrates. A. D. Hamilton 

11:15 Crystalline and Glassy States of Charged 
Colloidal Particles, D. Thirumalai 

SECTION C 

Symposium on Element-Specific 
Chromatographic Detection by AES-I 
Organized by the Subdivision on 
Chromatography and Separations 

P. C. Uden, Presiding 

8:45 Atomic Spectral Chromatographic 
Dt,tection-An Overview. P. C. Uden 

9:25 SCP Emission Detector for GC. R. Gross, 
E. Leitner, M. Michaelis, B. Platzer, 
G. Knapp, A, Schalk, H. Sinabell 

10:00 AFS with Helium Plasmas for SFC and 
LC. G, K, Webster, J. W. Carnahan 

10:50 Quantitative Characteristics of 
Mi:;rowave Plasma Emission 
Sr:ectrometric Detector for GC. W. Yu, 
Y. Huang, Q. Ou 

11:25 Craracterization of Spectra! 
Interferences Affecting Selectivity in GC­
AES. J. J. Sullivan, B. D. Quimby 

SECTION D 

Chromalc'graphy-II 

S, K. Lavile, Presiding 

8:40 Ccmparison of OctadecylMBonded 
Alumina and Silica for Reversed-Phase 
HFLC. J. E. Haky, S. Vemulapalli 
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9:00 

9:20 Recent 

Jaszberenyi, 
G. 

9:40 

10:00 

10:35 

10:55 

Separation 

LA. W. R. Reiss, 
T. 

11:15 

11:35 

THURSDAY SECTION A 

on Problems 

B. J. Huebert, Presidjng 

2:00 



2:40 Tropospheric HO Measurement-A High­
Risk Occupation. R. J. O'Brien, T. M. 
Hard, C. Y. Chan, A. A. Mehrabzadeh 

3:35 Analytical Methods Used To Identify 
Nonmethane Hydrocarbons in Ambient 
Atmospheres. H. Westberg 

4:15 Application of Inorganic MS to Problems 
in Atmospheric Chemistry. W. R. Kelly 

SECTION B 

Symposium on Colloid Science and 
Solullon Chemistry In Separation 
Science-III 
Organized by the Subdivision on 
Chromatography and Separations 

W. L. Hinze, Presiding 

2:00 

2:30 

3:00 

3:45 

4:05 

4:35 

Electrophoretic Fingerprinting as a Probe 
of Separable Colloids. R. l. Rowell, B. J. 
Marlow, S-J. Shiau 
Electrostatic Potential at the Reversed­
Phase-Mobile-Phase Interface. Inftuence 
of Zwitterionic Surfactants. S. G. Weber 
Use of Surface-Active Agents To 
Enhance Chromatographic Separations. 
B. Bidlingmeyer, F. V. Warren 
Extrapolating Retention Indices. S. J. 
Hawkes 
Simulating Complex HPLC Experiments. 
F. F. Qi, C. F. Buck, S. A. Tomellini 
Liquid Chromatographic Determination of 
Drugs in Physiological Fluids Using a 
Shielded Hydrophobic Stationary Phase. 
C. T. Santasania 

SECTION C 

Symposium on Element-Specific 
Chromatographic Detection by AES-II 
Organized by the Subdivision on 
Chromatography and Separations 

J. W. Carnahan. Presiding 

2:00 Plasma Emission 
Detection HPLC. L. Colon, E. F. Barry 

2:35 ICP-AES Detection in Packed 
Microcolumn SFC. K. Jinno, H. Mae, C. 
Fujimoto 

3:10 Trace Selenium Speciation via HPLC with 
UV and Direct-Current Plasma Emission 
Spectroscopic Detection (HPLC-UV I 
DCP). W. L. Childress, I. S. Krull 

4:00 Chromatographic Detection by Plasma 
MS. J. A. Caruso, A. Al-Rashdan, J. 
Creed, C. Story, D. Heitkemper, H. 
Suyani 

4:35 Chromatography of Gold-Based Drugs 
and Metabol ites Using an ICP Mass 
Spectrometer as Detector. R. C. Elder, 
M. L. Tarver, W. B. Jones, K. Tepperman 

FRIDAY MORNING SECTION A 

Symposium on Measurement Problems in 
Atmospheric Chemistry-III 

R. J. O'Brien, Presiding 

9:00 Collection and Determination of Trace 
Atmospheric Gases: Why Diffusion­
Based COllectors? P. K. Dasgupta 

9:40 Measurement Problems of Atmospheric 
Nitrogen Species. D. D. Parrish 

10:35 Identifying Aerosol Components of 
Atmospheric Chemical Importance by 
Statistical Analysis of Elemental 
Concentrations Determined by PIXE. 
J. Winchester 

11:15 Progress and Prognosis in Personal 
DOSimeters. P. J. lioy 

SECTION B 

General-II 
----------------

K. Salonon, Presiding 

9:00 

9:20 

9:40 

10:15 

10:35 

10:55 

11:15 

(;ontrol of the Capillary Electrophoresis 
E,eparation of Tricyclic Amines. 
K. Salomon, D. S. Burgi, J. C. Helmer 
,c,pplication of Quercetin. . 
Chemiluminescence System In Analytical 
Chemistry. Z. Fan, C. Yu!ong, Z. J. Xiong 
Chemiluminescent Detection of 
E:iomolecules Using Electrogenerated 
1ris(2,2'-bipyridine) Ruthenium (Ill). S. N. 
Eirune, D. R. Bobbitt 
Industrial Robotics for the Laboratory. 
t .. L Bangs, S. J. Glapa, T. M. Myrick 
;:.imulation of a Precipitation Titration 
with a pH Electrode for the Detection of 
the End Point. T -K. Hong, M-Z. Czae, 
h\-H.Kim 
C hemicaJ and Spectroscopic Analysis of 
Charcoal Impregnated with Copper, 
Chromium, and Silver. A. Birenzvlge, 
E. Petersen, P. N. Krishnam 
Spectrophotometric Determination of 
Trace Amounts of Molybdenum Using 
r..lorin and Cetylpyridinium Chloride. 
fYI.T.M. Zaki, M. M. Abdalla 

SECTION C 

Symposium on Element-Specific 
ChromatographiC Detection by AES-III 
Organiz€'d by the Subdivision on 
Chromatography and Separations 

I. S. KruJ , Presiding 

8:30 S Jme Observations on the Analytical 
U:ility of an ICP Chromatographic System 
fc r the SpeCiation and Detection of 
Transition Metals. D. J. Gerth, P. N. 
K·::!liher 

9:00 A Jproaches to Environmental Analysis 
U 5ing GC-AED. L. Ebdon, R. Evens, S. J. 
H II, S. J. Rowland 

9:30 C<)mparison of a Minitorch and 
C<)nventional Torches in GC-MIP for 
A 1aJysis of Tin, Selenium, and Other 
Metalloids. T. M. Dowling, J. A. Seeley, 
P. C. Uden 

10:15 FiJer-Optic Spectrochemical Emission 
Sensor: A Detector for Chlorinated and 
FIJorinated Compounds. K. B. Olsen, 
J. W. Griffin, B. S. Matson, T. C. Kiefer 

10:45 Practical Applications of a Simultaneous 
AE'S-MSD GC Detector in Analytical 
Problem Solving. D. B. Hooker, 
J. DeZwaan. 

11:15 Recent Advances in a Helium Discharge 
Detector for GC. J. C. Molloy, G. W. Rice 

11:45 U~.e of Power Reflected from a 
Microwave Plasma as a GC Detector. 
C. B. Boss, R. A. Bolainez 

WE PROVIDE ALL 
THE SUPPORT 
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From phone advice, technical 
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how, training, installation 
instructions, easy rotor 
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air valve actuation, valve 
automation, computer 
interfaCing. custom 
design, 10 worldwide 
distributing 
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1-800-FOR-VICI 

See us at FASEB Booth #954 
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Valco Instruments Co. Inc. 
P.O. Box 55603 Houston, Texas 77255 
Tel: (713)688·9324 Fax: (713) 688-8106 
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An intensive 50-day 
laboratory-lecture course that 
will enable you to. 
• TIGd the rrght laboratory Information 

management system for your needs 

• old analog systems WI[h your 
ones Into a network 

environment 

• educate your 
[enier as [0 wry 
and legally essential 

For benc~ and SCientiSts In 
OC pharmaceul,ca:s, food, 
paper, cllnlca! c~emlstry b!Oiogy, testl:lg, 
ma~eflals 

FACULTY,Dr 
Chemistry. Virginia 
members of the Computer-Aided 
Group 
For more information, ,all TOLL FREE {8001 
227-5558 or 12021 872-4508-and ask for 
ext. 4220. Or I use the coupon below to request 
a free descriptive brochure on this dynamic 
course. 

American Chemical Society 
Dept. of Continuing Education 
Meeting Code VPJ900481 
1 J 55 Sixteenth Street, N W. 
Washington, DC 20036 

TI[,e ____________ _ 

OrSan!7aCIOn __________ _ 

Addlh' ___________ _ 

(10 Sta:e Zlp----------,-V=P'=90cc04=B! 

HERE IT IS! 
THE BRAND NEW EDITION OF 
THIS "MUST·, HAVE " REFERENCE! 

Just published! The new edition of CCF, containing the most 
current information on: 

• 2,160 depa-tments 01 chemistry chemical engineering, 
biochemistry and pharmaceutical/medicinal chemistry 
in the US and Canada, including: 

• complete mailing addresses and phone numbers 
• sepcrate for each departmeni 
• cepartment and head listings 
• cegrees granted by each department 
• notation for two- and three-year colleges 
• c,phabeticallistings by state 

• 18,357 lacc/ty members in these departments, including· 

• maior teaching fields 
• highest degree earned 
• ceademic rank 

Two alphabetical naE'XeS-(Jne by institution and one by faculty member 
name-make look-up easy. 

Academic departments, libraries and personnel offices, 
students, sales and mocketing personnel-you'll find 
again and again to this directory. 

Call tall free (800) 227-5558 and charge to your credit 
card-or mail the coupon below today. ----------------Please send ___ copy(ies) of Coflege Chemistry Faculties, 8th Edition, at $74.95 

each (US & Canada), $89.95 each (export). 

Payment enclosed (make checks payable to American Chemical Society). 
Purchase order enclosed. P.O.# ________________ _ 

Charge my MasterCard/VISA American Express 

Diners Club/Corte Blanche 
Account# ______________________________________________ _ 

Expires _______ _ Phone # ___________ _ 

Name of cardholder 

Signature ________________________ _ 

Ship books to: Name 

Address 

City, State, ZIP ________________ _ 

and credit cord orders receive 

change without notice Please allow weeks for 
Internotionol money o'der, UNESCO coupons, or US 

your Iocol ACS 

CALL TOll FREE (800) 227"5558 Mail thiS order form with your oaymen~ or 
purchase 

American Chemical Society, Distrib~tion Office Dept. 209, P.O. Box 57136, West End Station, 
Washington, DC 20037 
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YOURS. 
listened to your sugsestions. Then we made our new Model 3100 l'lA 

Spectrometer easier to operate, added new features, and kept it affordable. For 
superior performance, we developed a new high dispersion optical system and AS! C­
based microprocessor electronics. We also added an optional Enhanced Data System 
with data handling and automation capabilities. Of course, we retained the reliability 
of its predecessors. For more information on the AA you helped to create, call toll­
free 1-800-762-4000. 

?EilJK/N ELME~ 
The Perkin-Elmer Corporation. Norwalk. CT 06859-0012 
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New &. Bestselling Bool« from Wiley ..• 

Destruction of Hazardous Chemicals in the laboratory 

G. Lunn and E.B. Sansone 

This ~ok discusses the safe disJX)sal of hazardous compounds now used in research 
laboratories which pose great health risks to lab personnel. Describes methods used to 
degrade gram scale quantities, avoiding hazards associated with long tenn storage, 
removal from the laboratory to a central facility and shipping to a disposal facility (not 
to mention the problems of finding a facility to accept these compounds). 

approx. 300 pp. 0-471-51063-7 4/90 $65.00 (tent.) 

Treatise on Analytical Chemistry 
Part 1: Theory and Practice, 
2nd Edition, Volume 11 
I M Kolthoff and J 0 Wlnefordner 
Coverage includes chapters on mass spec­
trometry of organic and biological CO(l1-

pOlll1ds, recent developments in experimen­

tal fourier transform-ion cyclotron reso­
nance, spark source mass spectrometry and 
low energy ion-scattering spectrometry. 

311 pp. 0-471-50938-8 

Clinical Chemistry 

E. H. Taylor 

1989 $75.00 

This book offers reliable, quick, and eco­
nomical analyses of medical decisions. 
Topics include the economics of data man­
agementsensors, instrument tecbnology, ra­
dioimmuno- assays and enzyme immunoas­
says, light scattering and chemilumines­
cence, cancer and tumor markers, and bio­
logical resJX)nse modifiers. Excellent for 
those interested in learning more about the 
field, its potentials, limitations, and medical 
relevance to diagnosis. 

293 pp. 0-471-85342-9 1989 $75.00 

Multielement Detection Systems 
for Spectrochemical Analysis 
K.W. Busch and M.A. Busch 
ThtS text bndges the gap between the )hys­
ics and engineering aspects ofmultichmnel 
detection and analytical chemistry. It pres­
ents a unified treatment of multichmnel 
detection systems in the uv/visible rar.ge of 
the spectrum as they relate to multielement 
spectrochemical analysis. Deals with the 
foundation optical principles of modern 
experimental spectroscopy, the operat on of 
detectors for optical spectroscopy and top­
ics related to combining detectors with opti­
cal spectrometers to produce detection sys­
tems for multielement analysis. 

688 pp. 0-471-81974-3 

Determination of 

Molecular Weight 

A.R. Cooper 

1990 589.95 

This volume examines the methods avail­
able for determination of molecular w;ighL 
Reviews the status of older methods and the 
theory and applications of newer methods. 

526 pp. 0-471-05893-9 1989 595.00 

Polymers: Polymer 

Characterization and Analysis 

Editor: J.1. Kroschwitz 

Written by leading experts, this condensed 
volume, derived from the world-renowned 
Encyclopedia of Polymer Science and Engi­
neering, specializes in polymer characteri­
zation and analysis. Contains the mostmod­
em methods for structure determination, 
physical property measurement, stability 
testing, and prediction of processing and 
perfonnance behavior. Includes full texts, 
tables, figures, and reference materials. 

957 pp. 0-471-51325-3 

Topological Methods 

in Chemistry 

1990 $85.00 

R.E. Merrifield and H. Simmons 

Introducing a new method and language for 
investigating molecular structure, based on 
finite topological spaces. Provides qualita­
tive discussion of spaces and their potential 
uses in chemical theory by developing the 
topology of finite spaces and applying con­
cepts to molecular structure. 

233 pp. 0-471-83817-9 1989 $35.00 

Chemical Instrumentation: 

A Systematic Approach, 3rd Ed, 
H. A. Strobel and W.R. Heineman 

Presents numerous methods of measure­
ment and discussions on chromatography 
and electrochemistry. New material on 
microprocessors and microcomputers, sta­
tistical control of measurement quality, 
quantification and extraction of information 
concerning chromatography and HPLC. 

~~:~~~;~;~~ _________ -I~::I~=~i~~;1121OPP. 0-471-61223-5 1989 S53.OO I .':"':'W''''F.I''' •. -1--------

Heavy Metals in Soils: Order through your bookseller or 
Their Origins, Chemical Behaviour and Bioavailability write to: J. Fernandez. Dept. 0-0240 

Edited by Brian J. Alloway To Order call Toll Free 1-800-526-5368 

A comprehensive review providing an introduction to the processes affecting the For other inquiries call (212)850-6418 
chemical behavior of heavy metals in soils, the sources from which the metals origir ate 
and the methods used for their analysis. Contains chapters dealing with 17 individual 
elements. Appendices contain tables of summarized data on metal concentrations f01md 
in soils, plants and sewage sludges, and critical concentrations. 

339 pp. 0-470-21598-4 1990 $95.00 
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SEVENTH INTERNATIONAL 
SYMPOSIUM ON LABORATORY 

ROBOTICS 

Vern Berry 
Chemistry Department 
Salem State College 
352 Lafayette St. 
Salem, MA 01970 
and 
SepCon Separations Consultants 
326 Reservoir Rd. 
Boston, MA 02167 

The Seventh International Symposium 
on Laboratory Robotics, sponsored by 
Zymark Corp. (Hopkinton, MA) and 
organized by Janet Strimitus, was held 
in Boston on October 15-18, 1989, 
More than 400 scientists attended, rep­
resenting 13 countries. As at previous 
meetings (1-4), scientists had ample 
opportunities to exchange ideas, This 
recent meeting focused on robotics in 
process analysis, medicine, pharma­
ceutical quality control, and biotech­
nology, 

Tom Brotherton from Union Car­
bide in South Charleston, WV, 
launched the meeting with an address 
that described robots as good news/bad 
news, They provide reliable, high-qual­
ity data economically. "The true eco­
nomic impact of automation is not 
from analysis, but in the downstream 
use of that data for decision making," 
he said. On the other hand, robots suf­
fer from technical deficiencies. They 
need to work faster (manual methods 
are often faster than robotics), occupy 
less space, integrate better into data 
processing, intercommunicate easier, 
and be marketed as turnkey systems. 
Fortunately, Brotherton pointed out, 

these problems also offer technical op­
portunities. 

Brotherton envisages that in the fu­
ture, computer-managed continuous 
auto:nation will provide on-line analy­
ses that can control process variables 
virtually instantaneously. "It is not un­
common [now] to make a million 
pounds of product per hour, and ana­
lytical samples are received hours after 
manufacturing," he said. "A lot can 
happen between manufacturing and 
analysis. So we want faster analyses 
that provide insight into what is hap­
pening during manufacturing." 

To fill their needs, Union Carbide 

J=CCUS _____ iiii 

workers have been forced to develop 
their own automation in mechanics, 
computers, and analytical instruments. 
However, running a major robotic skill 
center is costly. "We are in the chemi­
cal business, not the robot business," 
said Brotherton. "We would like to buy 
off-the-shelf robots, as you would buy a 
chemical from us." 

Zymark's president, Frank Zenie, ac­
knowledged that there is an "urgency" 
to automate laboratories. This urgen­
cy, he said, is driven by a smaller 
trained work force, a dislike of routine 
operations, a loss of pride and motiva­
tion among workers, and the prospect 
of more governmental regulation. In 
particular, Zenie pointed to the need to 
improve trace analysis, which is grow-

ing in importance as more genetically 
engineered drugs become available, 
more potent iliegal drugs appear, and 
better environmental monitoring is de­
manded. 

"Workstations are the critical next 
step in automation," he said. These 
stations, created for lab bench chem­
ists, are designed with the robot arm 
primarily used for material handling 
rather than complex manipulations. 

One such workstation was described 
by Carnegie Mellon University re­
searchers Jonathan Lindsey and L. An­
drew Corkan. They have developed a 
synthetic chemistry workstation that 
optimizes a multicomponent synthesis 
by exploring the effects of different re­
agents. Reactions are performed with a 
Techno robot that can transfer by sy­
ringe 1-200 iLL of 18 different reagents 
into any of 96 5-1O-mL vials. The vials 
can then be individually stirred and 
thermostated. At appropriate times, a 
5-200-iLL aliquot is automatically 
withdrawn for analysis by thin-layer 
chromatography (TLC). A Microto 
robot automatically spots, develops, 
and inserts dried 5 X 10 em TLC 
into a densitometer to 
suIts. 

Using factorial design experiments, 
the Carnegie Mellon researchers ob­
tained porphyrin yields versus three 
variables: time, boron trifluoride 
(BTF) concentration, and methanol 
concentration. They located an optimi­
zation ridge that gave the best ratio of 
BTF and methanol to maximize the 
yield. This finding required 49 reac­
tions (running 6 reactions in parallel), 

0003-2700/90/0362-337 A/$02.50/0 
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8 samplings per reaction, and 2400 sol­
vent/reagent syringe manipulations. A 
total of 40,000 data points were collect­
ed on the densitometer in just 130 h of 
unattended operation. 

Gary Kramer from Purdue Universi­
ty described another automated reac­
tion analysis system labeled the Pur­
due Automated Synthesis System. 
This system, previously described in 
ANALYTICAL CHEMISTRY (5), ana­
lyzes reactions by liquid or gas chroma­
tography. To develop their system, the 
Purdue scientists examined the model 
reaction of pH effects on the iodination 
of phenol at the ortho and para posi­
tions. 

P. Metivier with the French compa­
ny Rhone-Poulenc also described a ro­
bot system for screening reactions. 
This system was designed to test the 
largest possible experimental field and 
to be flexible, user friendly, and fast. 
The final design consisted of a robot 
arm with a fume hood that during set­
up pushes up to the ceiling, permitting 
360° access to the system. "The hood 
protects the staff from reactions and 
protects the robot from the chemists," 
said Metivier. Thirty 25-mL pyrex test 
tubes with septum caps can be stirred 

and heated to 150°C for timed periods. 
A novel device with the system is a -20 
°C Peltier cooler that can quickly lower 
temperatures for thermal quenching. 
More than 1000 reactions have been 
run during the one year the system has 
been in use. 

Robots are also finding a place in 
hospital clinical labs. Robin Felder 
with the University of Virginia Health 
Sciences Center in Charlottesville 
pointed out that as much as $14 billion 
is spent annually for hospitallaborato­
ry labor. At the same time, the continu­
ous expansion of tests has led to a 
shortage of laboratory technicians, 
even as hospitals hope to add more labs 
to reduce the distance between the 
testing facility and critically ill pa­
tients. 

For example, Felder noted that five 
years ago the University of Virginia de­
signed a hospital with analytical labs 
on every floor. "Unfortunately, they 
did not plan for people to staff the 
labs," said Felder. She solved the prob­
lem by placing a robot in each lab that 
runs analyzers for blood gases and Na+ 
and K+ blood electrolytes, important 
monitors of traumatic and postsurgery 
patients. 

A nurse activates the robot system 
by selecting a patient's name. A carou­
sel automatically positions itself, and 
through an access door the nurse deliv­
ers the blood sample syringe. The robot 
then uses the syringe to feed samples 
for analysis. Data are sent locally to a 
central computer where an operator ac­
cepts the result or orders the robot to 
rerun the sample. 

Felder predicted that in the future 
two-arm lab robots might move freely 
about a clean room, communicating to 
a central computer by radio. Robots 
might also be trained with a "data 
glove" worn by a human operator. 

Another clinical test, limulus amoe­
bocyte lysate (LAL), which detects po­
tentially deadly endotoxins, has been 
automated by G. Seidl at the Sandoz 
Research Institute in Vienna, Austria. 
This test is important for analyzing in­
jectable and genetically engineered 
drugs. 

Endotoxins, which are pyrogens, are 
produced in the cell walls of E. coli and 
other gram-negative bacteria. If inject­
ed into humans, endotoxins cause fe­
ver; local inflammation; and, in some 
cases, death. LAL detects these toxins 
with an enzyme from the horseshoe 

ORGANIC MATERIALS j\.NALYSIS AT 
EVANS CEN1-RAL 
SPECIALISTS IN ORGANIC MATERIALS CHARACTERIZATION 

Introducing the newest international network laboratory! 

Positive ion SIMS spectrum for PET. 

(HARl[~ [VAN~ ~ A~~O(IAnr 
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301 Chesapeake Drive, Redwood City, CA 94063 
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crab that produces a gel 
with endotoxins. The 

turbidity. 
can evaluate 32 

in min while protecting 
samples from human endo-

can not only to attain 
test results but also to avoid false 
tives from bacterial contamination. 

to Nicholas d'Abeloff of Preci· 
sion 
nually tests 
drugs for bacterial 
co:mrno:nly encounter five batches 
dueing a positive result. 
false positives can cost a pharmaceuti-
cal as much as $100,000 per 
year from lots, retesting costs, 

orders. 
20 samples are tested 

of several thousand 

M1CfOaIlaly:m of: 

Pharmaceuticals 
Semiconductors 

is probable and declared if even one 
tube iJ; found to be contaminated in the 
retest Yet the entire batch must be 
discarded. The government 
banned second retesting and there 
the according to d'Abeloff, of 

first retest. Thus the 

and it replaces two 
technicians. The access to the ro-

a bottom door below the 
preventing the 

sampl(~ into a con­
tainer. Bacterial growth in the contain­
er after seven days indicates a positive 
result. to d'Abeloff, after 

the robotic system 
been declared. 

AnnIlCR·r.lOn of robots in the 
was described 
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Steve Hamilton from 
in Indianapolis. and 

his co-workers automated a procedure 
for breaking open bacteria -and then 
isolating intact DNA. These are the 
first two in a restriction 
analysis determines 
fermentation broth bacteria are mutat­
ing. (The other steps, cleaving the 
DNA into small and running 
capillary are done 
manually.) 

In A"r.ornar.mg. 

steps are 
formed in 12 X 75 mm test tubes. 
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particular tube." 
Another Eli Lilly scientist, Otis God­

frey, introduced a system aimed at 
testing soil samples for new actinomy­
ces molds. Currently 10,000 actinomy­
ces molds are known, and Godfrey 
speculated that possibly 100 times this 
number may exist. 

Eli Lilly scientists developed a robo­
tic system that can start with soil sam­
pies and inoculate solid nutrient plates. 
A robotic vision system monitors mold 
growth and identifies qualities that in­
dicate interesting colonies. The robot 
then can transfer the interesting colo­
nies into a broth and perform about 30 
different assays for possible antimicro­
bial and insecticide activity. 

Godfrey described how, in the later 
stages of growth, mold colonies stop 
growing and different metabolic path­
ways turn on. Frequently this results in 
the production of spores; pigments; 
and, most importantly, materials with 
antibiotic and insecticide activity. 
Thus the presence of spore-producing 
"air fibers" hints at possibly useful 
substances. 

To maintain a watch on mold colo­
nies, each plate must be video-scanned 

for about 30 min, a task that (,ccurs 
unattended 24 h every day. Silveral 
types of lighting reveal different types 
of information for each colony. Under­
lighting gives colony size and 'hape, 
overhead lighting distinguishes colony 
color, and oblique lighting reveal;, colo­
ny height and texture. 

As this symposium demonst:ated, 
robotics as one component oflaborato­
ry automation is maturing and making 
important inroads into laboratories be­
cause of its economic impact an d the 
strategic competitive advantages it of­
fers companies. As Zenie commented, 
"Strategy is not predicting the f lture, 
it is taking action to determine the fu­
ture." Some of that future will proba­
bly become clearer when Robotics '90 
convenes September 16-19 in Boston. 
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Innovative Catalysis Research Instruments 
for Academia 

Catalytic and non-catalytic 
processes under batch, pulse 
or continuous flow conditions 

• Fixed bed reactor (to 650°C) 

• Pressure, temperature and 
reactant feed controls 

Process contained in heated 
oven (to 280°C) 
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All hardware for GC/HPLC 
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Vern Berry is associate professor of 
chemistry at Salem State College and 
president of SepCon Separations Con­
sultants (Boston). He received his 
Ph.D. (1972) under the direction of 
Barry Karger at Northeastern Univer­
sity. Following one year of postdoctor­
al study with Heinz Engelhardt and 
Istvan Halasz in West Germany, he 
worked at Gillette and then Polaroid. 
Berry joined the faculty of Salem 
State College in 1982. His research in­
terests include electrophoresis, LC op­
timization, microbore LC, SFC, lab­
oratory automation, and robotics. 
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ICP-MS technology took a leap forward with the introduction of the ELAN 
5000. A product of the joint venture between SCIEX and Perkin-Elmer; the ELAN 5000 
combines speed, ease of use and'eliability into the next generation ICP-MS. With its 
small footprint, advanced compuer, powerful software and single-button control of the 
vacuum system and rcp, the ELAN 5000 meets your demanding analytical requirements 
and productivity needs. For litet2ture or more information, call toll-free 1-800-762-4000. 
The ELAN 5000. You have to use it to believe it. 

?EnKIN ELMEil SCIEX 
The Perkin-Elm~r Corporation, Norwalk, CT 06859-0012 
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NEW PFlOOU'CTS 

PolyScan 61E slmulianeous/sequenliallCP spectrometer includes a %-m polychro­
mator and a %-m scanning monochromator that share the same ICP source and 
sample introduction system. Thermo Jarrell Ash 401 

Gas analysis. Model 4000 trace gas an­
alyzer samples, identifies, quantitates, 
and reports ppb levels of impurities in 
process gases used in the semiconduc­
tor industry. The system is based on 
GC with helium ionization detection. 
Valeo Instruments 403 

Detector. Spectral array detector can 
be used as a stand -alone detector to 
monitor up to 32 wavelengths over the 
range 190-800 nm. The control/data 
reduction software package allows 
high-speed spectral data acquisition 
throughout the duration of a chro­
matogram and full 3D representation 
of chromatographic and spectral data. 
Dionex 404 

Luminescence. Model LS-I00 lumi­
nescence spectrometer system pro­
vides fluorescence and phosphores­
cence steady-state and lifetime mea-
surements. The uses a 
stroboscopic light system 
and a pulsed source to determine life­
times as short as 200 ps. Photon Tech­
nology International 405 

Hydrogen. Early Warning, a hydrogen 
detector designed for cryopump moni­
toring, features a direct readout of H, 
in torr, a helium leak detection mode, 
and total pressure measurement capa­
bility. The system gives an immediate 

audible signal indicating in ere as: ng hy­
drogen pressure. Spectramass 406 

Particle counter. ALPS 120 is it 4000-
channel counter for liquid samples de­
signed primarily for pharmac'3utical 
applications. The software allow3 users 
to define up to eight size bands or to use 
the standard intervals selected e ccord­
ing to the requirements ofD.S. a 1d Eu­
ropean pharmacopeias. Malve cn In­
struments 407 

Oxygen. Model 315 trace oxygen ana­
lyzer features measuring ranges of 0-10 
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PERSPECTIVE: ANALYTICAL BIOTECHNOLOGY 

DNA Sequencing, Automation, and the, Human Genome 

George L. Trainor 

E. 1. du Pont de Nemours and Co., Inc., Central Research and Development Department, Experimental Station, 
P.O. Box 80328, Wilmington, Delaware 19880-0328 

DNA sequencing Is one of the key analytical operations of 
modern molecular biology and a crucial element of biotech­
nology. The principles of DNA sequencing and details of the 
technologies of both manual, radioisotope-based and auto­
mated, fluorescence-based approaches are described. The 
goals and rationale of the Human Genome Initiative are dis­
cussed along with Implications for future sequencing tech­
nologies. Finally, a glimpse of emerging DNA sequencing 
technologies Is offered. 

INTRODUCTION 
One of the most exciting technological developments of the 

last 20 years has been the emergence of the field of biotech­
nology. Biotechnology can be loosely defined as the art of 
practical utilization of biological systems, processes, and 
materials. The impact of biotechnology has been most visible 
in the medical (therapeutic and diagnostic) arena but it is 
anticipated that biotecbnology will ultimately playa role in 
such diverse areas as agriculture, material science, and perhaps 
even information storage and processing. 

Much of the current activity in biotechnology focuses on 
the characterization and modification of biomacromolecules. 
These materials are particularly challenging targets for ana­
lytical methodology (1). In many cases the development of 
suitable analytical techniques has proven to be the enabling 
step in the utilization of various classes of biomacromolecules. 
This is particularly true in the case of nucleic acids, The 
development of techniques for isolating and analyzing deox­
yribonucleic acid (DNA) was clearly catalytic in the emergence 
of biotechnology in the 1970s, 

Of all the analytical techniques comprising biotechnology, 
perhaps the most important is DNA sequencing. In 1953, 
Watson and Crick proposed a three-dimensional structure for 
DNA (2). This now accepted structure features an antiparallel, 
double-helical pairing of two oligodeoxyribonucleotide chains 
or strands (Figure 1). The complementary pairing of nu­
cleotide bases (guanine with cytosine and adenine with thy­
mine) in opposite strands via hydrogen bonding suggested an 
attractive model for replication of the structure. It was clear 
then that the genetic information contained in DNA was 
implicit in the linear sequence of nucleotide bases in each 
strand. In spite of this realization, methods for the rapid 
determination of DNA sequence did not appear for nearly 25 
years! 

Nature of DNA Sequence Analysis. DNA sequencing, 
the determination of the linear sequence of nucleotides (A, 
C, G, or T for deoxyadenosine, deoxycytidine, deoxyguanosine, 
and thymidine, respectively) in a given stretch of DNA, is a 
fundamentally nonquantitative process. However, the de­
mands in terms of accuracy are quite stringent-a single error 

0003-2700/90/0362-0418$02.50/0 

in a large 3equence can be catastrophic. An extra or missing 
base (an insertion or deletion error) will result in a frame-shift 
in a coding region of DNA rendering the downstream infor­
mation gibberish. (This is a consequence of the organization 
of genetic information into three-nucleotide words or codons 
in regions that code for protein structure.) A single misas­
signed base in a coding region can be just as disastrous if it 
occurs at a position corresponding to an amino acid that is 
crucial to the protein's stability or catalytic function. 

To minimize the number of errors in a finished sequence, 
a given stretch of DNA is generally sequenced several times. 
The data from one strand is almost always checked by se­
quencing the complementary strand. In the final analysis, 
several individual determinations are compared to generate 
the finished or consensus sequence. 

Virtually all of the DNA sequences reported to date have 
been determined by using manual techniques. More recently, 
automated techniques have been introduced that promise to 
increase the speed of sequence determination and render the 
process less laborious and costly. In this review, the basic 
principles of DNA sequencing will be outlined followed by a 
description of the current generation of automated DNA se­
quencers. The challenge of the Human Genome Initiative will 
be discussed, followed by a glimpse of emerging DNA se­
quencing technologies. 

MANUAL DNA SEQUENCING 
Preparation of DNA for Sequencing. One of the factors 

that delayed the development of techniques for DNA se­
quencing was the difficulty of obtaining sufficient amounts 
of DNA in pure form. The discovery of restriction enzymes 
'which cleave DNA at specific sequences allowed discrete 
samples of DNA to be isolated. The development of cloning 
techniqUES provided a method for their purification and in 
vivo amplification. An example of the use of the bacteriophage 
MI3 as a cloning vehicle (vector) to prepare DNA for se­
quencing is shown in Figure 2 (3). M13 cloning not only 
affords pure DNA for analysis but also provides regions of 
known DNA sequence which may serve as starting points for 
sequence determination. 

An in-depth discussion of cloning techniques as they relate 
to DNA sHquencing is beyond the scope of this review. New, 
in vitro methods for generating DNA are becoming available 
(4), but cloning remains the method of choice for preparing 
DNA for sequence analysis. 

Genera.tion of DNA Sequencing Fragments. All of the 
existing methods for DNA sequence analysis are based on a 
paradigm first applied in the late 1970s. That paradigm is 
the conversion of sequence information which cannot (as of 
yet) be measured directly into chain-length information which 
can be mEasured directly by physical methods. Specifically, 
the methods involve the generation of nested sets of DNA 

© 1990 American Chemical Society 
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Figure 1. Structure of a section of DNA showing the double-stranded, 
anti parallel arrangement of the strands. The boxed regi on is a nu­
cleotide, the basic unit of DNA sequence. 
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Figure 2. Preparation of DNA for sequencing using bacteriophage M13 
cloning. 

fragments whose lengths relate to sequence. The fragments 
have one terminus in common and typically have a given 
nucleotide (A, C, G, or T) at the other terminus, Thus, a 
measurement of relative chain length in the fragm ents pro­
vides information about the position, relative to the. common 
terminus, of the given nucleotide in the original sequence. See 
Figure 3. 

Most commonly, DNA sequencing fragments are ;,enerated 
by using the Sanger method (also referred to as the primer 
extension or chain termination method) (5). In this method 
the nested sets of DNA fragments are created through the use 
of a DNA polymerase. (The prototypical polymerase for DNA 
sequencing is the large (or Klenow) fragment of DNA Po­
lymerase I from E. coli,) DNA polymerases are enzymes 
which, when presented with a single strand, catalyze the 
synthesis of a complementary strand of DNA. They require 
a stretch of double-stranded DNA as an initiation site. Nu­
cleotides are added in stepwise fashion to the 3'-te"minus of 
the double-stranded region using 2'-deoxyribonucleotide 
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S' 3' 

ACGGCACCAIGGIAGCIGAICIGACGIAGC 

ACGGCACCAT t 
ACGGCACCATGGT 

ACGGCACCATGGTAGCT 

ACGGCACCATGGTAGCTGAT 

Variable 3'-terminu5 
is informative for 
positions ofT's in 
original sequence 

ACGGCACCATGGTAGCTGATCT 

ACGGCACCATGGTAGCTGATCTGACGT 

"- Common 5'-terminus 
serves as reference 

Figure 3. Partial reconstruction of a DNA sequence from the lengths 
of a set of sequencing fragments. By measuring chain-lengths, one 
can establish that T's occur at positions 10, 13, 17, 20, 22, and 27 
in the original sequence. 

triphosphates (dNTPs) as monomers. When provided with 
sufficient quantities of the four requisite dNTPs, a polymerase 
will catalyze the formation of a complete complementary copy 
of the original strand. 

In the Sanger method, a short complementary oligo­
nucleotide (defined as the primer) is allowed to hybridize 
(form a double-stranded structure through hydrogen bonding) 
with a known region of the DNA strand to be analyzed (de­
fined as the template), The 5'-end of the primer serves as 
the common reference terminus and the 3' -end serves as the 
initiation site for the polymerase. To generate a set of se­
quencing fragments, the polymerization is carried out in the 
presence of the four natural dNTPs along with a single 
2',3'-dideoxyribonucleotide triphosphate (ddNTP). The in­
corporation of a ddNTP affords a chain which lacks a hydroxy 
group at the 3' -terminus and thus cannot be further extended_ 
The competition between the ddNTP and its corresponding 
dNTP for incorporation results in a distribution of fragments 
which are informative for all positions of the complementary 
nucleotide in the template, To determine the complete DNA 
sequence of the template, four parallel reactions are run, each 
with a different ddNTP, to afford four sets of fragments. See 
Figure 4. 

Other methods for producing sets of sequencing fragments 
have also been used (6, 7), In the Maxam-Gilbert method, 
nucleotide-specific chemical reactions are employed to destroy 
a given nucleotide and thereby create sequencing fragments. 
The analyte DNA is treated sequentially with reagents which 
(i) modify specific bases, (ii) remove the modified bases, and 
(iii) cleave the strand at sites lacking bases. If the analyte 
DNA is prelabeled on one end (vide infra), then the detected 
fragments will have one terminus defined by the position of 
the label and the other defined by the first cleavage site down 
the chain. (Maxam-Gilbert sequencing fragments differ 
slightly from Sanger sequencing fragments in that the nu­
cleotide found at the variable terminus will be the nucleotide 
preceding the nucleotide destroyed by chemical treatment.) 
Conditions are adjusted for low levels of modification ("single 
hit conditions") to ensure that all possible fragments are 
represented in the mixture_ Although there are base-specific 
reactions available for all four bases, more typically single­
base-specific reactions are used in conjunction with purine­
or pyrimidine-specific reactions. 

The actual extraction of sequence information from sets 
of sequencing fragments requires two additional, and more 
traditional, analytical methodologies. First, a method of 
separating the fragments by length is needed, Secondly, a 
method of detection for the fragments is required. In each 
case the performance criteria are quite demanding. 

Separation of DNA Sequencing Fragments. DNA se­
quencing requires a separation method capable of dis tin-
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Figure 4. Determination of DNA sequence using the Sanger method. 
The sequencing "ladder" is read from bottom to top to obtain the 
complement of the template sequence. The full sequence of each 
fragment produced by termination with ddGTP is shown. 

guishing between long oligodeoxyribonucleotides differing by 
only a single nucleotide in length. To date only a single 
technique-higb resolution gel electrophoresis-has been able 
to provide the requisite resolving power over a useful range 
of fragment lengths. Cross-linked polyacrylamide gels are used 
almost exclusively. 

Under denaturing conditions (i.e. in the presence of 8 M 
urea) in polyacrylamide, a single-stranded oligodeoxyribo­
nucleotide will migrate at a rate determined by its length and, 
to a lesser extent, by its base-composition and sequence. Since 
sets of DNA sequencing fragments bear a common terminus 
and are nested with respect to sequence, base-composition and 
sequence playa relatively minor role in migration rate. The 
fragments generally elute in true order of length with the 
smaller fragments sieving more rapidly through the gel. For 
the most part, the spacing of nested fragments differing by 
a single nucleotide in length is quite regular. When viewed 
from any stationary point along the path of migration, the 
spacing between fragments is seen to be more or less 
constant-time of appearance varies linearly with fragment 
length. Alternatively, if the separation is stopped at any point 
in time, the spatial distribution of fragments along the path 
of migration is seen to be nonlinear with the slower moving, 
larger fragments compressed. 

Sequencing gels are run in thin slab configuration for a 
number of reasons. The thin slab provides for more even heat 
dissipation and hence better resolution. More importantly, 
a slab gel allows the four sets of sequencing fragments needed 
to reconstruct the complete sequence to be resolved simul­
taneously in four parallel lanes. Sequencing fragments are 
loaded in square wells at the top of the vertical gel and migrate 
down as thin rectangular bands. In actual practice as many 
as 20 templates are analyzed in four lanes each on a single 
gel. 

Detection of DNA Sequencing Fragments. Once the 
sequencing fragments have been resolved they must be de-

tected in order to determine the sequence. The overwhelming 
consideration here is one of sensitivity. In a typical experiment 
less than 1. pmol of DNA template is available for processing . 
If the conditions in the Sanger method are adjusted to provide 
for example 500 fragments, then one can expect the amount 
of DNA ir each band to be approximately 1 fmol. (Variability 
in chain termination efficiencies and hence in sequencing 
fragment concentrations in the Sanger method often results 
in bands having considerably less material.) At these levels 
direct detection of fragments is impractical so an auxiliary 
reporter i" used. Virtually all of the sequencing that has been 
carried out to date has been done with a radioisotopic reporter 
(label) su~h as 32p. In the Sanger method, the sequencing 
fragment" are labeled by incorporating a-[32P]dATP. This 
approach offers the advantage that the less numerous, longer 
fragments carry more reporters. The net effect is a more even 
distribution of signal over the set of fragments. In Maxam­
Gilbert sequencing where the dynamic range of fragment 
concentrations is smaller, a single label is enzymatically ap­
pended to one end of the fragment to be sequenced. The 
labeled ered becomes the common terminus of reference; only 
fragments retaining that terminus are detected. 

The radioisotopically labeled sequencing fragments are 
detected by the process of autoradiography. Electrophoresis 
is stopped at an appropriate time and the gel is removed from 
the appal atus, fixed, dried, and sandwiched with a piece of 
film. After exposure, generally ranging from several bours 
to several days, the film is developed to reveal the pattern of 
bands present in the gel. This process of autoradiography is 
exquisitely sensitive allowing even the faintest of bands to be 
detected with long exposures. 

The final step in the sequencing process is the interpretation 
of the autoradiogram. The sequence is read by starting with 
the smallest fragment at the bottom of the gel and moving 
up, determining the lane (A, C, G, or T) in which the next 
longest fragment appears at each step. A section of autora­
diographic sequence is shown in Figure 5. The sequence is 
entered into a database either by manual means or with the 
assitsnce of a light pen. One moves up the "sequencing ladder" 
until the bands are so closely spaced that the proper order 
can no longer be determined with confidence. Typically, 
between 250 and 350 nucleotides can be read from each set 
of four lanes. 

The radioisotope/ autoradiography approach to detection 
however is not ideal in all respects. Since the detection process 
involves integration of signal over long periods of time, large 
gels mus'; be used to spatially resolve as many bands as 
possible. (Often, the same sets of sequencing fragments are 
"double loaded" (i.e. a second gel loading in adjacent lanes 
is carried out after the electrophoresis has progressed) to allow 
more nucleotides to be read from each template.) Consid­
erable manual manipulation of these large gels (i.e. removal 
from the electrophoresis apparatus, drying, etc.) is required. 
Long film exposures place a considerable time-lag between 
separation and visualization, lengthening the sequence de­
termination process. Finally, the use of short-lived, radio­
active isotopes poses both logistical and health and safety 
problems. 

IMPROVEMENTS IN MANUAL DNA 
SEQUENCING 

In the years since these techniques were first introduced 
there have been numerous incremental improvements in the 
technology. There have been efforts to automate the prep­
aration of DNA and the sequencing chemistries (8, 9). For 
Sanger sequencing, DNA polymerases with improved prop­
erties have been found (10, 11). Desirable properties include 
a low variability in termination efficiencies with ddNTPs and 
an ability to operate at high temperatures to minimize the 
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Figure 5. Digitized image of an autoradiogram used for DNA se­
quencing. The assigned sequence is on the right. 

presence of polymerase-stalling secondary structures in the 
template. In Maxam-Gilbert sequencing, solid phase tech­
niques have been developed to streamline chemical manipu­
lations (12, 13) and new base-specific cleavage chemilltries have 
been described (14). 

There have also been improvements in the separation and 
detection of sequencing fragments. Changes in g"l electro­
phoresis apparatus design have minimized temperature-related 
distortions (e.g. the "smile effect"). An alternative radioiso­
topic reporter, 35S, has been introduced (15). 3fS affords 
sharper autoradiographic bands and is a more long·lived and 
safer isotope as well. Considerable effort has been expended 
on the development of gel-readers which can ext,act DNA 
sequence from autoradiograms (16). Unfortunately the per­
formance of such gel-readers, in terms of accuracy ard number 
of bands read, does not yet approach that achieved by an 
experienced sequencer reading by eye. 

Recently, a system based on nonradioisotopic reporters has 
been reported (17). In this system the fragments are con­
tinuously blotted onto a moving nitrocellulose membrane as 
they reach the bottom of the gel. Following chemi-Hnzymatic 
visualization, the pattern is manually interpreted in the same 
fashion as an autoradiogram. This system offers the ,dvantage 
of not using radioisotopes and affords a linear spacing of 
bands. 

The cumulative effect of the improvements descri bed above 

ANALYTICAL CHEMISTRY, VOL. 62, NO.5, MARCH 1, 1990 • 421 

has been substantial: DNA sequencing is now a broadly ac­
cessible, reliable technique. These manual methods have been 
used to determine the sequence of numerous individual genes 
(the functional unit of genetic information) as well as the the 
complete sequence of several viral genomes (the genetic in­
formation of an organism in its entirety). For large sequencing 
projects, however, these techniques remain fantastically la­
bor-intensive. The limited throughput and high cost, both 
human and material, of manual sequencing have become major 
concerns. 

Multiplex Sequencing. One particularly ingenious ap­
proach to the throughput problem is the multiplex sequencing 
technique developed by George Church (18). In this tech­
nique, as many as 50 sets of DNA sequencing fragments, each 
bearing a different, vector-derived, tagging sequence, are 
generated and then separated in a single set of four gel 
electrophoresis lanes. The resolved fragments are transferred 
to a nylon membrane and each set of fragments is selectively 
visualized in turn by hybridizing to a radioisotopically labeled 
oligonucleotide probe specific for the tagging sequence. In 
this way the net capacity for sequence fragment generation 
and gel separation is increased 50-fold. 

The Church multiplex technique directly addresses the 
throughput problem and should find application in large 
genomic sequencing projects. However this technique retains 
many of the labor-intensive aspects of manual sequencing. In 
fact, there are additional manual manipulations in the nu­
merous hybridizations and washings of the nylon membranes. 
Finally, the autoradiograms must still be interpreted either 
by manual means or with the aid of a gel reader. 

AUTOMATED DNA SEQUENCING 

An alternative approach to the throughput and cost problem 
is to automate one or more of the time-consuming, labor-in­
tensive steps of the sequencing process (19). Over the last 
few years a number of groups have automated the separation, 
detection, and interpretation steps. Specifically, autoradi­
ography with manual interpretation has been replaced with 
real-time detection and computer interpretation. 

Real-time detection of radioisotopically labeled DNA se­
quencing fragments during gel electrophoresis is a formidable 
challenge given (a) the low concentration of label in a typical 
band, (b) the need for single-base resolution, and (c) the small 
amount oftime available for signal integration. Nevertheless, 
these problems have been addressed and sequence acquisition 
by this technique has been demonstrated (20). 

Fluorescence-Based DNA Sequencing. A more radical 
approach to the problem is to move completely away from 
radioisotopes to a reporter more well-suited to real-time de­
tection. A number of laboratories have adopted this approach 
and developed DNA sequencers based on fluorescence. The 
most attractive feature of the fluorescence-based approach 
is the ability to use four distinguishable fluorescent tags, one 
for each base. This allows the four sets of sequencing frag­
ments to be combined and analyzed in a single gel lane. 

The first published reports of fluorescence-based DNA 
sequencing came from the laboratory of Leroy Hood at Caltech 
(21). The Caltech system retained the central feature of the 
Sanger sequencing method-the conversion of sequence in­
formation into chain-length information. The key difference 
was that the primer in each of the four sequencing reactions 
carried a different fluorescent tag on its 5'-terminus (22). The 
fluorescent tags-fluorescein, NBD, tetramethylrhodamine, 
and Texas red-were chosen largely on the basis of their 
ability to be easily distinguishable by their emission spectra. 
The four sets of sequencing fragments were pooled and re­
solved by gel electrophoresis in a single polyacrylamide gel­
filled tube. 
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Figure 6. Schematic diagram of the fluorescence-based, automated 
ONA sequencer from Applied Biosystems Incorporated (ABI). 

Excitation of the fluorescence-tagged sequencing fragments 
at the bottom of the gel was achieved with an argon ion laser 
operating in multiline mode. (A band-pass fIlter was used to 

select for excitation by the 488- or 514-nm line.) The fluor­
escent tags were distinguished by sequentially observing the 
emission with a photomultiplier tube (PMT) through each 
of four interference filters mounted on a spinning wheel. The 
raw, digital data output consisted of four elution profiles or 
traces of fluorescence intensity vs time. Multicomponent 
analysis afforded four processed traces, one for each dye. The 
sequence was discernible in the temporal order of peaks in 
the four aligned, processed traces. 

The Caltech system clearly demonstrated the viability of 
a fluorescence-based approach to DNA sequencing but the 
system a8 configured was not practical for high-throughput 
sequencing. The most significant deficiency was the inability 
to handle more than a single sample at a time in the tube gel. 
Further development was undertaken and a commercial 
system was introduced by Applied Biosystems Incorporated 
(ABI) (28). 

The ABI system, shown schematically in Figure 6, offers 
a number of improvements over the original Caltech system. 
The systf"m can handle 16 samples simultaneously on a slab 
gel. The detection is multiplexed by mounting the excitation 
and emission optics on a translating stage which scans the 
bottom of the gel. The chemistry (fluorescent dyes and linker 
arms) was modified to improve the optical characteristics of 
the dye-set and to minimize dye-induced differential per­
turbatior.s in the electrophoretic mobility of sequencing 
fragments. Finally, algorithms to directly assign DNA se­
quence were developed. An example of the output from this 
system is shown in Figure 7. 

A DNA sequencing system based on the use of four 
fluorescent dyes was also developed by a group at Du Pont 
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Figure 7. A sample of processed output from the ABI sequencer. The four traces represent the calculated concentration of each dye as a 
function of time. The color aSSignments are as follows: A, green; C, blue; G, brown; T, red. The aSSigned sequence is listed below the traces. 
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Figure 8. Diagram of the excitation/detection module from tne Du Pont 
fluorescence-based DNA sequencer. Reprinted wijh permission from 
ref 24. Copyright 1987 by the American Association for the Ad­
vancement of Science. 

(24). This system differs from the ABI system in several 
respects. The Du Pont system uses a set of four succinyl­
fluorescein dyes with closely spaced emission bands. These 
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similar dyes were selected to permit efficient excitation with 
a single argon ion laser line (488 nm) and to minimize dif­
ferential effects on electrophoretic mobility. Fluorescence­
tagged DNA sequencing fragments are generated by using four 
tagged, chain-terminating ddNTPs. This approach offers a 
number of advantages. The four sets of sequencing fragments 
can be generated simultaneously in a single reaction vessel 
since each terminating nucleotide carries a distinguishable tag. 
Artifacts arising from the presence of non-dideoxy-terminated 
fragments are eliminated. Finally, sequencing strategies whlch 
involve multiple primers are facilitated by the need for only 
a single unlabeled primer. The principal disadvantage of the 
terminator labeling approach is that there is reduced flexibility 
in the choice of sequencing enzyme. The fluorescence-tagged 
ddNTPs are poor substrates for some DNA polymerases and 
generally show increased variability in chain-termination 
efficiency. 

The excitation/ detection module of the Du Pont sequencer 
is shown in Figure 8. Multiple samples (up to 12) are ac­
commodated through the use of a laser scanner consisting of 
a periscope mounted on a digitally controlled stepper motor. 
Wide-faced photomultiplier tubes allow for detection across 
the entire width of the gel. Discrimination between the 
fluorescent dyes is accomplished by simultaneously viewing 
the fluorescent emission with two such detectors through 
filters that are offset in band-pass. As a fragment passes the 
detectors, signals are observed in the two detectors in a ratio 
characteristic of the attached dye. An algorithm whlch locates 
the peaks and computes the ratio allows the sequence to be 

M13mp18 -PHT#t -PMT"'2 

M 13mp 18 - PMT#l _. PMP"2 

M13mp18 -PMT'1 PMT'2 

248 AGC TGCA TT AA TSM TC GGCCAACS: s: GGGGAG AG GC GGTTTGC [ TA TTGG SCGCC AG G GTG G TTTTTe TTTTCACCAG NGAG AC G GGCAAC AS: TGA rrOCCCrTN ANC 
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247 

0.595 
Volts 

358 

Figure 9. A sample of the processed output from the Du Pont DNA sequencer. The two traces correspond to the output of the two photomu~iplier 
tubes. The aSSigned sequence, derived from the ratio of the two traces at each peak, is shown below. 
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assigned directly. A sample of the output from this system 
is shown in Figure 9. 

In addition to the two sequencing systems based on the use 
of four fluorescent dyes, several systems employing a single 
fluorescent dye have been described. These systems offer the 
simplicity of requiring only a single fluorescein-labeled primer. 
However, they have the disadvantage of requiring that the 
four sets of sequencing fragments from each sample be run 
in separate lanes. This reduces the capacity of the gel and 
necessitates compensation for distortions in the alignment of 
the four lanes. 

The single-dye, fluorescence-based sequencing system de­
veloped at the European Molecular Biology Laboratory 
(EMBL) features a detection system with no moving parts 
(25, 26). Excitation of multiple lanes is achieved by laser 
irradiation through the edge of the gel. Emission is captured 
by a bank of photomultiplier tubes, one for each lane. A 
system developed by Hitachi utilizes the same approach for 
excitation but images the emission from the multiple lanes 
onto a linear intensified array detector (27). A University of 
Nebraska group has reported the development of a third 
system using more conventional scanning optics (28). This 
system uses multiply tagged fluorescent primers. 

In the few years since the fluorescence-based systems were 
first described there have been refmements and improvements 
in the technology. Once the gel has been loaded these systems 
are capable of delivering reliable sequence with little or no 
operator intervention. Run lengths out beyond 400 base pairs 
with accuracies on the order of 98-99% have been achieved 
(29,30). (Performance on any given sample is dependent on 
the nature of the DNA being analyzed: occasionally sequences 
are refractory to analysis by the Sanger method) Throughputs 
approaching 10000 nucleotides per day are accessible. 

It should be noted that the systems which have been de­
scribed are in fact generic technologies for fluorescence labeling 
and detection. These technologies may be applied to other 
analyses which entail the labeling and separation of DNA 
fragments such as fluorescence-based Maxam-Gilbert se­
quencing (31). The labeling and analysis of restriction frag­
ments for the purposes of mapping (vide infra) have also been 
demonstrated (32, 33). 

THE HUMAN GENOME 

The existing methods for DNA sequencing have served 
biology well; the capabilities have been suitable for the tasks 
at hand. To date, nearly 35 million bases of DNA sequence 
(34) have been entered into GenBank, a computer database 
for nucleic acid sequence. Many of the entries are sequences 
of intact genes gathered from a broad range of organisms. 
Some of the entries describe the complete genomes of viruses. 
The determination of the 230 000 nucleotides of DNA se­
quence of the largest of these viruses, human cytomegalovirus 
(CMV), required an intense multiyear effort but, still, was 
within the capabilities of the current technology (35). More 
recently, a number of groups have set their sights on the 
genome of the well-studied, prototypic bacterium Escherichia 
coli (E. coli). The genome size of E. coli is estimated to be 
4.7 million base pairs (36). Efforts to obtain the complete 
sequence of E. coli genome will clearly test the limits of the 
current technology. 

The ability to determine DNA sequence is having a revo­
lutionary impact on medicine (37). Through DNA sequencing, 
some of the molecular events leading to the development of 
cancer have been elucidated. The genetic defects responsible 
for many inherited diseases have been determined at the DNA 
sequence level. This has spurred the development of powerful 
diagnostic tools and should lead the way to effective therapies. 
Again, however, the needs are beginning to outstrip the ca­
pabilities of the technology. The gene containing the defect 

responsible for Duchenne's muscular dystrophy, for example, 
is though'; to be spread over some 2000 000 bases of DNA 
sequence (38). 

Human Genome Initiative. The Human Genome Initi­
ative was conceived in response to the realization that the 
knowledge of human DNA sequence is both medically and 
scientifically important. The acquisition of human DNA 
sequence has been proceeding steadily but without real co­
ordination or planning. Similarly the development of new 
sequencing technology has been proceeding but at a pace that 
is not cor,lmensurate with the need. 

The Human Genome Initiative has as its goal the acqui­
sition of the DNA sequence corresponding to a complete 
human gE'nome (37, 39). This initiative is expected to coor­
dinate and, indeed, proactively drive the activities needed to 
accomplish this goal. The development of powerful, new 
sequencing tschnologies is clearly one of the key activities of 
this initiative. 

The magnitude of this undertaking is staggering when 
viewed in the light of current capabilities. The haploid human 
genome (the genetic material found in a single sperm or egg 
cell) is estimated to consist of 3 billion base-pairs. A complete 
determination is a daunting task by even the most optimistic 
estimates. If one assumes tl1at each strand of human genomic 
DNA will be sequenced twice (the bare minimum), then it will 
take 100 automated sequencers of the current vintage 60 years 
to compl"te the task once! Even this estimate understates 
the true problem since the real value of such an undertaking 
will be it. comparisons between individuals and with other 
species (e.g. mouse). Many "human genome equivalents" of 
sequence will ultimately need to be acquired. 

What [s the Value of Such an Undertaking? Put sim­
ply this is a mission to acquire the complete text of infor­
mation, Dlstructions if you will, that each of us carries in most 
every cell in our body. Our ability to understand that text 
is still in its infancy but is rapidly advancing. The Human 
Genome Initiative will provide the starting dataset for fun­
damental biological studies for far into the future. It will free 
the researcher from having to track down and independently 
sequence the gene he is interested in, allowing him to devote 
his efforts to more scientifically productive tasks from the 
start. Scientists will be able to tackle such issues as nature 
of the gEnetic differences that distinguish individuals, the 
origins 0:' the more than 4000 known human genetic defects 
(40), and the factors that lead to susceptibility to such ma­
ladies as cancer and heart disease. An understanding of the 
genetic factors that control development, the progress of a 
human f~om a single cell to an organism comprised of many 
different types of cells, will be within reach. 

A con"erted effort to acquire the DNA sequence corre­
sponding to a complete human genome should also dramat­
ically increase our understanding of how genetic information 
is stored and maintained. Most of the sequencing of human 
DNA tocay focuses on coding regions. Yet it is estimated that 
perhaps less than 10% of human DNA codes for proteins. 
What, if any, information is contained in the remaining 90%? 
The Human Genome Initiative will allow large tracts of 
noncoding DNA to be searched for patterns that might answer 
this question. Under current programs such noncoding se­
quences would become available only very slowly. 

The Path Forward. The organizational groundwork for 
the Hun:.an Genome Initiative has been set. An international 
group of scientists has founded the Human Genome Organ­
ization (HUGO) to guide the initiative and facilitate inter­
national cooperation (41). In the United States, an Office of 
Human Genome Research has been established within the 
National Institutes of Health to fund individual projects and 
program, (42). The office will also designate and fund centers 



for human genome studies. Similar efforts are under way in 
the Department of Energy (43). 

Initial efforts will be focused on mapping activities. There 
are several different types of mapping (e.g. physical, genetic, 
and cytological). In a general sense, all mapping bvolves the 
ordering and locating of specific sequence landmarks along 
a stretch of DNA. This allows the DNA to be broken down 
into manageable chunks in such a way that the overall genomic 
sequence can be easily reconstructed. The map also allows 
specific sequence regions of interest to be quickly accessed. 
A preliminary genetic map of the human genome has recently 
been constructed (44). Progress is being made c,n physical 
maps of several human chromosomes. Techniques for physical 
and genetic mapping are well established but remain highly 
labor intensive. Advances in the automation of th"se existing 
techniques and fundamentelly new approaches wiU be needed 
to take on the human genome in its entirety. 

Large·scale acquisition of human DNA sequence has not 
yet begun but it is already clear that the need for new DNA 
sequencing technologies is acute. The feasibility of .3equencing 
the human genome is most probably staked on such new 
technologies. 

EMERGING TECHNOLOGIES 

A number a programs directed toward the development of 
rapid sequencing techniques have been initiated in response 
to this pressing need. Some of the proposed systems entail 
major improvements in one or more stages of the existing 
methodology, some represent substantial overhauls, and some 
involve a major conceptual leap. Regardless of the approach, 
it is clear that to handle the human genome, the new tech­
nology should be capable of processing on the order of 1 
megabase of sequence per day. This is roughly a IOO-fold 
increase in throughput over current technology. 

Gel-Based Systems. The limited throughput of gel elec· 
trophoresis remains one of the major barriers to improvements 
in the current technology. For this reason, recent reports of 
the successful single-base resolution of oligonucleotides by 
capillary gel electrophoresis have attracted considerable at­
tention. Separation has been carried out at speeds of up to 
20 bases per minute, a 20-fold improvement (on 1 per lane 
basis) over current automated sequencers (45). 

Plans to couple capillary gel electrophoretic separation with 
alternative reporter/detection systems have been described 
(46). Work has begun on an approach where sequencing 
fragments generated via the Sanger protocol are tagged with 
a stable isotope. Four isotopes of a given element serve the 
same purpose as the four dyes in the fluorescence-based 
systems. As the fragments elute from the capillary, they are 
pyrolyzed and the resulting gases are analyzed by a mass 
spectrometer to identify the tagging isotope. 

The Church multiplex technique (vide supra) allows many 
sets of sequencing fragments to be simultaneously resolved 
in a single gel. However the technology associated with the 
visualization and interpretation of the patterns limits this 
technique. A recent paper suggests the use of fluorescence­
tagged probes to visualize the sequencing ladders (47). 

Stepwise Methodologies. To circumvent the inherent 
limitations of gel electrophoresis, several groups have con­
sidered moving away from the sequence/fragment-length 
paradigm. Two such approaches that have been recently 
described involve the stepwise addition or removal of nu­
cleotides from an analyte DNA. These approache" are rem­
iniscent of protein sequencing techniques and invoke many 
of the same technical considerations. 

Hyman has devised a system that allows the addition of 
a nucleotide to a primed template by a DNA polymerase to 
be detected by monitoring the release of the inorgE.nic pyro­
phosphate byproduct (48). In this system the primed template 
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and the DNA polymerase are immobilized and the four 
possible dNTP substrates are pumped through sequentially. 
Quantitation of the released inorganic pyrophosphate, via an 
enzyme cascade leading to a luminescence signal, indicates 
which nucleotide has been added to the template and how 
many. The system is currently limited in speed. The ultimate 
limitation, however, is likely to be in maintaining synchronicity 
in the growing DNA chains. 

A group at Los Alamos proposes to obviate the synchron­
icity problem by working with a single DNA molecule (49). 
They plan to enzymatically prepare a long, single-stranded 
DNA template with every nucleotide fluorescence tagged in 
a base-specific fashion (four tags). They will select a single 
molecule and processively remove the nucleotides from one 
end by using an exonuclease. The released, fluorescence­
tagged nucleotides will be swept into a detector capable of 
registering and identifying single fluorescent molecules. 
Though technically very challenging, this approach has 
enormous throughput potential and successful implementation 
would have a major impact. 

Hybridization-Based Approaches. Recently, two inde­
pendent groups have proposed an approach that involves 
neither synthesis nor degradation of the DNA during the 
actual sequencing process (50, 51). This approach takes ad­
vantage of the strong, selective binding of short, perfectly 
complementary oligonucleotides to a single-stranded DNA 
sequence. The specifics of the proposals differ but in each 
case the DNA to be analyzed is probed with a large panel of 
short oligonucleotides. In theory, the resulting table of hy­
bridization responses (yes/no) can be computationally pro­
cessed to deduce the sequence. 

This conceptually novel approach poses immense technical 
problems including the need to synthesize and manipulate 
perhaps tens of thousands of oligonucleotides and the need 
to develop algorithms to handle the immense computational 
requirements_ Still, the potential advantages in cost and speed 
suggest that this novel approach should be explored. 

Direct Observation. All of the previously described 
methods rely on some indirect measurement of DNA sequence. 
There remains the possibility that DNA seq uence might be 
determined by direct observation. Recent advances in the use 
of the scanning tunneling electron microscope have provided 
striking images of double-stranded DNA (52,53). Features 
such as the helical nature and the major and minor grooves 
are clearly discernible. There has been speculation that in­
dividual base-pairs might be identified by this technique. 
Although this technology is certain to play an important role 
in studies on DNA structure, it is not clear if it will ever be 
possible to accurately and rapidly read continuous stretches 
of DNA sequence by this method. 

The scope of this discussion has been limited to the tech­
nologies surrounding the actual acquisition of DNA sequence 
data. As these technologies improve, other phases of the 
overall process may become rate limiting_ For example, much 
work is need on the preparation of DNAs for sequencing. 
Some attention has been given to robotics but entirely new 
approaches are needed. At the other end of the process, the 
generation of massive amounts of raw sequence will tax all 
stages of our existing data processing capabilities. All of the 
current techniques rely to some extent on manual editing of 
final sequence; this will be impossible with megabase se­
quencers. Finally, powerful methods for searching enormous 
databases and carrying out sequence comparisons will be 
needed if the tangible product of the Human Genome Initi­
ative is to be used effectively. 

CONCLUSION 
The development of DNA sequencing technology is now, 

by necessity, on interdisciplinary endeavor. The early, manual 
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methods were developed in individual laboratories. The au­
tomated, fluorescence-based systems have been assembled 
through the collaborative efforts of chemists, biologists, optical 
specialists, software developers, and systems engineers. This 
trend will continue as more sophisticated methodologies are 
brought to bear on the problem. 

In its short history, the field of DNA sequencing has ben­
efited from a number of exceptionally creative contributions. 
The path we are starting down with the Human Genome 
Initiative will require no less an effort in both creativity and 
determination. It promises to be an exciting journey. No 
technical undertaking speaks more directly to the question 
of what we are. 
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Indirect Fluorometric Detection of Cations in Capillary Zone 
Electrophoresis 
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A new method for detecting cations separated b'J capillary 
zone electrophoresis Is described. Quinine suHate Is a useful 
buffer for Indirect fluorescence detection. The positively 
charged, fluorescent quinine Ion Is displaced by nlonfluores­
cent solute cations. In contrast to previous work with anions, 
quinine Ion adsorbs to the capillary wall. The ellect of ad­
sorption on resolution and reproducibility Is dlscul;sed. Ap­
plications are presented for mono- and divalerlt cations, 
amlnes, and ollgopeptldes. Because small internal diameter 
capillaries can be used for this technique, very low quantities 
of cations Injected can be detected. 

Cation-exchange chromatography is widely used to analyze 
samples from amines to simple inorganic cations (1,2). In­
strumentation for these applications is well-developed and 
improvements are constantly being made (3). Cations can 
likewise be separated by isotachophoresis (4). Seplration by 
electromobility and by retention are complementary (5). 
Capillary zone electrophoresis (CZE) has the capability to 
separate very small quantities of sample when small inner 
diameter (Ld.) capillary columns are used. High detection 
sensitivity and low dead volume are imperative for successful 
applications (6). CZE is applicable to the separation of cations, 
but detection of these remains a challenge. Detection by 
conductivity has been demonstrated (7). There is however 
still room for improvement when going to lower concentrations 
or when small capillaries are used. 

Capillary zone electrophoresis with indirect fluorescence 
detection (CZE-IFD) has been demonstrated recently (8). A 
fluorescing running buffer is used. A reduction in the back­
ground fluorescence intensity occurs when a sample zone elutes 
past the detector, because the solute ions displace the 
fluorescent buffer ions (to maintain constant conductance 
along the column). Up to this point CZE-IFD has centered 
on sodium salicylate as a fluorophore-containingbuffer ion 
(8,9). This works well with anionic analytes. The separation 
and detection of cations are best accomplished by using a 
buffer solution in which the cation contains the fluorophore. 
Quinine sulfate is shown here to be a useful buffer component 
for the CZE-IFD analysis of cations in aqueous s~lution. 

The experimental conditions were optimized by applying 
the principles of electrophoretic separations in capiLaries (10). 

0003-2700/90/0362-0427$02.50/0 

Because cations and the electroosmotic (EO) flow both migrate 
in the same direction, toward the cathode, a longer column 
was used to compensate for the resulting decrease in migration 
time. To minimize the EO flow velocity, a low pH was chosen 
for the buffer solution (11). A low pH was also useful for 
increasing the protonation of weak bases, such as amines, to 
enhance the displacement-based detection. The concentration 
of the buffer was chosen comparable to that of the concen­
tration of salicylate buffer which gave the best results pre­
viously, which was 0.2-1.0 mM. An important difference 
between CZE-IFD with anions and cations is the tendency 
for cations to adsorb to the capillary wall, because of the 
negative charges existing at that interface (12). 

The concentrations of buffer and solutes here are typically 
below 1.0 mM, so to a good approximation the mobilities of 
the solutes can be measured independent of activity effects. 
Therefore, the approximate effective mobilities for the cations 
studied here can also be determined. In a recent review, 
mobilities quoted from the literature differed by up to 8% 
for some of the ions included here (13). The mobilities ob­
tained here were comparable to those results. 

EXPERIMENTAL SECTION 
The experimentsl apparatus was the same, with a few excep­

tions, as that described previously (8, 9). Since a different 
fluorophore (quinine sulfate) is used as the indirect fluorescence 
probe, a different wavelength was used to excite the fluorescence. 
The argon ion laser (Spectra-Physics Model 2035, Mountsin View, 
CA) lases in the ultraviolet on a pair of lines around 350 and 360 
nm. This emission is about 10 times more intense than the line 
at 330 nm, which was used previously. Together these laser lines 
were passed directly into the laser stabilizer (LS-lOO, Cambridge 
Instruments, Inc., Cambridge, MA). A different pair of UV cutoff 
filters, both of type GG395 (Melles Griot, Irvine, CA) were 
purchased to reduce scattered light. A spatial filter was not 
necessary to mask out scattered light from the capillary when these 
two filters were used (8, 9). 

The capillary columns used were untreated with respect to any 
covalently bonded stationary phase. Before being used, the 
following solutions were aspirated in order through the capillary: 
0.05 M NaOH, H20, 0.05 N H,80" H20, methanol, H20, and 
finally the buffer solution. The capillaries were 18 I'm i.d. and 
80-90 em in length. 

The buffer solution was prepared each day from quinine sulfate 
(Serva, New York, NY) and sulfuric acid stock solution. Two 
hundred milliliters of a solution containing 0.39 mN quinine and 
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0.58 mN H2S04 was diluted and then degassed by aspiration for 
20 min in an ultrasonic bath. Sample solutions and running buffer 
were filtered into 20-mL vials with a 25-mL nylon filter cartridge, 
0.45-l'm pore size (Altech Associates, Deerfield, IL). 

These vials, along with other glassware involved in preparing 
samples and buffer, were selected from new supplies and further 
cleaned as follows: the piece was rinsed with concentrated sulfuric 
acid, rinsed several times with purified water (Millipore Corp. 
reverse osmosis system, Bedford, MA), and then filled with 0.05 
M NaOH solution and allowed to stand for about 2 h. Upon 
rinsing several times again with H 20, the glassware surface was 
considered clean. Vials were rinsed with H20 after each use and 
the process was repeated as necessary. This degree of cleanliness 
helped to prevent unwanted peaks from appearing in the elec­
tropherograms. 

Samples were diluted in buffer in concentrations ranging from 
10 to 100 I'M. System peaks were minimized by diluting the 
sample in buffer. The estimated error in sample concentrations 
given is 10%. Solutions of the alkali and alkaline-earth metal 
ions were prepared from their sulfate salts. These salts and the 
substituted amines, including tris(hydroxymethyl)aminomethane 
(THAM), were obtained from Fisher Scientific (Fair Lawn, NJ). 
Lithium sulfate (Sigma Chemical, St. Louis, MO) was the ex­
ception. Bovine serum albumin and tJ-casein were also from 
Sigma. 

Samples were injected by electromigration or gravity flow in­
jection. Electromigration was used, for example, when obtaining 
migration times in order to identify peaks. Gravity flow injection 
was used when quantitative measurements of peaks were made. 
Injections were made at the high voltage anode and cations were 
eluted to, and detected near, the grounded cathode. 

RESULTS AND DISCUSSION 
Several buffer solutions were tested in the process of op­

timizing the operating system. Besides the buffer already 
described, quinine sulfate dissolved in H20 alone (0.96 mM, 
pH 6.2) or a mixture of quinine ion (Q+) and H+ ([Q+] = 0.96 
mM; and H2S04, 10 I'N, pH 5.7) was used. The most apparent 
difference between these three was in the migration time (1m) 
of the system peak. The system peak corresponds to the 
difference in [Q+] between the injected sample and the run­
ning buffer. It was always the last peak to elute and thus 
signified the end of the electropherogram. When the buffer 
pH was 3.7, tm for this peak was typically 15-30 min, de­
pending on the length of the column (60-90 cm). At pH 6.2, 
8-10 minutes was typical. Other differences in the results 
between these buffers included the stability of the background 
signal (10 times worse at pH 6.2 compared to 3.7), and the 
occurrence of derivative-shaped peaks for injected solutes at 
high pH. 

The migration time for the system peak depends on the rate 
of migration for quinine ion. This was shown by injecting 
solutions of quinine sulfate with concentration greater than, 
equal to, or less than that of the buffer. The system peak 
obtained is positive-going (increased fluorescence), null, or 
negative-going, respectively. The migration time for the 
system peak also clearly corresponds to the rate of EO flow 
through the column. This was found by injecting methanol, 
diluted 10% and 30% (v/v) in buffer, and finding that the 
peak for the methanol eluted just a few seconds before the 
system peak. A positive-going peak was obtained for the 
methanol because quinine is more soluble in the zone con­
taining this solute. The flow rate of EO decreases with lower 
pH, therefore the tm of the system peak is greater at pH 3.7 
than at 6.2. It was necessary to allow sufficient time for the 
system peak to elute from the column before injecting the next 
sample, otherwise the system peak from the previous injection 
interfered with the electropherogram being recorded. 

Good signal-to-noise ratio (SNR) can be obtained for very 
low amounts of sample injected, as shown in Figure 1. The 
speed of analysis (under 6 min) and the resolution of Ca2+, 
Na+, and Mg2+ are noteworthy in this electropherogram. Ten 
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Figure 1. A mixture of alkali and alkaline-earth metal ions separated 
by CZE-IFD. The sample was injected by electromigration. The 
conditions clnd amounts injected are given in Table I. A 21-point 
Savitsky-Golay smooth was applied to the raw data. 

femtomoles or less was injected for each of these ions. It is 
also worth noting that in ion chromatography, gradient elution 
is normally required in order to separate these monovalent 
from divalent ions (14), although isocratic eluant has recently 
been used (15). 

The separation in Figure 1 was also obtained by using the 
pH 6.2 bu'fer. A disadvantage of using the higher pH buffer 
was that positive-going peaks eluted with the analyte peaks. 
This gave the sample component peaks a derivative shape, 
which Waf. not reproducible. Large instabilities in the base 
line also occurred in the region of the electropherogram where 
the sample peaks were eluting. These made the electrophe­
rogram difficult to interpret. These effecta were probably due 
to pH differences between the sample zone and the buffer. 
pH changes affect the distribution of quinine in the two ionic 
forms, which have different fluorescence efficiencies. 

The sensitivity based on displacement considerations was 
expected to be greater at pH 6 because then the singly charged 
quinine cation predominates. At pH 3.7, quinine ion, with 
pK, = 5.c>4, is doubly charged (16). Since two sample ions 
are then needed to displace each quinine ion, the limit of 
detection (LOD) should be higher. Instead, the sensitivity 
was roughly equivalent for each of these buffers. The LOD 
is in the 0.1-D.5 fmol range. This is explained by the fact that 
the fluorescence of quinine is more intense in a solution with 
dilute sulfuric acid. A 10-fold increase in the background 
fluorescence signal was obtained when the capillary was filled 
with quin:ne sulfate buffer at pH 3.7 compared to pH 6.2. The 
increased fluorescence at low pH results in a more stable 
backgrowld signal, even when a lower concentration of quinine 
is used in the buffer. [Q2+] and [H+] were chosen to be 0.38 
and 0.58 mN, respectively, to add to a total of 0.96 mN, the 
concentration of quinine sulfate used without any added 
H2S04, 

The operating voltage on the column was 40 kV, the highest 
that can be used without problems of electrical breakdown. 
This speeded up the analysis time. Table I lists the migration 
times for the cations included in Figure 1, along with the 
effective mobilities v"off) calculated from those migration times. 
It is interesting that the order of elution for Na+ and Mg2+ 
is opposite to that which would be predicted from the absolute 



Table I. Migration Times and Effective Mobilities for the 
Cations Separated in Figure 14 

amt 
injected, !lam 10-5 'uabs,10-5 

cation conen, ,uN fmol tm• S cm'(V,s) '='(V·s) 

K+ 40 10 173 70.7 76.2 
Ca2+ 20 4 221 52.1 61.6 
Na+ 20 4 233 49.1 51.9 
Mg2+ 20 4 240 47.0 54.9 
Li+ 10 2 279 38.6 40.1 

'Conditions: The buffer was 0.38 mM quinine sulfa';e and 0.58 
mN H,SO" pH 3.7. The column was 18 I'm i.d., 82.3 em overall 
length, and 70.7 cm from anode to detector. Injection was by 
electromigration for 1 s at 10 kV. Elution was at 40 kV. The sys­
tem peak eluted in 18 min, so the flow due to electroo~mosis was 
estimated to be 13.5 X 10-5 cm'(Vs. 

Table II. Migration Times and Effective Mobilities for the 
Separation Shown in Figure 20: 

amine 

NH,+ 
dimethyl­
tetramethyl­
propyl­
diethyl­
diethanol­
tetraethyl­
THAM 

injected 
amt, fmol tm• S 

7 
5 
5 
4 
4 
4 
4 
3 

167 
227 
254 
273 
293 
313 
320 
341 

ILeffl 10-5 

cm'(V.s) 

73.5 
50.7 
43.9 
39.7 
36.1 
33.0 
32.0 
29.1 

t~absb 10-5 
cm'(V.s) 

72.2 
53.1 
42.6,44.9 
37.3,42.3 
34.1,37.9 
30.6 
30.5,32.9 
26.9,29.5 

a The concentration of each amine was 25 p;M. The mobilities 
are compared with values found in the literature (13, ];'-20). The 
conditions for the electropherogram are as given in Table I. bIn 
ref 14, more than one value was quoted for several amb.es. 

mobilities (1'000) taken from the literature (14). Thi" indicates 
that some interaction, possibly with the capillary walls, is 
making the effective mobility of these cations different from 
their absolute mobility. 

The separation of a mixture of several amines is shown in 
Figure 2. Table II gives the migration times for each of the 
components and compares their mobilities with the literature. 
All eight of these amines were also separated when the pH 
of the buffer was at 5.7. Derivative-shaped peaks, which 
occurred with the higher pH buffer, were eliminated by using 
the buffer at pH 3.7. The difference in pH changed the elution 
order slightly. Tetraethylamine eluted after THAM at pH 
5.7. The order of elution of the other amines remained the 
same. 

A pattern of decreasing peak widths with increasing mi­
gration time is evident in Figure 2. That is, the peaks eluting 
around 5-6 min are taller and narrower than tho,e for am­
monium or dimethylammonium ion. This pattern M:O prevails 
in samples with different component concentrations. This 
variation in peak widths is observed whether the sample is 
diluted in water or in buffer or whether gravity flow or 
electro migration is used to inject the sample. 

The asymmetric peak profile is a result of the clifference 
between the electric field in the sample zone and the buffer 
solution along the rest of the column (21). A theoretical 
expression to describe the peak profile was derived by Mikkers, 
Verheggen, and Everaerts (22). They showed that this ex­
pression described accurately their trial separations of anions. 
The parameters which determine the peak profile are the 
length of the injected zone, the concentration ratio of solute 
ion to buffer ion, and the mobility of solute ions relative to 
the buffer ions. 

In indirect fluorescence detection, a low buffer ion con­
centration is used to obtain good sensitivity. As a result, the 
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Figure 2. An electropherogram of several substituted amines. The 
condITions are as given in Table I, and the amount injected for each 
amine is listed in Table I I. 

ratio of solute ion to buffer ion concentration is greater than 
the limit necessary for very narrow peaks. Solute ions with 
effective mobilities close to that of the buffer ions are less 
affected by this broadening, hence the variation in peak widths 
in Figures 1 and 2. Despite this limitation, useful analytical 
results can still be obtained. For example, we have obtained 
a linear calibration curve (peak area) for phosphate from the 
detection limit up to a concentration equal to that of the buffer 
ion, thus spanning a range of 500 (23). The separation effi­
ciency corresponds to 400000 theoretical plates at the de­
tection limit and 40000 theoretical plates at the upper con­
centration. 

Apparently, however, the following conclusion of Mikkers 
et aI. is applicable: sample components with mobility greater 
than the carrier ion migrate with a diffuse leading front, while 
those solutes having a lower mobility than the carrier ion have 
sharp leading boundaries and a diffuse trailing boundary. An 
example of the latter situation is the peak for THAM. A close 
look at Figure 2 shows that this peak tails to the opposite side 
than do the earlier eluting peaks. Likewise, in Figure 1, the 
Li+ ion, with lower mobility, also shows a narrower peak. The 
relationship between the migration time and the peak width 
is characteristic of the relative mobilities of the sample and 
the carrier ion, rather than an effect of the solute ion alone. 
We can conclude that if quinine did not interact with the 
capillary walls, it would have eluted around 5 min in these 
electrophoretic runs. 

This relationship also has interesting ramifications for the 
separation of more complicated mixtures, such as those shown 
in Figures 3 and 4. In Figure 3, the sample is a tryptic digest 
of Ii-casein. For comparison purposes, the sample is the same 
one prepared for another experiment (24). The digest mixture 
was diluted in the operating buffer one part in ten. A blank 
digest mixture was also studied. Only two small peaks were 
obtained for the blank, appearing near 3 and 4 min migration 
time. In Figure 4, an electropherogram is shown for a similarly 
prepared digest of bovine serum albumin (BSA). For both 
electropherograms the injection of the diluted sample was by 
gravity flow. The height difference between the two ends of 
the capillary was 13 em and the duration of the injection was 
1 min. 

In electromigration injection, there is a well-known bias 
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Figure 3. Electropherogram showing the separation of oligopeptides 
obtained from a tryptic digest of Il-casein. The sample was injected 
by gravity flow for 1 min. Other conditions are as in Table I. 

Figure 4. Separation of a tryptic digest of BSA. The conditions and 
injection are the same as in Figure 3. 

favoring ions with high mobility (7). More of the fast-moving 
ions are injected relative to slow-moving ones during the time 
while the voltage is applied. The injected amount also depends 
on sample conductance, which can be a serious problem in 
dealing with unknown samples. Here, this bias is complicated, 
however, by the enhancement of the height of peaks with tm 
around 6 min, which was already discussed. The trade-off 
between these two biases gave an interesting result when the 
digest samples were injected by gravity flow. 

The duration of the gravity injection for the digest samples, 
1 min, was much shorter than the 5 min required for gravity 
injection of alkali-metal cations and amines. For the fast­
er-moving cations, a 5-min gravity injection gave peaks com­
parable in area to those obtained from I-s electromigration 
injection. When electromigration injection was used for the 
samples of tryptic digest, peaks with tm > 11 min were not 
seen. They were attenuated to the base line by the bias against 
low-mobility ions in the electromigration injection process. 
Relative to gravity injection, the area of peaks with tm < 11 
min was also inversely proportional to tm• 

On the other hand, a 5-min gravity injection of the tryptic 
digest samples gave both peaks that were large compared to 
1 s electromigration and peaks that did elute with tm > 11 min. 
Decreasing the injection duration to one minute gave a much 
better separation. The conclusion is that the bias against low 
mobility ions with electromigration injection becomes sig­
nificant after tm "" 6 min, the migration time where the peak 
widths are minimized. It also suggests that better resolution 
could be obtained if shorter injection times by gravity flow 
were used. Improvements in base-line stability would make 
shorter injections feasible, because then small peaks would 
not be lost in the base-line noise. 

Digest, of proteins are normally separated by high-per­
formanc(, liquid chromatography (HPLC) and the resulting 
pattern cf peaks is used as a "fingerprint" for the identity of 
the biomolecule. In such an application, replicate separations 
of a digest must be reproducible. A separate dilution was 
made of "ach sample and comparable results were obtained. 

A chromatogram (HPLC) of the digest sample was dis­
cussed in the previous work (24). It was noted that 16 peptide 
fragment peaks were obtained for Il-casein, and 83 peaks for 
BSA were obtained by HPLC. The details of the chroma­
tography are given in that report. From Figures 3 and 4 it 
is apparent that CZE-IFD is approaching the separating power 
of the HPLC technique, in a time frame considerably shorter 
than the 2-h run required for that method. Finally, we note 
that in ref 24, the peptide fragments are separated as anions 
at pH 10 while here they are separated as cations at pH 3.7. 
The information is complementary. 

CONCLUSION 
Quinine sulfate is a versatile buffer component for sepa­

rating ar.d detecting cations in CZE-IFD. One set of condi­
tions (ratio of quinine to hydrogen ion in the buffer) was used 
to separate both small, high-mobility cations and large peptide 
fragments. With a change in the amount of excess H+ added, 
the pH can be adjusted to separate components that coelute 
at this buffer pH. Since the operating system is in aqueous 
solution, minimal sample preparation is required and very 
simple injection techniques can be used. Improved resolution 
could likely be obtained by using aspiration or positive 
pressure for injection. 

Increa,ing the proportion of the H+ in the operating buffer 
will reduce sensitivity for solutes. A pH less than 3.7 might 
be desired to separate weaker bases, such as aromatic amines. 
Weak bases such as aniline did not elute in the operating 
system llsed here. Reducing the pH in order to protonate 
weak bru.es has the disadvantage of increasing the number of 
positive charges in the buffer to be displaced by the solute 
cation. The effect is to increase the LOD for these solutes. 

If an application requires the resolution of difficult-to­
separate components, then theory indicates that the mobility 
of the ca-rier ion and the counterion (SO;- in this case) could 
be adjusted to enhance resolution. A gain in resolution in one 
specific part of an electropherogram would necessarily be offset 
by a redlction elsewhere. For example, if the carrier ion is 
chosen with lower mobility than quinine sulfate, then the point 
at which peaks elute symmetrically could be shifted to slow­
er-eluting components. With this method, large peptide 
fragments such as those that coelute around 12 min, in the 
electropherogram for BSA in Figure 4, might be better re­
solved. 
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Cluster Analysis Applied to the Selection and Combination of 
Buffering Electrolyte Systems Used for Capillary 
Electrophoresis of Anions with Water or Methanol as Solvents 1 

Ernst Kenndler' and Brigitte Gassner 

Institute for Analytical Chemistry, University of Vienna, Wahringerstrasse 38, A -1090 Vienna, Austria 

The use of methanol as a solvent for buffering electrolyte 
systems used for the electrophoresis In capillarh~s was ex­
amined by cluster analysis. For this general appmach, four 
methanollc electrolyte systems with different pH values were 
compared with eight aqueous systems. The Similarity be­
tween these 12 systems was described by thE! Euclidian 
distances, calculated from the values of the electrophoretic 
mobilities of 55 anions. Clusters were constructetj by use of 
a hierarchic algorithm and delineated by dendro!Jrams. On 
the basis of the structures of the clusters, an llppropriate 
selection Is derived for the combination of electrolylle systems. 
It was found, that at least one methanollc system must be 
selected for the most favorable combination of thre'e systems. 
Besides a phYSicochemical Interpretation, the validity of the 
clusters was empirically proved by comparison wiith clusters 
formed by systems characterized by attributes with randomly 
generated values. 

INTRODUCTION 

Organic solvents are used for buffering electrolyte systems 
in capillary electrophoresis because they often inJ1uence the 
mobilities of the analytes in a direction, which can improve 
the selectivity in a single system. Furthermore, the combi­
nation of aqueous and organic (or mixed) solvents ean be used 
in a multidimensional approach to increase the separability 
of analytes on the one hand, or to increase the probability of 
their identification on the other hand. This goal is better 
reached as the lower electrophoretic properties in the com­
bined systems correlate. 

Methanol is an often used organic solvent or solvent con­
stituent in electrophoresis in capillaries, especially in isota­
chophoresis (1). Besides the effect of the enhanced solubility 
of organic solutes, the advantage of the applicat ion of this 
solvent as a constituent in mixed aqueous-organic solvents 
was demonstrated on some examples (2-4). No broader ap-

1 This work is dedicated to Professor J. F. K. Huber on the occa­
sion of his 65th birthday. 

0003-2700/901036;!-0431$02.5010 

Table I. Electrolyte Systems for Isotachophoresis of 
Anions with Water or Methanol as the Solventa 

pH of 
leading 

code solvent electrolyte counterion 

3 H2O 3.0 )3-alanine 
4 H2O 4.0 )3-alanine 
5 H2O 5.0 creatinine 
6 H2O 6.0 histidine 
7 H2O 7.0 imidazole 
8 H2O 8.0 tris(hydroxymethyl)aminomethane 
9 H2O 9.0 2-amino-2-methyl-1,3-propanediol 
10 H2O 10.0 ethanolamine 

7' MeOH 7.76 triethanolamine 
8' MeOH 8.06 triethanolamine 
9' MeOH 9.22 tris(hydroxymethyl)aminomethane 
10' MeOH 10.3 cyclohexylamine 

a Leading ion: in aqueous systems chloride; in methanolie sys-
tems perchlorate. The methanol content is above 99.5% (w jw). 

proach was given, however, to evaluate the utility of pure 
methanol in capillary electrophoresis. 

Two main methods are proposed in the literature to 
evaluate the resemblance or the dissimilarity of analytical 
systems in a general mode: information theory and cluster 
analysis (5-8). Both methods were applied to isotachophoresis 
in previous papers (9, 10). In the present paper, cluster 
analysis is used to characterize and compare electrolyte sys­
tems with methanol or water as solvents for the aim of a 
rational selection of combinations of such systems. 

The cluster analysis follows the general scheme (11-13): 
selection of the taxonomic units (or data units), selection of 
the variables (or properties, attributes, features), definition 
of the measure of similarity, construction of the dissimilarity 
matrix, selection of a clustering procedure for the agglomer­
ation of the units and visualization, e.g. in a dendrogram, and 
finally the interpretation of the grouping. 

According to this scheme eight electrolyte systems with 
water and four systems with methanol as solvents at different 
pH values were selected as the taxonomic units. These sys­
tems were proposed for the isotachophoresis of anions (14, 

© 1990 American Chemical Society 
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Table II. List of Anions Used for the Characterization of 
the Electrolyte Systems by Cluster Analysis 

acetate 2,3-dibromobutyrate lactate 
acrylate 2,3-dibromopropionate levulinate 
benzoate dichloroacetate mandelate 
bromate enanthate methacrylate 
bromide fluoride 2-naphthalenesul-
bromoacetate fluoroacetate fonate 
2-bromopropionate formate nicotinate 
5-bromosalicylate glucuronate nitrate 
butyrate glutamate nitrite 
caproate glycerate pelargonate 
caprylate glycolate picrate 
chlorate 2-hydroxybutyrate propionate 
chloroacetate 3-hydroxybutyrate pyrovate 
m-chlorobenzoate 2-hydroxyisobutyrate salicylate 
o-chlorobenzoate iodate sorbate 
p-chlorobenzoate iodide thiocyanate 
2-chloropropionate iodoacetate trichloroacetate 
cinnamate isovalerate trifluoroacetate 
crotonate valerate 

15). The values of the relative electrophoretic mobilities of 
55 anions in each system were chosen as the features for the 
calculations. Similarity was described by the Euclidian dis­
tances between the points, by which the electrolyte systems 
could be represented in the corresponding (55-dimensional) 
pattern space. The grouping was finally visualized by a hi­
erarchic clustering method. The interpretation of the grouping 
found was based on the physicochemical parameters, which 
influence the effective mobilities of the analytes in the elec­
trolyte systems. The existence of a "real" structure of the data 
was proved by comparison with systems characterized by 
features with randomly chosen values. 

EXPERIMENTAL SECTION 
The values of the relative mobilities (RE values) of 55 anionic 

compounds, shov.n in Table I, were used as variables for the cluster 
analysis of the 12 operational taxonomic units (eight aqueous and 
four methanolic electrolyte systems, given in Table Il). The RE 
values are the ionic mobilities, mj, of the analytes, i, related to 
the mobility of the leading ion, mL: RE,i; mLI mi' They were 
taken from data published by Hirokawa et al. (14,15). The data 
in water were calculated from known absolute mobilities and pK, 
values according to an algorithm described in ref 14. The RE 
values in methanol (purity> 99.5% (w/w» were measured by 
isotachophoresis. The pK, values were calculated based on these 
data (15). The leading ions were chloride in aqueous and per­
chlorate in methanolic buffers. 

Only those anions were selected for the present investigation, 
for which a complete data set, concerning the RE and the pK, 
values, was available. For five anions (2,3-dibromobutyrate, 
5-bromosalicylate, trifluoroatetate, glutamate, and glucuronate), 
some of the RE values were not given in the literature but could 
be obtained by extrapolation. In a similar way, pKa values not 
given in refs 14 and 15 could be approximatad from data measured 
in similar solvent systems (2, 16), whereby a data set based on 
55 solutes remained. 

The clustering procedures were carried out by the statistical 
package SPSS-X 3.1 (SPSS, Inc., Chicago, IL). The clustering 
algorithms (average and single linkage) were sequential, agglom­
erative, hierarchic, and nonoverlapping. The Euclidian distances 
were calculated from the scaled RE values (zero mean, unit var­
iance). The random numbers were generated by using the NAG 
Fortran Library Mark 12 (Numerical Algorithms Group, Ltd., 
NAG Central Office, Oxford, U.K.). An IBM 3090/400E-VF was 
used for the calculations. 

RESULTS AND DISCUSSION 
Comparison of Aqueous Electrolyte Systems Based on 

Different Numbers of Solutes. A first step was to clarify 
whether the actual data units based on the attributes of the 
55 anions selected in the pure aqueous solvent can be con­
sidered to be representative for the larger data set, consisting 

Table III. Similarity Matrix of the Aqueous Electrolyte 
Systems Given by the Euclidian Distancesa 

relative Euclidian distance 

system 8 10 

3 ('.000 
4 ('.165 0.000 
5 ('.643 0.486 0.000 
6 ('.919 0.785 0.321 0.000 
7 ('.975 0.846 0.391 0.067 0.000 
8 ('.978 0.849 0.396 0.073 0.011 0.000 
9 ('.981 0.852 0.400 0.103 0.076 0.069 0.000 

10 1.000 0.872 0.449 0.240 0.231 0.224 0.156 0.000 

(lThe values of the Euclidian distances are related to the largest 
distance (between the systems 3 and 10). The numbers of the 
systems correspond with Table 1. 

-------------

,,, 

'" 

(HI I 
Figure 1. Dendrogram as the result of the average linkage algorithm 
based on the REvalues of 55 solutes in aqueous electrolyte systems. 
The symbo,s of the systems correspond to their pH values, as given 
in Table 1. .6. = normalized distance. 

of 263 anions, which was investigated in a previous paper (10). 
For thi:; comparison the similarity matrix was calculated 

and is given in Table III. It is based on the Euclidian dis­
tances between the points (in a 55-dimensional pattern space), 
which rep-esent the aqueous buffering systems given in Table 
II. It can be seen from Table III that systems 3 and 10 show 
the largest value of l.000 for the relative distance. This is in 
agreemen: with the result previously derived from the larger 
data set consisting of the values of 263 anions. Accordance 
is also observed for the sequences of, e.g., the five most similar 
pairs of s,IStems: the smallest distances are found between 
(7,8), (6,~), (8,9), (6,8), and (7,9) in the present paper, and 
between (8,9), (9,10), (7,8), (7,9), and (6,7) in our previous 
investigation. 

The high agreement of the results can also be visualized 
clearly by comparing the respective dendrograms. The den­
drogram based on the data set from 55 anions was calculated 
with the same average linkage algorithm as the one demon­
strated pl'eviously and is shown in Figure l. The A values 
in the dendrograms are the Euclidian distances, d, normalized 
in the interval [0,1], according to A = (dm., - d)ldma<' dm", 
being the largest distance. 

If this dendrogram is used for the selection of three systems 
as discussed (10) a grouping into (3,4), (5), and (7,8,6,9,10) 
is found. This is exactly the same result that was obtained 
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Table IV. Similarity Matrix of the Aqueous and the Methanolic Electrolyte Systems Given by the Euclidian Distances" 

Euclidian distance 

system 8 9 10 7* 8* 9* 10* 

3 0.00 
4 1.06 0.00 
5 4.07 3.12 0.00 
6 5.90 5.04 2.08 0.00 
7 6.26 5.43 2.51 0.43 0.00 
8 6.28 5.45 2.54 0.47 0.07 0.00 
9 6.30 5.47 2.57 0.66 0.49 0.44 0.00 

10 6.42 5.60 2.88 1.54 1.48 1.44 1.00 0.00 
7* 2.19 2.35 4.26 5.82 6.14 6.16 6.18 6.29 0.00 
8* 2.21 2.25 4.07 5.65 5.97 5.99 6.02 6.15 0.54 0.00 
9' 5.06 4.61 3.57 3.79 3.94 3.96 4.12 4.61 4.56 4.34 0.00 

10* 6.09 5.59 4.07 3.70 3.73 3.75 3.91 4.39 5.65 5.43 1.51 0.00 

"The numbers of the systems correspond with Table I. The methanolic systems are indicated by an asterisk. 

when cluster analysis was based on the values from 263 anions. 
A small deviation of the results (concerning the sequence 

within the subcluster containing the systems 6 b 10) is not 
relevant in practice, because it was found-at least for aqueous 
systems-that the combination of more than threE' electrolyte 
systems out of the properly chosen subclusters does not en­
hance the identification power of the electrophoretic method 
significantly (10). 

It can be concluded from the results derived that the 
aqueous electrolyte systems are characterized equivalently by 
the reduced set of data (obtained from 55 solutes) compared 
to the larger data set (obtained from 263 solute,). 

Similarity of Electrolyte Systems with Water or 
Methanol as Solvents. In order to evaluate the similarities 
of the electrolyte systems with water or methanol as solvents, 
again the Euclidian distances (based on the RE values) were 
used as a measure of resemblance. The resulting similarity 
matrix is given in Table IV. The corresponding dendrograms 
were calculated with an average linkage and with a single 
linkage algorithm. They are shown in Figure 2. It can be 
seen that both dendrograms are well structured; they consist 
of subclusters with high similarity of the units on the one hand, 
e.g. with C!. values larger than 0.9 for the groups (",8,6,9) and 
(7*,8*), but also connections of the main subclusters at low 
C!. values (less than 0.2 or 0.5, respectively), on the other hand. 
Both algorithms connect, however, two different groups on 
the last level of agglomeration. The average linkage algorithm 
leads to two main subclusters, both consisting of aqueous as 
well as methanolic systems: (3,4,7*,8*) and 
(7,8,6,9,10,5,9*,10*). From the single linkage al,:orithm the 
methanolic systems 9* and 10* are found together in one and 
the other aqueous and methanolic systems in another large 
subcluster. (It should be mentioned that the sirgle linkage 
algorithm seems to be the least successful in many cases, 
compared with other hierarchic clustering algorithms (19).) 

If electrolyte systems out of three subclusters were selected 
in a further step, identical results are obtained with both 
algorithms: the three subclusters consist of the systems 
(9*,10*), (7*,8*,3,4), and (5,6,7,8,9,10). From these results 
it can be seen that the electrolyte systems with the lowest pH 
values in both solvents-(8,4) and (7*,8*)-behave similar. 
The aqueous systems with pH values from 5 to 10 are very 
similar, too, which is in accordance with OUf previous results. 
The methanolic systems 9* and 10* are forming separate 
clusters in any case. 

If these results are used to select combinations of three 
electrolyte systems are proposed (10), one system out of each 
of the three following groups must be chosen: (3,4,7*,8*), 
(9*,10*), and (5,6,7,8,9,10). From this result it 2an be con­
cluded that the application of methanol as sol ;ent of the 
buffering electrolyte systems leads indeed to an improvement 

of the selectivity in the electrophoresis of anions. 
It should be mentioned that a variation of the extrapolated 

RE values (see Experimental Section) even by 20% did not 
influence the structure of the clusters. 

Plausibility of the Results. The observation of a 
structure in a set of data by cluster analysis does not imply, 
per se, that this structure originates by any real relation be­
tween the distinct attributes. The resulting structure which 
is found always has to be critically interpreted based on 
plausible physicochemical relations. 

If this critical sight is applied to the present case, it can 
be assumed that the most important influence on the changes 
of the electrophoretic behavior of the analytes is caused by 
the degree of dissociation. It determines in a very pronounced 
way the effective mobility, m;'ff, which depends on the actual 
mobility mi (the mobility of the fully dissociated species of 
the analyte, i, at the given concentration), the pH value of the 
sample zone, and the pK. value of the analyte, given by the 
relation m;'ff = mJ (1 + lOpKCPH). 

It is well-known that organic solvents can influence the 
dissociation constants of neutral acids of the type HA, often 
by several orders of magnitude (e.g. ref 2 and the literature 
cited there). Addition of solvents like methanol, acetonitrile, 
or dimethyl sulfoxide to water increases the pK. values of these 
acids. In fact, an increase of the pK. values of the analytes 
is found in methanol compared with water, as shown in Figure 
3. It can be seen that the pK. values in water range from 
about -3 to +5, whereas the corresponding range in methanol 
is 3 to 4 pK units higher. The extent of this increase is not 
identical, considering the particular analytes, but fluctuates 
within a certain range. This different influence is reflected 
by the relatively low value of 0.911 for the linear correlation 
coefficient for the correlation between the pK, values in 
methanol and water, respectively. 

The fact that the main part of the analytes have pK, values 
of about 3-5 in water and 6.5-9 in methanol (Figure 3) sup­
ports the plausible explanation of the results about the sim­
ilarities of the electrolyte systems obtained by cluster analysis. 
The most pronounced variations of the effective mobilities 
must be expected in buffering systems whose pH values are 
in the pK. region of the main part of the analytes. The 
systems 3, 4, 7*, and 8* are found indeed in the same sub­
cluster. It can be assumed that in pure aqueous electrolyte 
systems with pH values larger than 5 the variation of the pH 
value has no relevant influence on the effective mobilities: 
indeed systems 5 to 10 are found in the same subcluster. In 
a first view a similar argument should be valid for systems 
9* and 10* These systems are not found, however, to be 
closely related with systems;; or f) as expected. A plausible 
explanation for this deviation can be derived from the different 
solvation effects of water and methanol on the anions. These 
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Figure 2. Dendrograms as the results of the average linkage and the 
single linkage algorithm. The calculations were based on the REvalues 
of 55 anions in aqueous and rnethanolic electrolyte systems. The 
symbols of the systems are according to Table I. The methanolic 
systems are indicated by asterisks. ~::;; normalized distance. 

different effects can additionally lead to decisive changes of 
the actual mobilities in both solvents. This assumption is 
supported by the evaluation of the correlation between the 
(absolute) mobilities of the (obviously totally dissociated) 
analytes in water and methanol, respectively (14, 15); a low 
value of 0.882 is obtained for the linear correlation coefficient. 
This result reflects that different solvation leads to relevant 
differences of the electrophoretic properties of the analytes 
in the buffering systems of higher pH values. Thus, the 
dissimilarity between the corresponding systems in water and 
methanol can be plausibly explained. 

Similarity of Systems Characterized by Attributes 
Based on Random Numbers. One has to decide from case 
to case whether the variables of the data units show clustering 
tendencies that reflect meaningful relations of the systems. 
The problem of the validity of the structures of clusters is 
treated in the mathematical literature in several ways (17-22). 
Nevertheless there is no straightforward algorithm, which 
delivers a decision criterion on the validation of the resulting 

>- " u 
2 
::0 
<Y 
Ul 2( 

Ii: 

IS 

I( 

r 25 
u 
~ 
::0 

f? 20 

" "" 
15 

10 

H2O 

.} -2 "1 0 I 3 4 5 6 7 8 9 10 

pKa 

MeOH ,..--

-3 -2 -1 0 1 2 3 4 5 6 7 8 9 10 

pK, 

Figure 3. Distribution of the pK. values of the solutes in water and 
methanol. 

structures of clusters, comparable, e.g., to the criteria for the 
null hypothesis in statistics. Therefore the problem of the 
aggregation of entities into clusters was investigated for the 
case that these entities or units are defined by variables which 
have randomly chosen values. For this approach the taxo­
nomic units were characterized by a series of random numbers, 
based on a normal distribution, and a Poisson distribution, 
respectively. These types of distributions were selected be­
cause they often occur in the statistical treatment of analytical 
chemistry. 

Values of 2.58 and 5.0 were taken for the mean and for the 
standard deviation, respectively, of the normal distribution 
for the random numbers, since the same values were found 
taking all relative mobilities into account. For the same 
reason, the Poisson distribution was characterized by a value 
of 2.58 for the parameter A. Both distributions of the random 
numbers led to nearly identical results. Therefore the dis­
cussion is focused to the clusters derived from the Gaussian 
distribution. 

Cluster analysis was applied based on different numbers, 
N, of attributes. N covers the range from N = 5 to N = 500 
for each of the 12 units. Small numbers for N were also 
considered, because in analytical investigations often only 
relatively few experimental data are available. 

The results of the clustering procedure, based on the average 
linkage algorithm, are shown in Figure 4, where the units are 
symbolized in the dendrograms by the letters A to L. One 
can see very well structured clusters derived from N = 5 
variables. Even from N = 10 variables a well-structured 
cluster is obtained, although random numbers are the source 
of the interrelation of the data. From 50 variables on, the 
dendrograms lead to less structured images, where the par-
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Figure 4. Dendrograms illustrating the similarity of taxonomic systems (A to L) characterized by randomly chosen values of the features. The 
random numbers were generated according to a normal distribution. N = number of taxonomic attributes per system. Ll = normalized distance. 

ticular pairs of systems agglomerate at a low level 0' similarity 
(Llless than 0.3). This picture is enforced for hig:, numbers 
of variables where the dendrograms approach the image of 
the cluster, which is obtained, when the data are in fact totally 
uncorrelated, and where all systems would be linkEd together 
at a Ll level of zero. 

On comparison of the clusters obtained from /Ii = 50 var­
iables with the randomly chosen values in Figure <[ with that 
formed by the RE values of the electrolyte system; shown in 
Figure 2, which was derived from a similar number of at­
tributes, two totally different images can be obs'lrved. All 
former units are highly dissimilar (the maximum value for Ll 
is smaller than 0.3). In contrast, the clusters obtained from 
the electrolyte systems show pairs with high similarities on 
the one hand-(7,8), (7*,8*), etc.-and units agg'egating at 
low values on the other hand. It can therefore be assumed 
that the similarities between the electrolyte SyStE ms, which 
are elucidated by cluster analysis, are indeed bas"d on their 
physicochemical properties as discussed above end not by 
random characters. 

Our results show that the structures obtained by clustering 

procedures must be interpreted very carefully, because high 
similarities can originate even from a random character of the 
attributes, especially when the procedure is based on only few 
values of the attributes. 
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Experimental Verification of Parametelrs Calculated with the 
Statistical Model of Overlap from Chromatograms of a 
Synthetic Multicomponent Mixture 

Scott L, Delinger and Joe M, Davis· 

Department of Chemistry and Biochemistry, Southern Illinois University, Carbondale, Illinois 62901 

A synthetic mixture of 56 hydrocarbons was prepared and 
partially resolved by capillary gas chromatography to exper­
Imentally test the predictions of the statistical model of 
overlap. Various statistical parameters characteristic of both 
the mixture and the chromatographic process, including the 
expected number of detectable mixture components and the 
expected numbers of singlet and multiplet chromatographic 
peaks, were theoretically estimated from several dozen 
chromatograms of this mixture by using two procedures, 
These theoretical parameters were then compared to their 
experimental counterparts, which were known for the syn­
thetic mixture, Excellent agreement between experiment and 
theory was found at low chromatographic saturations, This 
agreement affirms earlier predictions based on this model and 
supports the argument that peak overlap can be addressed 
In some Instances by theoretical means, At higher satura­
tions, systematic departures of experiment from theory were 
found, In particular, the experimental numbers of Singlet and 
multiplet peaks are smaller and larger, respectively, than 
those predicted, when the peak capacHy Is less than roughly 
twice the number of components. 

INTRODUCTION 
A simple statistical theory was developed some years ago 

(1), in parallel with the work of others (2, 3), to quantify the 
severity of peak overlap in multicomponent chromatograms. 
This theory was restricted to the limited but surprisingly 
common case in which mixture components elute in a random 
manner from the chromatographic column. The principal 
conclusion drawn from this theory was that overlap in such 
chromatograms is surprisingly high and that the number of 
peaks (especially singlet peaks) is considerably smaller than 
intuitively expected. A procedure was then suggested by which 
several stetistical parameters characteristic of both the mixture 
and the chromatographic process could be estimated directly 
from the chromatogram. These parameters include the ex­
pected number of detectable components in the mixture and 
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the expected numbers of singlet and multiplet peaks in the 
chromatogram, The validity of this procedure, or slightly 
modified versions thereof, was verified in several groups by 
detailed analyses of computer-simulated chromatograms, for 
which thE,se statistical parameters were known (4-8). These 
procedures have since been used to estimate these and other 
statistical parameters from a limited number of experimental 
gas (6, 9--11) and liquid (8) chromatograms of petroleum, 
environmental, and natural-product mixtures. Although these 
parameters were not verified by other types of measurement 
(and indeed most could not have been), by and large they were 
consistent with those calculated from computer-simulated 
chromatograms. The original theory has been reinterpreted 
(12) and extended by others, particularly by Martin, who has 
proposed an analogy between the models of peak overlap and 
polymer degradation (13), developed a theory of peak overlap 
applicable to chromatograms of both simple and complex 
mixtures (14), and significantly extended the working range 
over which statistical parameters can be reliably evaluated 
from mu:.ticomponent chromatograms (15), 

Although these studies affirmed that peak overlap is a 
serious problem in multicomponent chromatograms, our 
opinion iB that the practical implications of this problem are 
not fully appreciated, One serious implication is that de­
terminations based on the measurement of peak area or height 
in such chromatograms can often be erroneously high, because 
one fails 1;0 account for the likelihood of overlap, Such errors 
may have serious consequences in legal issues (11), Similar 
problem, are found in the preparative chromatography of 
complex mixtures, Unless one deals with simple mixtures, 
the likelihood of isolating a pure component is vanishingly 
small, and contamination to some degree is almost inevitable, 

One rEason that the problem of overlap is not fully ap­
preciatec. may well be the dearth of experimental evidence 
directly wpporting the predictions of theory. Skeptics can 
argue that previous studies of overlap in simulated chroma­
tograms are only partially relevant to our understanding of 
overlap b real-world chromatograms, which behave far less 
ideally than the simulated ones, They can also point out that 
the true values of parameters previously estimated by theory 
from experimental chromatograms were unknown and that 
theory and experiment could consequently not be compared. 

© 1990 Amer can Chemical Society 



In this paper, we report the first detailed experimental 
verification of statistical parameters estimated from multi­
component chromatograms by theoretical means. More 
specifically, we report estimates of several statistical param­
eters determined from several dozen gas chromE.tograms of 
a synthetic mixture of 56 detectable components. These 
parameters, which include estimates of the expec';ed number 
of detectable mixture components, the expected numbers of 
singlet and multiplet chromatographic peaks, and the prob­
ability of resolving singlet peaks, were estimated with pro­
cedures based on the simplest of theoretical models, the 
statistical model of overlap (SMO). Because the mixture was 
prepared and characterized in the laboratory (see below), 
experimental values of these parameters were known and 
could be compared directly to theoretical predictions. The 
excellent agreement confirms the validity of using theoretical 
models to quantify overlap in multicomponent chromato­
grams, when well-defined criteria are satisfied. It also affirms 
the sobering conclusions suggested by previous s';udies, with 
respect to the severity of that overlap. 

THEORY 
The theory underlying the SMO is well docu:nented (1); 

only a brief review is given here. In the SMO, the expected 
number p of peaks in a multicomponent chromatogram con­
taining m randomly distributed single-component peaks 
(SCPs), each of which corresponds to a detectable mixture 
component, is (1) 

(1) 

where m, the expected number of SCPs in the chromatogram, 
is a statistical approximation to m, a = mine is the average 
component saturation of the chromatogram, and the peak 
capacity ne is 

x X 
ne = ~ = 4oR,* (2) 

where Xo is the minimum span required betwe'on adjacent 
SCPs to resolve them by resolution R,*, and (J is the standard 
deviation of any representative SCP in region X. Clearly, p 
is less than m for all values of ne; some observed peaks are 
multiplets, because insufficient capacity exists for total res­
olution. 

When specific criteria are satisfied (see below), the number 
m can be estimated by fitting experimentally determined 
values of p and ne to eq 1 (16). Alternatively, eq 1 can be 
linearized, viz. 

Inp = In m - mine = In m - mxolX (3) 

and a plot of the experimental data in the form, In p vs ne-I, 
or In p vs xol X, is a line with slope -m and intercept In m 
(1). From such a plot, two independent appro,imations to 
m are thus obtained: one from the slope, which i1 termed m,j, 
and the other from the intercept, which is termed min' As 
observed elsewhere (16), these two approximations to m 
strictly should not be determined independe:1tly in this 
manner. This small procedural error is nevertheleBs fortuitous, 
because the two approximations should agree witb in statistical 
error, and one can use this agreement (or lack thereof) to 
evaluate the credibility of the approximations. 

Once the approximation to m is so determinE.d, the satu­
ration a can be calculated from either eq lor, if ne is known, 
the defmition a = mine. With these approximations to m and 
a, the expected numbers of singlet and multiplet peaks in the 
chromatogram can then be estimated from theory. In par­
ticular, the expected numbers s, d, and t of singlet, doublet, 
and triplet peaks, respectively, are (1) 

(4a) 
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d = me-2a (1 - e-a ) 

t = me-2a (1 - e-a )2 

(4b) 

(4c) 

With the definition a = minco one can express eqs 1 and 
4 in the alternative dimensionless forms 

pine = ae-a 

sine = ae-2a 

dine = ae-2a (1 - e-a ) 

tine = ae-2a (1 - e-a)2 

(5a) 

(5b) 

(5c) 

(5d) 

These equations express the fractions of the peak capacity 
utilized in the resolution of peaks, singlet peaks, doublet peaks, 
and triplet peaks, respectively. These fractions depend on 
saturation a only and are surprisingly small; the maximum 
values of pine and sine are about 0.37 and 0.18, respectively 
(1). 

The resolution R,* chosen to resolve adjacent SCPs into 
separate peaks is somewhat arbitrary and is typically dictated 
by convenience and experimental limitations. Because the 
value assigned to R,* determines both ne and a, however, the 
actual numbers of peaks, singlets, etc., one calculates from 
the above equations depend on R,*. One useful value of R, *, 
as determined empirically from analyses of computer-simu­
lated chromatograms, is 0.5. With this assignment, the peak 
numbers predicted by the above equations can be identified 
with chromatographic maxima, as long as a < 0.5 or so (4-6, 
8). Others have suggested, on both theoretical and empirical 
grounds, that a more appropriate value of R,* lies between 
0.7 and 0.8, when peaks are identified with chromatographic 
maxima (12, 17). We prefer the assignment, R,* = 0.5, which 
has proven applicability, because the accuracy of statistical 
parameters estimated by the SMO with the larger R, * value 
has not been investigated. All values of ne and a reported in 
this paper are consequently referenced to R,* = 0.5. 

Because the SMO is based on a relatively simple theory of 
peak overlap, it is not applicable to every multicomponent 
chromatogram. The basic criteria that must simultaneously 
be satisfied, if one is to estimate reliable statistical parameters, 
are discussed in detail elsewhere (6, 7). Here, we simply state 
them: m,j must equal min within statistical error, the graph 
of In p vs ne- 1 or xol X must be linear, and a must be less than 
0.5 or so, when R, * = 0.5. Additional criteria may be useful, 
but these are prerequisite. Unless otherwise noted, the sta­
tistical parameters graphed or tabulated in this study were 
determined from chromatograms that satisfied these criteria. 

EXPERIMENTAL SECTION 
Preparation of Synthetic Mixture. A synthetic mixture was 

prepared from 54 C6-ClO alkane and alkene analytical standards 
(Chem. Service, West Chester, PAl, which were dissolved in 
high-purity tetradecane (Matheson, Coleman, and Bell, Norwood, 
OHio The identities of these standards are reported in Table I. 
Tetradecane, which has a much higher boiling point than any 
standard, was chosen as a solvent to avoid the masking of poorly 
retained standards by an early eluting solvent peak. (Our initial 
solvent choice, CS2, is supposedly almost transparent to a flame 
ionization detector (18), but we observed unusually strong re­
sponses to our flame, even after purification.) These 54 standards 
were deliberately selected from a larger set, such that the boiling 
points of those selected were randomly distributed in temperature 
(r = -0.998; average increment between boiling points, 0.6 °C). 
This selection was made to increase the likelihood that the 
standards would elute randomly from the nonpolar capillary 
chosen for partial resolution of the mixture. In general, nonpolar 
species elute from nonpolar columns on the basis of boiling point 
(19). 

Prior to the preparation of the mixture, the relative retention 
times of all standards were measured. Approximately ten small 
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Table I. Constituents of 56-Component Test Mixture, 
Listed in Order of Elution 

component 

2,2-dimethylbutane 
3-methyl-l-pentene 
2,3-dimethylbutane 
I-hexene 
2-methyl-2-pentene 
l,l,l-trimethylbutane 
cis-3-methyl-2-pentene 
2,2-dimethylpentane 
2,2,3-trimethylbutane 
5-methyl-l-hexene 
cyclohexane 
trans-2-methyl-3-hexene 
4-methyl-l-hexene 
2-methylhexane 
2,3-dimethylpentane 
3-methylhexane 
2-methyl-l-hexene 
l-heptene 
2,2,4-trimethylpentane 
trans-3-heptene 
2-methyl-2-hexene 
trans-2-heptene 
cis-2-heptene 
methylcyclohexane 
2,5-dimethylhexane 
2,4-dimethylhexane 
trans-2-methyl-3-heptene 
2,3,4-trimethylpentane 

component 

2,3-dimethylhexane 
2-methylheptane 
3,4-dimethylhexane 
4-methylheptane 
3-methylheptane 
2,2,5-trimethylhexane 
cyclopentanone 
I-octene 
trans-4-octene 
trans-3-octene 
2-octene 
ethylbenzene 
4-methyloctane 
3-methyloctane 
2-methyl-l-octene 
I-nonene 
trans-4-nonene 
trans-3-nonene 
2-methyl-2-octene 
trans-2-nonene 
3,6-dimethyloctane 
4-methylnonane 
2-methylnonane 
I-decene 
trans-4-decene 
trans-5-decene 
trans-3-decene 
trans-2-decene 

submixtures were prepared by dissolving six or so different 
standards in tetradecane (0.1 % by volume), and each was chro­
matographed. Because the resultant chromatograms contained 
as many maxima as the submixtures contained components, we 
inferred that these maxima were SCPs, to which relative retention 
times were assigned. A trial mixture was then prepared by dis­
solution of the 54 standards in tetradecane (0.1 % by volume). 
This mixture was repetitively chromatograph ed, until we em­
pirically found separation conditions that appeared to produce 
a nearly random elution profile. The apparent randomness of 
this profile was interrupted by two gaps, which were eliminated 
by the addition of the two compounds, ethylbenzene and cyclo­
pentanone, to the mixture. A chromatogram of this new 56-
component mixture was then generated as before. We then 
compared the retention times of the observed maxima in this 
chromatogram to the SCP retention times previously determined. 
(As far as we could tell, the components of the submixtures and 
trial mixture exhibited the same elution order, although slight 
changes in absolute retention times were noted.) From this 
comparison, we determined the experimental numbers of singlet 
and multiplet peaks in the chromatogram. These numbers were 
then compared to the values theoretically predicted by eqs 4a-c. 
The close agreement affirmed that we had, by trial and error, 
found good conditions for a test of the SMO. 

A test mixture was then prepared identically to the trial mixture 
described above, except that the concentrations assigned to its 
56 components were varied exponentially about the mean value, 
10 I'LjmL (analytejsolvent), with an exponential random-number 
generator. This variation was implemented to make the synthetic 
mixture more closely resemble a "real world" mixture, the chro­
matograms of which commonly contain peaks that are distributed 
exponentially or quasi-exponentially in amplitude (3,6,8,20). 
Each resultant concentration was then increased by the constant 
amount, O.lI'LjmL, to ensure detectability above background 
noise. Because of this modification, and because the detector 
response differed for different standards, only an approximate 
exponential amplitude distribution was obtained in practice. 

Chromatography. The synthetic mixture was partially re­
solved on 10- and 30-m segments of a 320-l'm-i.d. fused silica 
capillary, to which was bonded a 1.0-l'm film of DB-1 (J and W 
Scientific, Folsom, CAl. The capillary was incorporated into a 
Shimadzu GC9-AM modular gas chromatograph (Shimadzu 
Scientific Instruments, Columbia, MD) equipped with a SPL-9 

split-splitbss injector and a flame ionization detector. Aliquots 
of 1.0 I'L of test mixture were injected with a lO-I'L syringe 
(Hamilton 80., Reno, NV). The chromatographic conditions were 
as follows: carrier, helium (see below for flow rates); split ratio, 
20:1; inject,,, temperature, 275°C; detector temperature, 275°C; 
hydrogen flow rate to detector, 35 mLjmin; air flow rate to de­
tector, 300 mLjmin. Chromatograms and retention times were 
acquired on a Shimadzu CR-6A Chromatopac data recorder. 

The peElk capacity, chromatographic saturation, and peak 
number were changed systematically in different chromatograms 
by proporti onally varying the oven heating rate r and helium flow 
rate F, which maintained throughout the study the random elution 
profile previously determined (6,20). The r j F program for the 
30-m capillary was as follows: 25.0 mL at 36°C; first ramp, 0.80 
°CjmL to 135°C; second ramp, 3.20 °CjmL to 80 °C; third ramp, 
1.20 °CjmL to 120°C; and fourth ramp, 4.00 °CjmL to 240°C. 
The rjF pIOgram for the lO-m capillary was as follows: 7.89 mL 
at 30°C; first ramp, 1.38 °CjmL to 45°C; second ramp, 2.61 
°CjmL to 100°C; third ramp, 5.07 °CjmL to 150°C. In both 
programs, the purpose of the final ramp was to rapidly flush 
solvent from the capillary. The flow-rate ranges covered by these 
programs were 1.55-10.00 mLjmin for the 30-m capillary and 2.60 
to 15.00 mLjmin for the 10-m one. (Clearly, the capillaries were 
operated far from the optimal velocity.) These somewhat com­
plicated r j.P programs were used to overcome slightly systematic 
elution pal terns, which otherwise prevented the attainment of 
a random dution order. 

PROCEDURES 
Several peak numbers must be measured in multicompo­

nent chronatograms, if one is to carry out a regression against 
eq 3 and calculate statistical parameters. These measurements 
must be consistent with the somewhat nonintuitive definition 
of a "peak' (4), as defined byeq 1. Several acceptable methods 
of peak co~nting have been reported (4-8); each differs from 
the others in the value of resolution R, * chosen to resolve 
adjacent SCPs into separate peaks. Here, we examine two 
of these methods: one by which several "peak" numbers, and 
another by which a single peak number, are determined from 
the same chromatogram. With the former method, sufficient 
data are acquired from the single chromatogram for purposes 
of regression. Because the latter method yields only one peak 
number per chromatogram however, several chromatograms 
are requir,ed for purposes of regression. 

Single-Chromatogram Method. The details of this me­
thod are reported elsewhere (7) and are only briefly reviewed 
here. In essence, the numbers of spacings between adjacent 
chromatog:raphic maxima that equal or exceed a set of arbi­
trarily chosen spacings Xo are identified with a set of numbers 
p. (The arbitrary spacings Xo effectively defme several "peak" 
capacities :n accordance with eq 2; different resolution factors 
Rs * are associated with the different values of xo.) These data 
are then e<pressed as the ordered pairs (xo/ X, In p), where 
X is the span between the first and last maxima in the 
chromatogram. For values of Xo less than 20" or so, the num­
bers p are constant; these data are discarded. The remaining 
ordered pairs are fit to eq 3. 

Here, in each chromatogram, the spacings between adjacent 
maxima w'ere measured as differences between the retention 
times of adjacent maxima, and span X was measured as the 
difference between the retention times of the first and last 
maxima. The data set (xo/ X, In p) was generated with a 
computer algorithm written in Applesoft Basic and subse­
quently fit to eq 3 by procedures previously reported in the 
Appendix of ref 11. The statistical parameters calculated from 
these proc"dures include m,., mm' a weighted approximation, 
mav" to m determined from msl and mm, s, d, t, " (defined by 
R,* = 0.5), the expected standard deviations of all these pa­
rameters, and a reduced x', which is a measure of the goodness 
of fit of tb e data set to eq 3. 

MultipJe-Chromatogram Method. The details of this 
method ar·e also reported elsewhere (4-{;,8). In essence, the 



numbers of maxima in a series of chromatograms of different 
efficiency (Le., chromatograms with different numbers of 
theoretical plates) are identified with a set of numbers p. The 
peak capacity of each chromatogram in the serie, is approx­
imated as X/2(J (Le., R,* = 0.5), where X is the sp:m between 
the first and last maxima in the chromatogram and (J is the 
representative standard deviation of SCPs in the chromato­
gram. The ordered pairs (2(J / X, In p) so determined are then 
fit to eq 3. 

Because multicomponent chromatograms contain peaks 
that are not necessarily SCPs, (J cannot generally be deter­
mined directly from them. Here, (J was estimated by an 
adaptation of a previously suggested method 11), i.e., by 
chromatographing one of the simple submixture,; described 
above under conditions identical with that for the test mixture, 
calculating the standard deviations of the SCP" in the re­
sultant chromatogram, and computing (J from the"e standard 
deviations. Because these SCPs are more or les, uniformly 
distributed over span X, the (J calculated from them is fairly 
representative of the entire chromatogram. For reasons that 
will be apparent later, several approaches were used to esti­
mate (J from these standard deviations. In the firs t approach, 
we assumed that each of the SCPs in the simple chromatogram 
was Gaussian and calculated the standard deviation of each 
from well-known formulas. In the second approach, which 
precluded any assumptions about peak shape, the SCPs were 
digitized with a True Grid 1011 Digitizer (Houston Instru­
ments, Austin, TX), second moments were calculated from 
these digitized representations, and standard deviations were 
then calculated from these second moments. In both ap­
proaches, (J was calculated from these standard deviations both 
as a simple arithmetic average and as an integrat,ed average. 
The arithmetic average was straightforwardly calculated as 
the sum of the standard deviations, divided by the number 
of standard deviations. In contrast, the integrated average 
was calculated by plotting the standard deviE.tions as a 
function of retention time and then determining by numerical 
integration the average value of the cubic-spline function that 
fit these data. The arithmetic and integrated averages dif­
fered, because the standard deviations of the SCPs varied 
substantially with retention time (see below). Finally, because 
visual inspection of the chromatograms suggested t hat the test 
mixture and the submixtures produced SCPs with slightly 
different widths, perhaps due to differences in concentration, 
we also calculated the standard deviations of known SCPs in 
chromatograms of the 56-component test mixture. For pur­
poses of this calculation, we assumed that the SCPs were 
Gaussian. (As observed above, one cannot in gem.ral do this, 
because the SCPs in chromatograms of real-world multi com­
ponent mixtures are typically not known.) Quantity (J was 
then estimated from these standard deviations as both ar­
ithmetic and integrated averages. In all cases, the ordered 
pairs (X/2(J, In p) were fit to eq 3 by the procedw'es detailed 
in the Appendix of ref 11. 

Computer Simulations. A computer program similar to 
ones previously described (4-8) was written to compute the 
amplitude envelope formed from randomly spaced Gaussian 
SCPs, whose amplitudes were exponentially distributed. With 
this program, we simulated chromatograms containing 56 
SCPs for different values of saturation lX. From these chro­
matograms, statistical parameters were calculated as detailed 
above and compared to experiment. The program was written 
in FORTRAN and executed on the IBM 30S1-GX computer 
at Southern Illinois University. 

RESULTS AND DISCUSSION 

Figure 1 is a plot of the dimensionless ratios, p / nO' s / nO' 
and d / nO' vs saturation lX (defmed by R,* = 0.5), as determined 
by the single-chromatogram method. All of these ratios are 
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Figure 1. Dimensionless plot of the ratios, p / n C' S / n C' and d / n c vs 
lX (R,' = 0.5). All ratios are represented by the generalized ordinate 
{3. Solid curves are graphs of eqs 5a-c; symbols represent experi­
mental results determined by the single-chromatogram method. 
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Figure 2. Dimensionless plot of tin, vs lX (R: = 0.5). Solid curve 
is a graph of eq 5d; symbols represent experimental results determined 
by the single-chromatogram method. 

represented by the generalized ordinate {3, whose appropriate 
value (e.g., (3 = p / n,) is assigned to each curve in the figure. 
Figure 2 is a similar plot of t / n, vs lX, as determined by the 
single-chromatogram method. The solid curves in both figures 
are graphs of eqs 5a-d, whereas the symbols represent ex­
perimental results. (Two symbols in the graphs, d / n, vs lX 

and t / n, vs lX, superimpose on one another; hence, these graphs 
appear to contain one less datum than the others.) The ab­
scissas lX corresponding to the experiment.al results were 
calculated from eq 1 as -In (Pm/mav,) (6), where Pm is the 
number of maxima in the chromatogram and maY, is the 
weighted approximation to m determined from that chro­
matogram. 

The ordinates of the experimental results depend on both 
the numbers of peaks, singlets, etc., which were evaluated by 
direct inspection of chromatograms, and the peak capacities 
n,. Because the original, if shortsighted, objective of this study 
was to verify statistical parameters as calculated by the sin­
gle-chromatogram method only, the peak capacities of many 
of these chromatograms were not measured. (One does not 
need to know the peak capacity to use the single-chromato­
gram method.) To express the experiment.al results in these 
plots, n, was indirectly calculated as 56/ lX = -56 j[ln (Pm/ 
mav,)]' For a value of n, so calculated, exact agreement be-
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Figure 3. Dimensionless plot of the stand-alone probability P 1 VS a 
(R,' = 0.5). Solid curve is defined by eq 4a; symbols represent 
experimental resu~s determined by the single-chromatogram method. 

tween experiment and theory is expected only if m = ma" = 
56 and the expected number P of peaks predicted by eq 1 
equals Pm' the number of chromatographic maxima. In­
spection of Figure 1 clearly shows that the P / ne ratios so 
calculated agree well with theoretical predictions, when a is 
less than or equal to about 0.4, and are greater than predicted 
by theory, when a > 0.4. This upper limit to the saturation 
is perhaps not surprising, because previous analyses of sim­
ulated chromatograms suggested that reliable approximations 
to m could not be calculated, unless the criterion a < 0.5 was 
satisfied (6, 7). One conclusion that can consequently be 
drawn from these experimental results is that this criterion 
is basically correct. On the other hand, the largest P / no values 
shown depart from theory, because the number of maxima 
in multi component chromatograms is simply larger than that 
predicted by eq 1, when a > 0.5 or so (6). 

Most previous determinations of statistical parameters by 
the SMO have been restricted to approximations to m. Fig­
ures 1 and 2 report the first extensive experimental mea­
surements of the ratios s / nco d / nco and t / ne as functions of 
a. These ratios, which were determined by the single-chro­
matogram method, were evaluated analogously to values of 
P / nco i.e., singlet and multiplet numbers were determined by 
visual inspection of chromatograms and no's were calculated 
as -56/[ln (Pm/ma,,)]. The ratios clearly agree with theoretical 
predictions at low saturations, but departures are evident with 
increasing a. In general, values of s / no are somewhat less than 
those predicted by theory, and values of dine and (especially) 
t / ne are greater than those predicted by theory, when a > 0.4. 
All three departures are consistent with the merger of singlet 
peaks into multiplet peaks. These findings suggest a rather 
sobering conclusion: one's ability to resolve singlet peaks at 
high saturations is even worse than suggested by theory. This 
conclusion is elaborated further below. 

To affirm that these results were truly representative, and 
not perhaps some artifact of our treatment of the data, sim­
ulated chromatograms containing 56 SCPs were synthesized 
with the computer program described above. The span X and 
standard deviations of SCPs in these simulated chromato­
grams were equated to values measured from the experimental 
chromatograms they were supposed to mimic. Values of a 
and n, were evaluated as described above, and the various 
ratios (e.g., pin,) were then calculated and graphed as shown 
in Figures I and 2. Although these figures did not exactly 
duplicate Figures 1 and 2 (it would be surprising if they did), 
the same trends were observed: all ratios agreed well with 
theory at low saturations, but values of p/n" din" and tine 
were greater than, and values of sin, were less than, those 
expected at higher saturations. The experimental data, 

Experimental Chromatogram 

Simulated Chromatogram 

Time/min 

Figure 4. Experimental chromatogram (top) of synthetic mixture and 
simulated chromatogram (bottom) constructed from it. Simulation 
parameters m = 56, (J = 1.0 s, X = 4.26 min, and a = 0.439 (R,' 
= 0.5). Parameter X was measured from the experimental chroma­
togram; pa -ameters a and (J = aX /(2m) were estimated by the 
single-chronatogram method. Numbers Pm of maxima are indicated. 

therefore, are probably representative. 
The discouraging finding that singlet peaks are even less 

abundant than suggested by theory at high saturation is em­
phasized in Figure 3, which is a plot of the stand-alone 
probability PI = s/m vs a, as determined by the single­
chromatogram method. As defined elsewhere (1), PI is the 
probabilit~, that any component appears as a singlet peak_ The 
solid curv, is a graph of the theoretical value of P" which is 
defined by eq 4a. The experimental results in the figure were 
evaluated as ratios of the numbers of singlet peaks deduced 
from visual inspection of chromatograms to the number (56) 
of detectable mixture components. These ratios are more or 
less randcmly scattered about theory at low saturations but 
are systematically slightly smaller than theory at higher 
saturations. Consequently, extremely efficient chromatog­
raphy mmt be implemented, if one is to resolve components 
into pure peaks at even modest saturations. 

The elusive nature of overlap in multicomponent chroma­
tograms il illustrated in Figure 4, which depicts a typical 
experimental chromatogram of the test mixture in the upper 
half of thE figure and the computer-simulated chromatogram 
construct'ld from it in the lower half. (The statistical pa­
rameters )rerequisite to this construction were determined 
by the single-chromatogram method and are reported in the 
figure caption.) A similar figure has been reported elsewhere 
(9), for a case in which m is unknown. Here, m is known, and 
a more fOl ceful comparison of the two chromatograms can be 
made. B(,th chromatograms contain the same number (56) 
of SCPs, md each appears, if one allows for slight differences 
in amplit11de, to be a general continuation of the other (9). 
The num)ers of maxima in the simulated (38) and experi­
mental (3[,) chromatograms closely agree with the theoretically 
expected number which, to the nearest integer, is 36. Over 
32 % of the SCPs in both chromatograms are not visually 
detectabl .. , even though the separation efficiency appears to 
be quite t igh and a fair number of base-line-resolved peaks 
appear to exist. Little, if any, evidence of severe overlap can 
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Figure 5. Plot of In p vs n,-'. Solid lines are least-squares fits of eq 
3 to two data sets developed by the mu~iple-chromatogram method. 
Each value of 0' was calculated as the integrated average of the 
standard deviations of eight Gaussian SCPs. Approximations to mare 
reported in Table I J. 

be deduced from mere inspection of the chromatol5fams. The 
old saw, 'One picture is worth a thousand words", is perhaps 
appropriate here. Few written descriptions could better 
convey the reality of overlap in muiticomponen1. chromato­
grams. 

Figure 5 is a plot of In p vs n,-l, as determined by the 
multiple-chromatogram method. For reasons discussed below, 
the data sets developed from the 30-m capillary, and from the 
10-m one, were fit separately to eq 3. For each datum in the 
figure, 0' was calculated as an integrated average of the 
standard deviations of eight (presumably Gaussian) SCPs. As 
previously observed, these standard deviations were obtained 
by chromatographing a simple submixture undel conditions 
identical with that for the test mixture. The weighted ap­
proximations to m so calculated are fairly good, if one allows 
for statistical error. To the nearest whole number, mav• = 61 
± 10 and 62 ± 9, as determined from the 30-m and 10-m data 
sets, respectively. The actual value of m, 56, lies well within 
one standard deviation of these predictions, and the absolute 
errors in the predictions are only about 10% or so. 

These approximations to m are, in fact, amonf the best of 
several ones calculated from the peak numbers depicted in 
Figure 5 and from various approximations to 0', whose values 
varied somewh'3.t with the means of approximation. Our 
consideration of these different means was initially motivated 
by the anomalously high value of m,l (91 ± 14) which was 
determined by fitting all the peak numbers in Fi,ure 5 to eq 
3. In this case, 0' was calculated as a simple arithmetic average 
of the standard deviations of eight (presumably Gaussian) 
SCPs. Because mID (64 ± 5) was a much better approximation 
to m than m,l> we considered the possible existence of a de­
terminate proportional error in the product, 4'TR,', which 
affects the values of the abscissas, n,-l. As shown b basic texts 
on regression, such an error affects the calculated value of the 
slope but not the intercept (21). The possibility of this kind 
of error is not fanciful speculation; it was found in previous 
studies of the SMO, which demonstrated that the appropriate 
values of R,' for chromatograms containing eith'lr extensive 
noise or severely tailing SCPs differ considerably from 0.5 (4, 
5). Here, because peak shapes are nearly Gaussian and signal 
to noise is high (see Figure 4), we saw no reason to suspect 
the assignment, R,' = 0.5. Rather, we suspected that the 
proportional error, if it indeed existed, originated in the de­
termination of 0'. 

The most probable origin of this error is the lalge variation 
of the standard deviations of the SCPs in chromatograms of 
the test mixture and submixtures. This variation, which can 

ANALYTICAL CHEMISTRY, VOL. 62, NO.5, MARCH 1, 1990 • 441 

Table II. Values of msb min, and mave Calculated from 
Equation 3 and the Multiple-Chromatogram Method' 

method of 0' 

data set averaging m" min mave 

pooled' arithmetic 91 ± 14 64 ± 5 67 ± 5 
pooled integrated 79 ± 11 65 ± 5 68 ± 4 
30-m arithmetic 66 ± 45 60 ± 9 60 ± 9 
30-m integrated 59 ± 39 61 ± 10 61 ± 10 
10-m arithmetic 80 ± 31 59 ± 12 62 ± 12 
10-m integrated 71 ± 20 60 ± 10 62 ± 9 

aResults are reported to the nearest whole number. m = 56. 
'Combination of 10- and 30-m data sets. 

be inferred from close inspection of the experimental chro­
matogram in Figure 4, is quite substantial and is probably 
caused by varying the r / F ratio throughout the chromatogram 
(19). In particular, peak widths are much smaller in the 
beginning of the chromatogram than elsewhere. This kind 
of error is also consistent with our finding that good statistical 
parameters can be determined from these same chromato­
grams, when we use the single-chromatogram method. Unlike 
the single-chromatogram method, the multiple-chromatogram 
method, at least as initially developed, will not give reliable 
statistical parameters from chromatograms containing SCPs 
of nonuniform width (1). 

In an attempt to overcome, or at least to alleviate, this 
restriction, several means were used to estimate 0', from which 
several approximations to m were then calculated. Table II 
reports the approximations m,b min, and m av• determined by 
estimating 0' as both arithmetic and integrated averages and 
by grouping the peak numbers depicted in Figure 5 into three 
subsets: numbers developed from the 10-m capillary, from 
the 30-m capillary, and from both. Because the weighting 
factors in the computation of m av• from m,l and min are the 
reciprocal variances of m,l and min (11), m av• is closer to min 

than to m,[, which is less precise. Inspection of this table shows 
several trends, which are enumerated here: 

(1) Values of m,l vary more and are generally larger than 
values of min' which are nearly constant and only slightly 
greater than the true value, m = 56. The precisions of the 
m,l's (as gauged by standard deviations) are considerably 
poorer than those of the min'S. 

(2) For both the arithmetic and integrated means of de­
termining 0', the weighted estimate mav• lies within one 
standard deviation of the true value, when the 10- and 30-m 
data sets are fit separately to eq 3. In contrast, the estimate 
mav• lies beyond two standard deviations of the true value, 
when the 10- and 30-m data sets are pooled prior to the re­
gression. 

(3) For both the arithmetic and integrated means of de­
termining (J, the estimates' precisions are superior when they 
are calculated from the pooled sets of data, instead of indi­
vidual ones. 

The poor precision of the m,l values calculated from the 10-
and 30-m data sets can simply be attributed to the scatter of 
the data in Figure 5. In other words, one of the basic pre­
requisites to the calculation of reliable statistical 
parameters-the linearity of the plot of In p vs n,-l-is clearly 
not satisfied by these data. Therefore, good calculations 
cannot be expected. In fact, the precision is so poor that we 
cannot tell if any statistically significant improvement in m,l 
is attained by calculating 0' as an integrated, instead of an 
arithmetic, average of SCP widths. On the other hand, the 
scatter of the data has less effect on the precision of the min 

values, because the abscissas n,-l are only slightly greater than 
zero, and the intercept of eq 3 consequently varies little as 
the slope is changed. Finally, the m,l values determined by 
pooling the lO-m and 30-m data sets together are more precise 
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than those computed from the individual data sets, because 
the lO-m data set "pushes" the value of mal up while the 30-m 
data set "pulls" it down (see Figure 5). These two effects 
reduce the range of "good" possible values for m,l (Le., narrow 
the minimum in the x2 space), such that little uncertainty 
exists in the slope. This relatively high precision of m,l is 
responsible for the erroneously large value assigned to the 
weighted average mav., when the data sets are pooled. 

The possibility exists that the above interpretation of the 
origin of error in m,l is incorrect and that, as suggested by 
others (12, 17), the value assigned to R,* should simply be 0.75 
or so, instead of 0.5. As shown in basic texts on regression 
(21), this assignment would lower m,l (without affecting min) 
by the amount, 0.5/0.75 = 0.67, and would considerably im­
prove the m,is determined from the pooled and the 10-m data 
sets. This assignment would also, however, reduce the mal'S 
determined from the 30-m data set to unacceptably low values. 
Because reasonable fittings of experimental maxima numbers 
to eq 3 have been reported, when R,* was assigned the value 
0.5 or so and SCP widths were uniform (6, 8), we prefer to 
attribute the departures outlined above to the variation of SCP 
widths in the chromatograms, rather than to the value assigned 
to R,*. 

It is tempting to argue that the 10-m and 30-m data sets 
represent different statistical distributions, because the ac­
curacy of mal values determined from the latter appears to be 
better than from the former. The poor precision of the 
estimates, however, considerably weakens such an argument. 
In addition, the ma",'s computed from both data sets lie within 
one standard deviation of the true m value, regardless of the 
method by which (J was estimated. Furthermore, as observed 
earlier, the experimental numbers of peaks, singlets, etc., in 
the chromatograms comprising these sets agree well with 
theoretical predictions, when the single-chromatogram method 
is used. It is unlikely that this agreement would be found if 
the two data sets represented different distributions. 

Inspection of the min values in Table II, which all nearly 
equal 60, does suggest that some kind of determinate pro­
portional error exists in the numerical values assigned to n,". 
The coefficient of variation for the six min's is only 4.0, which 
is much lower than that (15.3) for the m,is. It is difficult to 
rationalize this finding by other explanations. If this inter­
pretation is correct, then this proportional error is indeed the 
principal origin of the poor accuracy of the mal'S. This ob­
servation supports an earlier assertion that, in the most general 
of cases, min may be a superior approximation to m than is 
m,l (5), when the multiple-chromatogram method is used. 

A detailed discussion of these shortcomings is necessary to 
point out certain limitations of the multiple-chromatogram 
method, as determined by this study. One should not, how­
ever, lose sight of the fact that the mav.'s reported in Table 
II are correct to within 20% or so and are superior to most 
of the approximations to m one could make by simply counting 
maxima in the chromatograms from which they were calcu­
lated (7). 

Several other means for estimating (J were superficially 
investigated, in attempts to improve the above estimates. 
Among these were the calculation of Gaussian SCP standard 
deviations from a I6-component submixture and from the 
56-component test mixture and the rigorous computation of 
second moments from digitized representations of SCPs. By 
and large, the (J'S so calculated differed little from those de­
termined by other means. In general, our best results appear 
to be obtained by calculating (J as an integrated, instead of 
arithmetic, average of SCP widths. This finding may not be 
significant, however, in light of the estimates' imprecision. 

The standard deviations of m,l (and, to a less extent, min) 
reported in Table II differ markedly from those determined 
by the single-chromatogram method, which typically were only 
±3-5 for bis test mixture. This method produces superior 
precisions, simply because it produces highly linear graphs, 
as shown elsewhere (7, 9-11). 

CONCLUSIONS 
This woc k affirms that accurate statistical parameters can 

indeed be estimated from experimental chromatograms with 
the statistical model of overlap and either the single- or 
multiple-c:1romatogram method, when basic criteria are sat­
isfied. In terms of simplicity, speed, insensitivity to SCP 
widths, and graph linearity, our experiences suggest that the 
former method is preferable to the latter in most cases. This 
is especially true when complex temperature or solvent gra­
dients must be used to force components into a random elution 
pattern, because peak widths will vary. The accuracy of these 
parameters, as determined by either method, should be in­
terpreted 8S warning signals to the almost ubiquitous problem 
of overlap in multi component chromatograms. 

Because predictions of this kind are indeed valid in certain 
cases, it is perhaps appropriate in closing to consider the place 
of theoretical overlap models among the many experimental 
means by which overlap can also be addressed. When it is 
feasible, the avoidance of overlap is clearly the optimal solution 
to the problem of overlap. Simple mixtures of fewer than 20 
components can commonly be resolved totally through careful 
optimization. This approach fails with more complex mix­
tures, however, and one must then resort to ancillary exper­
imental or theoretical means to deal with the problem. One 
powerful experimental means of detecting overlap is the 
augmentation of hyphenated analytical methods by chemo­
metrics. These means have deservedly received much at­
tention in recent years and are perhaps the best presently 
available, especially if one is concerned with detecting overlap 
in only a few peaks. For cases in which determination and 
quantitation are more important than actual separation, these 
means can sometimes entirely circumvent the overlap problem. 

The experimental and theoretical means at our disposal for 
addressin,; overlap are in fact more complementary than 
competitiye. The experimental means are always applicable 
(provided that appropriate signals can be generated), can 
usually provide a definitive answer to the question of overlap, 
and can target specific analytes. To their detriment, their 
applicatio:1 requires a substantial initial investment in so­
phisticated instrumentation. In contrast, theoretical means 
are applicable only in specific cases, can provide only a prob­
abilistic artswer to the question of overlap, and cannot target 
specific aralytes. In their favor, their application costs vir­
tually nothing in money, provided one has a microcomputer 
to carry out the regression. Some time (e.g., one day) may 
be required, however, to determine empirically the separation 
conditions necessary to achieve a random elution order. 

In general, experimental means are more robust than the­
oretical on,es and should be used when possible. The principal 
niche of theory is 2-fold. The first is the development of a 
general awareness among us that overlap in multicomponent 
chromato,;rams is ubiquitous, serious, and basically una­
voidable. The second is the quantitative gauging of overlap 
in cases where experimental means are not available or are 
impractical. For example, if one desired to assess the entirity 
of a multicomponent chromatogram for overlap, a chemo­
metric analysis of each of the 50-100 peaks in it would 
probably require prohibitively large amounts of computer 
time. In addition, chemometric methods are not accessible 
to all, at least for the present, and chromatography in a single 
dimension remains a method of choice in many laboratories. 
In such cases, experimental means are simply inapplicable, 
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and one must rely on the less specific but still powerful pre­
dictions of theory. 
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Use of an On-Column Friit in Capillary Zone Electrophoresis: 
Sample Collection 

Xiaohua Huang and Richard N, Zare* 

Department of Chemistry, Stanford University, Stanford, California 94305 

The deSign of a simple, on-COlumn frlt for capillaries is de­
scribed, The frlt allows electrical connection to be made to 
the capillary so that the first segment of the capillary (inlet 
to frlt) may be used for electrokinetic separations while the 
second segment (frlt to outlet) Is free of applied electric field, 
faCilitating Its use either for electrochemical detection or for 
sample collection. The latter Is Illustrated, and a quantitative 
study Is made of Its performance as a fraction collector. 

Capillary zone electrophoresis (CZE) as it i,; normally 
practiced has both the inlet and outlet of the capillary sub­
merged in electrolyte reservoirs to complete a closed circuit 
(I-3). Consequently, sample zones are directly discharged into 
the outlet reservoir. This severely hinders sample collection. 
One way to overcome this problem has been intl'oduced by 
Rose and Jorgenson (4), who move the capillary outlet from 
one fraction collector to another in a programmed manner, 
A similar technique involving interruption of the current flow 
has been employed by Cohen et al. (5). Both theBe methods 
have the drawback that the capillary outlet must contact 
electrolyte in the fraction collector to complete a circuit. This 
causes the collected sample to be diluted, The:ce is also a 
possible problem from electrochemical reactions at the outlet 
electrode, which is typically submerged in a small amount of 
electrolyte in the fraction collector. 

A superior approach would be to complete the electrical 
circuit in the capillary prior to its outlet. One method to 
achieve this has been introduced by Wallingford and Ewing 
(6), who use a porous glass junction. This junction is prepared 
by cutting the capillary tubing into two segments ,md placing 
both inside a custom-made porous glass sleeve that makes 
electrical contact to complete the circuit. Dead volume effects 
are minimized by carefully matching the capillary outside 
diameter to the inside diameter of the porous glass Bleeve. The 
separation potential may be applied over the first segment 

0003-2700/90/036'!-0443$02.50/0 

of the capillary without significantly affecting the second 
segment. The porous glass sleeve permits ion movement but 
not bulk electrolyte flow, allowing its use for electrochemical 
detection (6) or sample collection (7). 

We describe an alternative method for achieving the same 
objectives as those of the porous glass junction, We present 
the use of an on-column frit structure that can fulfill the need 
to complete the electrical circuit prior to the outlet of the 
capillary. Such a device offers all the advantages of being able 
to collect sample with no external dilution caused by the 
collection procedure. Also, it allows the use of detection 
schemes in which the detector is at ground potential, such as 
electrochemical detection (6). 

EXPERIMENTAL SECTION 
Construction of Frit Structure. We use a focused CO2 laser 

to make a hole (about 40 p.m in diameter) on the side of the 
capillary wall (8, 9). The capillary is fused silica (Polymicro 
Technologies, Phoenix, AZ) having an inside diameter of 75 p.m. 
We insert a tungsten wire (50-p.m o,d.) inside the capillary in order 
to cover the capillary hole. Then a mixture of solder glass (7723, 
Corning Glassworks, Corning, NY) and powdered fused silica 
(Thermal American Fused Quartz Co., Montville, NJ, used as 
received) with particle size between 1 and 10 p.m is added to amyl 
acetate to make a slurry, which is used to paste over the hole in 
the capillary. Once the hole structure has set, which is aided by 
gentle heating, the tungsten wire is removed, The proportion of 
Corning solder glass 7723 to fused silica is about 4:1. Next, the 
hole structure is placed inside a miniature, l-cm-long heater, made 
of wound nichrome wire. The sintering temperature of solder 
glass is about 700 C and that of fused silica is about 2000 C. It 
has been found that satisfactory frit structures can be made by 
heating the mixture to about 1000 C for approximately 30 s. This 
procedure is illustrated in Figure 1. 

The capillary is fragile in the region of the frit structure where 
the polyimide coating has been removed. To reduce its fragility, 
we have built a protective jacket, shown in Figure 2a, This jacket 
is made of Delrin with Teflon washers cushioning the capillary, 
The ends of the jacket are sealed with epoxy (Torrseal, Varian. 
Lexington, MA). There is a hole in this jacket that allows it to 
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Figure 1. Construction steps for fabricating the on-column capillary 
frit: (1) prepare hole in wall of capillary; (2) insert tungsten wire to cover 
hole; (3) add slurry of glass solder and fused silica powder, and heat 
gently until set; (4) remove tungsten wire; and (5) heat locally frit 
structure to cause particles to sinter. 

(a) 

1 1----·26 mm -1 

(b) 

Figure 2. (a) Protective jacket for frit structure: 1, Teflon washer; 2, 
hole in side of jacket lining up with fr~ so that electrolyte can contact 
frit structure; 3, jacket body, made from Delrin; 4, epoxy seal; and 5, 
capillary. (b) Simple device for collecting sample: 6, disposable 
microcentrifuge tube; and 7, cap with hole allowing insertion of the 
capillary. 

be filled with electrolyte so that the frit structure becomes part 
of the electrical circuit. This is shown in Figure 3. 

We find that we can make this frit structure on a routine basis 
with a yield of 50%. The major problem is that some frits leak, 
i.e., do not seal satisfactorily. There seems to be a small variation 
from one frit to another, discounting those that seal improperly. 
This variation manifests itself by the observation of different 
electroosmotic flow rates (see below). Once an acceptable frit 
structure has been fabricated, no degradation in performance has 
been observed during several months of operation. 

Previous studies by Wallingford and Ewing (6) showed that 
the separation efficiency decreased as the distance between the 
grounding structure and the outlet was increased. They found 

PROTECTIVE 
JACKET 

CAPILLARY 

CAPILLARY S 7URE 

! I] /-=--OUTCJI ! ~ 

'lt~l_ 
Figure 3. GZE setup w~h on-column frit. 

INLET 
ReSERVOIR 

that when this distance is shorter than 2.0 cm the efficiency is 
vritually no different than that of a standard CZE system em­
ploying th, same electric field strength and detection conditions. 
Consequertly, we chose to place the frit structure about 1.5 cm 
from the 0 ltlet. If desired, this distance can be easily decreased 
to as short as 0.5 cm. 

When ooe compares the frit structure with the porous glass 
junction for on-column electrical contact in CZE, it appears that 
the frit stmcture may have a longer lifetime and less dead volume, 
and its fa')rication may be readily automated. However, its 
constructi<,n requires that a small hole be made in the side of the 
capillary "all, a task that is routine with a focused CO,laser but 
difficult o·:herwise. On the other hand, the porous glass joint 
requires "thirsty glass" with dimensions matching the capillary. 
Unfortunately, this material is not readily available. 

Instrumentation. The CZE system has been described 
elsewhere 12). Samples are introduced by gravity at the cathodic 
or the anodic end of the capillary by raising the inlet a known 
height (7-12 cm) with respect to the outlet for a fixed period of 
time. The injection volume is determined in continuous fill mode 
either by c bserving the time it takes for the sample to reach the 
detector 01 by weighing the amount of eluent collected for a fixed 
time period. Gravitational injection avoids biases associated with 
electrokinetic sampling (10). On·column detection is accomplished 
using UV & bsorption (Model UVIDEC-l00 V, Japan Spectroscopic 
Co., Tokyo). A reversible high-voltage power supply (Model R50B, 
Hipotronks, Inc., Brewster, NY) provides a variable separation 
voltage of 0-30 kV. For sample collection we used disposable 
microcenbfuge tubes (Applied Scientific, San Francisco, CAl. 

Chemicals. All chemicals are from Sigma Chemical Corp. (St. 
Louis, Me) and are used without further purification. Different 
buffers an used, mostly phosphate buffers at pH : 6.8 with a 
concentra;ion of 10 mM for collection studies and 20 mM for 
quantitation of collected samples. Water used to prepare solutions 
is freshly :leionized and distilled with a water purifier (Model 
LD-2A coupled with a Mega-Pure Automatic Distiller, Corning 
GlassworEs). 

RESULTS AND DISCUSSION 
Charaeterization of Capillaries with On-Column Frits. 

It is nece3sary to ascertain that the frit structure does not 
adversely affect the operation of the capillary. CZE separa­
tions were run for a frit-free capillary and for a frit capillary 
of the sarle length. It is found that the value of the current 
is about the same «2% deviation in 10 runs) in both cap­
illaries foJ' the same applied electric field strength and buffer. 
As a furtt er check, the electroosmotic flow rate was measured 
using the current-monitoring method (11). The grounding 
was made either through the frit structure or through the 
capillary ,mtlet, which is about 1.5 cm from the frit structure. 
It was oh,erved that the electroosmotic flow rate was essen­
tially the same within a single capillary. 

We also used the weighing method (12) to calculate the 
electroosmotic flow for a capillary having a frit. Here the 
electrolyt, leaving the capillary outlet is collected in a 0.5-mL 
disposable microcentrifuge tube with attached cap that has 
a 0.8-mm·diameter hole drilled in its center (see Figure 2b). 
The capiL.ary outlet is inserted inside this hole, making a loose 
fit. Becalse there is only a small gap between the capillary 
(360-l'm I,.d.) and the hole, evaporation of liquid inside the 



collector tube is very slow. A control test was don" on 10 tubes 
filled with 3 I'L of electrolyte and having the capillary inside 
the hole in the cap for 30 min. The weight lOSE during this 
period was less than 0.1 mg in each case. Became collection 
normally takes less than 30 min, evaporation losses may be 
considered to be negligible. With this procedu:'e, four cap­
illaries with on-column frits were tested. The results of 10 
repeat runs of each capillary show that the CV (coefficient 
of variation) for each capillary is less than 6 '1,. Between 
capillaries there is a much larger variation in the electroos­
motic flow rate (~30%). This variation likely represents the 
differences between the frit structures, whic:1 may pass 
electrolyte to different extents. We have also checked whether 
the electroosmotic flow rate depends linearly on the applied 
voltage for a capillary with an on-column frit. We find that 
a linear relationship holds in the range 100-50(1 V j cm (r = 
0.98). In another study we hold the applied Electric field 
strength fixed and vary the collection time from 5 to 30 min. 
The amount of sample collected shows good linearity with 
collection time, indicating that the electroosmo tic flow rate 
is stable. 

These results encourage us to believe that th" on-column 
frit structure is a useful means for separating the capillary 
column into two segments, one in which electrol:inetic sepa­
ration takes place, another in which the sample may be de­
tected or collected without an external electric field being 
applied. 

Sample Collection_ One advantage of the on-column frit 
structure is that it enables us to collect eluent continuously. 
It is not necessary to interrupt the electrokinetk separation 
because the capillary outlet is not part of the electrical circuit. 
The outlet is at or near ground potential so that it can be 
manipulated without any safety precautions. Therefore, it 
is easy to couple it to various collection (or detection) systems. 

Two methods are used to collect sample. In ';he first, we 
collect the eluent for a fixed period of time in a fraction 
collector. However, this method may be unsatishctory when 
two analytes have nearly identical electrokinetic migration 
times. In the second method, a detector is placed very close 
to the capillary outlet and the detector signal is used to trigger 
the collection procedure. We have implementec the second 
method with a conductivity detector, fabricated 'is described 
previously (8). 

To demonstrate that we are able to collect different samples, 
we carried out the following study. First we prepared a 
mixture of pyridoxamine dihydrochloride (CsH"N20 2-2HCl) 
and adenosine (ClOH'3N504) in 10 mM phosphate buffer so 
that the concentration of pyridoxamine was 2 IT. M and that 
of adenosine 1 mM. Then 45 nL of this mixture 'Nas injected 
into a capillary with an on-column frit. Eluent was collected 
during the period 0-6 min. The total volume collected was 
about 2.8 I'L, which is greater than the total volume of the 
capillary used (~2.4I'L). We reinjected 20 nL ofthe collected 
sample in a second CZE setup having a UV detector. This 
setup allowed us to quantitate what had been collected. The 
resulting electropherogram is shown in Figure 4a. Two peaks 
are observed, corresponding to pyridoxamine and adenosine, 
as expected. Under the experimental conditions, pyridox­
amine is positively charged and elutes before adenosine, which 
is almost neutral. The concentration of these species has been 
reduced by about a factor of 100 by this sep,uation and 
collection procedure, but is still sufficient for CZEjUV de­
tection. 

We have repeated this experiment but collected the eluent 
into three fractions, one during the period 0-3 min, another 
during the period 3-6 min, and a third during th, period 6-9 
min. Each fraction has a total volume of about 1.4 I'L. We 
reinjected 20 nL of each fraction, and the rewlting elec-
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Figure 4. Electropherograms of sample fractions containing pyridox­
amine (P) and adenosine (A): sample collected (a) 0-6, (b) 0-3, (c) 
3-6, and (d) 6-9 min. Operating condttions for collection were 10 mM 
phosphate buffer at pH = 6.8, capillary length 50 em from inlet to frit 
and 1.5 em from Irtt to outlet, applied voltage 20 kV, and current 20 
I'A. The electroosmotic flow rate was about 7.5 nL/s. Operating 
conditions for detection were 20 mM phosphate buffer at pH = 6.8, 
capillary length 42 em from inlet to UV detector window and 19 em 
from there to outlet, applied voltage 25 kV, and current 32 I'A. The 
UV wavelength is 254 nm. 

tropherograms are shown in Figure 4b-d. We observe that 
fraction 1 contained only pyridoxamine, fraction 2 adenosine, 
and fraction 3 neither pyridoxamine nor adenosine. We 
conclude that the on-column frit structure allows us to collect 
different sample species individually. 

Next we establish the reproducibility of the collection 
procedure for small fractions. In these studies we collected 
only about 0.4 I'L of eluent. Some additional buffer was added 
to the make the total volume 0.8 I'L. The collection sample 
tube was centrifuged 5 s to malce the liquid stay at the bottom. 
Care must be taken in injecting sample from such a small 
volume. We did an experiment to examine the variance of 
peak height in 10 runs in 0.8 I'L of total sample volume. The 
CV is less than 11 % for the species injected. 

The frit structure may be operated with the electroosmotic 
flow either from the anode to the cathode (usual procedure) 
or from the cathode to the anode (reversed electroosmotic 
flow). The latter is readily achieved by adding a cationic 
surfactant to the buffer (13). We find that such surfactants 
do not interfere with the operation of the frit junction. 

We have determined the dilution factor for our sample 
collector by studying the CZE separation of adenosine di­
phosphate (ADP) at different concentrations. The results are 
shown in Figure 5. The initial injection volume is about 40 
nL (30-s gravitational injection at a height difference of 10 
cm). The collected sample was reinjected on a CZE setup with 
a UV detector. The concentration of the collected sample was 
determined from the absorbance signal, which was calibrated 
against an ADP sample of known concentration. Figure 5 
shows that the concentration of sample collected is directly 
proportional to the concentration of sample injected for the 
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Figure 5. Plot of collected sample concentration verus injected sample 
concentration for adenosine diphosphate. 

concentration range studied (r = 0.99). The inverse of the 
slope gives the dilution factor. For this study we have de­
termined the dilution factor for ADP to be 1:130. Rose and 
Jorgenson (4) reported that their fraction collector has a 
dilution factor of about 1:3000 for adenosine, some 25 times 
larger than that of the present study. It is possible to reduce 
further our dilution factor by injecting larger amounts of 
sample, if desired. We have been able to find conditions 
whereby the dilution factor is only 1:10. However, this de­
crease in the dilution factor is only obtained by also sacrificing 
resolution through the use of large sample plug lengths (14). 

One possible source of the observed dilution is leakage of 
injected sample through the frit structure. We have deter­
mined the percentage of sample collected by injecting fluor­
escent sample (dansyl-L-Ieucine) and determining the ratio 
of the sample in the reservoir attached to the frit structure 
to that in the sample collector. We find that the leakage is 
about 10%, 8%, and 7% for three on-column frit-structure 
capillaries that we tested. Thus, more than 90% of the in­
jected sam pie can be collected. 

The small dilution factor combined with the high recovery 
factor for the on-column frit structure represents a particular 
advantage of this method. In this collection procedure, it is 

not necessary to place an electrode with a certain amount of 
electrolyte in the fraction collector. We therefore avoid ex­
ternal dilut .on by the electrolyte in the fraction collector (and 
we also avoid possible interference from electrochemical re­
actions at the electrode). Thus, the on-column frit structure 
has many "avorable features that recommend its use as a 
sample collector. Moreover, this frit structure may allow CZE 
to be readily interfaced to other hyphenated separation 
schemes. 
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Electrochemical Behavior of Reversible Redox Species at 
Interdigitated Array Electrodes with Different Geometries: 
Consideration of Redox Cycling and Collection Efficiency 

Osamu Niwa,* Masao Morita, and Hisao Tabei 

NTT Basic Research Laboratories, Nippon Telegraph and Telephone Corporation, Tokai, Ibaraki 319-11, Japan 

Interdigitated array (IDA) electrodes with different geometric 
parameters have been fabricated by a lithographi!: technique 
and applied to cyclic voHammetrlc and chronoamperometric 
measurements of reversible redox species. ThE collection 
efficiency Is dependent on the average diffusion length of 
W./4 + gap, where W. Is the band electrode width in the 
IDA. The number of redox cycles rapidly Increases by de­
creaSing W./4 + gap and Is closely related to collection 
efficiency. The difference In species diffusion constant had 
little effect on the collection efficiency and redox cycling. The 
high redox cycling and collection efficiency of thl! IDA's al­
lowed electrochemical measurements to be highly sensitive 
(10 nmol/dm3 ), with a high signal to noise ratio lind a wide 
dynamiC range (10 nmol/dm3 to 1 mmol/dm3 ). Ghronoam­
perometrlc measurement has been performed in <I four-elec­
trode configuration where step potential was applied to the 
generator electrode and constant potential was apillied to the 
collector electrode In the IDA. The generator current reached 
steady state within a hundred milliseconds and th e collector 
current was not affected by charging. With the IDA, fast 
sweep cyclic voltammetry with no observable ch,uging cur­
rent has been also demonstrated. 

Microelectrodes are of interest for several reasons such as 
small iR drop, fast establishment of staady-state mass transfer, 
and small capacitive charging currents. A variety of mi­
croelectrodes have been constructed and studied both ex­
perimentally and theoretically (1-3). Possible applications 
include fast cyclic voltammetry (4-7), electrochemical mea­
surements in vivo or in low conductive media (8-10), and 
chemical sensing (11-14). Micro fabrication techniques can 
be applied to produce a variety of sizes and/or shapes of 
microelectrodes compared to the conventional fabrication 
techniques of sealing carbon or metal fibers in a gla!,s capillary 
tube or sealing metal foil between two glass plates (15). It 
also allows microelectrodes of the same size and of any shape 
to be produced without difficulty. Lithographically fabricated 
microelectrodes have attracted much attention as ion-selective 
field effect transistors (11, 16) or electrochemical diodes and 
transistors (17-24). 

Interdigitated array (IDA) electrodes are parti"ularly in­
teresting, because their geometric differences from conven­
tional electrodes result in specific electrochemical behavior 
(25). Nonplanar diffusion to each microband electrc,de in IDA 
gives rise to quasi-steady-state currents for moderate sweep 
rates with a reversible redox couple. The species generated 
at one band electrode may be collected at adjaeent band 
electrodes when the potential is set to a level at whir:, a reverse 
reaction can occur. This type of experiment has been carried 
out with rotating ring-disk electrodes (RRDE) and paired 
micro band electrodes with a small gap (26, 27). Collection 
efficiency can be defined as the ratio of currents 8t the gen­
erator and collector electrodes. An important feature of IDA 
compared to RRDE is that the collected speci1ls will be 
electrolyzed at the collector electrodes and then dic'fuse back 
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to the generator electrodes (25). This redox cycling or 
"feedback effect" (26) makes the currents of both the generator 
and collector electrodes larger. 

Another feature is that the collector electrodes are held at 
a constant potential. This allows us to measure faradaic 
currents without charging currents caused by potential change. 
The fast sweep cyclic voltammogram is not distorted by the 
increased charging current. The collector electrode currents 
directly reveal the diffusion characteristics between the gen­
erator and collector electrodes (28, 29). 

Aoki and we discussed reversible diffusion-controlled cur­
rents of redox soluble species at IDA electrodes under 
steady-state conditions (30). In this paper, the relationship 
between the geometric configuration and the electrochemical 
characterization of IDA's, particularly collection efficiency and 
redox cycles are described. High redox cycling and collection 
efficiency of IDA's allow electrochemical measurements to be 
highly sensitive, with a high signal to noise ratio and a wide 
dynamic range. We also demonstrate fast sweep cyclic vol­
tammetry without a charging current by using IDA. 

EXPERIMENTAL SECTION 
Electrodes. Interdigitated array (IDA) electrodes were fa­

bricated on thermally oxidized silicon wafers. Platinum electrodes 
were formed by sputter deposition and the lift-off technique as 
described elsewhere (30, 31). The submicrometer IDA electrodes 
were fabricated with a combination of electron beam lithography 
and photolithography. The platinum pad and the lead pattern 
were formed by photolithography and the lift off technique. Then 
a PMMA/<I>-MAC (Daikin Manufacturing Co., Osaka) bilayer 
electron beam positive resist was spin coated on to the wafers 
exposed with ELS-5000 (Elionixs, Japan) electron beam exposure, 
and developed. Both wafers with micrometer and submicrometer 
patterns were then spin-coated with spin-on-glass (OCD Type-7, 
Tokyo Ohka Co.), and baked at 430°C for 30 min. The final 
thickness of the spin-on-glass was 800 nm. An MP1400-27 
(Shipley) positive photoresist pattern was formed on the wafer 
and used as an etching mask. The silicon dioxide film made from 
the spin-on-glass was etched hy DEM-451 reactive ion etching 
equipment (ANELVA, Tokyo) with tetrafluoromethane until the 
surfaces of the IDA electrode and pad were exposed. The pho­
toresist remaining after etching was removed in the methyl ethyl 
ketone solution. 

Each IDA cell was cut to a 1 X 2 em rectangle and mounted 
on a custom-made connector to attach it to the electrochemical 
apparatus. The auxiliary electrode was a platinum wire. The 
reference electrode was an Ag/ AgCI electrode. 

The IDA used consists of two series of interdigitated microband 
electrodes, whose geometric parameters are summarized in Table 
L Figure 1 shows an SEM photograph of an IDA with a 3-l'm 
bandwidth and a 2-l'm gap. 

Apparatus and Reagents. Electrochemical measurements 
were performed with a dual potentiostat, DPGS-3 (Nikko Keisoku, 
Atsugi, Japan) and HECS990 (Fuso, Japan), a digital memory 
oscilloscope, Model 4094B (Nicolet, Madison, WI), and a universal 
pulse programmer, Model 175 (Princeton Applied Research, 
Princeton, NJ). 

The reagents were ferrocene, (ferrocenylmethyl)trimethyl­
ammonium bromide (aq-ferrocenel, potassium ferrocyanide, ru­
thenium hexaamine, tetrabutylammonium tetrafluoroborate, 
potassium nitrate, and acetonitrile and were used as purchased. 

© 1990 American Chemical Society 



448 • ANALYTICAL CHEMISTRY, VOL. 62, NO.5, MARCH 1, 1990 

Table L Geometric Parameters and Collection Efficiencies for Various Redox Species of the IDA Electrodesa 

IDA size collection efficiency / % 

W,/~m gap/ ~m length/mm no, of bands aq~ferrocene ferrocene ferrocyanide Ru(NR')6 

0.75 0.75 135 99.5 99.! 98,5 98.9 
1.0 1.0 100 100 98.7 98.8 98.1 
1.5 1.5 100 100 98,5 97,9 97.8 
3.0 2.0 50 99.3 98.0 98.3 95.9 
5.0 2.0 50 96.2 96.1 95.7 95.4 

10,0 2.0 25 93.5 93.7 93.0 95.0 
3.0 5.0 50 94.6 94.2 94.7 92.2 
5.0 5.0 50 92.8 93,6 91.5 91.6 

10.0 5.0 25 90.0 90.1 89.3 91.9 

aThe composition of the solution is in Table II. Key: generator electrode, sweI>t at 10 mV/s; collector electrode, -0.1 V [0 V for Ru~ 
(NR3)6]' 

Table II. Redox Species 

conen, 
name mmol/dm3 

ferrocene 1.0 
aq~ferrocene(l 1.0 
ferrocyanide 1.0 
Ru hexaamine 1.0 

supporting 
electrolyte 

BU.jNBF4 

KNO, 
KC! 
KN03 

solvent 

CH3CN 
H2O 
H2O 
H2O 

diffusion 
constant, cm2js 

2.4 X 10-5 

6.1 X 10'" 
6.4 X 10'" 
7.1 X 10'" 

a (Ferrocenylmethyl)trimethylammonium bromide. 

• 
L- Le:ld line: 

...... 
20).lffi • Lead line -------.: 

Figure 1. SEM photograph of part of Pt band pattern of IDA. The 
3-l'm width, 2-l'm gap, 2 mm long IDA contains 50 bands on each 
sides. This picture was taken before the spin-on-glass coating. After 
spin-on-glass coating and etching, the lead lines are covered with silicon 
dioxide. 

The redox species used are summarized in Table II with other 
parameters. 

Procedure. Electrochemical measurements were carried out 
in 1 mmol/dm3 ferrocene acetonitrile solution or 1 mmol/dm3 

ruthenium hexaamine, aq~ferrocene, or potassium ferrocyanide 
aqueous solutions purged with nitrogen in the usual three-electrode 
(open-circuit mode, one of the paired electrodes in the IDA was 
disconnected) or four-electrode (generation-collection mode) 
configuration. Tbe resistance between IDA (gap, 2 I'm) is more 
than 100 Mil and about 7 Mil at dry and wet (in H20) state, 
respectively. In measuring the cyclic voltammogram of ferrocene, 
aq-ferrocene and potassium ferrocyanide, the potential of the 
collector electrode was held at -D.l V, and the generator electrode 
was swept between -D,l and 0.7 V, at a sweep rata of 10--100 m V Is. 
In the case of ruthenium hexaamine, the collector was held at 0 
V, and the generator was swept between 0 and -0.7 V, In order 
to obtain steady-state limiting currents in the open-circuit mode, 
it was necessary to decrease the sweep rate below 5 mV/s or 1 
mV /s for ferrocene and other redox species, respectively. 

In the generation-collection chronoamperometry of the fer­
rocene solution, the potential of the generator electrode was 
stepped up from 0 to 0,5 V, whereas the collector electrode was 
held at -D,1 V. The potential step current-time transients of both 
electrodes were stored in a digital memory oscilbscope and then 
recorded with a two-pen X-Y recorder. 

The fast sweep rate cyclic voltammetry of ferrocene was carried 
out with a 3-l'm width, 2 ~m gap IDA electrode, The potential 
of the generator was swept from -0.3 to 0.75 V with rate of 10 

V Is and that of the collector held at -0.1 V, The currents were 
stored in a digital memory oscilloscope and then recorded with 
a two-pen X-Y recorder. 

RESULTS AND DISCUSSION 
IDA Fabrication. The lithographic processing of IDA's 

is almost t he same as previously described except for the use 
of electron beam lithography for fabricating the subrnicrom­
eter IDA and spin-on-glass as an insulating layer. In the earlier 
work (30), a hard-baked photoresist was used as an insulator 
and failed occasionally when nonaqueous solvents were used, 
It was not sufficiently hard to resist scratching. The use of 
sputter-d"posited silicon dioxide improved the reliability of 
the insulator (31), although this lengthened the insulator 
forming Focess. 

The spin-on-glass consists mainly of aqueous silicate solu­
tion and can be spin-coated on a wafer like a photoresist 
coating. High temperature baking (430°C) makes it cross-link 
and conVE'rt into silicon dioxide. Although the spin-on-glass 
insulator s inferior to the sputter-deposited one in hardness, 
it has sufficient quality as an insulator, It also has the ad­
vantage of providing smooth and uniform film, which improves 
the step coverage of the Pt electrodes at their edges, 

Collee'jon Efficiencies of IDA's with Different Geo­
metric Parameters, The anodic and cathodic currents of 
ferrocene, aq-ferrocene, and potassium ferrocyanide at IDA 
electrode; are steady state, in which the potential of the 
cathode ("ollector electrode) was held at -D.l V and the anode 
(generator electrode) was swept between -0.1 and 0.7 V at 10 
mV/s, 

Similar steady-state curves were obtained for ruthenium 
hexaamine, in which the potential of the collector electrode 
was held at 0 V vs Ag/ Agel and the generator electrode was 
swept between ° and -0.7 V, These results are analogous to 
those obtained by rotating ring-disk measurement, but this 
steady-st,lte condition was established only by mass transfer, 
The magnitude of the limiting currents at these IDA electrodes 
is increased by decreasing the bandwidth and gap in the IDA 
and corrEsponds to the theoretical value (30). The collection 
efficienc), in the IDA, which can be calculated from the ratio 
between I,he generator and the collector currents, is increased 
by decre, sing the electrode size and approaches Table 
I also shc,ws the collection efficiency of the IDA various 
geometric parameters. Bard et al. (27) reported that the 
collection efficiency of a generator with two collector band 
electrodES (three micro band electrode configuration) was 
strongly dependent on the gap, and was expressed as the 
following equation, when the generator and collector electrodes 
are the same size: 

<1>" = 0,095 + 0,33 log 'Pg,p - 0.035 (log (1) 

'Pg,p = 4Dt / gap' 

where 1>" is the collection efficiency and t is the time. The 
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Figure 3. Variations of the collection efficiencies at the IDJ, electrodes 
as a function of the average diffusion length. The compo:;ition of the 
solution is in Table II. 

collection efficiencies in the IDA were compared with theo­
retical values from eq 1. 

Figure 2 shows a comparison of the collection efficiency in 
the IDA with the theoretical results (from eq 1). There are 
three main differences in the collection efficiency 0:' IDA and 
that of the three microband electrode configuration. First, 
the collection efficiency at the IDA electrodes varies by 
changing not only the gap but also the bandwidth and does 
not fit with the results of eq 1. Second, the collection efficiency 
in the IDA did not change for different redox speci,es despite 
the large difference in diffusion coefficient between ferrocene 
(D = 2.4 X 10-5 cm'/s) and other redox species (D = (6-7.1) 
x 10-< cm2/s). It suggests that the collection efficiency of the 
IDA was only influenced by geometric factors lil:e that of 
RRDE, at least the region we measured. Finally, the collection 
efficiency in the IDA is much higher than that for three 
microband electrodes with the same gap, indicating that the 
alternative array structure could decrease the active species, 
which diffuse back into the bulk solution. 

From the results of the chronoamperometry at the IDA as 
described in the later section, the good proportionality between 
the square root of the half-height time when the collector 
transient current is at 50% of its limiting current Hnd W,/4 
+ gap was obtained. This shows that the W,/4 + !~ap could 
be used to represent the average diffusion length between the 
generator and collector electrodes. 

Figure 3 shows the collection efficiencies of various redox 
species as a function of average diffusion length (W,/4 + gap). 
It is increased by decreasing the average diffusion length, and 
the average error is small (about +1.5%, see Figure 3). This 
suggests that W,/4 + gap could be the more suitable param-
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Figure 4. Cyclic voltammograms of 1 mmol/dm3 ferrocene in 0.1 
mol/dm3 tetrabutyJammonium tetrafluoroborate acetonitrile solution at 
a 3-l'm width, 2-l'm gap IDA with and without potentiostating the 
collector electrode: (a) generator electrode, swept at 100 mV Is; 
col/ector electrode, -0.1 V; (b) generator electrode, sweep at 100 
mV Is; collector electrode, open circuft; (c) generator electrode, swept 
at 5 mV Is; collector electrode, open circuit. 

eter from which to evaluate the geometry dependence of the 
collection efficiency at the IDA electrodes. 

Redox Cycling of IDA. The remarkable feature of IDA 
compared to RRDE is its high redox cycling which makes the 
currents of both the generator and collector electrodes larger. 
The steady-state waves of ferrocene with redox cycling (Figure 
4a) change to a gentle decay of the current plateau as shown 
in Figure 4b, when the collector electrode is not potentiostated 
(open-circuit mode). A lower sweep rate of less than 5 m V Is 
produces a pseudo-steady-state wave, whose magnitude is 
much lower than those produced when using a collector 
electrode . 

The redox cycles in the IDA can be calculated from the 
collection efficiency values. When the collection efficiency 
of the generator to collector electrode is 4'[> and that when 
the generator and collector electrode are reversed is 4'" the 
number of ferrocene molecules which diffuse back to the 
generator electrode after reducing at the collector electrode 
can be expressed as N4'j4'" where N is the number of ferrocene 
molecules oxidized per unit time at the generator electrode. 
So, the number of ferrocene molecules that diffuse into the 
bulk solution per cycle is N - N4'j4',. Then, the number of 
redox cycles (Rc) is expressed by 

Rc = N /N(l- 4' j <P2) = 1/(1 - <P1<P2) (2) 

In this experiment, 4'1 and 4', have the same value because 
the size of the generator and collector electrodes is the same. 
This method is useful to evaluate the redox cycles of IDA. 
However, the accuracy of the calculated redox cycles is gov­
erned by the experimental errors of the collection efficiency. 
Particularly, the calculated redox cycles are much scattered 
because the slight error in the collection efficiency was en­
hanced by eq 2, when the collection efficiency at the IDA is 
near unity. 

We assumed the average number of redox cycles from the 
ratio of the limiting current of the generation-collection mode 
(ig) to that of the open-circuit mode (io) and compared it with 
those calculated from eq 2. Figure 5 shows the redox cycles 
obtained from i,1 io compared with those obtained from eq 2. 
Although i,lio is not the actual number of redox cycles, it is 
closely related with the number calculated from eq 2, when 
the W,/4 + gap is more than 3.75 I'm. Taking into account 
the igl io shows the good reproducibility, the difference between 
the calculated redox cycles and i,1 io may be caused by the 
fluctuation of the calculated results. These results indicate 
that igl io values could be substituted for the values from eq 
2 to evaluate the actual number of redox cycles. 

Figure 6 shows the average numbers of redox cycles (i,1 io) 
for various redox species as a function of the average diffusion 
length. The number of redox cycles rapidly increases by 
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Figure 6. Variation of the redox cycles as a function of the average 
diffusion length. Redox cycles are the ratio of generator current, with 
the collector electrode open circuited, to generator current with the 
generator electrode on. 

decreasing the average diffusion length and reaches more than 
40 in the smaller IDA, which has a 0.75-/Lm bandwidth and 
gap. No clear difference in the number of redox cycles can 
be observed between the redox species. 

On the other hand, the number of redox cycles in the three 
microband electrode configuration with a l-/Lm gap is only 2.4 
(feedback factor = 0.58 = 1 - 11 {redox cycling) (26), which 
is much smaller than that at an IDA electrode with the same 
gap. These differences in the number of redox cycles are 
caused by the following reasons. In the case of the three 
micro band electrode, the generator electrode is located be­
tween two adjacent collector electrodes, whereas each collector 
electrode has only one adjacent generator electrode. Some 
active species reduced by the collector electrode could diffuse 
into the bulk solution from the electrode edge, furthest from 
the generator electrode. 

In the case of the IDA electrode, the collection efficiency 
is almost same, when the generator and the collector electrodes 
are reversed. The redox species may escape in the bulk so­
lution vertically or escape at the edge of the IDA electrode. 

Concentration Dependence of Steady-State Currents. 
Since the voltammograms of the IDA electrode show a rela­
tively high current density due to the high redox cycles, the 
sensitivity of the IDA was studied by changing the concen­
tration of ferrocene. 

Figure 7 shows the concentration dependence of the cath­
odic and anodic limiting current of ferrocene at an IDA 
electrode, whose bandwidth and gap are 3 and 2 /Lm, re­
spectively. The anodic generator and cathodic collector 
currents were proportional to the concentration of ferrocene 
from 100 nmoll dm3 to 1 mmol/ dm3 at a sweep rate of 10 
m V Is. However, the quantitative generator anodic current 
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Figure 7. Concentration dependence of the cathodic and anodic lim­
~ing currents of ferrocene at an IDA w~h 3-/Lm width and 2-/Lm gap. 
The solvent is acetonitrile containing 10 nmol/dm3 to 1 mmol/dm3 

ferrocene and 0.1 mol/dm3 tetraethylammonium tetrafluoroborate. 
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Figure 8. Chronoamperometric current-time curve (-) for potential 
step oxidation of 1 mmol/dm3 ferrocene in 0.1 mol/dm3 tetrabutyl­
ammonium tetrafluoroborate acetonitrile solution at a 3-/Lm width, 2-/Lm 
gap IDA electrode with 50 pairs of generator and collector electrodes. 
(---) repmsents the current of the collector electrode whose potential 
is held at ·-0.1 V. The dashed line shows an open-circuit mode cur­
rent-time ourve of the generator without potentiostating the collector 
electrode in IDA. 

cannot b9 measured at a higher sweep rate and at a concen­
tration oness than 100 nmoll dm3 due to the reduction of the 
signal to noise (SIN) ratio of the faradaic current to the 
charging current. On the other hand, the cathodic current 
was pro~ortional to the concentration of ferrocene from 10 
nmoll dms to 1 mmoll dm3 due to the absence of the charging 
current. 

Recen ;ly, on conjunction with Aoki we (30) proposed 
steady-state equations for redox species at an IDA electrode 
and proved that the limiting current increases by decreasing 
the gap md bandwidth. Voltammograms of electroactive 
species with a lower concentration may be realized by using 
an IDA with a smaller gap and bandwidth. This is now under 
investigation. 

Chror.oamperometry of IDA. Current-time curves re­
sulting from potential steps for IDA's in ferrocene acetonitrile 
solution 'vere subjected to a detailed quantitative comparison 
with microband electrodes (32-34) and three microband 
electrodEs (26). Figure 8 shows typical current-time curves 
from the generator (-) and the collector (---) of a 3-/Lm 
bandwidth, 2-/Lm gap IDA electrode. The dashed line in 
Figure 8 shows an open-circuit mode current-time curve of 
a genera-:or with an unpotentiostated collector electrode in 
an IDA. The generator current of the generation-collection 
mode reaohes steady-state within a hundred milliseconds. The 
steady-slate response can be improved to 10 ms, when sub­
micrometer IDA electrodes are used. The electrochemical 
response of the previously reported IDA electrode is not so 
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Figure 9. Chronoamperometric current-time curve for potential step 
oxidation of 1 mmolldm' ferrocene in 0.1 mol/dm'tetrabutylammonium 
tetrafluoroborate acetonitrile solution at a 3-l'm width, 2'l'm gap IDA 
electrode: (-) represents the generator current in generator-collector 
mode, (- -) represents the open-circuit mode current. These currents 
are normalized by dividing the number of bands. (- .. -) and (---) 
represent a theoretical current calculated from the Aoki-Coen equa­
tions, and the Cottrell equation, respectively. 

rapid, because the bandwidth and gap are 50 I'm (25). 
However, like the fast voltammogram of an ultnmicroelec­
trode, our results for a submicrometer size IDA eleGtrode show 
that a small IDA electrode can be applied to measure the 
electrochemical property of short lifetime species. Other 
remarkable characteristics of the IDA are that the current­
time curve at the collector electrode consists of only faradaic 
current and is not affected by large noisy charging current. 
The transient region until the collection current becomes 
steady state reflected the redox species diffusi~n and the 
concentration gradient establishment. 

The square root of the half-height time when the collector 
transient current is at 50% of its limiting current is propor­
tional to the average diffusion length (Wei 4 + gap I, and those 
plots fit well with the theoretical line of d = (1I'Dt)'/2. 

Aoki et al. (32, 33) derived the theoretical chrc>lloampero­
metric response at a microband electrode as a fun~tion of the 
dimensionless electrolysis time 8, given by 

8 = Dt/W2 (3) 

where t is the time in seconds and w is the electrode width 
in centimeters. The chronoamperometric curve i:; expressed 
as 
I/(bnFDC*) = 

(11'8>-'/2 + 0.97 - 1.10 exp[-9.90/ln (1:2.378)] (4) 

for 8 < lOB (t < 3.75 X 105 S for ferrocene, when We is 3 I'm), 
where b is the length of the microband electrode 2nd n, F, D, 
and C* have their usual meanings. 

Coen et al. (34) derived the following expression for the 
quasi-steady-state currents at a micro band electrode: 

I/(bnFDC*) = 5.553/ln (48) - 6.791/(In (48))2 (5) 

Equation 3 holds for 8 > 7.5 (t > 70 ms for ferrncene in 10 
I'm bandwidth) and shows approximately the same results in 
longer time regions as eq 4. Figure 9 shows chronoampero­
metric current-time curves of both the generator-collector 
(-) and open-circuit (--) mode for 3-l'm band"idth, 2-l'm 
gap IDA's, in comparison with the Aoki-Coen equation (---) 
and the Cottrell equation (---). The currents in the IDA's 
are divided by the number of bs..lds, normalizing in single 
microband currents. The current in the open-ci:ccuit mode 
shows a higher value than the Cottrellian, indicating that the 
diffusion profile is not longer planar. It is, however, much 
lower than the value calculated from the Aoki-Coen equation, 
because of the shielding effect (26). The current in the gen­
erator-collector mode shows a larger value than the Aoki-Coen 
equation, due to redox cycling. When the gap b"comes 2-5 
I'm, the open-circuit mode current becomes larger because of 
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a smaller shielding effect, but the generator-collection mode 
current becomes smaller because of less redox cycling. 

Fast Sweep Cyclic Voltammetry. Important features 
of microelectrodes include their small double layer capacitance, 
which allows the exploration of extremely short electrolysis 
times and fast kinetic phenomena. On the other hand, the 
double layer charging current increases linearly with the sweep 
rate, whereas the faradaic current increases with the square 
root of the sweep rate at the high scan rate. Therefore, the 
signal becomes obscure in large charging current when the 
sweep rate becomes faster. Although computer digital sub­
traction between sample and blank solutions improves this 
problem (5), the essential low signal-to-noise ratio, signal 
distortion by the ohmic drop, and experiments on both sample 
and background still remain. 

The collector current in the IDA is not affected by the 
charging current because the potential of the collector is held 
constant. Therefore, the no-charging current fast sweep rate 
cyclic voltammogram is expected. Figure 10 shows cyclic 
volt=etry in the generation-collection mode for ferrocene 
in a 3-l'm width, 2-l'm gap IDA. The sweep rate was 10 V I s, 
so that the voltammogram of the generator develops current 
peaks meaning that the radial diffusion profile dimension is 
approaching that of the electrode. On the other hand, the 
voltammogram of the collector maintained a steady-state 
response. 

This effect was described 20 years ago in connection with 
thin-layer electrochemistry, but with no regard to IDA's. 
Hysteresis is caused by the delay between the generation and 
collection of redox species. The potential of the generator will 
be changed when the generated species diffuse and reach to 
the collector. The difference between cathodic and anodic 
waves in the collector voltammogram is about 80 m V. The 
sweep rate is 10 V Is; therefore the difference of 80 mV cor­
responds to 8 ms, which is close to the theoretical time in 
which the redox species crosses the gap. 
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Mediated, Anaerobic Voltammetry of Sulfite Oxidase 
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The anaerobic voltammetry of the MofFe enzyme, sulfite 
oxidase (SO), Is described for the mediators cytochrome c, 
[Ru(NH3).13+/2+, TMPO+/o, and [Co(bpYlal3+/2+ Theory de­
rived for steady-state voHammetrlc catalysis correctly predicts 
the observed concentration and scan-rate dependencies of 
the catalytiC waves. The Instances for which existing ECca' 

theories may be applied to two catalytic reactions coupled to 
an Interfacial charge transfer are considered. The bimolecular 
rate constant for the reaction of [Co(bpylal3+ with reduced 
SO Is calculated and determined to be approximately 5 X 10' 
L'mol-1,s-1. The appearance of catalytic prepeaks at low 
sulfHe concentrations Is noted and the shape of corresponding 
lit curves from chronoamperometry is examined. The ana­
lytical implications of the novel lime dependence of the cat­
alytic current under these conditions are discussed. 

INTRODUCTION 
Increasing interest in electrochemical sensors capable of 

selective response to species of analytical importance has 
motivated evaluation of various enzyme systems as sensor 
components (1-3). Perhaps the most widely studied enzymes 
for this application are the oxidase enzymes (4). Under aerobic 
conditions, many oxidase enzyme-based sensors seek to am­
perometrically monitor hydrogen peroxide generated from the 
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reduction 0 f dioxygen during the enzymatic reaction sequence. 
Recently, ferrocene derivatives have been explored as 

synthetic electron acceptors for some oxidase enzymes under 
anaerobic conditions (5-7). Electron transfer mediators often 
offer the advantage of driving enzyme turnover at less extreme 
potentials than would otherwise be necessary if hydrogen 
peroxide were the species to be monitored electrometrically. 
Decreased operating potentials may increase selectivity by 
eliminatinE: contributions to the measured response from other 
species undergoing redox reactions at more extreme potentials. 
In addition, mediators allow experiments under anaerobic 
conditions, circumventing problems arising from direct 
(nonenzymatic) oxidation of the enzymatic substrate by 
dissolved oxygen. 

The enzyme sulfite oxidase [EC 1.8.2.1] has previously been 
incorporated into membranes and used in Clark-type oxygen 
electrode based sensors (8, 9). There are several disadvantages 
of the pre,ious approaches. In order to oxidize enzymatically 
generated peroxide at an appreciable rate, it is necessary to 
polarize the working electrode at highly positive potentials, 
where sulfite may itself be oxidized directly. Oxidation of 
sulfite Can lead to passivation of solid electrode surfaces, 
limiting their useful lifetime (10). 

For sulfite sensor work, it is common to stabilize aqueous 
sulfite solutions from air oxidation by adding formaldehyde 
or glycerol as stabilizers (8, 11) to the analyte solution. These 
stabilizers form adducts with sulfite that are not oxygen 
sensitive (12), thus overcoming the inherent contradiction of 
employing analyte solutions containing readily oxidizable 
sulfite but yet saturated with oxygen. Such sensing strategies 
rely on diesociation of these adducts to supply sulfite for the 
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reaction of interest, however. Also, when air-equilibrated, 
aqueous solutions are used in amperometric s.msors, the 
concentration of the electron acceptor (dioxygen) cannot be 
easily systematically varied to alter the sensiti'lity of the 
electrode reaction. All of the above complications could be 
avoided if synthetic electron acceptors were used 'vith sulfite 
oxidase under anaerobic solution conditions. 

We present here the first report of steady-stat'l, catalytic 
voltammetry of sulfite oxidase (SO) under anaerobic condi­
tions, using several different mediators. From available 
theoretical treatments for steady-state electrocatalytic pro­
cesses, we demonstrate the rate law for the mediated, enzy­
matic oxidation of sulfite to sulfate and determ ine the bi­
molecular rate constant for the reaction between t1e reduced 
enzyme and the mediator [Co(bpY)3J3+. We also report the 
observation of voltammetric prepeaks at low sulHe concen­
trations and discuss the implications of this effect on the 
time-dependence of catalytic currents monitored in an am­
perometric mode. The goal of this research is fundamental 
characterization of the reactions of a particular emyme to aid 
in the rational design of new biosensors. 

EXPERIMENTAL SECTION 
Sulfite Oxidase. Several sources of SO were used. A com­

mercially available preparation from chicken liv'lrs (Sigma 
Chemicals) was diluted 1:5 with 0.02 M Tris buffer, pH 7.5, and 
stored at 5°C. The enzyme was also isolated from chicken (13) 
and rat livers (14) as previously described and stored frozen in 
small portions until needed. The purity of each batcb of enzyme 
was determined by calculating the ratio of the UV-vis absorbance 
obtained at 414 nm to that at 280 nm. The absorb"nce at 414 
nm is a Soret band arising from the cytochrome b5 CEnter in SO 
(15) while the 280-nm band is a composite absorbance from all 
aromatic amino acid residues in solution proteins, SI) this ratio 
is a measure of the fraction of protein in solution w 1ich is SO. 
For all preparations used this ratio was greater than 0.6. 

Molar concentrations of enzyme solutions were calculated as 
previously described (16). The values of the molecu:ar weights 
are l.08 X 105 g·mol-l for the chicken enzyme (13) and 1.14 X 105 
g.mol-l for the rat enzyme (16). Enzymatic activity was monitored 
periodically at pH 8.5 by assaying the ferricyanide reductase 
activity of SO (15) at saturating concentrations of sulfit9 (0.4 mM) 
with respect to the enzyme concentration (0.8 nM). The rate of 
bleaching of ferricyanide (0.4 mM) was monitored at 120 nm for 
ca. 300 s. In these experiments, the concentration of enzyme was 
too low for its Soret band to interfere with the nearly coincident 
ferricyanide absorbance. Enzymatic activity (reported as the 
decrease in absorbance at 420 nm) after thawing was found to 
remain invariant over the course of several days (dA/ dt = -(2.2 
± 0.2) X 10-4 AV'S-l) when the enzyme solution was :;tored at 5 
°C between experiments. 

Reagents. Cytochrome c (type VI, horse heart prepared 
without trichloroacetic acid, Sigma Chemicals) was found to be 
electroactive at edge-plane pyrolytic graphite electrodes without 
further purification when used shortly after receipt. Tris(2,2'­
bipyridine)cobalt(lI) complex, or [Co(bpy)sJ'+, was prepared by 
adding an appropriate amount of an aqueous CoC!, ,,o]ution to 
a 4-fold molar excess of the ligand (17). The exces,· ligand in 
solution, at the concentrations employed for voltammetric ex­
periments (typically < 50 I'M), had no effect on catalytic currents, 
as determined by comparisons to solutions prepared from solid 
[Co(bpy),]CI,. All other chemicals utilized were high-purity, 
commercially available materials. Solutions for electrochemical 
experiments (with the exception of stock sulfite solutions) were 
prepared daily in 0.02 M Tris/0.1 M KCl buffer, pH 7.6. Sodium 
sulfite solutions were prepared fresh every few hours in Ar-sat­
urated buffer and kept on ice in a septum-capped vi.ll under a 
blanket of Ar. 

Apparatus. Spectrophotometry was conducted with an HP-
8452A photodiode-array spectrometer interfaced to a : aboratory 
PC. Locally constructed instruments for cyclic voltammetry (CV) 
and chronoamperometry (CA) were of conventional d'lsign (18). 
Data from CA experiments were digitized with a Summa Graphics 
MMl103 Bit Pad Two data tablet interfaced to a PC and ma-
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Figure 1. CatalytiC cycle proposed operative in vivo for the SO cat­
alyzed oxidation of sulfite to sulfate. Mo and Fe represent the enzymic 
molybdenum and cytochrome b 5 oxidation states. 

nipulated with customized software written in Borland Turbo 
Pascal. The coplanar arrangement of edge-plane pyrolytic graphite 
(EPG) working, Ag-wire quasi-reference and Pt-ring auxiliary 
electrodes has been described previously (19). A (0.1 M KCl) 
Ag/ AgCl reference electrode, isolated from the protein-containing 
solution, replaced the internal Ag-wire reference for later ex­
periments. The area of the EPG working electrode was deter­
mined to be 0.0671 ± 0.0008 cm' (10 replicate measurements; 
electrode repolished with 0.05-l'm alumina between determina­
tions) by CA measurements on 10.0 mM potassium ferri­
cyanide/l.O M KCI solutions, assuming Do = 7.63 X 10-<> cm'·s-l 
(20). 

The electrochemical cell was a single-compartment tube with 
a threaded top into which the electrode assembly could be sealed 
with an O-ring bushing and which could accommodate solution 
volumes as small as 400 I'L. One port in the cell was fitted with 
a septum through which solutions could be introduced via syringe 
(with Teflon-tipped plunger) under anaerobic conditions, and 
another was fitted with a degassing tube to maintain a blanket 
of Ar over the solution during experiments. Care was taken to 
avoid bubbling Ar through solutions after introduction of enzyme 
(or cytochrome c) a1iquots, since this type of agitation produced 
frothing of the protein and resulted in loss of enzyme activity. 

Cell solution volumes of between 500 and 600 I'L were most 
typically employed. The duration of our experiments, for example 
that in Figure 3 (vide infra), is sufficiently long that <1 % depletion 
of sulfite occurs due to the interfacial electrocatalytic reaction. 
Further, the diffusion layer depth, t., may be estimated (gener­
ously) as t. = 6(Dt)O.5 (21), thus with D = 10-<> cm' /s and t = 150 
s (Le., the time needed to scan 300 mV beyond EO' at 2 mV Is), 
t. = 0.07 cm. In all cases, the working electrode in our experiments 
greatly exceeded this distance from the cell bottom and the 
separation between the working and Pt-ring auxiliary electrodes 
was at least 3 times this distance. 

RESULTS AND DISCUSSION 

Biological Electron Acceptor of SO. Sulfite oxidase is 
a molybdohemoprotein which exists as a dimer of two identical 
subunits (22). Each subunit contains a molybdenum cofactor 
comprised of a molybdopterin (23) as well as an iron porphyrin 
of the cytochrome b5 type (15). The biological function of the 
enzyme is to oxidize sulfite in a two-electron step to form 
sulfate in the terminal step of the oxidative degradation 
pathway of sulfur-containing amino acids (24). 

In the resting (i.e., fully oxidized) form of the enzyme, the 
formal oxidation states of the Mo and Fe centers are known 
to be VI and III, respectively. The proposed in vivo catalytic 
cycle (22) is shown in Figure 1. The two-electron reduction 
of Mo by sulfite precedes two sequential internal electron 
transfers to the enzymic Fe center. The reduced iron center 
transfers an electron to the physiological electron acceptor, 
cytochrome c, following each of the two intramolecular 
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Figure 2. (A) Voltammetric mediation scheme for SO. (8) CVs for 
94 ,uM cytochrome c (upper curve) and for cyt c, 0.55 ,uM SO, and 
180 ,uM sulfite (lower curve), both at 2 mV,s-'. Cross represents 0 
V versus Ag/ AgCI and no net current. 

transfers. The forward and reverse rate constants for the first 
intramolecular step have recently been reported as kl = 310 
S-1 and k, = 155 s-" respectively (25), and the reported redox 
potentials of the enzymic metal centers at pH 7 are FeIII/ lI 

= +0.06 V, MOVI/V = +0.04 V, and MOV/IV = --0.16 V, all versus 
NHE (26). 

Initial studies in our laboratories showed no evidence of 
direct electron transfer between the enzyme and the EPG 
working electrode for any of the enzyme preparations exam­
ined. In order to demonstrate the ability to communicate 
electrochemically with the enzyme in vitro, the biological 
electron acceptor ferricytochrome c was examined as a me­
diator since its redox interactions with the enzyme have been 
well characterized. Panel A of Figure 2 depicts the mediation 
scheme for voltammetric experiments in which the enzyme 
is reduced by sulfite, the reduced enzyme transfers an electron 
to the oxidized form of the mediator, and the reduced me­
diator is reoxidized at the electrode surface. 

This is formally an EC",Ccat (or EC'C') mechanism (21), 
since two regenerative homogeneous-phase reactions are 
coupled to the interfacial charge transfer. It should be noted 
that the scheme shown in Figure 2A is simplified from the 
catalytic cycle of Figure 1 in that the influence of the internal 
electron transfers is not shown explicitly. The possibility thus 
exists for at least two rate-controlling reactions to occur be­
tween the catalytic reaction steps shown in the figure. 

Panel B of Figure 2 shows an example of the voltammetric 
response obtained for this system. The upper trace is a cyclic 
voltammogram of ferricytochrome c alone. Like the other 
voltammograms shown below, this trace is unchanged by 
adding small concentrations of 80. The lower trace is for 94 
,uM cytochrome c in the presence of 0.55 ,uM chicken 80 and 
180 ,uM sulfite. Upon addition of 80 and sulfite to the solution 
at open circuit, ferricytochrome c is reduced in situ to the ferro 
form, consuming '/2 equiv of 801-/ equiv of the cytochrome, 
based on the stoichiometry shown in Figure 1. The catalytic 
electron transfer begins when the potential scan is initiated 
and ferrocytochrome c is reoxidized to the ferri- form at the 
electrode surface. Oxidative generation of the electron ac­
ceptor initiates the catalytic reaction sequence and a large, 
catalytic wave is observed due to the effective oxidation of 
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Figure 3. Catalytic responses for different mediators: (A) [Ru­
(NHs).P+I2<, (8) [Co(bpYhP+I2+, and (C) TMPD+IO. Upper curve in 
each case s for mediator alone, [med] = 76 ,uM; lower curves are 
steady-stat" CV s for [med] = 63 ,uM, [SO] = 1.1 ,uM, and [sulme] 
= 1.5 mM, all at 2 mV·s-'. 

a given cytochrome molecule several times on the voltam­
metric time scale. 

8ynthl,tic Electron Acceptors, It has long been recog­
nized that some redox dyes, ferricyanide, and dioxygen 
function as electron acceptors for 80 (15). This fact has been 
exploited in several sensitive spectrophotometric assays for 
the activity of this enzyme as isolated from various sources 
(13-16). Because of the long-term instability and quasi-re­
versible nature of the electrooxidation of cytochrome c, syn­
thetic electron acceptors should be superior for electrochemical 
mediation. 

Our criteria for selection of redox couples to be evaluated 
as 80 melliators were (i) well-defmed, reversible voltammetry, 
(ii) adequate aqueous solubility, (iii) available or preparable 
in high purity, (iv) sufficient chemical stability in neutral, 
aqueous r3edia, (v) lack of cross-reactivity with the enzymatic 
substrate (viz., sulfite) in the absence of enzyme, and (vi) 
ability to accept electrons from the reduced enzyme. During 
the initial screening of compounds for use as mediators for 
this enzyme system, examples were found of couples which 
violated <lne or more of these criteria; these couples will be 
discussec. in a future publication. 

Although compounds fulfilling criteria i-iv under certain 
conditions have been catalogued elsewhere (27-29), candidates 
satisfying all of the above conditions, particularly criteria v 
and vi, c,)uld only be identified through trial and error. It 
was emp .rically observed in the course of experimentation, 
however, that mediators undergoing one-electron oxidations 
often displayed vastly dIDinished (cross-) reactivities toward 
sulfite, in the absence of enzyme, compared to those under­
going apparent two-electron oxidations. This was usually 
discernec by observing some sort of change in the voltammetry 
of the rr.ediator upon addition of sulfite. In the case of 
[Co(bpy) ,]3+/2+, for example, there is no increase in the current 
for [Co(bpylaF+ oxidation when sulfite is added to the solution, 
and current attributable to the oxidation of sulfite, directly 
or indire.:tly, does not rise on the EPG electrode at potentials 
less posil ive than +0.3 V vs Ag/ AgCl. No definitive basis for 
a priori prediction of reactivity of any given mediator toward 
the reduced enzyme has yet been discovered. 

Figure 3 demonstrates the reactivity of several different (n 
= 1 equiv/mol) redox couples as electron acceptors for the 
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Figure 4. Voltammetric behavior in the presence of increasing con­
centrations of sult:~e. Mean concentration [Co(bpyls]'+ = 123 p.M 
(range, 127-119 I,M), mean [SO] = 1 p.M (range, 1.1-1.0 p.M), v = 
2 mV·s-1

• Numbers by each curve refer to concentration of sulfite in 
p.M; other components underwent slight dilution during sequential ad­
dition of sulfite aliquots as indicated by range figures. 

enzyme, in this case (A) [Ru(NH3)6]3+/2+, (B) [Co(bpyls]3+/2+, 
and (C) TMPD+/o (TMPD = N,N,N',N'-tetramethyl-p­
phenylenediamine). The upper curve of each pair is the CV 
of the mediator alone. In the lower curves, not, that the 
concentrations of mediator, enzyme, and sulfite an identical 
in Figure 3. Catalytic wave heights accordingly :'eflect the 
various rates at which the mediators oxidize the reduced form 
of the enzyme and are not, as will he explained helo\'{, sensitive 
to the sulfite concentration in solution. The data s: 10wn were 
obtained by using rat liver enzyme, but results were compa­
rable for enzyme isolated from chicken livers. The remainder 
of the experiments detailed in this paper employed the com­
mercially available chicken enzyme. 

Of the mediators shown in Figure 3, [Co(bpy),p+/2+ was 
chosen for more detailed study. [Ru(NH:J6]CI3 (l'igure 3A) 
was also well-behaved, but its most readily available form is 
the Ru(III) state; thus it is necessary to perform in situ re­
duction of the mediator as described for the caSE of ferric­
ytochrome c (vide supra). This procedure may result in 
sloping base lines for catalytic waves in cases where the re­
duction is incomplete, which lowers the precision vlith which 
catalytic currents may be determined. 

Although the magnitude of the catalytic respons" obtained 
with TMPD (Figure 3C) is significantly greater th!ill that for 
either the ruthenium (Figure 3A) or cobalt (Figure 3B) com­
pound, oxidized TMPD is not very stable in the presence of 
sulfite. A recent study employing rotated ring-di!k voltam­
metry, spectroelectrochemistry, and digital simu.ation has 
demonstrated that the two-electron oxidation products of 
N-alkyl-substituted p-phenylenediamines (viz., quinonedi­
imines) undergo rapid sulfonation reactions (ke val'les ca. 105 

L·mol-1·s-1) in aqueous sulfite solutions (30). This m~y explain 
the observation of the present work that potential scans more 
positive than approximately +0.2 V (where the TMPD radical 
cation may start to undergo further oxidation to the tetra­
alkylquinonediimine) led to a rapid decrease in thE observed 
catalytic current. Inability to scan to more positive potentials 
resulted in poorly defined plateaus and thus a degree of un­
certainty in measured catalytic wave heights. For all of the 
above reasons, [Co(bpylsP+/2+, which gave the m)st repro­
ducible results of the three compounds, was utilized for the 
remainder of the experiments detailed below. 

Mediation of SO by [Co(bpylsP+/2+. Figure" presents 
CV data for mediation by [Co(bpylsP+/2+ at a seriES of 8032-
concentrations but nearly constant SO and med .ator con­
centrations. At low concentrations of sulfite, thE catalytic 
process is evidenced by a voltammetric prepeak, which arises 
from a rapid depletion of sulfite in the catalytic reaction layer 
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by the enzymatic reaction. A similar effect has recently been 
observed in the case of an extremely rapid mediation reaction 
between two proteins, one of which is able to undergo rapid 
heterogeneous charge transfer and the other of which is not 
(31). The appearance of such prepeaks in other (nonenzy­
matic) catalytic systems is similarly known to be indicative 
of a rapid kinetic step resulting in concentration polarization 
(Le., time-dependent depletion) of a reactant in solution, thus 
we interpret the effect observed in the present case to imply 
a very rapid rate for the reaction between sulfite and the 
oxidized form of the enzyme. 

The prepeak current begins to rise at the same potential 
as currents rise from the foot of catalytic waves observed at 
much higher (saturating) sulfite concentrations, but the peak 
potential of the prepeak moves to more positive values and 
merges with the mediator oxidation wave with increasing 
sulfite concentration. 8aveant and co-workers have developed 
an electrocatalytic theory explaining this phenomenon for 
ECcat mechanisms (32). The potential difference between the 
prepeak and the observed redox potential of the mediator (EO') 
is described therein as a function of the voltammetric scan 
rate (v), the homogeneous rate constant for the mediator/ 
substrate reaction (k), and the ratio of the concentrations of 
the substrate to mediator (termed the excess factor) (32). 

We have attempted, thus far without success, to extract 
quantitative kinetic results from the present system by using 
the Saveant theory (32) under concentration conditions where 
simplified ECcat behavior would be expected (i.e., very low 
sulfite concentrations at relatively high enzyme and mediator 
concentrations, where rate control should be shifted to the 
sulfite/enzyme reaction). We note, however, that the theory 
does, qualitatively, predict the features of the observed vol­
tammetry (e.g., decreased splitting between prepeak and 
mediator oxidation peak with increasing v). Trace amounts 
of oxygen present in solution due to injection of (nonde­
gassable) enzyme aliquots would be expected to consume a 
sizable portion of the sulfite injected into the cell when 
working at low sulfite concentrations; thus such uncertainties 
in actual concentrations may contribute to difficulties in 
quantitation. 

As the concentration of sulfite is increased in Figure 4, the 
pre peak merges with the mediator oxidation wave and the 
reverse (reduction) peak for the mediator begins to disappear. 
The concentration of sulfite needed to effect loss of the re­
duction peak (that is, produce a catalytic reaction which is 
fast on the potential sweep time scale) depends on the con­
centration of both enzyme and mediator. For the data shown, 
concentrations of enzyme and mediator were nearly constant 
throughout the series since only small aliquots of a concen­
trated sulfite solution (9.9 mM) were added to avoid dilution 
effects. 

At the highest sulfite concentrations in Figure 4, a 
steady-state catalytic wave is obtained. Further increases in 
sulfite concentration do not increase currents but merely serve 
to dilute the enzyme and mediator (cf. curves for 488 and 645 
p.M 8032-). We interpret this as indicating that rate control 
in these voltammograms resides entirely with the reduced­
enzyme/mediator reaction. The high concentration of sulfite 
in this case as well as in the examples shown in Figure 3 serves 
to ensure that oxidized enzyme generated by the first catalytic 
step in Figure 2A is reduced virtually instantaneously. 

Elucidation of Rate Law. Although the formal concen­
tration of enzyme is quite low with respect to that of the 
mediator in Figure 4 (1 p.M versus 120 p.M), we postulate that 
rapid reduction of enzyme by sulfite results in effective 
pseudo-first-order reaction conditions: mediator and a ki­
netically inexhaustible pool of reduced enzyme. Thus, at 
saturation levels of sulfite, the system behaves as a two-com-
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ponent catalytic reaction chain, and existing theory for the 
steady-state EC"" response (21) may be applied. This is 
despite the fact that the theory was originally developed for 
the situation where the formal solution concentrations are 
pseudo-first-order in mediator (Le., "flooded" with species 
being mediated). The presence of a second coupled and rapid 
catalytic reaction that regenerates reduced enzyme in the 
present case indicates a different regime of conditions under 
which this theory may be applied. 

The theory of steady-state voltammetric catalysis has been 
well described (21, 33-35). Derived in terms of a catalytic 
reaction layer, the steady-state current may be expressed by 

(1) 

where Cm,d* and C,n: are the solution concentrations of 
mediator and reduced enzyme in moJ.cm-3, respectively, k is 
the homogeneous rate constant (cm3·moP·s~1), ,u is the cata­
lytic reaction layer thickness (cm), and the other quantities 
have their usual significances (21). It may be shown (33) that 
the reaction layer thickness, ,u, is expressed by 

,u = (Dm,d/kC,n:)O.5 (2) 

where Dm,d is the diffusion coefficient of the mediator (as­
sumed to be identical for the oxidized and reduced forms). 
Substitution of eq 2 into eq 1 yields the well-known relation 
(21,34) 

(3) 

This expression predicts a scan-rate-independent, steady­
state current which is proportional to the mediator concen­
tration and to the square root of the concentration of the 
reduced enzyme. It should be noted that the above expression 
of current is equivalent to a homogeneous solution rate law 
which is first order in both reactants (36) 

-d[enz"dl/dt = -d[medoxl/dt = k1enz][medl (4) 

where k' is expressed in L'mot"s-I and the brackets denote 
molar concentrations. Determination of the rate constant from 
the steady-state catalytic current follows in a straightforward 
manner from eq 3, provided the proper concentration de­
pendencies and lack of scan rate dependence may be verified. 

Scan Rate Independence of i ". Figure 5 shows catalytic 
current data that are independent of scan rate acquired over 
a ca. 2 order of magnitude range of scan rates at saturating 
concentrations of sulfite. Well-defined, steady-state waves 
of equal magnitude are obtained at scan rates up to 20 m V'S~I 
for this set of solution concentrations. At higher scan rates, 
the interfacial charge transfer is driven too rapidly for the 
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Figure 6. Concentration dependencies of steady-state catalytiC cur­
rents at 2 llV'S~l: (A) [SO] = 1.0 ,uM, [sulfite] = 2.5 mM; (8) [Co­
(bpy),2+] ,~ 110 ,uM, [sulfite] = 2.1 mM. 

regenerative solution reaction to counterbalance, and non­
steady-state currents (i.e., voltammetric peaks) become ap­
parent. A scan rate of 2 m V'S-l was (arbitrarily) chosen for 
the remainder of the experiments. 

Determination of Concentration Dependencies of i" 
and k. Figure 6A presents steady-state current data obtained 
with diffErent lCo(bpylsF+ but constant enzyme (LO ,uM) and 
sulfite (2.5 mM) concentrations. Each data point represents 
a separate experiment (i.e., repolished electrode, new solution). 
As is evident, there is a linear relation between catalytic 
current '.nd Co complex concentration. The slope of the 
regressioll calculated for the dats is 2.9 X 1O~3 A·L·mol~" which 
corresponds to a rate constant calculated by eq 3 of 5 X 10' 
L·mol-1,s·1. 

Figure 6B shows data from an analogous set of experiments 
conducted at constant Co complex (110 ,uM) and sulfite (2.1 
mM) con ,entrations but with varying enzyme concentrations. 
The squae-root dependence of current on enzyme concen­
tration pI edicted by eq 3 is confirmed, which supports the rate 
law prop')sed for the process by eq 4. Regression of steady­
state CUfl ent onto square root of enzyme concentration yields 
a slope of 3.5 X 1O~4 A·Lo.5·mol-o·5. This result corresponds 
to a calc\llated rate constant of 6 X 10' L·mol~l·s~l, which is 
in good agreement with the number calculated from Figure 
6A. It m,y also be noted that since sulfite is present in vast 
excess in these experiments, consumption of small amounts 
of sulfite through oxidation by trace oxygen in solution should 
have no effect on calculated rate constants. These data, 
however, do not permit elucidation of the site of reactivity 
of the m"diator with the enzyme (i.e., the Mo or Fe center), 
and ever, the possibility of dual site reactivity cannot be 
discount'ld. 

In collection of the above data, attempts were also made 
to condud similar experiments through sequential additions 
of small volumes of a (relatively) concentrated solution of 
either the mediator or the enzyme. This approach was un­
successfd, however, resulting in catalytic current/concen­
tration ClIVes that exhibited negative deviations from linearity 
at high concentrations of the added reagent. This trend 
persisted even after correcting the data for the minor dilution 
effects o"curring by using eq 3, above. This difficulty may 
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Figure 7. Effect of stabilizers on catalytic waves: (A) fcrmaldehyde 
stabilizer; (B) glycerol stabilizer. Upper pair of curves in each panel 
is [Co(bpy),2+] = 44 I'M, [SO] = 0.38 I'M, v = 2 mV·s-' wtth (larger 
curve) and wtthout (smaller curve) sulme ([sulme] = 524 I'M in panel 
A, 358 I'M in panel B). Lower pair of curves in each panel is the same 
but wtth added formaldehyde (2 mM, panel A) and glycerc·1 (0.51 mM, 
panel B). 

be attributable to some combination of accumulation of 
systematic errors (volume or concentration inaccuracies), loss 
of mediator (e.g., ligand dissociation and subsequent ad­
sorption on surfaces in the cell), or cumulative fouling of the 
electrode from sulfite through repetitive potential scanning. 
Sulfite itself undergoes electrooxidation at fairly positive 
potentials at EPG electrodes (Epoak.ox '" +0.5 V), but at the 
high concentrations used in the above studies, then may have 
been significant enough direct oxidation of sulfite at the 
positive scan limit (+0.3 V) to foul the electroc e over an 
extended period of time. 

Effects of Sulfite Stabilizers in Solution. Af discussed 
above, species that form adducts with sulfite and prevent its 
oxidation by O2 are often employed in sensor work. The data 
in Figure 7 demonstrate the effects of two such stabilizers on 
catalytic voltammetry observed with [Co(bpY)31'+ mediator. 
The upper pair of curves in each panel shows CV s for the 
catalytic system in the absence of stabilizers. The lower pair 
of curves shows the effects of formaldehyde (stock sulfite 
solution stabilized with 0.1 % (v/v) HCHO, panel A) and 
glycerol (stock sulfite solution 0.1 % (v Iv) in glycerol, panel 
B) on the voltammetric responses. In the case of addition of 
formaldehyde (Figure 7 A, bottom curve), the catalytic re­
sponse is both smaller and non steady state. This i" evidently 
due to slow dissociation of the formaldehyde-sulf.te adduct 
on the voltammetric time scale. By contrast, there is no 
noticeable effect from the addition of glycerol (I'igure 7B, 
bottom curve), which may be attributable to either a difference 
in adduct dissociation rate or (less likely) the small 4-fold 
difference in the formal concentrations used. 

For electrochemical kinetic studies of the enzyme, it is hence 
undesirable to use stabilizers like formaldehyde shce sulfite 
adduct dissociation may assume at least partial rate control 
in some situations. Conversely, in an analytical setting, ad­
dition of such a stabilizing agent may be beneficial for ex­
tending the dynamic range of the analysis (vide infra). Since 
a sensor employing this enzyme would be insensitive to sulfite 
above that amount resulting in the appearance of a steady­
state response, adduct formation and the resulting shift to 
a non-steady-state response could effectively extend the dy­
namic range of the sensor to higher formal sulfit, solution 
concentrations. Dilution of the sulfite-containirg analyte 
solution would, however, achieve the same end result. 

Characteristics of Amperometric Responses. Figure 
8 shows results for chronoamperometric experiments in which 
the potential was stepped from -0.15 V ([Co(bpY)ll'+ state) 
to +0.23 V ([Co(bpy),]'+ state) at time = 0 s. Fr,)m lowest 
to uppermost, the individual ilt curves in the m.in figure 
correspond to increasing sulfite concentrations at !.ssentially 
constant enzyme and [Co(bpY)31'+ concentrations 12 I'M and 
160 I'M, respectively). The lower sulfite concentrations would 
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Figure 8. Catalytic chronoamperograms: E, = -0.15 V, E".p = 
+0.225 V; [Co(bpy),2+] = 160 I'M, [SO] = 2 I'M. Concentrations 
of sulfite, from lowermost to upper curve: 0,35.5, 70.4, 105, 189, 
270, 349, 425 and 498 I'M. Inset: Currents monitored 10 s after 
potential step plotted as a function of S032- concentration. Concen~ 
trations ([Co(bpy)s'+]' [SO]) were as follows: (A) 80 I'M, 0.24 I'M; 
(B) 80 I'M, 2.1 I'M; (C) 160 I'M, 0.24 I'M; (0) 160 I'M, 2.1 I'M. Lines 
plotted through data are logarithmic fits presented only to guide the 
eye in distinguishing data sets. 

result in prepeaks in analogous voltammetric experiments, but 
in an amperometric mode the result is observation of higher 
currents at short times before a transition to a lower level at 
longer times. 

High sulfite concentrations yield steady-state currents 
shortly after the potential step is imposed. The i I t curves 
at lower sulfite conc,entrations deviate from the upper, 
steady-state traces at high sulfite concentrations because 
sulfite becomes depleted in the catalytic reaction layer. At 
the moment monitored currents begin to decrease, the con­
centration-distance profiles (21) for sulfite begin to move out 
into bulk solution. In the case of the steady-state currents 
observed at higher sulfite concentrations, these profiles are 
stationary throughout the time course of the potential step, 
since the rate of consumption of sulfite in the reaction layer 
is offset by diffusion of sulfite from the bulk. 

The analytical implications of the ilt behavior in Figure 
8 are manifest both in the time dependence of the dynamic 
range of the experiment and in the change in sensitivity with 
respect to sulfite concentration as a function of time. For 
example, at approximately 5 s after the potential step, the 
upper five i I t curves are indistinguishable, whereas at 40 s, 
all but the uppermost two curves are resolved. This illustrates 
the point that if the enzyme system under investigation were 
incorporated into a sensor, the resulting dynamic range would 
be maximal at long times (>40 s, in this example). 

Conversely, the sensitivity to sulfite (i.e., the current 
monitored at a given concentration of sulfite) is highest at 
short times for those concentrations of sulfite that do not 
result in observation of a steady-state current. In experiments 
such as these, where a synthetic electron acceptor is used, it 
would be impractical to attempt to measure the height of the 
prepeak observed in a voltammetric experiment due to the 
sloping base line and poor resolution of the prepeak from the 
oxidation peak of the mediator. Potential-step methods such 
as chronoamperometry are hence more reliable for quantita­
tion of sulfite, but as illustrated above, the time after the 
potential step (or, for example, introduction of sulfite in a 
hydrodynamic sensor application) at which the current is 
monitored is critical to the success of the determination. In 
principle, calibration curves could be generated for a series 
of different times, and the optimal time for determining the 
sulfite concentration from the current could then be chosen. 
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Alternatively, i / t curves might be integrated over the duration 
of a potential step experiment and the total charge determined 
correlated with sulfite concentration. 

The inset of Figure 8 shows current values monitored 10 
s after the potential step for a series of sulfite concentrations 
in experiments conducted as described for the main figure. 
These curves differ in the concentrations of [Co(bpy laF+ and 
enzyme employed in each experiment. Data set D is taken 
from the experiments shown in Figure 8, while data set B, for 
example, was extracted from a set of i / t curves for which the 
enzyme concentration was identical with that in set D, but 
for which the [Co(bpylaF+ concentration was 50% lower. In 
general, lower enzyme or mediator concentrations result in 
the appearance of steady-state curves at lower solution sulfite 
levels, thus both sensitivity and dynamic range are increased 
at higher enzyme and mediator concentrations. 

CONCLUSIONS 
The mediated voltammetry of suIfite oxidase under anae­

robic conditions has been characterized for the first time. The 
compounds cytochrome c, [Ru(NH3)6J'+/2+, TMPD+/o, and 
[Co(bpyla13+/2+ have been demonstrated to function as electron 
acceptors on the voltammetric time scale. Although Mi­
chaelis-Menten kinetic treatments are often used in attempts 
to describe oxidase enzyme systems, electrocatalytic theory 
is demonstrated to properly predict the scan rate dependence 
and the dependencies of steady-state limiting currents on SO 
and mediator concentrations for the above listed electron 
acceptors. This allows the calculation of the chemical rate 
constant for the reaction between the reduced form of the 
oxidase and the mediator, as demonstrated for the case of 
[Co(bpYlaJ'+. The advantages in the use of mediators in the 
absence of oxygen are noted. The presence of prepeaks at low 
sulfite concentrations is shown to be manifest as a novel time 
dependence of currents monitored in potential step experi­
ments. The implications of this unusual behavior are noted 
in terms of the dynamic range and sensitivity which would 
be expected for a sensor incorporating this enzyme system. 
Future work will be directed toward elucidating the charac­
teristics of different mediators that influence the rate at which 
they react with the reduced enzyme. 
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Gold and Platinum Poly(chlorotrifluoroethylene) Composite 
Electrodes 

Steven L. Petersen and Dennis E. Tallman' 

Department of Chemistry, North Dakota State University, Fargo, North Dakota 58105 

Two new poly(chlorotrHluoroethylene) (KeI-F)/preclous metal 
composHe electrodes are described which contain 14 % metal 
by volume, the Kelgold (Kel-F/gold) and Kelplat (t[el-F/plat­
inum) electrodes. The results of four-probe ce,nductivity 
measurements on these highly conductive, cOllsolidated 
composites are reported. The surfaces of these ,:omposite 
electrodes consist of ensembles of active sites (packed 
metal-particle regions). Scanning electron micro!;coplc ob­
servations of the surface morphologies of Kelgold and Kelplat 
electrodes are discussed, Including the Influences of certain 
properties of the conductor powder and the fabric/ltion pres­
sure on active site morphologies. Cyclic voltammetry dem­
onstrates enhanced current densities for these ,:omposite 
electrodes (relative to the corresponding macro :lisk elec­
trodes). Active areas and large active perimeters for Kelgold 
and Kelplat electrodes are determined from short-time chro­
noamperometric data. The chronoamperometrie data for 
Kelgold and Kelplat electrodes over the time range of ca. 10 
ms to 100 s is shown to conform to existing micrcelectrode 
ensemble theory. 

INTRODUCTION 
Over the past three decades, a variety of composite elec­

trodes have been developed for electroanalytical applications. 
These electrodes can be categorized into three groups based 
on their method of fabrication. First, there are electrodes 
fabricated by impregnating a porous conductor with an in­
sulating material as with the various impregnated c,JIbon-rod 
electrodes (1) and the epoxy-impregnated reticulated-vitre­
ous-carbon electrode (2). A second group consists of electrodes 
fabricated by uniformly dispersing a conductor in a viscous 
liquid as with the various carbon paste electrode~ (3) or in 
a liquid resin (which is subsequently polymerized) a; with the 
epoxy/graphite (4), epoxy/carbon fiber (5), pol/styrene/ 
carbon black (6), and polystyrene/ carbon fiber (7) electrodes. 
The composites in this group, which will be refelred to as 
dispersed composites, have a random distribution of :onductor 
particles (or fibers) within the continuous insulabr matrix 
and usually contain a high volume percent of c,mductor. 
Belonging to the third group are electrodes fabr icated by 
mixing a powdered conductor with a powdered polymer and 
compression molding the mixture as with the Teflon/graphite 
(8), polyethylene/graphite (9), Kel-F /graphite )0), and 
Kel-F /precious metal (11-13) electrodes (Kel-F is a 3M 
Company trade name for poly(chlorotrifluoroethyle:1e». The 
composites in this group, which will be referred to as con­
solidated composites (14), have a network of conductor par­
ticles pervading the polymer matrix. The continuity of this 
network can be maximized by minimizing the time that the 
polymer is molten during molding and by using conductor 
particles that are small relative to the polymer particles. How 
this particle size discrepancy promotes the continuity of the 
conductor particle network has been discussed pre"iously in 
relation to our Kel-F/silver composite (11,12). 
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Nearly all of the composite electrodes classified above 
contain some form of carbon as the conducting phase. We 
have recently described furee new precious metal composite 
electrodes: the Kel-F /silver, Kel-F /gold, and Kel-F /platinum 
electrodes, hereafter referred to as Kelsil, Kelgold, and Kelplat 
electrodes, respectively (11, 13). To our knowledge, these are 
the first silver, gold, and platinum composite electrodes de­
veloped for electroanalytical application. Kel-F /precious 
metal composites are consolidated composites and, as a result, 
have certain advantages over dispersed composites. For in­
stance, a consolidated composite has a highly connected 
network of conductor particles, leading to higher electrical 
conductivity than obtained with dispersed composites having 
the same volume percent conductor (vide infra). Conse­
quently, conducting consolidated composites with low volume 
percent conductor can be fabricated, an advantage when 
working with precious metal composites. For example, we 
have fabricated conducting Kel-F / silver composite electrodes 
with as little as 10% silver by volume (11). Furthermore, the 
necessity of maintaining dispersion of the conductor particles 
during the curing of a dispersed composite is avoided with 
consolidated composites. 

In this paper, we present the results of optical and scanning 
electron microscopic observations of and electrochemical 
measurements at Kelgold and Kelplat electrodes. In addition, 
we report the results of four-probe conductivity measurements 
for all three precious metal composites. As with Kelsil elec­
trodes (11), Kelplat and Kelgold electrodes exhibit behavior 
typical of microelectrode ensembles, including enhanced 
current densities and high perimeter-to-area ratios. In ad­
dition, they possess high electrical conductivities and are 
mechanically robust and machinable. 

EXPERIMENTAL SECTION 

Reagents and Materials. All chemicals were of reagent grade. 
Hexammineruthenium(III) chloride (AESAR) and potassium 
ferricyanide (Mallinckrodt) were used as received. All solutions 
were prepared from Milli-Q water (Millipore Corp.). A diffusion 
coefficient of 6.5 x 10-6 cm'/s was determined for Ru(NH,Js3+ 
in 1.00 M KNO, at 25°C at a Au macro disk electrode. An average 
diffusion coefficient of 7.8 x 10-6 cm' /s was determined for Fe­
(CN)63- in 1.00 M KCI at 20-23 °C at a Pt macro disk electrode. 
The gold disk electrode was made by sealing a 2.0 mm diameter 
gold wire (99.9985%, AESAR) in epoxy (Dow Epoxy Resin 332 
with tetraethylenepentamine as the curing agent). The platinum 
disk electrode was a 6.5 mm diameter Pt inlay electrode (Corning). 

Kelgold and Kelplat electrodes were prepared from 1.8-2.3 I'm 
gold (99.95%, AESAR) and 0.5-2.5 I'm platinum (99.9%, AESAR), 
respectively, by the method previously described for Kelsil (11). 
In short, this method consists of an ambient temperature vacuum 
prepress followed by a hot compression molding step. Some 
electrodes were fabricated in the usual manner with a 500-800 
lb (2200-3600 N) pre press, while others were given a 10 000 lb 
(44000 N) prepress (all other steps were as described previously 
(11)). These different electrodes will be referred to as LP (low 
pressure) and HP (high pressure) composites, respectively, (i.e., 
LP-Kelgold and HP-Kelgold). All Kelgold and Kelplat electrodes 
used in this work contained 14.0% metal by volume (corre­
sponding to 59.9% gold or 62.4% platinum by weight); subsequent 
references to electrode composition refer to volume percent 
conductor. The composite electrodes employed in this work had 

© 1990 American Chemical Society 
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diameters of 0.250 in. (6.35 mm) and thus had (total) geometric 
areas of 0.317 em'. Active areas were estimated by multiplying 
the geometric area by the metal volume fraction. 

Instrumentation. Optical and scanning electron microscopies 
were performed on an Olympus Model SZH microscope and a Jeol 
Model JSM-35 scanning electron microscope, respectively, at the 
North Dakota Stata University Electron Microscopy Laboratory. 

Four-probe conductivity measurements were made with a 
homemade Plexiglas jig which allowed voltage probe spacings of 
2.0, 3.0, and 4.0 mm. Current was supplied by a low-voltage power 
supply in series with a 5-(,), 3-W resistor to facilitate control of 
the applied current, which was monitored with a 31

;' digit digital 
multimeter. The voltage drop across a portion of a composite 
pellet was monitored with copper wire voltage probes, the tips 
of which had been sanded to points. The voltage probes were 
in turn connected to the inputs of an instrumentation amplifier 
(15) whose output was monitored with a 41/, digit digital mul­
timeter. 

Cyclic voltammetry and potential-step chronoamperometry 
were performed with a recently constructed computer-based 
wide-bandwidth potentiostat (16). This system employs bidi­
rectional direct memory access such tbat control of the applied 
potantial and sampling of the current are performed totally under 
hardware control. The counter electrodes were glass-sealed 
platinum coil electrodes. The reference electrodes (against which 
all potentials are reported) were Ag/ AgCl/3.5 M KCl and were 
isolated from the cells by salt bridges containing the supporting 
electrolyte. 

Procedure. Four-probe conductivity measurements were 
performed in the following fashion. Once a composite pellet had 
been positioned in the four-probe conductivity jig and all four 
probes connected, a single run consisted of (1) ensuring electrical 
continuity between the voltage probes using an ohmmeter, (2) 
setting the current to a desired value and measuring the resulting 
voltage drop between the voltage probes, and (3) repeating step 
2 for typically eight additional current settings. The resulting 
data was used in an Ohm's law plot to calculate a resistance which 
(along with the cross-sectional area of the pellet and the voltage 
probe spacing) was used to calculate the conductivity of tbe 
composite. For a given pellet, ca. 10 such runs were typically 
performed at each of two different voltage probe spacings, with 
each run being performed on a different region of the pellet. 

For cyclic voltammetry and potential-step chronoamperometry, 
solutions were deoxygenated with purified, solvent-presaturated 
nitrogen prior to each experiment and the solution was blanketed 
with nitrogen during measurement. Experiments were performed 
with a dual cell arrangement. Usually, the sample cell was 
thermostated at 20 or 25°C, while the background cell was left 
at room temperature (typically within 1 °C of the sample cell). 
To avoid vibrations, water circulation was interrupted for runs 
lasting longer than 80 s. For chronoamperometry at platinum 
electrodes, both cells were left at room temperature (20-23 °C). 
Prior to each cyclic voltammetry or chronoamperometry exper­
iment, electrodes were polished with 0.3-)Lm alumina on Mastertex 
polishing cloth (Buehler), polished on hare cloth to remove residual 
alumina (11), rinsed thoroughly with water, transferred to the 
background cell, and the potential cycled 10 times at 100 m V / s 
between the potential limits of the upcoming experiment. The 
experiment then consisted of recording and averaging several 
background runs, transferring the electrode to the sample cell, 
and recording and averaging several sample runs. 

RESULTS AND DISCUSSION 
Microscopy, The relative particle sizes of the conductor 

and Kel-F powders strongly influence the continuity of the 
conductor network in these consolidated composites (11). 
Other properties of the conductor powder that may affect the 
continuity of this network are the shape of the particles and 
the particle size distribution. Figure 1 shows scanning electron 
micrographs (SEMs) of typical samples of the Au and Pt 
powders used to fabricate Kelgold and Kelplat composites. 
As shown in Figure lA, the Au particles are spherical and quite 
monodisperse. Analysis of a number of samples gave a Au 
particle size range of 0.5-2.5 !lm, with most particles being 
in the range of 1.6-2.0 !lm. On the other hand, the Pt particles 

A 

I 

B 

I 
Figure 1. Scanning electron micrographs of the (A) gold (bar = 2 )Lm) 
and (8) platinum (bar = 10 !lm) powders used to fabricate Kelgold and 
Kelplat composite materials. 

(Figure 1 B) are very irregular in shape and range from 1 to 
20 )Lm in size, with ca. 25 % of the particles being larger than 
10 !lm. Cptical microscopy has shown that the Kel-F particles 
used to fabricate these composites range in size from 20 to 
100 !lm "'ith ca. 50% of the particles being 20-30 )Lm in size. 
During mixing of the composite powders, the smaller Au 
particles should more readily fit within the interstitial space 
between Kel-F particles than do the larger Pt particles. 
Additionally, the much more spherical and monodisperse Au 
particles should pack more tightly within these interstitial 
spaces tr an do the Pt particles. Therefore, Kelgold might be 
expected to have a more highly connected conductor network 
than Ke plat, an expectation borne out by microscopy and 
conductivity measurements. 

Scanning electron micrographs of typical surface regions 
of LP-Kdgold and LP-Kelplat electrodes are shown in Figures 
2A and cA, respectively. The gray regions are metal and the 
black and white regions are Kel-F, consistent with our earlier 
SEM dala for Kelsil (11, 12). The assignment of these regions 
has been confirmed by energy-dispersive X-ray analysis 
(EDXA) (not shown). The complex shapes of the packed 
metal-particle regions (active sites) on LP-Kelgold and LP­
Kelplat dectrodes are similar to those observed on LP-Kelsil 
(11, 12). Many sites have main bodies ca. 30-50 !lm in di­
ameter, with appendages of various lengths and ca. 10-20 !lm 
in width Other sites are bandlike, with widths of ca. 10-30 
)Lm and engths of ca. 100-200 )Lm. The active sites are sep­
arated from each other by ca. 1-3 site diameters. Figures 2B 
and 3B show enlarged views of individual active sites on 
LP-Kelgold and LP-Kelplat, respectively. The active sites 
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Figure 2. Scanning electron micrographs of (A) a surface region on 
LP-Kelgold, (B) an active site on LP-Kelgold, and (C) an active site on 
HP-Kelgold. Bars equal (A) 50 I'm and (B and C) 10 I'm. 

on LP-Kelgold (Figure 2B) consist of tightly packed Au 
particles, and individual particles can be discerned primarily 
near the perimeters. Conversely, the active sit"s on LP­
Kelplat (Figure 3B) are fragmented, being made UJ: of loosely 
packed Pt particles, some of which are separated from adjacent 
particles by insulating Kel-F (confirmed by EDXA). These 
results support our predictions concerning the int1uence of 
conductor particle size, size distribution, and sphericity on 
the continuity of the conductor network. 

In an effort to force the conductor particles to pack more 
tightly within active sites (13), a number of electrodes were 
fabricated at higher pressures. Figures 2C and 3C show SEMs 
of typical active sites on HP-Kelgold and HP-Kelplat, re­
spectively. Comparison of parts Band C of FiguT<! 2 reveals 
that the major difference between the active sites (of LP- and 
HP-Kelgold is that individual Au particles are mOle difficult 
to discern around the perimeters of sites on HP-Kelfold. High 
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Figure 3. Scanning electron micrographs of (A) a surface region on 
LP-Kelplat, (B) an active site on LP-Kelplat, and (C) an active site on 
HP-Kelplal. Bars equal (A) 50 I'm and (B and C) 10 I'm. 

contrast SEMs show that there is also a slight decrease in the 
already small number of inter-metal-particle voids within 
active sites on going from LP- to HP-Kelgold. More con­
spicuous is the considerably lower fragmentation of active sites 
on HP-Kelplat (Figure 3C) relative to those on 
(Figure 3B). The active sites of HP-Kelplat are more like 
tightly packed sites of Kelgold than the fragmented sites of 
LP-Kelplat. However, the active sites of HP-Kelplat (Figure 
3C) are still not as continuous as those of even LP-Kelgold 
(Figure 2B). The smaller voids (areas unoccupied by metal) 
within the active sites of all four composite materials are 
probably devoid of Kel-F, consistent with capacitance mea­
surements that suggest the presence of excess area in the form 
of microporosity within active sites (13). Some of the larger 
voids within the active sites of LP-Kelplat (Figure 3B) may 
also be devoid of Kel-F. Consequently, SEM observations 
would suggest that active site rnicroporosities should decrease 
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Table I. Four-Probe Conductivity Data for Low-Pressure 
Kel-F IPrecious Metal Composites 

measured R8D' pellet 
composite metel conductivity, (no. of resistance, b 

material vol % 8/cm trials) \l 

Kelplat 14.0 95 43% (19) 1.6 x 10-2 

Kelgold 14.0 7600 70% (20) 2.0 x 10-4 
Kelsil 14.0 5900 61 % (21) 2.6 x 10-4 
Kelsil 12.0 990 29% (30) 1.6 x 10-3 

Kelsil 10.0 280 23% (20) 5.6 x 10-3 

Kelsil 8.0 0 - (3) >2.0 x 10+7 

a Relative standard deviation. b Values calculated from the 
measured conductivities, except for the 8.0% Keisil for which the 
resistance was measured with a digital multimeter. Calculated 
values are for 5 mm long, 6.4 mm diameter pellets (the size used to 
make electrodes). 

in the order LP-Kelplat > HP-Kelplat > LP-Kelgold 
HP-Kelgold, which is consistent with capacitance data (not 
given). Comparisons of Figures 2A and 3A with the corre­
sponding SEMs of the HP composites (not shown) show no 
apparent differences in active site sizes or geometries for the 
LP and HP composites. 

Conductivity Measurements. The resulte of the four­
probe conductivity measurements at LP Kelplat, Kelgold, and 
Kelsil composite pellets are summarized in Table I (no 
measurements were made on the HP composites). Although 
the variance of the data is quite high (as would be expected 
for such heterogeneous materials), some observations can be 
made. The conductivities of 14% LP-Kelsil and 14% LP­
Kelgold are essentially equivalent and are approximately 100 
times lower than the conductivities of the corresponding pure 
metals. The active sites on LP-Kelsil, as determined by SEM 
(11), appear to be as closely packed as those on LP-Kelgold. 
The conductivity of 14% LP-Kelplat, on the other hand, is 
about 1000 times lower than that of pure platinum, likely 
reflecting the lower continuity of the Pt particle network 
relative to those of Au and Ag (vide supra). The resistances 
listed in the last column of Table I (for pellets of the size 
normally used for electrodes) demonstrate that resistive 
electrode effects are negligible with Kel-F jprecious metal 
composite electrodes having at least 10% metal by volume. 
The sharp decrease in the conductivity of LP-Kelsil with 
decreasing percent silver is typical for composite materials 
(17). The 9 orders of magnitude change in the conductivity 
of LP-Kelsil between 8% and 10% indicates a percolation 
threshold (17) between these compositions. The position of 
this threshold will likely be dependent on conductor and Kel-F 
particle sizes but has not been determined for the other Kel-F 
composites. 

Since conduction in consolidated composites occurs along 
tortuous interconnected paths that cannot be geometrically 
described, it is impossible to make an a priori calculation of 
the conductivities of these composites (14). However, it is 
informative to compare the measured conductivities for Kel-F 
composites with those predicted by theory for dispersed 
composites. Maxwell derived an equation that can be used 
to calculate the conductivity of a two-phase dispersed com­
posite, consisting of monodisperse spherical conductor par­
ticles (with negligible surface resistance) embedded in an 
insulating medium (14). Although this equation is most ac­
curate for volume percents under 10, results at 14% are within 
a factor of 2 of those obtained from equations more appro­
priate to higher volume percents (14). From SEM data, it is 
known that the gold particles used to fabricate Kelgold are 
spherical and monodisperse. Therefore, Maxwell's equation 
can be employed to predict what the conductivity of 14% 
Kelgold would be if the gold particles were completely dis-

persed in the Kel-F matrix. Using 8.3 X 10-19 Sjcm as the 
conductivity of Kel-F (18), one obtains a conductivity for 
"dispersed Kelgold" of 1.2 x 10-18 Sjcm. This conductivity 
is more thm 21 orders of magnitude lower than our experi­
mental val11e, demonstrating that consolidated composites can 
possess m11ch higher electrical conductivities than the cor­
respondinl( dispersed composites. The small increase in the 
conductivity of "dispersed Kelgold" from that of pure Kel-F 
indicates a percolation threshold (17) for "dispersed Kelgold" 
that is comiderably higher than that for consolidated Kelgold. 

Cyclic Voltammetry. Optical microscopy and SEM have 
shown th,· surface morphologies of Kel-F jprecious metal 
composite electrodes to be extremely complex (11, 12). The 
surface of a typical 6.4 mm diameter pellet may contain several 
thousand. ctive sites, each with its own shape, size, and nearest 
neighbor distance. Consequently, it is impossible to rigorously 
predict the time dependence of the diffusion-limited current 
at these e: ectrodes for all times. However, it is possible to 
predict the current for at least two limiting cases (19). One 
limiting case is at very short times, when the diffusion layer 
thickness is small compared to the dimensions of the indi­
vidual active sites. Under these conditions, linear diffusion 
to each a( tive site dominates such that the current is pro­
portional to the active area of the composite. The second 
limiting c'.se occurs at very long times, when all the diffusion 
layers of the individual sites completely overlap (forming a 
new singl" diffusion layer). Under these conditions, linear 
diffusion 1.0 the entire geometric area of the composite dom­
inates. Between these limiting cases, both convergent diffusion 
to the individual sites and overlap of individual diffusion layers 
will likely be important (19). For a composite electrode having 
active site:; the size of microelectrodes but well separated from 
one anoth'lf, there should be a time interval (prior to diffusion 
layer overlap) during which there is a quasi-steady-state flux 
to each active site, resulting in a near-steady-state current. 
In order t) probe the nature of the diffusion limited current 
observed at Kelgold and Kelplat electrodes, we performed 
cyclic voltammetry over 4 orders of magnitude in scan rate 
and chron)amperometry over both short and long time ranges. 

The remits of the cyclic voltammetry experiments are 
presented in parts A and B of Figure 4 for LP-Kelgold and 
LP-Kelpl£.t, respectively. For linear diffusion, the peak current 
in cyclic v"ltammetry varies as the square root of the scan rate, 
and thus a plot of the log of peak current vs the log of scan 
rate is lillolar with a slope of one-half (20). The upper line in 
each figme corresponds to the theoretical response for linear 
diffusion to the entire geometric area of the composite elec­
trode. The lower line in each corresponds to the theoretical 
response for linear diffusion to the projected active area 
(geometric area multiplied by metal volume fraction) of the 
composit"s. Both LP-Kelplat and LP-Kelgold approach the 
short tim" limit of linear diffusion to the individual active sites 
at high scan rates and the long time limit of linear diffusion 
to the geometric area of the electrode at slow scan rates. There 
does not appear to be a time interval over which either of the 
composiu,s approaches a steady-state response, not surprising 
in view of the active site sizes and the intersite spacings noted 
above. Tae same experiment performed at HP-Kelgold (not 
shown) gave similar results. 

Figure 4 also demonstrates the magnitude of the current 
density enhancement that is obtained with these composites 
relative t,) a disk electrode with the same active area. For a 
given scan rate, this enhancement is simply the peak current 
for the ccmposite divided by the current represented by the 
lower th"oretical line. Data obtained at a 2-mm Au disk 
electrode (and scaled to the estimated active area of the 
composite electrodes) are also shown in Figure 4A to verify 
that theoretical response was achieved over this large range 
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Figure 4. log peak current vs log scan rate plots for cyclic voltam­
mograms of 1.01 mM Ru(NH3).'+ in (A) 1.0 M KN03 (buffered with 0.02 
M phosphate, pH 6.9) at LP-Kelgold ("') and 2-mm Au disk (_) elec­
trodes (disk data scaled to the projected active area of thE' composite) 
and in (B) 1.0 M KN03 (unbuffered) at a LP-Kelplat electre>Je ("'). See 
text for a description of the upper and lower solid lines. 

of scan rates. The positive deviation of the disk r ,sponse at 
the slowest scan rates is likely due to a combinat on of con­
vective effects and edge diffusion but is minor compared to 
the current density enhancement observed witl the com­
posites at those scan rates. 

The enhancement in current density is more clearly shown 
in Figure 5, which compares cyclic voltammogI ams (nor­
malized to active area) obtained at LP-Kelgold ane Au macro 
disk electrodes at 100 mV Is. At this scan rate. the peak 
current density for LP-Kelgold is 3.3 times large! than that 
for the Au disk. It is also obvious from Figure 5 that the 
LP-Kelgold electrode displays a larger peak potential dif­
ference than the Au disk electrode, indicative of a voltam­
mogram having some steady-state character (21). l'inally, the 
average polish-to-polish reproducibility of the peak currents 
at these composites was characterized by a relativ, standard 
deviation (RSD) of 1.0%. 

Chronoamperometry. The chronoamperometric current 
to an inlaid electrode at short times is described by (22) 

i = nFDC[_A- + ~ + ... ] (1) 
(7rDt)1/2 2 

where A and P are the active area and perimE ter of the 
electrode, respectively, and the other symbols have their usual 
electrochemical meanings. The first term of eq . is the fa­
miliar Cottrell term, while the second term describes a per-
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Figure 5. Cyclic voltammograms (normalized to active area; see text) 
of 1.01 mM Ru(NH3).'+ in 1.0 M KN03 (buffered with 0.02 M phosphate, 
pH 6.9) at Kelgold (dashed line) and 2-mm Au disk (solid line) electrodes. 
Scan rate = 100 mV/s. 

imeter-dependent, steady-state contribution to the observed 
current (22). For typical millimeter sized disk electrodes, the 
perimeter term is usually insignificant. However, for mi­
croelectrodes and for small electrodes with high perimeter­
to-area (PIA) ratios, the perimeter term can often be measured 
(23). Equation 1 was derived for a single isolated electrode, 
but it can be applied to an electrode ensemble as long as there 
is negligible overlap of the diffusion layers of adjacent sites. 
Under such conditions, the total current at an electrode en­
semble is simply the sum of the currents at the individual sites 
of the ensemble, and A becomes the sum of the areas of the 
active sites and P the sum of the active perimeters, 

Chronoamperometry at short times (1-100 ms) was per­
formed at LP- and HP-Kelgold and LP- and HP-Kelplat 
electrodes to assess the applicability of eq 1 (which applies 
to electrodes of arbitrary geometry (22)) for extracting average 
geometric parameters for these highly complex composite 
surfaces. The Cottrell plots for all Kelgold and Kelplat 
electrodes tested possessed surprisingly large linear regions 
(typically extending from ca. 10 ms to ca. 100 ms) and large 
positive intercepts at infinite time. Experiments performed 
at the corresponding macro disk electrodes (to determine 
diffusion coefficients) revealed that the electrochemical sys­
tems were well behaved and gave intercepts of zero. 

Table II contains the results of analysis of the short time 
chronoamperometric data by eq 1. The last two entries in 
Table II are results from individual electrodes to be discussed 
below. The electrochemically determined areas for the HP 
composites are in good agreement with those projected from 
electrode composition, while the electrochemical areas for the 
LP composites are consistently larger than the projected areas. 
For both Kelgold and Kelplat, the SEM results discussed 
above have shown the active sites of the HP composites to 
have fewer inter-metal-particle voids than the active sites of 
the corresponding LP composites. During the time interval 
used to determine electrochemical areas (ca. 10-100 ms), 
diffusion layers would have been ca. 5-15 I'm thick, which 
should have been sufficiently large so as to envelop any voids 
within these active sites, yet small enough to avoid diffusion 
layer overlap between adjacent active sites. Thus, electro­
chemical areas of the LP composites would be expected to be 
larger than those of the corresponding HP composites, con­
sistent with the data in Table II. The large active perimeters 
determined for these composites (Table II) are consistent with 
the complex active site geometries observed by SEM, and the 
P I A ratios (Table II) are equivalent to those of disk mi­
croelectrodes with radii of 12-18 I'm. A square array of disk 



464 • ANALYTICAL CHEMISTRY, VOL. 62, NO.5, MARCH 1, 1990 

Table II. Geometric Parameters Determined from Short*Time Chronoamperometric Data and Equation l(l 

composite 
(no. of electrodes, 

no. of trials) projected area, b cm2 area A, cm2 perimeter P, em PjA,C cm-1 

LP-Kelgold (4, 11) 0.0443 0.0544 (0.0076) 75.9 (3.0) 1430 (220) 
HP-Kelgold (2,2) 0.0443 0.0476 (0.0004) 8004 (0.6) 1680 (20) 
LP-Kelplat (3, 7) 0.0443 0.0569 (0.0030) 61.9 (1.5) 1100 (90) 
HP-Kelplat (2, 3) 0.0443 0.0422 (0.0028) 50.2 (104) 1190 (50) 
LP-Kelgold (1, 8) 0.0443 0.0592 (0.0011) 72.7 (3.9) 1230 (70) 
LP-Kelplat (1, 3) 0.0443 0.0569 (0.0003) 61.5 (2.9) 1080 (60) 

a Mean values with relative average deviations in parentheses. b Estimated active are3. based on geometric area and volume percent conductor. 
cPerimeter·to-area ratio. 

Table III. Geometric Parameters Determined from 
Least-Squares fit of Chronoamperometric Data to equation 
2 

geometric parametefl LP-Kelgold LP-Kelplat 

N27f'ro• em-1 310 260 
Nnro2 0.202 0.198 
ro,j.l.m 13.0 15.2 
N,cm-2 37800 27200 
A, cmz 0.0580 0.0569 
PIA, cm-l 1530 1310 
P,cm 89.0 74.8 

(l The first two entries are the adjustable parameters of the 
least-squares fit and were used to calculate f 0 and N. The area, A, 
was calculated from N 7rf 0 

2 and the geometric area and was cor­
rected for overlap of active sites (see text). The perimeter-to-area 
ratio, PIA, was taken as (N27rr,IN7rr,'). The Perimeter, P, was 
calculated from PI A and A. 

electrodes (with the same fractional active area as the com­
posites, 0.14) would have an active site separation (edge-to­
edge) of 33 and 49 I'm, respectively, for disk radii of 12 and 
18 I'm. For a given composite electrode, the active area and 
perimeter could be reproduced from polish to polish with 
RSDs of 1-2 % and ca. 7 %, respectively. 

Scharifker developed an approximate theory for the dif­
fusion-limited current to an array of inlaid disk microelec­
trodes (19). For a random array (ensemble) of disk microe­
lectrodes, the chronoamperometric current is given by 

nFAgDC [ [-('lTDt)!/' ]] i = --- 1 - exp --2--(N2'lTro) - (N'lTro') 
('lTDt)!/' 

(2) 

where Ag is the (total) geometric area of the microelectrode 
ensemble, ro is the radius of an individual microelectrode, N 
is the number density of microelectrodes in the array, and the 
other symbols have their usual electrochemical meanings (19). 
Unlike eq 1, which (though exact) is only applicable at short 
times, eq 2 (though approximate) is applicable at all times 
because it accounts for diffusion layer overlap between active 
sites. The short time expansion of eq 2 yields eq 1, whereas 
the long time expansion gives the Cottrell equation (19). The 
terms N27rro and N'lTro' are the total perimeter and the total 
area, respectively, of the microelectrodes in an ensemble with 
a geometric area of unity. Since eq 2 was derived by using 
the A vrami theorem, which permits overlap of microelectrodes, 
the actual active fraction of the ensemble's area is not N'lTro' 
but rather (1 - exp(-Nrrro')) (19). 

In order to evaluate the utility of eq 2 for describing the 
transient current at consolidated composite electrodes over 
a large time range, chronoamperometry was performed at a 
LP-Kelgold electrode and a LP-Kelplat electrode at both short 
and long times. Least-squares fits of eq 2 to the experimental 
data (ca. 100 current values selected at evenly spaced intervals 
of e!/') were performed by using N2'lTro and N7rro' as the 
adjustable parameters of eq 2. Cottrell plots comparing the 
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Figure 6. Cottrell plots 01 the chronoamperometric response of (A) 
a LP-Kelgold electrode for 1.00 mM Ru(NH3),3+ in 1.0 M KN03 (buffered 
with 0.02 ~I phosphate, pH 6.9) and (8) a LP-Kelplat electrode for 1.23 
mM Fe(CN" 3- in 1.0 M KCI (unbuffered). The pOints are experimental 
data; the ~olid lines are theory (least-squares fits; see text). 

experimental data with the best fit theoretical curves, over 
the time range of ca. 10 ms to 100 s, are shown in parts A and 
B of Figure 6 for the LP-Kelgold and LP-Kelplat electrodes, 
respectiv,ly. 

The qlJ alitative agreement between the experimental data 
and eq 2 is rather exceptional, in view of the approximate 
nature of the theory and the fact that the microelectrode 
geometry assumed by the theory (disk) is quite different from 
the activE site geometries observed for these composites. The 
best-fit parameters and geometric quantities calculated from 
them are summarized in Table III. Geometric parameters 
for these same two electrodes obtained from short time 
chronoamperometric data using eq 1 are given in the last two 
rows of Table II. The active areas obtained by the two ap-
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proaches agree well, a consequence of the area parameter of 
eq 2 (Nolrro') dominating at short times (i.e., in the time range 
where eq 1 was applied). The values of ro and N in Table III 
characterize the random (site overlap allowed) dis:, electrode 
ensemble that would display transient diffusion current 
equivalent to the corresponding composite. It i,. both sur­
prising and encouraging that the transient diffusbn current 
at these composite electrodes, whose surface morplc ologies are 
essentially impossible to defme geometrically, can b, predicted 
from model ensembles consisting of well-defined (disk) active 
site geometry. 

CONCLUSION 
Kel-F j precious metal composite electrodes with low volume 

percent conductor have been shown to possess hig 1 electrical 
conductivities and to exhibit behavior typical of microelectrode 
ensembles. The enhanced current densities display"d by these 
composites should result in higher signal-to-noise catios than 
obtained at the corresponding macro disk electrodes, making 
them attractive alternative electrode materials for electro­
analytical measurements, including amperometric detection 
in flowing streams (24). Furthermore, the enhanced current 
density coupled with the high conductivity and low precious 
metal content of these composites may make then. attractive 
for energy generation and storage applications, particularly 
where weight and cost are considerations. Furt! er optimi­
zation of the fabrication and composition of Kel-Fjprecious 
metal composites should lead to improvements in the ad­
vantageous properties reported here for these first generation 
Kelgold and Kelplat electrodes. Work in these areas is in 
progress. 
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Combination of the Maha lanobis Distance and Residual 
Variance Pattern Recognition Techniques for Classification of 
Near-Infrared Reflectance Spectra 

Nilesh K. Shah and Paul J. Gemperline* 

Department of Chemistry, East Carolina University, Greenville, North Carolina 27858 

Principal component analysis of near-Infrared reflectance 
(NIR) spectra Is used for the calculation of Mahalanobis 
distances and for the construction of soft independent mod­
eling of class analogy (SIMCA) classification m(.dels. The 
space spanned by the primary eigenvectors is lsed in the 
Mahalanobls distance classification and the space spanned 
by the secondary vectors Is used in SIMCA residual variance 
classification. The complementary behavior of these two 
classification methods Is discussed and a new classification 
rule based on a combination of the two methods is described. 
The application of NIR spectroscopy and the patlern recog­
nition technique for Identifying and classifying raw materials 
used In pharmaceutical Industry is also discusse,j. 

0003-2700/90/036:'-0465$02.50/0 

INTRODUCTION 

Multivariate data analysis based on pattern recognition is 
a collection of classification techniques that can be used to 
analyze the near-infrared reflectance (NIR) spectra of raw 
materials. The aim of pattern recognition techniques is to 
classify new samples by comparing them to a set of mea­
surements of predetermined classes. Derde and Massart have 
reviewed a number of pattern recognition techniques in order 
to select an optimal technique for a given application (1). 
These techniques were distinguished into two categories; 
parametric techniques that account for population distribu­
tions and non parametric techniques that do not require any 
assumptions regarding the shape of the underlying population 
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distributions. These authors concluded that parametric 
techniques have better class models because the shape of the 
population distribution is taken into account (2). 

Near-infrared reflectance spectroscopy is a rapid mea­
surement technique that has found numerous applications in 
analyzing agricultural products and pharmaceutical materials 
(3). The development of this technique for quantitation is 
primarily due to the availability and use of multiple regression 
analysis (4,5); however, quantitation is limited to samples of 
controlled composition. The qualitative information available 
in the NIR spectral region can be used by pattern recognition 
techniques for the identification and classification of samples 
of unknown origin. 

Mark and Tunnell have reported the qualitative identifi­
cation of raw materials by NIR spectroscopy using a Maha­
lanobis distance classification technique (6, 7). In their 
procedure, two or more wavelengths from NIR spectra were 
used for classification of samples. The classification of spectra 
was based on the generalized square distance of an observation 
from the centroid of a cluster. In addition, one mathematical 
model was constructed for all materials. A classification 
technique named UNEQ has been developed that uses a 
Mahalanobis distance classification function, except the class 
models in UNEQ were constructed separately for each of the 
training classes (8). The UNEQ classification technique has 
been used to classify olive oils according to their geographic 
origin using GC data. The classical linear discriminant 
analysis (LDA) has also been used to find linear functions at 
optimal wavelengths that divide pattern spaces into as many 
regions as there are classes in the training set. The disad­
vantages of this technique are the inability to recognize sam­
ples that are outliers and the inability to estimate the prob­
ability of misclassification for samples in overlapping regions. 

Recently, Gemperline et al. reported the qualitative iden­
tification of raw materials using soft independent modeling 
of class analogy (SIMCA) by NIR spectroscopy (9). The 
SIMCA classification technique uses principal component 
analysis (PCA) of full NIR spectra for the construction of 
mathematical models for each training set. The classification 
of samples was achieved by calculating the sum of squares of 
the difference between the original spectrum and the repro­
duced spectrum. In addition, the probability level for each 
sample was estimated by using an F test. 

This paper reports a combination of the two pattern rec­
ognition techniques for the classification of NIR spectra. The 
Mahalanobis distance classification technique is modified by 
first calculating the principal components of full NIR spectra, 
instead of selecting a few wavelengths for classification. The 
use of full NIR spectra of samples ensures that all of the 
information available in a spectrum is retained for classifi­
cation. The Mahalanobis distance model is then calculated 
in the subspace defined by the significant principal compo­
nents. A separate class model is used for each different class 
of raw materials. SIMCA also uses principal component 
analysis for the construction of class models. The SIMCA 
residual variance is calculated in the subspace defined by the 
nonsignificant principal components. 

THEORY 
Principal component analysis (PCA) is used for constructing 

the mathematical models for both pattern recognition tech­
niques. Principal components are orthogonal to each other 
and define a pattern space which explains all of the variation 
in the data. Additionally, if the original variables are strongly 
correlated, then almost all of the variability in the original 
data can be modeled by the first few principal components. 

One interesting observation that was not previously rec­
ognized in the pattern recognition literature is the comple­
mentary nature of classification using the Mahalanobis dis-

tance and SIMCA residual variance in the principal compo­
nent pattern space. In order to explain the complementary 
behavior 0:· these two classification methods, the "inside model 
space" (IMS) and "outside model space" (OMS) defined by 
Van Der yoet et al. is used (10). During principal component 
analysis of a training set, a set of eigenvectors is produced that 
can be di'ided into two sets; a primary set of eigenvectors 
that span the "inside model space" of the training set and a 
secondary set of eigenvectors that span the "outside model 
space" of toe training set. The IMS is the subspace that spans 
all of the, ignificant correlated behavior in the original data 
variables. The OMS is the subspace that spans the residual 
variation :e.g. measurement noise) left in the original data 
variables. The primary eigenvectors and the secondary ei­
genvectom are mutually orthogonal to each other. The Ma­
halanobis distance is calculated in the IMS by using the 
primary e .genvectors while the SIMCA residual variance is 
calculated in the OMS by using the secondary eigenvectors. 

The pri 1J.ary set of eigenvectors can be identified by using 
any of the well-known tests for determining the significance 
of eigenvdues (11). In this paper, the number of primary 
eigenvectors was adjusted until optimal classification of in­
dependenlly measured test samples was obtained. The figures 
of merit used in this selection process included proper clas­
sification of acceptable samples (e.g. percent correct) and 
rejection of unacceptable samples (e.g. percent rejected). 

Mahalanobis Distance. The Mahalanobis distance cal­
culation assumes a multivariate normal distribution N(Ji.,-Z) 
for the class population. The class model consists of a single 
point in multidimensional space, the class centroid Ji.. The 
distance between an ith sample, Xi, to the centroid is given 
by the generalized squared distance 

Dr = (Xi - ILY-Z-1(Xi - IL) (I) 

where -Z is the training set's variance-covariance matrix, which 
explains 1.he dispersion of data around the centroid. In 
practice, toe true centroid and the variance-covariance matrix 
of the cla, s population are unknown and, therefore, must be 
estimated by the mean vector x and the variance-covariance 
matrix S 'rom a sample of size n. The sample Mahalanobis 
distance can then be calculated from eq 2 

Di2 = (Xi - xYS-1(Xi - x) (2) 

where 

n 
S = I/(n - 1)L:(xi XY(Xi - x) (3) 

i=l 

In prine ipal component analysis, the absorbance data matrix 
A (where :·ows of A are spectra of samples) is decomposed into 
an abstrad solution expressed by eq 4, where A is the mean 

A=A+TL (4) 

absorban"e spectrum, T is the score matrix, and L is the 
loading matrix that consists of eigenvectors. The purpose of 
principal component analysis is to project a sample observation 
from the ,aw data space into the principal component sub­
space. A vector of k scores, t i , gives the location of an ith 
sample in the principal component subspace where k is the 
number of significant principal components. Replacing the 
sample otservation Xi with the vector of principal component 
scores, t i, the variance-covariance matrix in eq 3 can be written 
as 

n 
S = l/(n - I) L:(ti - t:Y(ti - t) (5) 

i=l 

Since thE principal components are orthogonal, the vari­
ance-covariance matrix constructed from the principal com­
ponent scores is a diagonal matrix. In addition, the mean of 



the principal component scores for each principal c )mponent 
is equal to zero due to mean correction of the raw data so that 
eq 5 simplifies to 

n 

Sjj = l/(n -1)I:(tij)2 
i=l 

(6) 

The modified Ma])alanobis distance for the ith sunple can 
be calculated from eq 7 

which simplifies to 
k 

Di2 = (n -l)I:ti/ /Sjj 
j=l 

(7) 

(8) 

Geometrically, the Ma])alanobis distance class model is an 
ellipsoid-shaped cluster with the population m<lan at its 
centroid and its size defined by the value of chi-~quared at 
a user-specified confidence level with k degrees 0:' freedom. 
A spectrum is classified as a member if its M~ halanobis 
distance falls inside the 95% probability level. Altnrnatively, 
the chi-squared distribution function can be evallated at a 
sample's Mahalanobis distance to estimate the probability 
level (12). The spectra are then classified according to the 
probability levels obtained from the chi-squared di stribution 
function. Samples having a probability level in the J ange from 
1.0 to 0.05 are classified as members. Sample~ having a 
probability level in the range from 0.05 to 0.01 are classified 
as outliers. Samples having a probability level in the range 
from 0.01 to 0.0 are classified as nonmembers. 

SIMCA Residual Variance. In SIMCA, the cu.ssification 
of a sample is achieved by calculating the sum of squares of 
the difference between the original spectrum and the repro­
duced spectrum (residual spectrum). Although the theory for 
SIMCA classification technique has been thoroughly reviewed 
in the literature (13), the description of a sam)le in the 
"outside model space" requires explanation. The residual 
variance, Si2, of spectrum i fitted to class q, indicates how 
similar the spectrum is to the class model and can be calcu­
lated according to eq 9, where tij is the principal component 

P 

Si2 = I: t'//(P - k) 
j=k+l 

(9) 

score of ith sample for jth component, p is the number of 
wavelengths, and k is the number of significanl principal 
components. The so-called "normal range" defined by Wold 
is omitted here (13). To avoid the accumulation of rounding 
errors due to inaccuracies in the scores associated with very 
small eigenvalues, the alternate formula in eq 10 is actually 
used, where aij is the raw absorbance spectrum anc. ai/ is the 

P 

Si2 = I: (aij - aij*)2/ (P - k) 
j=l 

(10) 

reproduced absorbance spectrum from the abstract solution. 
The total variance between the samples belonginl; to a class 
and the class model can be calculated by using th'l standard 
equations described by Wold (13). 

Since the secondary eigenvectors are used to calculate the 
residual variance, the space spanned by these eigen vectors are 
known as "outside model space". SIMCA is a parametric 
technique and, therefore, the residuals are assumed to be 
normally distributed. The variance ratio 

F = (sl/so2)(1/(n - k -1)) (11) 

can be calculated to estimate the probability level f,)r samples. 
Ij(n - k -1) degrees offreedom are used for comparing the 
calculated F value of a single unknown spectrum with the 
tabulated F value (9). The spectra are then ci1,ssified ac­
cording to the probability levels obtained from the . ~ test. The 
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Figure 1. Scatter plot of 40 samples of microcrystalline cellulose using 
scores for principal components two and three as x, y plotting co­
ordinates: (0) acceptable samples; (*) reject samples. Ellipses are 
drawn at two standard deviations (---) and at three standard deviations 
(-). 

same probability levels used for the previously described 
Mahalanobis distance test are used here. 

The class models in SIMCA consist of linearly defined 
hyperplanes which are constructed from the significant 
principal components. In previous applications, a hyperbox 
structure was defined by the range of scores of the training 
set along each of the significant principal components. For 
normally distributed data, the principal component scores are 
linear combinations of the original variables and are also 
normally distributed giving ellipsoid-shaped clusters, not 
hyperbox-shaped clusters. Figure 1 shows a two-dimensional 
scatter plot of 40 samples of microcrystalline cellulose using 
the scores from principal components two and three as x, Y 
plotting coordinates. Ellipses were drawn at ±2.0 and ±3.0 
standard deviations. Several unacceptable samples are plotted 
in the figure (stars) that clearly lie outside the ellipse drawn 
at ±3.0 standard deviations. If a box was drawn at ±3.0 
standard deviations in Figure 1, regions that do not fall in the 
ellipsoid-shaped cluster would be naively included, causing 
some of the unacceptable samples to be incorrectly classified 
as members. To avoid this problem associated with SIMCA's 
normal range, a combination of the Ma])alanobis distance and 
the SIMCA residual variance is used. 
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Combined Classification. Since the Mahalanobis distance 
and SIMCA residual variance classification techniques provide 
truly complementary information, the results obtained by 
these techniques can be combined. In the Mahalanobis and 
SIMCA techniques large values of the test statistic are sig­
nificant. When the tests are used independently, the null 
hypothesis is rejected for small probability levels of the cor­
responding test statistic. In the combined rule, the overall 
null hypothesis to be tested is the logical conjunction of HoI 
and Ho2' the null hypotheses for the Mahalanobis and SIMCA 
techniques, respectively 

Ho = HoI n Ho2 (12) 

Genest and Zidek have reported a comprehensive review of 
techniques for combining probability distributions (14). Some 
of the most common techniques include computing the sum 
of the probabilities with nonnegative weights, computing the 
mean, or computing the product of the probabilities. Although 
each method has advantages and limitations, a major difficulty 
with all of them is accounting for different degress of freedom 
used in estimating the probability levels to be combined. 
Mudholkar and George (15) describe a simple combination 
statistic, min(Pi ), which they attribute to Tippett (16) that 
avoids the problems mentioned above. Pi is the probability 
level of the ith test statistic in the above combination rule. 

The combined classification rule used in this study is based 
on using the minimum probability level obtained for the two 
pattern recognition methods (15). In the combined classifi­
cation rule, samples classified as members by both the 
methods are classified as members and samples classified as 
outliers by both methods are flagged as outliers. Samples 
classified as members by one technique and outliers or non­
members by the other are classified as outliers or nonmembers, 
respectively. Similarly, samples that are rejected by either 
method are classified as nonmembers in the combined clas­
sification. 

EXPERIMENTAL SECTION 
Instrument. Spectral data of all the raw materials used in 

the present study were collected with a Technicon InfraAlyzer 
500S NIR spectrophotometer (Bran+Leubbe Analyzing Tech­
nologies) connected to an IBM PS/2 computer. The spectral data 
were recorded from 1100 to 2500 nm at 4-nm intervals using IDAS 
software provided by Bran+Leubbe Analyzing Technologies. The 
samples were packed into a standard sample cup and measured 
against a highly reflective ceramic disk as a reference. 

Materials. The raw materials analyzed were three different 
types of microcrystalline cellulose, capsulating grade lactose, 
sulfamethoxazole, and a proprietary ingredient. The raw materials 
were obtained from the same suppliers cited in an earlier study 
(9). The first four materials are used as binders in tableting 
processes and the latter two are active ingredients. The three 
types of microcrystalline cellulose were Avicel PHlOl, Avicel 
PH102, and Avicel RC581. The only difference between the first 
two Avicels was the particle size, whereas the third Avicel con­
tained sodium carboxymethylcellulose. Different lots of Avicel 
PHlOl and Avicel PH102 which were rejected by FMC during 
the manufacturing process were obtained to study the ability of 
the pattern recognition method to reject "unacceptable" samples. 
Four different grades of microcrystalline cellulose were also tested. 
These were Avicel PHI03, PHl05, RC59l, and CL6ll. All of the 
above raw materials were obtained commercially from various 
suppliers and the details can be found elsewhere (9). To study 
the ability of the pattern recognition techniques to discriminate 
against samples containing minor impurities, two different lots 
of sulfamethoxazole were spiked with 0.1-2.0% by weight of 
sulfanilic acid. The adulterant was mixed with sulfamethoxazole 
using the low-shear mixing technique described in a previous study 
(9). 

Procedure. The binary raw data files from IDAS were im­
ported to the pattern recognition software (PRS) implemented 
in Turbo Pascal (Borland International). In PRS, data pre­
treatment options can be selected including the wavelength range 

Table I. Summary of Mabalanobis Distance Analysis 

no. of recogni- predic- rejection 
raw material factors tioD rate tion rate rate 

Avicel PI-ilOl 5 100.0 (40) 100.0 (10) 86.0 (50) 
Avicel PF102 6 100.0 (26) 100.0 (6) 62.5 (16) 
Avicel R( 581 4 97.5 (40) 100.0 (10) 100.0 (4) 
lactose 5 100.0 (20) 100.0 (7) 100.0 (2) 
proprietalY ing 5 100.0 (22) 100.0 (6) 100.0 (3) 
Sulfamethoxazole" 7 97.6 (42) 100.0 (13) 71.4 (28) 
Sulfametlloxazoleb 7 100.0 (42) 100.0 (13) 92.8 (28) 

"Full 'pectra used for classification (e.g. 1100-2500 nm). 
bpartial 3pectra used for classification (e.g. 1548-1712 nm, 
1876-200'_n_ffi_)'-. _________________ _ 

and the sl ep size to be used by principal component analysis, the 
raw data type such as absorbance, first derivative or second 
derivativ", and the number of principal components to be cal­
culated by principal component analysis. In addition, options 
for mean ,entering and autoscaling the data prior to analysis are 
available. The standard deviations for samples in the training 
set and te3t set are estimated by using Mahalanobis and SIMCA 
techniques described in the theory section. Probability levels for 
each sample are estimated by integrating the appropriate portion 
of the chi ·squared distribution function and the F distribution 
function hr Mahalanobis distance and SIMCA residual variance, 
respectiv"ly. 

Approx imately 400 NIR spectra of raw materials were acquired 
and analy;:ed using the two pattern recognition techniques. Eighty 
percent 0' the available NIR spectra were used in the training 
set and th', remaining 20% were used in the test set. The variation 
between I< ,ts of different raw materials was included in the training 
set by rep"atedly measuring samples from various lots on different 
days. Th" test set contained samples from lots not included in 
the trainhg set. At least two lots of each type of raw materials 
were reserved for exclusive use in the test set. The sample cup 
was c1ean"d with USP grade alcohol and dried with air prior to 
filling. Dl st from previous samples was removed from the sample 
cup with r,ressurized air before filling with a sample of a different 
lot of the same raw material to reduce the carry-over. 

RESULTS AND DISCUSSION 
Severa figures of merit were used to evaluate the validity 

of the cia3sification functions including the recognition rate, 
the predi ,tion rate, and the rejection rate. The recognition 
rate and the prediction rate correspond to the percentage of 
acceptable training samples or test samples correctly classified 
as memb ,"s of the training set. The rejection rate is the 
percentafe of unacceptable samples correctly classified as 
nonmemhers. The number of principal components giving 
the optimum prediction rate and rejection rate is selected for 
classification. The classification of samples is based on the 
previously described probability levels. Spectra were sampled 
at every 12 nm prior to principal component analysis. The 
number of spectra actually used are given in parentheses in 
Tables I and II. 

Mahalanobis Distance Analysis. Table I summarizes 
the classification results obtained for six raw materials using 
the Mahalanobis distance analysis. The class models were 
construct"d by using the number of principal components 
given in ',~able I. All samples of these raw materials were 
correctly classified as members of their respective classes 
except on" sample from each of the following materials: Avicel 
RC581 and sulfamethoxazole. The misclassified samples were 
classified as outliers. The overall recognition rate and the 
predictior rate were 98.9% and 100.0%, respectively, which 
helped to establish the robust character of the classification 
model. O .. erall, the rejection rate was 79.6% for the Maha­
lanobis distance technique. 

One lot of Avicel PH101 and two lots of Avicel PHl02 
rejected materials were consistently misclassified as members 
resulting in a relatively low rejection rate. These lots were 



Table II. Summary of SIMCA Residual Distance Analysis 

no. of recogni- predic- rejection 
raw material factors tion rate tien rate rate 

Avicel PHI0l 5 100.0 (40) 100.0 (10) 84.0 (50) 
Avicel PHI02 6 100.0 (26) 100.0 (6) 56.2 (16) 
Avicel RC581 4 100.0 (40) 100.0 (10) 100.0 (4) 
lactose 5 100.0 (20) 100.0 (7) 100.0 (2) 
proprietary ing 5 100.0 (22) 100.0 (6) 100.0 (3) 
sulfamethoxazoleG 7 100.0 (42) 100.0 (13) 89.3 (28) 
sulfamethoxazole' 7 100.0 (42) 100.0 (13) 96.4 (28) 

'Full spectra used for classification (e.g. 1100·-2500 nm). 
'Partial spectra used for classification (e.g. 154,-1712 nm, 
1876-2004 nm). 

rejected and never shipped by the manufacturer b, cause they 
failed to meet the internal quality assurance specifications 
for conductivity and density measurements. The chssification 
model constructed for Avicel RC581 was used to d;scriminate 
against different types of Avicel, those being PHll)3, PH105, 
RC59l, and CL611. The results indicate that all four of the 
Avicel grades were correctly classified as rejects, thereby 
demonstrating the pattern recognition method'~ ability to 
discriminate against similar grades of materials. Since Avicel 
PHlOl and Avicel PHl02 only differed in particle size, the 
distance between the two clusters is small in th" principal 
component pattern space and the clusters rna:, partially 
overlap. To demonstrate the separation between ,he PHIOI 
and PH102 clusters, samples of PHl02 were fitted ;0 the class 
model developed for PHlOl and vice versa. N )ne of the 
samples were misclassified. 

Different grades of lactose, 60S and 80S, were a:r, 0 analyzed 
to verify the discriminating power of Mahalanobi:; distances 
for similar materials. According to Table I, both "foreign" 
grades of lactose were classified as nonmembers aB expected. 
In addition, one capsulating grade of lactose was obtained from 
a different supplier. This sample was not inclu:ied in the 
training set and was correctly identified as a member of the 
training set. The result illustrates the ability of he method 
to identify identical materials from different suppliers. In the 
case of sulfamethoxazole, eight samples spiked will sulfanilic 
acid were misclassified as members by this technic ue. These 
samples were the two lots of sulfamethoxazole ;pike with 
0.1-{).5% of sulfanilic acid. Sulfamethoxazole containing less 
than 1.0% sulfanilic acid as impurity cannot b, detected 
reliably by using the Mahalanobis distance classification 
technique. 

SIMCA Residual Variance Analysis. The classification 
results obtained for the six raw materials by SIMCA residual 
variance analysis are also given in Table II. The SIMCA 
model was constructed by using the same number (,f principal 
components as used in the Mahalanobis distance model. The 
overall recognition rate as well as the prediction rate was 
100.0%. No samples in the training set and the test set were 
flagged as outliers or nonmembers. The overall rejection rate 
obtained by using the SIMCA technique was 82.5%. No 
significant improvement in the rejection rate wa, obtained 
by using the first derivative spectra. 

The two lots of Avicel PHl02 and one lot of Avicel PHlOl 
rejected materials that were identified by Mahalanobis dis­
tance as members were also misclassified as members by the 
SIMCA technique. Different grades of Avicels, PHI03, 
PHl05, RC59l, and CL611, which were not included in the 
training set of Avicel RC581, were tested. All of 1he foreign 
grades of A vicel were readily detected as nonmemt'ers by this 
technique. The ability of SIMCA to discriminate between 
Avicel PHlOl and Avicel PH102 was also studied. There were 
no cases in which a PHIOI sample was classified as a member 
or an outlier of PHl02 or vice versa. In addition, toe SIMCA 
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Table III. Summary of Combined Classification Analysis 

no. of recogni- predic- rejection 
raw material factors tion rate tion rate rate 

Avice! PHI0l 5 100.0 (40) 100.0 (10) 88.0 (50) 
Avicel PH102 6 100.0 (26) 100.0 (6) 68.8 (16) 
Avicel RC581 4 97.5 (40) 100.0 (10) 100.0 (4) 
lactose 5 100.0 (20) 100.0 (7) 100.0 (2) 
proprietary ing 5 100.0 (22) 100.0 (6) 100.0 (3) 
sulfamethoxazoleG 7 97.6 (42) 100.0 (13) 92.9 (28) 
sulfamethoxazole' 7 100.0 (42) 100.0 (13) 96.4 (28) 

'Full spectra used for classification (e.g. 1100-2500 nm). 
'Partial spectra used for classification (e.g. 1548-1712 nm, 
1876-2004 nm). 

residual variance pattern recognition method was also used 
to discriminate between different grades oflactose, 60S and 
80S. Both grades of lactose were correctly classified as rejects 
by this technique. The capsulating grade of lactose that was 
obtained from Ii. different supplier was classified as a member 
by SIMCA. The above results reflect the ability of SIMCA 
to discriminate between similar materials. Three samples of 
sulfamethoxazole spiked with sulfanilic acid were found as 
members by SIMCA technique. These samples were sulfa­
methoxazole spiked with 0.1 % to 0.5% sulfanilic acid. The 
limit of detection for sulfanilic acid by this method is therefore 
estimated to be about 1.0%. 

Combined Classification Analysis. The combined 
classification results are given in Table III. The overall 
recognition rate and the prediction rate obtained by using the 
combined classification rule were 98.9% and 100.0%, re­
spectively. One sample from each Avicel RC581 and sulfa­
methoxazole was identified as outlier. These samples were 
also misclassified as outliers by Mahalanobis distance tech­
nique but were classified as members by SIMCA residual 
variance. According to the combined classification rule, the 
samples that are classified as members by one technique but 
outliers by the other are still considered outliers. 

The most interesting observation is the classification of 
Avicel PHI0l and PHl02 rejected materials and the spiked 
sulfamethoxazole samples using the combined classification 
rule. The combined classification of PHl02 rejected materials 
showed that only five samples were misclassified as members 
of the training set by both techniques, instead of six by 
Mahalanobis distances and seven by SIMCA residual variance. 
In the combined classification of Avicel PHI0l rejected ma­
terials, five samples were consistently misclassified as mem­
bers. These five samples were obtained from one lot and were 
also repeatedly measured with the training set for long-term 
variation. In addition, the six out of the eight spiked samples 
that were identified as members by Mahaltmobis distance were 
actually detected as outliers or nonmembers by SIMCA re­
sidual variance analysis. Therefore, these samples are clas­
sified as "reject" samples based on the combined classification 
rule. The overall rejection rate for the combined classification 
rule was 87.4 % compared to the overall rejection rates of 
79.6% and 82.5% for the Mahalanobis distance and SIMCA 
techniques, respectively. 

Detecting Minor Components. Lower limits of detection 
for sulfanilic acid in sulfamethoxazole were obtained by se­
lecting regions of the NIR spectrum where strong absorption 
bands for sulfanilic acid and weak absorption bands for 
sulfamethoxazole were observed. The wavelength ranges from 
1548 to 1712 nm and 1876 to 2004 nm (8-nm increments) were 
chosen for the classification of sulfamethoxazole. These 
spectral regions were selected from observed dissimilarities 
in the first derivative spectra of sulfamethoxazole and sulfa­
methoxazole spiked with sulfanilic acid reported in a previous 
study (9). Principal component analysis was performed on 
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Figure 2. Residual spectra of sulfamethoxazole and sulfamethoxazole 
spiked with sulfanilic acid using seven principal components in the 
mathematical model: five different lots of sulfamethoxazole (-); 
sulfamethoxazole spiked with 1 %, 2 %, 3 %, 4 %, and 5 % sulfanilic 
acid (---). 

the reduced spectra prior to Mahalanobis and SIMCA analysis. 
Figure 2 shows the residual spectra of sulfamethoxazole and 
sulfamethoxazole spiked sulfanilic acid obtained by using 
seven principal components in the mathematical model. 

The results obtained with the reduced wavelength range 
for the spiked samples of sulfamethoxazole are given at the 
bottom of Tables I, II, and III. By use of seven principal 
components in the model, the recognition and prediction rates 
were 100.0% using both the Mahalanobis distance and the 
SIMCA classification techniques. The recognition rate was 
improved from 97.6% to 100.0% for the Mahalanobis distance 
technique. The rejection rate was improved significantly for 
both classification techniques. SIMCA misc1assified only one 
sample spiked with 0.1 % sulfanilic acid as a member com­
pared to three samples for the results obtained by using the 
entire spectral region. In the case of the MahaIanobis distance 
technique, one sample spiked with 0.1 % sulfanilic acid and 
one sample spiked with 0.2% sulfanilic acid were misc1assified 
as a member, as compared to eight samples for the results 
using the entire NIR spectra. The combined classification 
rule misclassified only one spiked sample. These results in­
dicate that a detection limit of about 0.5 % can be reliably 
achieved by narrowing the wavelength region of interest. 

Long-Term Instrumental Variation. The instrument 
long-term reproducibility seems to be the limiting factor in 
obtaining low limits of detection for impurities. Spectra of 
a polystyrene disk have been acquired over a period of 3 
months to evaluate the long-term reproducibility of the 
Technicon NIR instrument. By use of five principal com­
ponents, residual spectra hve been examined and indicated 
that small wavelengths shifts (ca. 1 nm or less) are responsible 
for a significant portion of the observed deviations. The 
magnitude of the deviations are small, approximately 2 X 10-4 

AU (absorbance units). A portion of the polystyrene spectra 
was also acquired immediately after performing the wave­
length calibration procedure in the PRISM software package. 
The PRIS \1 software package is available commercially from 
Bran+ Let.bbe Analyzing Technologies. The wavelength 
calibration procedure did not yield any significant improve­
ment in the residuals for the polystyrene spectra. The 
long-term wavelength reproducibility problem of scanning NIR 
instruments, however slight, seems to be an important source 
of variation for data analysis techniques that employ full 
spectra. L is essential to adequately represent the long-term 
instrumer tal variation in training sets. 

CONCLUSIONS 
The spe ctroscopic classification of raw materials by a single 

pattern re,ognition technique may not be specific enough for 
proper classification of unacceptable materials. A combination 
of several independent techniques may provide a more reliable 
classification. Pattern recognition analysis of NIR spectra can 
detect many foreign grades of raw materials, materials with 
low levels of contamination, and materials with physical or 
chemical properties that lie outside of product specifications. 
The abilitf to detect samples having one or more of the above 
condition:; must be verified on a case-by-case basis. The 
long-term instrumental variation seems to be one of the im­
portant Ii :niting factors in obtaining low limits of detection 
for impurities. 

ACKNOWLEDGMENT 
The authors are grateful to Dale A. Von Behren of the FMC 

Corp. for supplying rejected samples of Avicel PH101 and 
Avicel PH102. 

LITERATURE CITED 
(1) Derd,. M. P.: Massert. D. L. Anal. Chlm. Acta 1986, 191,1-16. 
(2) Derd" M. P.: Massart, D. L. Chemom. Inteli. Lab Syst. 1988, 4, 

65-9a. 
(3) Wetzol. D. L. Anal. Chern. 1983, 55, 1165A-1176A. 
(4) Watson, C. A. Anal. Chern. 1977. 49, 835A-840A. 
(5) Mark, H.; Workman, Spectroscopy 1986. 1, 39-46. 
(6) Mark, H. L.; Tunnell. D. Anal. Chern. 1985, 57, 1449-1456. 
(7) Mark, H. L. Anal. Chern. 1987, 59, 790-795. 
(8) Derd,·, M. P.; Massert, D. L. Anal. Chim. Acta 1986, 184, 33-51. 
(9) Gemrerline. P. J.; Webber, L. D.; Cox, F. A. Anal. Chern. 1989, 61, 

138-144. 
(10) Van Der Voet, H.; Coenegracht. M. J.; Hemel. J. B. Anal. Chim. Acta 

1987 t92. 63-75. 
(11) MaliMwski. E. R. J. Chemom. 1987,1.33-40. 
(12) Johmon, R. A.; Wichern, D. W. Applied Multivariate Statistical AnaJy~ 

sis; F'rentice Hall: NJ, 1988; pp 134-135. 
(13) WOld, S.; Sjorstorm, M. In Chemometrics: Theory and Application; 

Kowclski, B. R., Ed.; American Chemical Society: Washington, DC. 
1977 pp 242-282. 

(14) Genest. C.; Zidek, J. V. Stat. Sci. 1986, 1,114-148. 
(15) Mudh'Jlkar, G. S.; George, E. O. In Optimizing Methods in Statistics; 

RustEgi, J. S., Ed.; Academic Press: New York, 1979; pp 345-365. 
(16) Tippett, L. H. C. The Method of Statistics, 1st ad.; Williams and Nor~ 

gate: London, 1931. 

RECEIVEI· for review July 11, 1989. Accepted November 28, 
1989. Fi:1ancial support for this research was provided by 
Burrough Wellcome Co. 



I.nat. Chern. 1990, 62,471-476 471 

Effects of Inaccurate Reference Lifetimes on Interpreting 
Frequency-Domain Fluorescence Data 
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The effects of assigning Inaccurate reference I ifetimes in 
lifetime determinations are predicted theoretically by using 
standard equations. This theory leads to a method to remove 
reference error effects using common least-square'; software. 
This method cannot, however, be used to deconvolute data 
collected with Isochronal references. Uncorrecte~ data can 
always be exactly solved with models containing one more 
degree of freedom than the true model. MonOE xponential 
decays are fit by double-exponential decays or excited-state 
processes. Unimodal distributed decays often appear as 
discrete, double-exponential decays. 

INTRODUCTION 
The emissive characteristics (spectral, tempor.,I, and po­

larization) of fluorophores are widely used to probe the local 
environments of fluorescent centers (1-10). Over the years, 
the utility of such fluorescence measurements has made a 
tremendous impact in numerous subdisciplines of chemistry 
(11-17). Fluorescence lifetime measurements are f·articularly 
important when one is examining systems involving distrib­
uted environments, energy transfers, and excimer and exciplex 
formations. The kinetics of these systems are ofte 1 complex; 
therefore low-noise, unbiased data are necessary to extract 
accurate and precise information. Although new imtrumental 
designs will continue to increase the signal-to-no.Be ratio of 
fluorometric measurements, experimentalists mfty still un­
knowingly introduce errors in their data. 

An inaccurately assumed reference fluoropho:e lifetime 
value in phase modulation fluorometry is an imf·ortant ex­
ample of this type of error (18). Frequency-dom.in fluoro­
metry, like time-domain fluorometry, requires the use of a 
reference in the measurement of fluorescence life;imes (12). 
The phase shift and demodulation factor for the re 'erence are 
used as a calibration point to determine the lifetime of the 
sample, if the reference lifetime is known. Obviously, if it is 
not accurately known, the sample lifetime will be shifted in 
the same direction as the reference inaccuracy. But the effects 
are more deeply rooted than a simple shift in the recovered 
lifetime. Reference lifetime errors can drasticall) affect the 
interpretation of fluorescence decay data in addit .onal, non­
trivial ways. 

In this paper the theory predicting this behavior is given. 
Simulations that illustrate these effects and their interpre­
tation are generated, first for discrete exponent ial decays 
followed by distributed decays. A method to extra·~t accurate 
sample kinetics that are acquired by using incorrect reference 
lifetime values is given. 

THEORY 
The theory of phase modulation fluorometry is well docu­

mented (12). It is important however to recall wme basic 
equations describing the photoemission process <of a fluoro­
phore excited by sinusoidal, amplitude-modulated radiation. 

* Author to whom correspondence should be addres5ed. 
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Because all fluorophores have a finite, average lifetime in the 
excited state following excitation, the emission is delayed in 
time and dampened in modulation amplitude compared to 
the excitation. The phase shift (8) and demodulation factor 
(M) of a fluorophore can be used independently to calculate 
its lifetime: 

Tp=1/wtanO 

Tm = 1/w(1/M' 1)'/2 

(1) 

(2) 

where W is the angular frequency of the excitation (w = 2rrf; 
f is the linear modulation frequency in hertz). T p and T mare 
the lifetimes calculated from the phase shift and the de­
modulation factor, respectively. 

1f the reference is scattered excitation, the reference lifetime 
is assumed to be zero. The reference triggers the detectors 
in order to correct for optical and electronic delays within the 
instrumentation. Although scattered excitation has been used, 
color effects limit the accuracy of lifetime measurements (19, 
20), and no simple solutions to solve the color effects have 
appeared (19,21,22). Reference fluorophores therefore have 
become more popular since they have the same spatial and 
energetic emissive qualities as those of the sample (19, 21-23). 
However, the lifetime of the reference fluorophore (T,) must 
be known to calculate the absolute sample phase shifts and 
demodulation factors (18). 

o = 0, - 0, + arctan (WT,) (3) 

and 

M = M,IM,[(WT,)2 + 1]'/2 (4) 

In these equations 8 and M are the actual phase angle and 
modulation amplitude of the sample used to calculate the 
sample kinetics. 0, and M, are the measured sample phase 
shift and modulation, and 0, and M, are the measured ref­
erence phase shift and modulation. e and M are calculated 
at several frequencies and are then fit by using theoretical 
lifetime models (22): 

0= tan-1 (SIG) (5) 

M'=S2+G2 (6) 

where 

n 
S = LF;WT;(1 + W

2T?t' (7) 
i=l 

n 
G = LF;(1 + W2T;2t' (8) 

i=1 

Here, T; and F; are the lifetime and fractional contribution 
of the ith component in the fitting model, respectively. If the 
experimentally determined phase and modulation (eqs 3 and 
4) are set to equal the theoretical phase and modulations, then 
for a monoexponential decay with a reference lifetime error 

tan-1 (WT,) - tan-1 (WT,) + tan-1 (WT/) = tan-1 (SIG) 
(9) 

© 1990 American Chemical Society 
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and 

(10) 

If there is no reference error, the equations collapse, leaving 
T, = TI for both phase and modulation. In order for the 
equations to be solved for a monoexponential decay with an 
error, the index (i) must be 2. On the left (experimental) side 
of the equations, there is one independent variable (T,) when 
there is no error. With error, there are three (7s' Tn and Tr'). 
Therefore, there must be three variables on the theoretical 
sides of the equations so they are balanced. Only if i = 2 are 
there three independent variables (TI' T2, and FI ). Solving 
these equations gives is = /1' T/ = 72, and 

(11) 

or 

FI = (T, - 7,)/(r/ - r,) (12) 

These equations could be extended to include more com­
plicated mUltiexponential decays, but in all cases, one extra 
component must be added to the model (i is incremented by 
1) to account for the added degree of freedom from the ref­
erence lifetime error. 

It is clear that even if the sample and reference fluorophores 
are confirmed monoexponentials, phase modulation data for 
the sample could appear to be multiexponential because there 
is a reference assignment error and an extra component is 
needed in the fit. The model yielding the best fit to the data 
would indicate kinetic models that are not expected or even 
impossible. 

Barrow and Lentz (18) have briefly described this effect 
for single- and double-exponential decays using phase fluo­
rometry at three frequencies. Their work was directed toward 
minimizing the effect by using isochronal references, references 
whose lifetimes are equal to the sample lifetimes. Considering 
the results above, their reasoning is understood. As the sample 
and reference lifetimes become more similar, FI approaches 
unity (a single exponential), and any apparent heterogeneity 
would vanish. 

EXPERIMENTAL SECTION 
Discrete exponential simulated dats were generated with SLM 

48000 software by using frequencies of 1, 2, 3, 4, 5, 7, 10, 12, 15, 
20. 25, 30, 35, 40, 45, 50, 60, 70, 80, 90, 100, 120, and 150 MHz. 
Distributed decay simulated dats were generated by using a global 
analysis software package (24) graciously donated by J. M. 
Beechem at Vanderbilt University. All dats were analyzed with 
the global analysis package. The error induced from inaccurate 
reference lifetimes was propagated into simulated phase shift and 
demodulation data by using software written in-house (IBM 
BASIC) based on the equations described above. Alllifetimes 
are reported in nanoseconds. Fractional intensity contributions 
(F,) are reported as percentages. 

RESULTS AND DISCUSSION 
Even though the effects of inaccurately assumed reference 

lifetimes can be exactly modeled as in the theoretical section, 
it is useful to study the interpretation of these data by using 
(1) models that exactly describe the system with the added 
component and (2) models that are as complicated as the 
simulation model and do not perfectly describe the system. 
There is no noise (random error) introduced into any of these 
simulations; however, the simulations are analyzed assuming 
a constant phase and modulation error (noise) of 0.20 and 
0.002, respectively. In this way conclusions can be drawn 
based on the relative and absolute reduced chi-squared (X2) 

values. If the x2 approaches zero, the model fits perfectly. 
These are models predicted by theory. If the X2 is less than 
unity but not near zero, the model is not exact and would not 
be predicted theoretically. However, since the fit is so close, 
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Figure 1. rJ u~ifrequency phase and demodulation traces for simulated 
monoexpon ~ntial decay with a lifetime of 5 ns. The reference lifetime 
is varied from-10% to+10% of the actual value (1 ns). The direction 
of the arrows indicates the increase in reference error (-10% -
+10%). 

Table I. }:ffects of Inaccurate Reference Standard 
Lifetimes on the Recovered Lifetimes of Single-exponential 
Samples 

conditions recovered values 

no. T,' 'T/ b T,' TId T,' F/ x2g 

[.00 0.90 5.00 4.84 100 19.0 
5.00 0.90 98 0.00 

l.00 1.10 5.00 5.16 100 16.9 
5.00 1.10 103 0.00 

i.OOh 4.50 5.00 4.50 100 0.00 
i.OOh 5.50 5.00 5.50 100 0.00 
i.OO 4.50 1.00 0.80 100 201 

1.00 4.50 114 0.00 
6 i.OO 5.50 1.00 1.21 100 13.8 

1.00 5.50 89 0.00 
7 l.Oo' 0.90 1.00 0.90 100 0.00 
8 l.Oo' 1.10 1.00 1.10 100 0.00 
9 no 9.00 5.00 4.41 100 33.8 

5.00 9.00 125 0.00 
10 no 11.0 5.00 5.60 100 23.2 

5.00 11.0 83 0.00 

(l Actual reference lifetime (ns). b Assumed reference lifetime 
(ns). 'Actual lifetime for the sample (ns). dRecovered lifetime for 
componen1 1 (ns). e Recovered lifetime for component 2 (ns). 
'Recovered fractional percentage of component 1 (Pl + F2 = 
100%). g Chi-squared value. h Denotes the use of an isochronal 
reference. __________________ _ 

deviation; in the fit to experimental data with noise would 
not be del ected. On the basis of X2 values, an experimentalist 
could not choose a "perfect" model over a "close" model since 
both x' v.lues are less than 1. 

Throughout the following discussions the term "error" will 
refer to the difference between T, and r,'. In most of the 
simulations, relative reference lifetime errors of ±10% are 
assumed, 10% error not being an unreasonable assumption 
considering the range of some reference lifetimes reported in 
the literature (21,22). Simulations are examined in order of 
increasing complexity. Monoexponential decays are first in­
vestigate,l, followed by multiexponential, discrete decays. 
Finally, three types of distributed models are examined. 

Monoexponential Decays. Figure 1 shows changes in the 
phase m(.dulation trace of a 5-ns monoexponential decay 
observed by varying the I-ns reference lifetime from -10% 
(0.9 ns) to + 10% (1.1 ns). The arrows indicate the direction 
of increa,ing T/. Note that the deviations are not constant 
with frequency. In this case, at higher frequencies there is 
a larger nlative error. The recovered values for theoretical 
fits to thi" data and four other typical monoexponential decay 
simulations with reference lifetime errors are compiled in 
Table L Data were simulated by using the sample lifetime 
listed in 1 he table. The phase and demodulation were then 
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Figure 2. (Panel A) Recovered fractional contribution of component 
1 (F ,) as a function of true reference lifetime (T,) and "ssumed ref­
erence lifetime (T:) for sample lifetimes of 1 ns (surface a), and 6 ns 
(surface b). (Panel B) Recovered F 1 as a function of ,', and T: for 
sample lifetimes of 5 ns. 

shifted according to the difference between the a :tual refer­
ence lifetime and the assumed reference lifetime (±10%). The 
modified data sets were fit by using single- and double-ex­
ponential decay models. 

With no T, error, the monoexponential model 3xactly fits 
the simulated data; the x2 value is zero. When i reference 
lifetime error is induced, however, some general trends can 
immediately be seen (Table n. When an isochroml reference 
is assumed, a monoexponential decay perfectly fi;s the data. 
This agrees with the theory presented above aLd the con­
clusions of Lentz and Borrows (18). Isochronal references 
remove heterogeneity regardless of how large the absolute 
reference error is. This would, of course, argue for the use 
of isochronal references. However, it is important to point 
out that even though there is no heterogeneity, th, recovered 
sample lifetimes are still inaccurate (Table I, Eimulations 
number 3, 4, 7, 8). They logically always equal Tr' instead of 
T,. 

To perfectly fit nonisochronal data sets, a second component 
is required in the fitting model. The recovered liJetimes and 
fractional contributions are equivalent to those p ,edicted by 
theory (eqs 11 and 12) for a monoexponential decay with a 
reference lifetime error. Trends in fractional contribution can 
be modeled by using the theory above (eq 12). The fractional 
contribution of the first component, which typic illy is used 
as an indicator of the degree of heterogeneity, if plotted in 
Figure 2 as a function of T, and T,'. When the sample lifetime 
is shorter or longer than the reference lifetime reg me (Figure 
2A), smooth surfaces result. When T, equals T,' (ro error), F, 
equals unity. This corresponds to the intersectioll of the two 
surfaces in Figure 2A. As their difference increases, F, in-
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Figure 3. X2 versus recovered sample lifetime (T s) for monoexponential 
fits to a monoexponential decay of 5 ns. The reference lifetime is 
shifted from 0 % to 20 % greater than the actual value reference 
lifetime (1 ns). 

creases or decreases from unity, indicating excited-state 
processes (25) or ground-state heterogeneity (20, 22), re­
spectively. 

Figure 2B shows the surface of fractional contribution 
versus T, and T,' which are near an isochronal reference. As 
T,' approaches T" F, approaches plus or minus infinity. Thus, 
theoretically, the smaller the error in the reference lifetime 
for isochronal references, the more F, and F2 diverge from 
unity. To perfectly fit data, ridiculous fractional contributions 
would be required. Of course, in reality, this is not the case. 
As the error becomes smaller, a single-exponential decay ap­
pears to fit just as well as a double-exponential decay (vide 
infra) and the double-exponential model is discarded on the 
basis of the complexity of the model and x2• 

When one considers that 10% heterogeneity (Table I, sim­
ulations 5, 6, 9, 10) can reproducibly be measured with current 
phase fluorometers, erroneous fractional contributions would 
easily be recorded and reported even if the sample and ref­
erence both emit monoexponentially. A method to simulta­
neously determine the lifetimes for monoexponential samples 
and references, removing error effects, would be a useful tool. 
A method is proposed here. It is based on the equations 
described above. After data is experimentally acquired, an 
extra component (T,') is added to the fitting model. This 
model (a double-exponential decay) is used to fit the exper­
imental data, fixing the lifetime of the second component to 
T,', but floating its fractional contribution. The second com­
ponent factors out any deviations in the data due to inaccurate 
reference lifetimes. The recovered lifetime of the first com­
ponent equals the true sample lifetime. The fractional con­
tribution can then be used as a check. If the fractional con­
tribution calculated from eq 12 does not equal the recovered 
fractional contribution, the second component could be real. 
The true reference lifetime can be calculated from eq 11. The 
advantages of this method are (1) its speed in recovering the 
true sample lifetime, (2) an internal check, and (3) the lack 
of extra software required. 

Finally, the interpretation of data using a fitting model 
equivalent to the model used for its simulation is considered. 
Figure 3 shows the changes in the confidence intervals as the 
reference lifetime error increases from 0% to 20% for a mo­
noexponential decay of 5 ns. As the error increases, the re­
covered sample lifetime shifts to longer lifetimes (for this 
system). This increase in T, is proportional, but not equal, 
to the absolute shift in T,. The proportionality constant de­
pends on T,. It is also important to notice from Figure 3 that 
the x2 versus lifetime curves become more shallow with in­
creasing reference error. This indicates that T, is not fit as 
well with a monoexponential model with increasing error; the 
model is less appropriate. 

A series of multiexponential simulations are also presented 
below. The results are similar to those found for the mo-
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Table II. Effects of Inaccurate Reference Standard 
Lifetimes on the Recovered Lifetimes of 
Double-Exponential Samples 

conditions recovered values 
no. T,' T/ b T,' T," Ta' F/ F,' x2h 

For 50% 5 ns and 50% 10 ns 
1.00 0.90 6.72 100 135 

3.12 8.37 21 79 2.94 
5.00 10.0 0.90 50 48 0.00 

1.00 1.10 7.12 100 28.2 
6.43 15.1 86 14 6.36 
5.00 10.0 1.10 51 51 0.00 

5.00 4.50 6.29 100 97.6 
4.50 10.0 55 45 0.00 

5.00 5.50 7.55 100 33.4 
5.50 10.0 44 56 0.00 

7.00 6.30 6.21 100 60.0 
4.88 10.3 64 36 0.01 
5.00 10.0 6.30 77 40 0.00 

7.00 7.70 7.64 100 58.3 
4.98 10.0 36 64 0.01 
5.00 10.0 7.70 37 65 0.00 

7.50 8.25 6.19 100 52.6 
4.93 10.2 66 34 0.05 
5.00 10.0 8.25 71 40 0.00 

8 7.50 6.75 7.65 100 64.9 
4.95 10.2 37 63 0.02 
5.00 10.0 6.75 39 71 0.00 

10.0 9.00 6.14 100 25.7 
5.00 9.00 63 37 0.00 

10 10.0 11.0 7.71 100 97.9 
5.00 11.0 42 0.00 

11 13.0 11.7 6.11 100 10.1 
4.09 6.68 21 79 0.17 
5.00 10.0 11.7 60 100 0.00 

12 13.0 14.3 7.75 100 134 
5.17 12.2 49 51 0.02 
5.00 10.0 14.3 43 35 0.00 

For 20% 5 ns and 80% 10 ns 
13 1.00 0.90 8.38 100 96.2 

2.24 9.32 7 97 1.60 
5.00 10.0 0.90 20 79 0.00 

14 1.00 1.10 8.82 100 11.8 
8.29 16.4 90 10 6.57 
5.00 10.0 1.10 21 80 0.00 

For 80% 5 ns and 20% 10 ns 
15 1.00 0.90 5.48 100 68.0 

2.68 6.45 18 82 2.55 
5.00 10.0 0.90 78 20 0.00 

16 1.00 1.10 5.84 100 11.4 
5.71 25.7 98 2 8.06 
5.00 10.0 1.10 82 20 0.00 

a Actual reference lifetime (ns). b Assumed reference lifetime 
(ns), cRecovered lifetime for component 1 (ns). dRecovered life-
time for component 2 (ns). e Recovered lifetime for component 3 
(ns). 'Recovered fractional percentage of component 1 (F l + F2 + 
Fa = 100%). 'Recovered fractional percentage of component 2 (F l 
+ F2 + Fa = 100%). hChi-squared value. 

noexponential models. Single-, double-, and triple-exponential 
fits to true double-exponential simulations are summarized 
in Table II. In cases where T, equals one of the sample 
lifetimes, the system can be modeled accurately with a dou-
ble-exponential decay model. This is similar to the isochronal 
fits to the monoexponential decays. In each of these cases 
one recovered component of the fit equals the assumed ref-
erence lifetime. The second recovered component equals the 
lifetime of the other component in the simulation. When 
reference lifetimes lower and higher than both sample lifetimes 
are used, only triple exponentials can exactly describe the 
decays. In all cases the added component equals T,' and the 
other components equal the simulated sample lifetimes. 

Double-exponential fits to some data sets (e.g., T, equals 
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Figure 4. (Panel A) Confidence intervals for the recovered lifetime 
component 1 (T,) of a double-exponential decay (50% 5 ns, 50% 10 
ns) as a function of reference lifetime error. The assumed reference 
lifetime is \·aried from 1 to 1.2 ns (0% to 20% error). (Panel B) 
Confidence intervals for the recovered lifetime component 2 (T ,) as 
a function 0 f increasing reference lifetime error. (Panel C) Confidence 
intervals for the recovered fractional contribution of component 1 (F ,) 
as a function of reference lifetime error. 

the weigh·;ed average of the sample lifetimes, Table II, sim­
ulations 5-8), however, have x' values less than 1. The fits 
are close 9nough that differences between experimentally 
obtained data and the fit could not be detected above in­
strumentd noise, yet the recovered fractional contributions 
would be incorrect by more than 10%. Adding the third 
componert to fits of this type does not change the x' value 
substantidly. 

As the <>fror in T, is increased, the x' surfaces of all com­
ponents ill multiexponential decays become more shallow. 
The X2 su rfaces for the two components and the fractional 
contributbn to the first component of a double-exponential 
decay are shown in Figure 4. In each case, the recovered 
values systematically deviate from the actual values. At +20% 
error the (' curves are nearly flat. 

It is also important to note the potential for the accidental 
removal 0' true heterogeneity by choosing an inappropriate 



r,. As an example, if a double-exponential decay il simulated 
consisting of 95% of a 3-ns component and 59, of a 5-ns 
component, the system appears to be homogeneoUl if the 5-ns 
reference lifetime is only 2% low (4.9 ns). The syst3m appears 
to be undergoing an excited-state process if r,' is l"ss than 4.9 
ns. 

Fits to simulated triple- and quadruple-exponential decays 
are included in this discussion for completeness. Predictably, 
each set requires one more component than the or:ginal decay 
to reach a perfect fit. The added component equals r,', and 
its fractional contribution can be positive or negative. The 
method of adding an extra component to a fit to remove a 
reference lifetime error is theoretically valid fer any mul­
tiexponential decay. In each case only one degree of freedom 
has been added (the added fractional contributiol) since the 
lifetime of the added component is fixed to r,'. :-Iowever, it 
is questionable whether these models are appropriate given 
the current limits in signal to noise ratio and reselution (26). 

Distributed Lifetimes. Because of the increa> ing interest 
in distributed kinetics to describe dynamic f uorescence 
(27-32), the effects of inaccurate reference lifetimes on dis­
tributed models are included in this section. All distributed 
lifetime simulations were generated and fit by using the three 
most common models (31): Gaussian, Lorentzian, and uni­
form. In the following sections the term "width" will corre­
spond to one standard deviation for Gaussian d: stributions 
and one half-width at half maximum for all other distributions. 
A syntax of "5 w 1 (G)" will be used to describe a Gaussian 
distribution centered at 5 ns with a width of 1 ns. The re­
covered values from several theoretical fits to distributed 
simulations with reference lifetime errors are listed in Table 
III. Simulations of other distributions (5 w 2 (G), 1 w 0.1 (G), 
for example) have also been analyzed but are net tabulated 
here. The results are similar to those discussec below. 

The data were best fit (x2 < 10-3) with model, equivalent 
to the simulation model plus an added discrete eomponent. 
For example, a unimodal distribution (5 w 0.5 (G» with a 
reference lifetime error is best fit by a model having one 
distributed lifetime component (5 w 0.5 (G)) and ·me discrete 
lifetime component equal to T,'. Less complicated models 
(listed in Table III) do not fit as well and have (2 values at 
least 100 times greater than those of the unimodal-discrete 
fits. 

The double-exponential decay fits to all of the data sets in 
Table III would be no worse than the "exact" fit flOm a model 
with one unimodal and one discrete lifetime. Therefore, based 
on x2 values, it would be difficult to justify a:)plying the 
method described above to remove any reference Ii'etime error. 
Furthermore, the x2 values for discrete double-'lxponential 
models are usually measurably lower than for any unimodal 
distributed model. Nearly all of these data set", therefore, 
would be judged to be double-exponential decays rather than 
any type of distributed process. Any theory prEdicting dis­
tributed environments, although possibly correct, would be 
contradicted by the assignment of a nondistributed decay. 
Finally, if only unimodal models are considered, allY unimodal 
data set with a reference lifetime error can appear to be any 
other type of unimodal distribution on the basi:; of their x2 

values (depending on T" T" and T,'). 
Specific examples of effects of this nature call be seen in 

Table III. Fits to 5 w 0.5 (G) with T, = 1 ns - 10~1> are better 
for a double-exponential (discrete) decay (x2 = 0.05) than for 
any single distribution (x2 = 1.26). The monoExponential, 
however, is 17 times worse than the best distJibuted mo­
noexponential (a Lorentzian). Therefore, this da;a set would 
most likely be judged to be a discrete double-expor ential decay 
on the basis of the X2 values even though there is only a 3.4 % 
contribution to the second component. In cases where the 
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Table III. Effects of Inaccurate Reference Lifetimes on 
Unimodal, Distributed Samples with Centers at 5 ns and 
Widths of 0.5 ns' 

conditions recovered parameters 

SM' FM' T/ d ,,' wi ·l F,h X
2i 

G G 0.9 4.98 1.25 4.51 
L 4.94 0.94 1.26 
U 4.98 2.13 5.76 
S 4.81 21.8 
D 5.02 1.11 97 0.05 

G G 1.1 NSFi NSF NSF 
L 5.07 -0.06 13.9 
U 5.13 0.02 11.9 
S 5.13 11.6 
D NSF NSF NSF NSF 

L G 0.9 4.98 1.29 4.33 
L 4.95 0.96 0.90 
U 4.98 2.22 5.84 
S 4.79 25.1 
D 5.04 1.20 96 0.08 

L G 1.1 NSF NSF NSF 
L 5.10 -0.01 10.3 
U 5.18 0.00 9.84 
S 5.12 9.59 
D 5.02 0.68 101 0.12 

U G 0.9 4.98 1.19 4.96 
L 4.97 0.92 1.88 
U 4.98 2.02 5.97 
S 4.83 18.7 
D 5.01 0.97 97 6.1 X 10-3 

U G 1.1 NSF NSF NSF 
L 5.18 -0.02 14.6 
U 5.15 0.00 15.1 
S 5.15 13.9 
D 5.01 1.01 102 5.8 X 10-3 

'The best fit (a unimodal plus a discrete) for each simulation is 
not included in the table (see text). 'Simulation model (SM) rep­
resents the model used to simulate the data sets. Symbolism is as 
follows: G, Gaussian; i, Lorentzian; V, uniform. CFitting model 
(FM) represents the model used to analyze the simulated data af­
ter a reference lifetime error was induced. Symbolism is as follows: 
G, unimodal Gaussian distribution; L, unimodal Lorentzian distri­
bution; V, unimodal uniform distribution; S, single discrete expo­
nential; D, double discrete exponential. d Assumed reference life­
time (actual reference lifetime equals 1 ns) (ns). 'Center of dis­
tribution for distributed models, lifetime of component 1 for dis­
crete models (ns). IWidth of distribution (detailed in text) (ns). 
gLifetime of component 2 (ns). h Fractional percentages of com­
ponent 1 (F, + F2 = 100%). 'Chi-squared value. iNSF means no 
solution was found because there was no convergence when this 
model was used. 

T,' is 10% high, the X2 value for the monoexponential is nearly 
equal to that of the best unimodal distribution model. For 
the uniform distributions, the discrete double-exponential 
model is much better than any other model. 

The confidence intervals for the recovered lifetime (Figure 
5A) and width (Figure 5B,C) of a 5 w 0.5 (G) distribution (T, 
= 1 ns) are shown as a function of reference lifetime error. 
For these plots the model used to fit the data is the same as 
the model used to simulate the data before the reference 
lifetime error was induced. As noted previously, the surfaces 
of both sets of curves become shallower as the error increases, 
indicating that the model becomes less appropriate. Although 
the center of the distribution remains essentially unchanged 
with increasing reference error (Figure 5A), the width narrows 
considerably (Figure 5B). In Figure 5C the center of the 
distribution is plotted versus positive reference lifetime error, 
the height of the shaded region being two standard deviations 
wide. The distribution width quickly narrows and reaches 
a minimum width by a reference lifetime error of +5% error. 
When the error is greater than +5 %, the best model for this 
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Figure 5. (Panel A) Confidence intervals for the center (7,) of a 
Gaussian distribution (5 w 0.5) with increasing error in reference lifetime 
(1 ns). (Panel B) Confidence intervals for the width of a Gaussian 
distribution (5 w 0.5) with increasing error in the reference lifetime. 
(Panel C) Lifetime center and width (standard deviation) of a Gaussian 
distribution (5 w 0.5) versus increasing (positive) reference lifetime error. 
The assumed reference lifetimes are in the range of 1-1.2 ns. The 
vertical height of the shaded region is two standard deviations wide. 

system would appear to be a discrete decay law, 

CONCLUSIONS 

Frequency-domain fluorometry is still a relatively new tool; 
however, as it matures more complicated decays will un­
doubtedly be investigated. To be confident in the validity 
of the experimental data, one must not introduce extra var­
iables, such as reference lifetime errors (biases). Considering 
the range of reported lifetimes for common fluorophores, it 
is best to verify experimental assumptions and results. For 
the simpler decays, removing reference induced errors can be 
accomplished by using the method described above. Unfor­
tunately, it is not useful for data sets obtained by using iso­
chronal references. 

Measuring lifetimes versus mOre than one reference fluo­
rophore is a second procedure commonly used in this labo-

ratory. In this manner, results can be checked for internal 
consistency Finally, although X' values give insight into the 
goodness 01" fit, residuals to fits provide useful information 
about the randomness of deviations, Data sets with x' values 
less than unity may have systematic deviations in the resid­
uals, implyi 19 that the model is not an accurate representation 
of the true decay kinetics. 
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Curve·flttlng programs usually only yield accurate Jarameters 
for unresolved spectral bands when the separatle,n of neigh· 
boring bands exceeds their average hal/-width. By reduction 
of the width of each spectral feature In a heavily overlapped 
band multiplet by Fourier self-deconvolution (FS['), the con­
ditioning of curve-fitting algorithms Is Improved to the point 
that the area of each band In the multiplet can bE' estimated 
with much Improved accuracy. The practical Iir11tations of 
this approach are discussed In this paper. Most FSD pro­
grams are strictly applicable to Lorentzlan bands; the effect 
of Increasing the Gaussian fraction of Isolated be nds on the 
accuracy of band area estimation has also been Ir,vestlgated. 
Finally, the application of combined deconvolutior, and curve 
fitting to synthetic band multlplets In which the re atlve peak 
absorbances and bandwidths are varied Is shown to yield 
accurate estimates of band areas until the band separation 
approaches the width of the Instrument line-sha~,e function, 
which Is determined by the truncation, exponenllatlon, and 
apodlzatlon of the Fourier domain array. 

INTRODUCTION 
Many techniques have been developed for the quantitative 

analysis of complex mixtures by infrared spectronetry. The 
majority of these, including classical least squares (K'matrix) 
(1), inverse least squares (P·matrix) (2), partiallelllt squares 
(3), and principal components regression (3,4), depend on the 
availability of calibration spectra of mixtures of known com­
position. For certain samples, such as fossil fue\.;, the com­
position of the mixture may be so complex that ~alibration 
spectra are unavailable and all of the above appro"ches break 
down. 

An alternative approach that can provide useful chemical 
information involves the use of least-squares curve-fitting 
techniques to fit the individual bands in an envelope (see for 
example refs 5-9). The achievement of a good representative 
fit requires the knowledge of the number of distinguishable 
bands into which the spectrum can be decompoBed and an 
assumption about the shape of these bands. B~' use of an 
iterative procedure that minimizes the sum of the squares of 
the differences between the curve-fitted spectrum and the 
data, appropriate initial estimates of the individual positions, 
heights, and widths of the bands are varied to arrive at a best 
fit, i.e. to calculate an optimized model for the spectrum. The 
most important values for input to the curve-fittng routine 
are the number of bands and their positions (10). 

One of the main drawbacks of curve fitting is ;hat as the 
bands become more overlapped, or the number of )verlapped 
bands increases, the problem becomes progressively more 

1 Current address: Department of Chemistry, University of Idaho, 
Moscow, ID 83843. 
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ill-conditioned. Consequently, small errors in the data (e.g. 
noise or base-line distortions) or the assumptions (e.g. that 
the bands are Lorentzian in shape) can be magnified to give 
very large errors in the parameters of the final model. Van­
deginste and de Galan (11) have discussed the effect of several 
sources of error that can arise in curve-fitting procedures. 
Audo et al. have addressed the specific problems of an in­
correct base line (12) and the presence of small, undetected 
peaks (13), while Anderson et al. have investigated the effects 
of peak shape in the curve fitting of chromatographic data 
(14,15). In all cases the conclusions were the same, namely 
that for well resolved bands curve fitting is a useful quanti­
tative data analysis technique. If it is applied to complex 
systems of heavily overlapped bands, however, any errors in 
the original data are often magnified in the final band pa­
rameters to the point that the attachment of any physical 
meaning to these bands is impossible. Clearly, if curve fitting 
is to be a useful technique for the analysis of overlapped bands, 
then the conditioning of the problem must be improved in 
some way and a method is required that allows an estimate 
of the number of component bands to be obtained. 

Calculation of the second or fourth derivative has been used 
to obtain an estimate of the number of component bands 
present and the position of these bands (16). A degree of 
quantitative analysis based on derivative spectra is also 
possible, since the height of each feature is directly propor­
tional to its intensity in the original spectrum (17). Bands 
that are separated by less than their full width at half-height 
(FWHH), however, are still not resolved in the second de­
rivative spectrum (18); in this case, even semiquantitative 
conclusions can be seriously in error because secondary lobes 
can suppress, enhance, or otherwise be confused with neigh­
boring weaker spectral features (J 1). Furthermore, a very good 
signal-to-noise ratio (SNR) is required in the original spectrum 
if high-order derivative spectra are to be obtained, since 
differentiation greatly enhances the high-frequency compo­
nents such as noise. 

Fourier self-deconvolution (FSD) is an alternative technique 
for the determination of band number and position in unre­
solved multiplets (19, 20). This technique does not suffer as 
badly as derivative techniques from the problems imposed 
by secondary lobes, although a high SNR is still needed. A 
spectral envelope subjected to FSD results in all the bands 
being reduced in width by approximately equal values (but 
not necessarily by equal factors) and increased in height by 
the ratio of the original FWHH of the band to its FWHH after 
deconvolution. This procedure allows previously unresolved 
bands to become apparent, provided that their separation is 
greater than the instrument resolution. Although secondary 
lobes of the type observed in derivative spectra should not 
normally be observed after FSD, the formation of side lobes 
will occur if the bandwidth is reduced to the point that it 
becomes comparable to the instrument resolution (19,21). In 
this case, it becomes difficult to distinguish between weak real 
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features and artifacts that result from the finite extent of the 
interferogram. It is therefore important that an apodization 
function be applied to reduce these artifacts. Kauppinen et 
al. showed that the Bessel function is a good choice for apo­
dizing deconvolved spectra (22). 

After resolution enhancement by FSD using a fairly large 
resolution enhancement factor (vide infra), it becomes possible 
to estimate the number of bands whose separation exceeds 
the resolution at which the spectrum was measured. The 
position, in wavenumbers, of each feature that is just resolved 
can then be estimated by using the center-of-gravity technique 
(23). Kauppinen et aI. (19) have previously suggested this use 
of FSD for determining the input parameters for a curve­
fitting algorithm, and this application has been applied ex­
perimentally by Jasse to the spectra of polymers (24) and by 
Divis and White to vapor-phase spectra (25). 

The most commonly applied technique for FSD was ori­
ginally developed (19) for spectra in which each band has a 
Lorentzian shape; i.e. the absorbance, Ai(v), of each band, at 
wavenumber v, is given by 

2 

A.(v) = Aio 'Yi 
'Yi2 + 4(v - ViO)2 

(1) 

where Aio is the peak absorbance of the ith band, which is 
centered at Vio, and 'Yi is its full width at half-height. The 
spectrum is given by 

N 
A(v) = LA.(v) 

i=l 

where N is the number of bands. 
The inverse Fourier transform (FT) of A(v) is 

N 

(2) 

Y(x) = 0.25L'YiA." exp(-2·,,-jViOX) exp(-"''YiX) (3) 
i=l 

where j = _11/2. Deconvolution involves multiplying the 
Fourier domain array by exp(".'Y'x) so that the rate of decay 
is decreased: 

Y'(x) = Y(x) exp(".'Y'x) (4) 

N 
= 0.25L'YiA." exp(-2".jviOX) exp[-"'('Yi - 'Y')xl (5) 

i=l 

Provided that 'Y' < 'Yi, on computing the forward FT of Y'(x) 
in the absence of noise, we have 

A'(v) = s.: Y'(x) exp(2".jvx) dx (6) 

(7) 

The band shapes are still Lorentzian, but the width of each 
band is decreased by 'Y' and the peak absorbance has been 
increased by the factor K = 'Y;/('Yi - 'Y')' This factor is ap­
proximately equal to the resolution enhancement factor, K, 
defined by Kauppinen et al. (19,22). 

In practice the limits of the integration in eq 6 are not 
infinite. For spectra measured at a nominal resolution of R 
cm-I , the Fourier domain array is multiplied by a boxcar 
truncation function, D(x), which is unity when Ixl ::; 1(1, and 
zero when Ixl > 1(1. Thus the spectrum, A '(v), is convolved 
with a sinc function, (sin x)! x, which is the FT of D(x). Yang 
and Griffiths (26) showed that if the amplitude of the sinu­
soidal modulations in Y'(x) at x = 1(1 has not decayed to 
approximately 10% or less of its value at x = 0, then side lobes 
become apparent in the spectrum. This corresponds to the 
condition for which (-Yi - 'Y') :5 2R. If (-Yi - 'Y') < R, intolerably 
large side lobes are observed unless they are suppressed by 
apodization. Conversely, if ('Yi - 'Y') > R then the amplitude 

of the sinmloidal modulations in Y'(x) decays to a very small 
level for wllues of x that are greater than R-I. In this case 
inclusion cf Y'(x) values at higher spatial frequencies only 
serves to hcrease the noise level in the spectrum without 
significant.y increasing the available information, and Y'(x) 
may be fur ther truncated without introducing side lobes into 
A'(v). In practice, therefore, Y'(x) is multiplied by a truncation 
function which is unity for Ixl ::; F! R, where F is the fraction 
of the Fourier transform of the original spectrum used in these 
calculation:; and takes a value between 0 and 1. For Ixl > F! R, 
Y'(x) = O. 

The ma n disadvantage of FSD is that the choice of the 
parametem 'Y' and F is often very subjective and, if incorrect, 
can lead to erroneous results. To obtain objective, quantitative 
informaticn, these parameters need to be optimized to give 
the maxim urn achievable resolution enhancement without the 
introducti,m of side lobes or excessive noise, both of which 
will mask real weak spectral features. 

One method for doing this was previously suggested by 
Yang and Griffiths (26, 27). They define a quantity SNRd 
(the signal-to-noise ratio after deconvolution) as SNRd = 
A '""ek! R3-b where A 'peak is the peak absorbance after decon­
volution and R3- 8 is the root mean square of the difference 
between e.lch datum and the mean in a region estimated to 
be betwee:1 3'Yi and 8'Yi from the center of the closest strong 
band. Th"y showed that this quantity exhibits a maximum 
if plotted as a function of 'Y' and F. This maximum exists 
because the magnitude of R3-8 is governed by three competing 
effects, the relative magnitudes of which depend on 'Y' and 
F; these are side-lobe formation, noise, and the average gra­
dient in the region 3'Yi-8'Yi' The average gradient, however, 
also chang es if the region is chosen between different bounds, 
say 4'Yi an:l10'Yi, and consequently the position of the max­
imum changes. This is an undesirable feature, since the 
bounds of the region can only be estimated. The position of 
the maximum in SNRd is also dominated by changes in only 
one band in the multiplet. 

An alternative approach is to curve-fit the deconvolved 
spectrum. The deviations between the curve-fitted spectrum 
and the d,lta can then be used to monitor the average noise 
and the side-lobe formation in all the bands in the spectrum, 
without irterference from gradient effects. Curve fitting the 
deconvolved spectrum also has a second advantage; since the 
resolution of the bands is greater than in the original spectrum, 
the conditioning of the curve-fitting problem is significantly 
improved and the errors in the calculated band parameters 
should thnrefore be reduced in comparison to the case where 
the original spectrum is curve-fitted. 

To summarize, a combination of FSD and curve fitting is 
potentially a very powerful technique for the analysis of 
complex! pectra. It should allow objective optimization of 
the parameters in FSD and determination of the number of 
component bands present. Curve fitting the optimally de­
convolved spectrum should also produce more accurate band 
parameters than curve fitting the original spectrum in which 
the bands are heavily overlapped. Susi and Byler have applied 
FSD with subsequent curve fitting to the FT-IR (28, 29) and 
Raman (20) spectra of proteins, but did not undertake any 
systematic study of the advantages or disadvantages of this 
method. 

To inVf.stigate the advantages of combining the two tech­
niques, tV10 sets of spectra were synthesized from a number 
of Lorent"ian bands. Since the main advantage was expected 
to be an improvement in the conditioning of the curve fitting, 
small ern,rs were introduced into these spectra. In all cases 
these inc uded base-line errors. Some of the spectra also 
included peak shape errors. The first set was composed of 
a series of single bands. These had a small, variable Gaussian 



fraction included. Each speetrum also had a line!tr base line 
removed, such that the ordinate value of the pohts at each 
end of the spectral range selected was zero. The curve-fitting 
program was not allowed to compensate for this bJ including 
a base line in the fit. Clearly, in the fitting of a real spectrum 
at least a linear base line should be included, and some 
problems would be likely to occur due to base-lim curvature 
if the spectral range is large. The method giver. above for 
introducing base-line errors was chosen because it is common 
practice to base-line-correct real spectra in this mmner, and 
such corrections are unlikely to be exact. It has the added 
advantage that during FSD it precludes the generation of 
oscillations at the extremes of the spectrum. 

The second set was composed of several speetr!. that were 
synthesized by adding five broad Lorentzian ban:ls. Again, 
a linear base line was removed from each spectru:n, and the 
possibility of a base-line error was not allowed for in the 
curve-fit. The separation of the bands was 5.5 c:n-I, which 
is approximately equal to the effective resolution uter trun­
cation of a 0.25-cm retatrdation interferogram with F = 0.75. 

ISOLATED SPECTRAL BANDS 
It has been shown that many fundamental absor:rtion bands 

in infrared spectra are well described by a linear ccmbination 
of Lorentzian and Gaussian bands where the Gaussim fraction 
is quite small (31). To investigate the effect of dec,mvolution 
on band shape, six synthetic Lorentzian/Gaussian bands 
described by the expression 
A(v) = 

'Y2 -4 In 2(v - vO)2 
(1 - mAo + {3Ao exp----- (8) 

'Y2 + 4(v - vO)2 )'2 

were generated, where Ao is the maximum peak absorbance, 
Vo is the position, in wavenumbers, of the maximum peak 
absorbance, and 'Y is the FWHH of the Lorentzian and 
Gaussian components. The six spectra differed c,nly in the 
amount of their Gaussian character, {3. For each of them, Ao 
= 0.200, 'Y = 30 cm-I , and Vo = 2960 cm-I . The (3 values for 
the six trials were as follows: 1,0.000; II, 0.025, III, 0.050; IV, 
0.100; V, 0.150; VI, 0.200. Bands with (3 > 0.20(' were not 
synthesized because they would not be relevant to the infrared 
spectra of molecules in the condensed phase (31). After re­
moval of the base line from each spectrum the invellle FT was 
computed to a spatial frequency of 0.25 cm. The Fourier 
domain array was then multiplied by an exponential function, 
exp(7r'Y'x), truncated by using a value of F = 0.75, and apo­
dized with a Bessel function to give an effective resolution 
of about 5.1 cm-I . Finally, the FT of this array was computed, 
giving the deconvolved spectrum. A constant va ue of F = 
0.75 was used because changing its value was foulld to have 
little effect on the deconvolution of noise-free, synthetic 
spectra. 

The resulting band was then fitted by using a curve-fitting 
program obtained from the National Research Council of 
Canada. This program uses a least-squares criterion for op­
timization based on the method of Levenberg (32). The peak 
shape used in the curve fitting was also a linear co:nbination 
of Lorentzian and Gaussian bands, with a Gaussian fraction 
"'. The initial estimates for height and FWHH w"re 1.0 ab­
sorbance unit (AU) and 10 cm-I , respectively; the actual input 
values of these parameters were found to have negli,ible effect 
on the accuracy of the fit. The value jio was deterrn ined from 
a highly deconvolved spectrum by using the center· of-gravity 
technique and was always within 0.1 cm-I of the true value. 
The curve-fitting program allowed the height, vlidth, and 
position, but not the number of bands (specified ill this case 
as 1) or the Gaussian fraction, "', to vary. A "damping factor" 
controlled the amount by which each parameter could be 
changed during each iteration. For most cases, a damping 
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factor of 0.01 was employed. In the case of 'Y' = 29 cm-I, where 
side lobes were apparent in the deconvolved spectrum, it was 
necessary to use a damping factor of 0.09 in order for the 
fitting program to converge. To reduce computation time, 
a maximum of five iterations was allowed. It was found that, 
in the work presented here, allowing a greater number of 
iterations or changing the damping factor did not significantly 
affect the final parameters in the fit. 

The output of the curve-fitting routine provided a value 
for the deviations, which is the square root of the sum of the 
squares of the differences between the data and the best fit 
curve. The area of the fitted band was also used as a quan­
titative measure of the goodness-of-fit by comparison with the 
area of the original band (i.e. the area before deconvolution). 
As part of the investigation of the capability of the curve­
fitting program to simulate spectra after deconvolution, the 
effect of the Gaussian fraction, "', used in the curve fitting was 
investigated. This was done by incrementing'" from 0 to 1 
in steps of 0.025 in the curve-fitting analysis of each decon­
volved spectrum. 

Figure 1 shows the variation of the computed deviation 
obtained on fitting the bands generated by using eq 8, after 
deconvolution with several values of 'Y', plotted against the 
value of" used in the curve-fitting program. Each part of 
the figure contains six lines corresponding to the Gaussian 
character of each band, (3, with curve I indicating the behavior 
for (3 = 0.000 and curve VI the behavior for (3 = 0.200. The 
changes in ordinate scale in this figure should be noted, since 
the deviations show very large increases with the value of 'Y'. 
The minimum ordinate of the plot for 'Y' = 29 cm-I is 0.018, 
while the minimum ordinate value for each of the other plots 
is zero. 

The behavior for 'Y' = 0, 15, and 20 cm-I is shown in parts 
a, b, and c of Figure 1. In each of these cases, K :S 3. When 
'Y' = 0, a minimum in the deviations of nearly zero and a linear 
relationship between the deviations and the value of '" used 
in the curve fitting are observed for all values of (3. This 
behavior is expected because the spectrum was only minimally 
perturbed, the original band being broad and subjected only 
to removal of the base line and the inverse and forward FT. 
The Fourier domain array was not multiplied by an expo­
nential weighting function (i.e. 'Y' = 0) but was apodized. 
When 'Y' is varied from 0 to 20 cm-I, a marked change is seen 
in the shape and minimum value in the lines corresponding 
to each value of (3. Most notably, when bands that contain 
a relatively high original Gaussian character (0.10 :S (3 :S 0.20) 
are deconvolved and curve-fitted, their deviations vary less 
sharply around the minimum value than those observed for 
(3 < 0.10. The most important trend, which is consistent for 
each of the cases studied, is that as higher values of 'Y' are 
employed, the value of" required to obtain the "best fit" (i.e. 
the lowest deviations) increases and the optimum value of" 
is often twice the value of {3 in the original spectrum. 

The corresponding data for deconvolution with 23 :S 'Y' :S 
29 cm -I are shown in parts d, e, and f of Figure 1. These data 
represent the case for K values greater than 3. For 'Y' = 23 
cm-I (K "" 4.3), the behavior is quite different from the be­
havior illustrated in Figure la-c. At this level of deconvolu­
tion, the minimum values of the deviations in all six plots (0.00 
:S (3 :S 0.20) occur at" "" 0.25. It becomes difficult to explain 
the trends in the results for spectra computed with 'Y' > 23 
cm-I, when ('Y - 'Y') becomes less than the resolution. At this 
level of deconvolution the Lorentzian and Gaussian compo­
nents are narrowed (although after deconvolution the 
"Gaussian component" is no longer Gaussian) to the extent 
that the line shape approaches that of the FT of the apodi­
zation function (FWHH = 5.1 cm-I ). In practice, however, 
it is rare to use a value of K greater than 3 because the SNR 
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Figure 1. Variation of the deviation of the least-squares best fit to a series of bands witt varying Gaussian fraction, j3. as a function of the Gaussian 
fraction, lX, of the fitted band for several levels of deconvolution: (a) "/' = 0 cm-'; (il) "/' = 15 cm-'; (c) "/' = 20 cm-'; (d) "/' = 23 cm-'; (e) 
"/' = 26 cm-'; (f) "/' = 29 cm-'. The values of {3 are 0, 0.000; +, 0.025; <>,0.050; f:l., 0.100; X, 0.150; V, 0.200. 

of the deconvolved spectrum becomes unacceptably low (22). 
Thus the plots in Figure 1 for "/' > 20 cm-I are of largely 
academic interest. Nonetheless, it may be noted that even 
for noise-free synthetic spectra, side-lobe formation results 
in unacceptably high deviations in the curve fit when ("/i -
"/') ;$ R (R = 5.1 cm-I ), particularly for high values of the 
original Gaussian fraction, {3. 

The value of the Gaussian fraction, lX, required to give the 
best fit increases with "/' for all the bands studied (0 ~ (3 ~ 
0.20) up to the point that side lobes become discernible in the 
deconvolved spectrum. At this point, the deviations become 
very large, as noted above. Furthermore, from the high value 
of lX required to fit a spectrum computed under very high 
levels of deconvolution <"I' = 29 cm-I ), it may be deduced that 
the FT of the Bessel apodization function is fitted better by 
a Lorentzian-Gaussian sum than by a pure Lorentzian. 

The area of the band described by eq 8 is proportional to 
,,/Ao and is not changed during FSD. As the value of "/' in­
creases, however, the capability of a Lorentzian--Gaussian sum 
to fit the resulting band shape becomes progressively worse. 

Neverthe.ess, it was found that the maximum error in the area 
of any of the bands generated by the curve-fitting program 
relative t) the area of the original (undeconvolved) band was 
less than 1 %, even for strongly deconvolved spectra with a 
high original Gaussian fraction. Even when side lobes were 
apparent after deconvolution, a very good estimate of the band 
area was still obtained. The band with a Gaussian fraction 
of 20%, .fter deconvolution with "/' = 29 cm-I, is shown in 
Figure 2 'llong with the best fit generated by curve fitting and 
the difference spectrum. Even though the difference spectrum 
shows mmy excursions corresponding to the side lobes, the 
relative error between the area of the original band and the 
area determined by curve fitting the deconvolved band was 
less than 1 %. In practice, if a deconvolved spectrum is to be 
curve-fit1~d, the appearance of side lobes should be stringently 
avoided. 

BAND MULTIPLETS 

Severd composite spectra, each containing five bands, were 
synthesi,ed for FSD and curve-fitting analysis. The results 
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Figure 2. Result of curve fitting a band wtth a FWHH of 30 cm-' and 
{3 = 0.200 after deconvolution with 'Y' = 29 cm-'. The deconvolved 
spectrum, which shows the presence of side lobes, and tt;; best Itt are 
shown together as curve I; their difference is shown cIS curve II. 

Table I. Parameters of Synthetic Band Multiplets 
Discussed in This Paper 

band 
II III IV 

Spectrum A 
position, cm-1 2966.00 2960.50 2955.00 2949.50 
height, AU 0.050 0.125 0.200 0.163 
FWHH, cm-! 15.0 15.0 15.0 15.0 
area 1.18 2.95 4.71 3.84 

Spectrum B 
position cm-1 2966.00 2960.50 2955.00 2949.50 
height, AU 0.200 0.200 0.200 0.200 
FWHH, cm-! 30.0 30.0 30.0 30.0 
area 9.42 9.42 9.42 9.42 

V 

2944.00 
0.088 
15.0 
2.07 

2944.00 
0.200 
30.0 
9.42 

for one of these (spectrum A) will be discussed i1 detail in 
this section, and one other will also be mentioned s oecifically; 
further details can be found in ref 33. Informat .on on the 
individual band parameters for each of these two multiplets 
is contained in Table 1. For these spectra, the hands were 
100 % Lorentzian and neighboring bands were separated by 
5.5 cm-!. Each spectrum was generated at 2 cm-! per data 
point, which is equivalent to a resolution of 4 cm-! after an 
inverse and forward FT. In each case the separation was much 
less than the FWHH of any of the component bands, which 
were therefore completely unresolved prior to deccnvolution. 
For spectrum A, 'Yi for each band was equal while the heights 
(and hence the areas) varied by a factor of 4. The results for 
spectrum A were typical of each case in which all the com­
ponent bands were of approximately the same width, which 
in practice is usually the case when each component is due 
to a particular vibrational mode of a functiona group in 
several different environments. As mentioned earliEr, the only 
error introduced into these spectra was removal cf the base 
line, which was subsequently not allowed for in the curve 
fitting. 

The input positions for the curve-fitting analysis Nere again 
determined from the center-of-gravity of each band measured 
from a heavily deconvolved spectrum of the type "hown, for 
example, in Figure 3. The advantages of FSD over the use 
of the fourth derivative are also evident from this figure. The 
method of deconvolution and curve fitting was identical with 
that in the single-band case. The peak shape de,;cribed by 
the Lorentzian-Gaussian sum (eq 8) was used in ,he curve­
fitting program because it was shown to provide 2 better fit 
after deconvolution, even for bands in which the initial 
Gaussian fraction was zero. For multiplets, two parameters 
were used to assess the efficiency of the technique. One of 
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Figure 3. Spectrum A: (a) original envelope; (b) strongly deconvolved 
spectrum ('Y' = 17 cm-" F = 0.75) with arrows indicating the five 
bands, the center of gravity of which was input to the curve-fitting 
program; (c) fourth derivative of the original spectrum. 

these was the deviation, i.e. the square root of the sum of the 
squares of the difference between the deconvolved spectrum 
and the sum of the five bands calculated by using the 
curve-fitting program. In addition, the sum of the individual 
band area relative errors, E, was calculated as 

E = L . x 100 
51 (calculated area - true area) of ith band I 

'=1 true area of Lth band 
(9) 

The deivation indicates the capability of simulating the 
overall spectrum accurately, but does not indicate the accuracy 
to which the areas of the individual bands are calculated. In 
the case of the spectra of samples of unknown composition 
the latter information can never be determined without 
analysis by an alternative technique. In many cases such an 
alternative technique may not be available, in which case the 
deviation is the only measure of the goodness-of-fit. We were 
interested in investigating the relationship between the de­
viation and E for synthesized band multiplets subjected to 
deconvolution with different values of 'Y'. 

The variation of the positions, v,o, of two bands obtained 
by curve fitting spectrum A after deconvolution with various 
values of 'Y' is shown in Figure 4, where each line corresponds 
to a different value of the Gaussian fraction, a, used in the 
curve-fitting procedure. The results shown are representative 
of the results of most of the bands in the synthetic multiplets 
studied. As 'Y' is increased, the bands approach their true 
positions, with the lowest errors at the lower levels of de­
convolution being found when a = O. After 'Y' exceeds a 
certain value, the error starts to increase again, presumably 
because of the effects of the side lobes. 

In general it was found that the outer components of the 
multiplets were calculated to be closer to the band center when 
undeconvolved or mildly deconvolved spectra were curve-fitted 
than when an optimally deconvolved or heavily deconvolved 
spectrum was curve-fitted. An incorrect value for the Gaussian 
fraction, a, was found to lead to very large errors when the 
original spectrum or a mildly deconvolved spectrum was 
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Figure 4. Variation of the computed centers of bands I and IV of 
spectrum A obtained after deconvolution with various values of "(', 
plotted for six values of a: 0, a = 0.00; D, a = 0.20; 'Y, a = 0.40; 
X, a = 0.60; t., a = 0.80; <>, a = 1.00. For a = 0.00, the best 
positions are found when -y' :::: 10 cm-1 (K ;;;;;; 3.0). The correct pos~ 
itions are indicated by the horizontal lines. 

curve-fitted, but its exact value was less critical if the bands 
had been significantly narrowed. It is worth noting that the 
band positions calculated when the original (undeconvolved) 
spectra were curve-fitted were sometimes computed to fall well 
outside the spectral range, presumably because one of the 
wings of the band can then act as a variable base line so that 
the resulting deviations in the fit are lower than if all five 
bands are in approximately the correct positions. 

For the spectra in which the FWHH had been reduced so 
that b - 'Y') was about 1.5 times the resolution, the band 
positions obtained by curve fitting were usually accurate to 
±O.5 em-I. Only in the case of spectra in which the group of 
bands possessed varying widths was a deviation greater than 
1.5 em-l from the true position evident for any band. Typically 
the band for which the largest wavenumber error is observed 
has the largest width of any of the bands in the multiplet and 
hence the smallest value of K for any given value of 'Y'. In any 
event, the positions found after deconvolution for all the 
synthetic multiplets studied were still much more accurate 
than when the original spectrum was curve-fitted. For 
spectrum A the positions found by curve fitting were within 
±1 cm- l of their true values for 'Y' > 8 cm-I, which represents 
only a modest amount of deconvolution (K ,.., 2). 

The effect of 'Y' on the individual band areas in spectrum 
A is shown in Figure 5. Again this result is quite typical of 
the results obtained for most synthetic multiplets where the 
FWHH of each band was much greater than the resolution. 
After only a mild amount of deconvolution, the calculated 
band areas are significantly different from their true values, 
but the true areas are approached as higher values of 'Y' are 
employed. For a spectrum computed with a high enough value 
of 'Y' that ('Y - 'Y') approaches the band separation, the band 
areas are quite close to their true values. Finally, for 'Y' values 
producing very heavily deconvolved spectra «'Y - 'Y') < R), 
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Figure 5. Variation of the computed areas of bands I and IV of 
spectrum P. after deconvolution with various values of ,,/' plotted for 
the same six values of a shown in Figure 4. The correct areas are 
indicated b'/ the horizontal lines. 
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Figure 6. Result of fitting spectrum B, (a) before deconvolution and 
(b) after d3convolution with 'Y' = 22 cm-' (K = 3.75): I, five bands 
computed to give the best fit; II, original and best fit spectrum plotted 
superimpe,sed; III, difference spectrum. 

the area:; again diverge from their true values as side-lobe 
formation becomes evident, 

When each component band of a multiplet is completely 
unresolv3d, the curve-fitting program is frequently capable 
of generating negative values for height and width, for example 



Table II. Band Parameters Calculated for Spectrum A 
before and after Deconvolution with 'Y' = 9.0 cm-1 (K = 2.5)" 

position (ViO), cm-l 

error (.6.VjO), cm-1 

width, cm-1 

height, AU 
area (a) 
% error (Aa) 

position (ViO), cm-1 

error (Llvj°), cm-1 

width, cm-1 

height, AU 
area (a) 
% error (Aa) 

band 
II III 

Before Deconvolution 
2963.8 2959.74 2955.20 
-2.15 -0.76 +0.20 
17.30 9.17 9.71 
0.141 0.086 0.168 
3.83 1.24 2.56 
224.6 -58.0 -45.6 

After Deconvolution 
2965.49 2960.22 2955.00 
-0.55 -0.28 0.00 
7.85 8.49 8.66 
0.102 0.242 0.384 
1.18 3.Q1 4.83 
0.0 2.0 2.5 

1\' 

2950.71 
+1.21 
9.10 
0.10L 
1.46 
-61.> 

294981 
+0.3l 
8.34 
0.3H 
3.79 
-1.3 

v 

2946.09 
+2.09 
16.90 
0.208 
5.52 
+166.7 

2944.50 
+0.50 
8.19 
0.188 
2.26 
9.2 

"For the original spectrum ex = 0.00, and after deccnvolution, ex 
= 0.25. 

as shown in Figure 6 for spectrum B in which all peak heights 
and widths are identical. As before, this is proba:Jly because 
lower deviations can be obtained in the curve fit if one or more 
of the bands act as a base line. In fact, curve fittinl: was rarely 
found to produce useful results if the component bands of a 
multiplet were separated by much less than their FWHH. 
Even though the total area of the multiplets det"rmined by 
curve fitting any spectrum was very close to its true value, 
the individual band area relative errors calculate:! when the 
original undeconvolved spectra were fitted rangec. from 20% 
to 424 %, i.e. from about 5 times too small to almost 5 times 
too large. From Table II it can be seen that dramatically 
better results were obtained after deconvolution. It can also 
be seen from the data in Table II that even thou gh the cal­
culated band areas are accurate after deconvolution, the 
heights of the five bands in the best fit to the optimally 
deconvolved spectrum are slightly less than the value calcu­
lated by using eq 7 while the widths of these bands are slightly 
greater than (')' - 'Y'), i.e. 6 COO-I. This is a result of these fairly 
narrow bands being convolved with the FT of the Bessel 
apodization function, which has a FWHH of 5.1 err -I for these 
spectra, in which R-I = 0.25 coo and F = 0.75. 

It may be recalled that the input positions for the curve­
fitting program are determined from a strongly d'lconvolved 
spectrum. The values of v,o obtained in this way a'e expected 
to be a fairly good approximation to the true valU'lS of Vio. It 
was believed that a better value for the individual band areas 
might be obtained if the value of via for each band was held 
constant during the curve fitting. This procedur", however, 
gave values for the areas of each individual band in mildly 
deconvolved spectra that were just as inaccurate as when the 
v,o values were allowed to vary, and this approach was sub­
sequently discarded. 

Plots of the deviation and E against 'Y' allow a (omparison 
of these two measures of the goodness-of-fit. The plots for 
spectrum A are shown in Figure 7. The six diff~rent lines 
correspond to the values of" used in the curve fit. ::n practice, 
when the true band parameters are not known, t10l deviation 
must be used to give an indication of the goodness-of-fit to 
the multiplet. A low deviation is seen up to "Y' = 10 cm-I (K 
= 3 for spectrum A) when" = 0.00. At higher values of "y', 

larger values of " are required to obtain a low deviation. 
The value of E shows such a large dependence on "Y' that 

it was necessary to plot its logarithm against "Y' fo:' the range 
of 'Y' values used in this study. It can be seen fmn Table II 
that when spectrum A was originally curve-fitted, E was equal 
to 556%, i.e. an average error of over 100% for "ach band. 
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Figure 7. Result of curve fitting spectrum A shown as plots of (a) 
deviation and (b) log E vs "Y' for the same six values of " used in 
Figures 4 and 5. Note that the deviation starts to increase at the value 
of "1' for which E is a minimum. 

When the spectrum was fitted after deconvolution with "Y' = 
9 coo-I, E was reduced to 15%, corresponding to an average 
error of 3% for each band. The value of E is also strongly 
dependent on ", but for any given value of" the best results 
were always obtained after the width had been reduced to a 
value approximately equal to the FWHH of the FT of the 
Bessel apodization function. Results similar to this were 
obtained whenever the synthesized spectrum contained bands 
with approximately the same FWHH. It may be noted that 
the best fit to an original, undeconvolved spectrum is not 
necessarily obtained when" is zero in the curve-fitting pro­
gram, despite the fact that the multiplet was composed of five 
purely Lorentzian bands «(3 = 0.00). This result is in part due 
to the effect of the limited resolution and apodization and in 
part due to the base-line removal. Although the optimum 
value of" to be used in the curve fitting depends on the value 
of "Y' that was used in deconvolution, a good compromise seems 
to be " = 0.25. 

For each value of" used, log E decreases to a minimum for 
the "Y' values that are required to just resolve the component 
bands without generating side lobes. The minimum value of 
E is found at the value of "Y' at which the plots of the deviation 
as a function of 'Y' just begin to show a significant increase 
in their slope. The value of "Y' at which the minimum occurs 
in the plot of log E against "Y' can vary with ", as shown in 
Figure 7b. Nevertheless, the point at which the deviation 
starts to show a rapid increase always corresponds to the value 
of "Y' at which E is a minimum, regardless of the value of " 
that is used in the curve-fitting program. 

CONCLUSIONS 

It has been shown that for synthetic multiplets the com­
bination of FSD and curve fitting overcomes many of the 
inherent limitations of the individual methods. The approach 
allows the objective optimization of the value of "Y' used in 
FSD, significantly improves the conditioning of curve fitting 
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for heavily overlapped bands, and leads directly to quantitative 
information. 

We believe that these results can form the basis of a method 
for obtaining accurate quantitative information on the areas 
of unresolved components in real, complex spectra. In this 
procedure, spectra would be divided into regions in which all 
bands would be expected to have approximately the same 
width. A series of deconvolved spectra would then be com­
puted with values of 'I' equally spaced between 0 and the value 
causing the onset of side lobes. If each spectrum is then used 
as the input for a curve-fitting program, the best quantitative 
information (i.e. those values at which E is a minimum) would 
be found from the results of fitting the spectrum that was 
deconvolved by using the value of '/' just lower than that at 
which the deviation starts to increase rapidly. 

This method has been applied to coal spectra (33-35) but 
has not yet been tested rigorously. 
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Thermospray Enhanced Inductively Coupled Plasma Atomic 
Emission Spectroscopy Detection for Liquid Chromatography 
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Thermospray sample introduction is studied as an interface 
between liquid chromatography and inductively coupled 
plasma atomic emission spectrometry for metal speCiation 
studies. Detection IimHs for chromium species separated by 
ion chromatography or mobile phase ion-pairing chromatog­
raphy are improved by factors of 24 and 36, respectively, for 
50 and 25 I'm aperture based thermospray systems, as 
compared to pneumatic sample introduction. For arsenic 
species separated by ion chromatography, reiative response 
factors between the two sample introduction systems were 
species dependent. lower enhancements for certain species 
with thermospray were thought to result from thermal de­
composition to form volatile species which were lost during 
desolvation. For nonaqueous size exclusion studies of orga­
noiron species, detection limits were improved by a factor of 
about 50 with thermospray compared to a pneumatic sample 
introduction system. 
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The de';ermination of the chemical forms (i.e. speciation) 
of trace metals is well-known to be important to a wide range 
of chemical systems (i.e. environmental, biochemical, etc.). 
One appn ,ach to such measurements is to separate the various 
metal Spl cies using liquid chromatography and employ a 
detector, wch as inductively coupled plasma atomic emission 
(ICP-AES) or mass spectrometry (ICP-MS), for selective 
detection )f the metaI(s) of interest (1). These types of atomic 
spectrom,)ters are particularly advantageous as high-per­
formance liquid chromatography (HPLC) detectors since 
simultam,ous multielement analysis is possible, and the 
speciation of more than one metal may be evaluated during 
a single cb.romatogram. 

In many speciation applications, detection is required at 
extremel? low levels (sub-nanogram-per-milliliter to nano­
gram-per-milliliter). The nature of the sample and the lability 
of the various species may preclude the reliable use of pre­
concentrEtion techniques. Although ICP-AES and ICP-MS 
have low limits-of-detection (LOD's) for direct sample in­
troductio:1 (~ngjmL to sub-ngjmL, respectively), LOD's for 
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chromatographically injected discrete samples are generally 
substantially higher based on the dilution and dispersion 
which unavoidably occurs during the chromatogra~hic process 
and sometimes on matrix interferences resultin, from the 
mobile phase. As an example of these effects, the commonly 
reported LOD for chromium by ICP-MS with direc; aspiration 
is 0.02 ng/mL, while HPLC-ICP-MS LOD's were 50 ng/mL 
or greater, depending on chromatographic conditions (2). 
Consequently, improvements in the detection capabilities of 
ICP-AES or ICP-MS should be of advantage to tre practical 
application of metal speciation studies employing HPLC-ICP 
detection. 

One aspect of ICP methods that has long been ~onsidered 
to be a hindrance to detection is the sample in troduction 
process (3, 4). Conventional sample introduction systems 
involve the pneumatic generation of aerosols whkh are pro­
cessed in a spray chamber prior to injection int,) the ICP. 
During the course of this processing, typically 98-D9% of the 
analyte goes to waste and never reaches the ICP. In principle, 
this analyte loss corresponds to 99% of the potential signal, 
as well. Further, these pneumatic sample introduction systems 
are thought to introduce a substantial amount of noise to the 
measurement process, further degrading potent'al LOD's. 

Recently, the alternative use of thermospray for aerosol 
generation (5) and sample introduction to ICP-AES (6) has 
been described. With thermos pray, aerosols are generated 
by pumping liquids through an electrothermally heated ca­
pillary where partial vaporization occurs at appropriate tem­
peratures, resulting in a jet of vapor and aerosol. Thermospray 
aerosol particles have been shown to be smaller on average 
than those for pneumatic aerosols, leading to higher analyte 
transport efficiencies (7). With a decrease in the capillary exit 
diameter, such as through the use of a limiting aperture (8), 
transport efficiency increases; with a 25 I'm aperture based 
thermospray vaporizer, >60% of the input analyte may be 
transported to the plasma, resulting in a 20-25-fold signal 
enhancement (9). Further, background noise levelo typically 
2-3 times lower have been reported for our thermospray 
system (6, 7) resulting in up to 50-fold signal-to-noise ratio 
(SNR) and LOD improvements for thermospray i,ample in­
troduction compared to pneumatic sample introduction (9). 
Thermospray systems operated under optimum conditions 
for ICP-AES have also been shown to be surprisingly resistant 
to clogging even with high dissolved solids levels (10). 
Thermospray systems also have inherently low liquid dead 
volumes, minimizing dispersion effects in the liquid phase. 
An earlier study described the use of a thermospray interface 
for HPLC-ICP-AES of tin species (11). 

In this report, we will describe the application of ther­
mospray sample introduction as an interface between HPLC 
and ICP-AES for metals study with aqueous, mixed-phase, 
and nonaqueous chromatographies. The system will be de­
scribed for ion exchange, reverse-phase (mobile )hase ion 
pairing), and gel-permeation separations. The advantages of 
this system will be specifically discussed with regard to studies 
of chromium speciation in environmental aerosol:;. 

EXPERIMENTAL SECTION 

A detailed list of the various instrumental facilities i:; provided 
in Table l. For chromium speciation, a Leeman Labs (Lowell, 
MA) Model 2.5 ICP was used with a McPherson (Acton, MA) 
Model 270 monochromator. A Perkin-Elmer ICP /5500 was em­
ployed for arsenic speciation with the monochrom,.tor being 
purged with nitrogen during study. Wavelength modulation using 
a quartz refractor plate was used for dynamic background cor­
rection in both instrumental setups. 

Pneumatic Nebulizer Interface. A Hildebrand grid (Leeman 
Labs, Lowell, MA) pneumatic nebulizer with a polyethylene spray 
chamber (Leeman Labs) was used for conventional sample in­
troduction to the plasma. A jacketed, double-pass spra:, chamber 
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Table I. Instrumentation 

A. HPLC system 
pump 
pump controller 
injector 
pulse dampner 

B. Leeman Labs ICP system 
torch box 
monochromator 

preamplifier 

C. Perkin-Elmer ICP system 
torch box/monochromator 

preamplifier 
D. wavelength modulation 

frequency generator 

lock-in amplifier 

E. data acquisition/manipulation 
computer 
interface 
software 

Autochrom M500 dual piston 
Autochrom OPG/S 
Rheodyne Model 7125 
SSI Model LP-21 

Leeman Model 2.5 
McPherson Model 270 

0.35 m focal length 
2400 grooves / mm grating 
30 "m slit width 

Keithly Model 485 picoam­
meter 

Model 5500 
0.408 m focal length 
2880 grooves/mm grating 
30 "m slit width 

Keithly Model 610B 

Wavetek Model 114 
185 Hz 

Stanford Research Systems 
Model SR510 

Multitech 700 PC Compatible 
Metrabyte Dash-16 
Assystant + 

that was cooled to -4°C followed by a cold-fmger condenser cooled 
to -50°C in a dry ice acetone slush bath was used for solvent vapor 
removal for chromatographic experiments employing tetra­
hydrofuran (THF) as the solvent. 

Thermospray Nebulizer Interface. The aperture-based 
thermospray vaporizer begins with a capillary of 0.127 mm i.d. 
by 1.6 mm o.d. stainless steel obtained from Alltech (Deerfield, 
IL). J-type thermocouples were spot-welded 1.5 em and 30 cm 
from the vaporizer tip. The assembly of the exit aperture was 
identical with that described elsewhere (8), except that the 
apertures were of slightly smaller diameter (3.125 mm) and were 
placed into a cup-shaped back ferrule which was used instead of 
the supporting washer described previously. This back ferrule 
was of appropriate size to slide over the ferrule, sandwiching the 
aperture in place. This arrangement was found to reduce me­
chanical wear to the aperture during tightening and simplified 
the process of centering the exit hole of the aperture upon the 
exit hole of the 1.6-mm nut. The apertures (0.13 mm thick) were 
laser drilled (25 or 50 I'm) and were obtained from National 
Aperture, Inc. (Windham, NH). A heated spray chamber (145 
°C) and Friedrich's condenser (0 °C) were employed with ther­
mospray for desolvation and were identical with those described 
previously (6). For experiments with THF, the condenser was 
followed by the cold-finger condenser described above for the 
pneumatic nebulizer. 

Both nebulizers were connected to the sample source (Le. in­
jector for flow injection analysis or column exit for chromato­
graphic analysis) using a 10 em length of 0.13 mm i.d. tubing. 

With the pneumatic nebulizer, the exit of this tube was butted 
against the inlet tube of the nebulizer and joined by means of 
a Tygon sleeve to minimize dead volume. Flow systems were 
connected with the thermospray probe by means of a 1.6-mm 
Kel-F union (Upchurch Scientific Model U-402K, Oak Harbor, 
W A) which also provided electrical isolation. The assembled probe 
was used with a Vestee (Houston, TX) triac-controlled ther­
mospray power supply (5). 

HPLC-ICP-AES_ The mobile phase was metered with a 
high-pressure liquid chromatography pump (Auto Chrom OPG/S 
system with an M 500 dual-piston pump). A Rheodyne Model 
7125 injector with a 200 I'L injection loop was used for analyte 
injection. Dionex HPIC AS4 and HPIC AS4A columns were used 
for ion chromatography separations of chromium and arsenic 
species, respectively. An Adsorbosphere (Alltech, Deerfield, IL) 
C-18 column was used for mobile-phase ion pair (MPIP) sepa­
rations. A Phenogel 100 A (Phenomenex, Palos Verdes, CAl 
column was used for gel permeation chromatography (GPC). 
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Figure 1. Effect of thermospray tip temperature on SNR for 2 flg/mL 
Cr(VI) after ion chromatography (0) and mobile phase ion-pairing 
chromatography (0), 50-flm thermospray. 

The plasma operating parameters were optimized following 
standard procedures. The nebulizer flow was controlled by a 
Tylan (Carson, CAl Model FC280 mass flow controller. The rest 
of the plasma operating gases were controlled by the standard 
rotameters. For experiments with THF, 0.15 L/min of O2 was 
metered into the aerosol carrier/nebulizer flow with a Tylan FC 
260 mass flow controller. The pneumatic and also the thermospray 
nebulizers were operated at the liquid flow rate employed for the 
HPLC separation, Le. at a carrier flow rate of 1.0 mL/min. 
Further, with THF mobile phases a low-flow ICP torch operating 
at 12 L/min and 1.2 kW was employed. 

Reagents. All the chemicals used were reagent grade. 
Standard solutions were prepared freshly from chromium nitrate 
and potassium dichromate for chromium speciation studies. The 
solutions for arsenic speciation were prepared from sodium ar­
senite, sodium arsenate, dimethylarsinic acid (DMA), and phe­
nylarsonic acid (PhAs). The Conostan S-21 nonaqueous mul­
tielement standard was obtained from Conoco (Ponca City, OK) 
and diluted with THF as required. 

The eluent used for ion chromatography of Cr species was 
potassium hydrogen phthalate (KHP) at a concentration of 5 X 
10-4 M. The pH was adjusted to the desired value with either 
hydrochloric acid or potassium hydroxide solutions. 

The eluent in mobile phase ion-pairing chromatography (MPIP) 
was prepared from the sodium salt of pentanesulfonic acid 
(Aldrich). The sodium salt of pentanesulfonic acid was ion ex­
changed with Amberlite CG-120 (200-800 mesh) (Mallinckrodt) 
to replace sodium with magnesium. This procedure was conducted 
to reduce the suppression effect of sodium on the Cr II 283.563 
urn emission line. Magnesium acetate was added to this solution 
at a concentration of 0.01 M. Acetic acid (1 % by volume) and 
methanol (10% by volume) were also added. The pH of the eluent 
was adjusted to the value of 3.5 with dilute acetic acid. 

The anion chromatography of arsenic species was carried out 
using a linear gradient from 100% distilled deionized water to 
100% 0.05 M ammonium carbonate containing 0.2% methanol 
Ammonium salts were chosen to minimize easily ionizable element 
effects within the plasma once again. 

RESULTS AND DISCUSSION 

Flow Injection Analysis (FIA) and HPLC-ICP-AES 
for Cr. The optimization of the thermospray nebulizer was 
carried out in a flow injection mode by using the intended 
chromatographic solvent as the carrier stream, prior to the 
study of separation of the species. Figure 1 shows the effect 
of probe tip temperature on signal to noise ratio (SNR) ob­
tained for 2 ppm Cr(VI) with a 50 flm aperture-based ther­
mospray vaporizer using two different solvent systems. The 
probe tip temperature influences the degree of vaporization 
of the carrier fluid through the thermospray capillary and is 
dependent on the composition and flow rate of the carrier fluid 
(7). Optimum temperatures may vary somewhat from va­
porizer to vaporizer. Operating tip temperatures were chosen 
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Figure 2. Feak area versus pH for Cr(III) (D) and Cr(VI) (0) after 
ion chromaography. 
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Figure 3. Separation of chromium species by ion chromatography with 
50-flm thermospray (-) and pneumatic (- - -) sample introduction. 

to optimi<e SNR. At excessively higher temperatures, non­
volatile species may deposit inside the probe and may even­
tually clOI; the probe. The optimum tip temperatures chosen 
for chrorrium were 200 °C for anion chromatography and 220 
°C for M PIP At these temperatures, capillary clogging was 
extremel:! rare and could be alleviated via short-term ultra­
sonicatio a of the aperture. 

For anion exchange chromatography, Cr(III) was complexed 
with eth'rlenediaminetetraacetic acid (EDT A) to form the 
anionic c;,mplex of Cr(Ill) with EDTA. The pH values of the 
sample a ld the eluent were important to the separation and 
response observed. Figure 2 shows the effect of eluent pH 
on peak area for Cr(lll) and Cr(VI) species with the Dionex 
HPIC AS4 column. A pH of 6.5 was chosen for subsequent 
studies. The retention time and the peak profile for Cr­
(lII)-EDTA were not affected by the pH of the eluent, but 
the reten ;ion time and the peak profile of Cr(VI) were strongly 
influenc"d by the pH of the eluent. Figure 3 is a chromato­
gram fOl the separation of Cr(III) and Cr(Vl) which also 
compare3 the response obtained with a pneumatic sample 
introducl ion system to that with a 50-flm thermospray system. 
In this chromatographic mode, Cr(III) eluted early (1.4 min) 
while Cr'VI) eluted at 4.2 min. Clearly indicated is the much 
higher response for chromium species obtained with the 
thermos Jray system. The broad peak for Cr(VI) was likely 
due to an oxidative interaction of this species with the column. 
Peak an as per unit mass were identical for the two species, 
however. 

Figur" 4 indicates the separation of Cr(III) and Cr(VI) by 
MPIP a:1d also compares the response obtained for the two 
sample introduction systems. Once again, the response ob­
tained "ith the 50-flm thermospray system was substantially 
higher than that obtained with the pneumatic system. With 
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Table II. Limits of Detection (ng/mL)' 

species nebulizer FIN' 

Cr(lll) 25-l'm thermospray 
50 I'm thermos pray 2 (004) 
pneumatic 48 (9.0 

Cr(Vl) 25-l'm thermos pray 
50-I'm thermos pray 2 (004) 
pneumatic 48 (9.r) 

As(I1I) 25-l'm thermospray 
pneumatic 63 (12.6) 

As(V) 25-l'm thermos pray 3 (0.6) 
pneumatic 63 (12.6) 

DMA 25-l'm thermospray 47 (904) 
pneumatic 63 (12.6) 

PhAs 25-l'm thermospray 4 (0.8) 
pneumatic 63 (12.6) 

ferrocene 50-I'm thermospray 
pneumatic 

Conostan 8-21 50-I'm thermospray 
pneumatic 

IC' 

10 (2) 
244 (48.8) 

30 (6) 
526 (105) 

1170 (234) 
250 (50) 

17 (3.4) 
306 (61.2) 
155 (31) 
253 (50.6) 

12 (2.4) 
254 (50.8) 

FIAd 

2 (0.4) 
3 (0.6) 

71 (14.2) 

MPIP 

7 (1.4) 
10 (2) 

252 (50.4) 
7 (0.4) 

10 (2) 
254 (50.8) 

FIAd 

39 (7.8) 
2000 (400) 

13.5 (2.7) 
630 (126) 

GPC 

120 (24) 
5600 (1120) 

39 (7.8) 
1791 (358) 

a Absolute LOD's in nanogram are listed in parentl:eses. bFlow injection analysis using ion chromatographic mobile phase as carrier 
stream. cFlow injection analysis using ion~pairing mobile phase as carrier stream. dFlow injection analysis using THF as carrier stream . 
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Figure 4. Separation of chromium species by MPIP >lith 50-I'm 
thermospray (-) and pneumatic (- - - ) sample introducticon. 

this separation, Cr(VI) was now the early eluting SpE cies. The 
retention of Cr(IIl) was substantially affected by tie age and 
matrix of the solution. The chromatogram in Figure 4 was 
obtained for a mixture of freshly prepared solutiors. Figure 
5 shows a chromatogram obtained for a Cr(IIl) standard so­
lution which had been aged for 12 h. In this case, a second 
peak has appeared at a shorter retention time. This peak was 
still well-resolved from the Cr(VI) peak, howev"r. With 
samples derived from extracts of environmental aeIOsol sam­
ples, as many as five different peaks for Cr(IIl) t ave been 
observed, with three additional minor species having retention 
times from 7 to 10 min (12). These multiple peaks for Cr(IIl) 
likely result from the fact that coordination complexes for 
Cr(III) are highly kinetically stable (13). In aqueous solutions 
where they are not chelated, a variety of hydrolysis species 
are possible (14), to include; Cr(H20)63+, Cr(H2 Dls0H2+, 
Cr(H20),(OH)2+' and Cr(H20),(OH),-. These srecies are 
stable enough to survive the MPIP chromatograph c process 
with different retention times. This feature of MPIP-ICP­
AES with Cr(IIl) may be used to advantage for providing 
detailed information concerning the distribution 'If Cr(IIl) 
among these various complexes. 

The peak widths at half height obtained with both the 
nebulizers were equivalent for each chromatographic system. 

5.00 15.0 
RETENTION TIME. MIN 

Figure 5. Ion-pairing chromatogram for 1 j.tg/mL Cr(IlI) after 12 h 
of aging, 50-I'm thermospray interface. 

The large difference in nebulizer spray chamber dead volumes 
(118 mL for the pneumatic nebulizer and 570 mL for the 
thermospray system) did not appear to contribute to peak 
broadening. 

The slopes of the calibration curves were equivalent for the 
two different Cr species studied in a flow injection mode and 
with MPIP chromatography with either nebulizer; a difference 
in slope for Cr(IIl) and Cr(VI) with ion chromatography was 
attributed to the broadened peak shape for Cr(VI). The 
equivalent slopes indicated the independence of the sensitivity 
of the measurement process for the two different Cr species 
with either mode of aerosol generation. The process of heating 
within the thermos pray did not have an effect on the Cr 
analyte. With the thermospray nebulizer, the slopes of the 
calibration curves were over an order of magnitude superior 
to those with the pneumatic nebulizers. The reduced noise 
level with the thermospray nebulizer also enhanced the de­
tection capability for the analyte (6). 

Detection limits, based on 3" values, were estimated by 
using the slope method (15). The detection limits obtained 
for Cr in FIA-ICP-AES and HPLC-ICP-AES are listed in 
Table II. In FIA, the detection limit was determined with 
a carrier stream consisting of the chromatographic mobile 
phase. The 50- and 25-j.tm thermospray nebulizers offered 
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Figure 6. The effects of thermospray tip temperature on SNR for 5 
,ug/mL of PhAs (_), arsenate (0), DMA (0), and arsenite (+), 25-,um 
thermospray. 

improvements in detection limit of factors of 24 and 36, re­
spectively, compared to the conventional pneumatic nebulizer. 
The detection limits obtained with the 25-,um thermospray 
(7 ng/mL or 104 ng) for Cr(III) and Cr(VI) in the HPLC 
studies are comparable to the best reported detection between 
5 and 15 ng/mL (0.5-1.5 ng) for HPLC-DCP-AES (16), 20 
ng/mL (4 ng) for HPLC-ICP-AES (17), and 50 ng/mL (1 ng) 
for HPLC-ICP-MS (2). The moderate resolution spectrom­
eter employed in these studies was likely a substantial hin­
drance to the generation of lower absolute limit of detection 
values (18); the relative LOD's for the conventional and 
thermospray nebulizers are considered to be of greater rele­
vance. The poorer detection limit for Cr(VI) with ion chro­
matography was also attributed to the broad peak observed 
for this species. The superior LOD for Cr(VI) obtained with 
MPIP chromatography made this separation the method of 
choice for studies with chromium aerosols which are described 
elsewhere (12). 

FIA and HPLC-ICP-AES for As. The thermospray 
nebulizer was optimized for arsenic compounds at an analytical 
wavelength of 193.7 nm in an analogous fashion to that em­
ployed for chromium (i.e. flow injection). The plot of SNR 
vs probe tip temperature is shown in Figure 6. The optimum 
temperature was found to be 215°C. The responses for 
various arsenic compounds with the thermospray probe were 
not identical. As in the case of chromium, the slopes of 
calibration data obtained with the thermospray nebulizer 
generally were much higher than those for the pneumatic 
nebulizer. The detection limits obtained in flow injection 
analysis for the arsenic species are listed in Table II. Negative 
intercepts of the calibration curves for DMA and arsenite in 
the case of the thermospray nebulizer suggested a possible 
sample loss within the sample introduction system. This 
resulted in an apparently lower sensitivity of the thermospray 
nebulizer ICP-AES system for these two compounds. This 
lower sensitivity was also observed for the chromatographic 
analysis. The loss of arsenite was thought to arise from a 
thermal disproportionation within the thermos pray vaporizer 
or heated spray chamber, forming arsenite and free arsenic 
(19). Although the fraction of arsenite converted to arsenate 
would be likely to be transported to the plasma, arsenic 
sublimes at 100°C and the resultant vapors would likely be 
trapped by the condenser employed with the desolvation 
system. The comparable calibration data for DMA suggest 
that a thermal decomposition process may also account for 
the lower response for DMA, althouth no similar mechanism 
can be rationalized. The responses for DMA and arsenite 
however, were still comparable to or better than those provided 
by the pneumatic sample introduction system. The precision 
of analysis for the individual arsenic compounds with both 

15.0 

12.0 

E. DO 
J 
< z 
'" to 

.t.OO 

• ODD 

5. 00 15.0 25.0 
RETENTION TIME. MIN 

Figure 7. !:;eparation of arsenic species by ion chromatography with 
25-,um the-mospray (-) and pneumatic (---) sample introduction. 

the nebul zers was within 2%, except for DMA which was 6% 
with the 'hermospray. 

The separation of the arsenic species on the Dionex HPIC 
AS4A collmn using a linear gradient from distilled deionized 
water to 11.05 M (NH,),C03 containing 0.2% methanol in 20 
min was "stablished by using the pneumatic nebulizer. The 
order of dution of the different arsenic compounds was as 
expected with the singly charged arsenic and DMA eluting 
before the doubly charged arsenate and PhAs. 

A chromatogram of DMA, arsenate, and PhAs comparing 
the respc nse for the thermos pray and the pneumatic nebu­
lizers is ,hown in Figure 7. The detection limits obtained 
on a 30" casis are shown in Table II. The thermospray neb­
ulizer offered superior detection for DMA, arsenate, and the 
PhAs species. The improvement factors in detection with the 
thermos]lary nebulizer were 1.6, 18.5, and 20.7 for DMA, 
arsenate. and PhAs, respectively. The detection limit for 
arsenite was higher with the thermospray nebulizer. The 
response for arsenate and PhAs compounds with the ther­
mospray nebulizer was also hindered by the sloping base line 
which mose from the spectral broadening of the carbon 
emission line at 193.09 nm due to the increasing concentration 
of the ca,bonate in the mobile phase. The effect was greater 
with the thermospray nebulizer and attributed to the higher 
transpor1. efficiency of tIlis sample introduction system for not 
only the analyte but also the nonvolatile matrix components. 
The detnction limits obtained for arsenite (234 ng or U7l 
ng/mL), DMA (31 ng or 155 ng/mL), and arsenate (304 ng 
or 17 ng,'mL) with the thermospray were superior to the 20" 
LOD values of 390 ng (arsenite), 60 ng (DMA), and 126 ng 
(arsenat,) as reported for anion exchange chromatography 
ICP-AE:3 by Spall et al. (20). 
Nona~ueous FIA and HPLC-ICP-AES. Evaluation of 

the ther nospray interface for nonaqueous applications was 
conductnd with THF as the mobile phase for gel permeation 
chromat )graphy. As before, response for iron at 259.9 mn was 
optimized in a flow injection mode. For a 50-,um thermospray, 
a tip ten.perature of 200 °C was found to be optimum for both 
ferrocene and the Conostan S-21 standard. Figure 8 depicts 
the rela! ive response obtained for a 5 ,ug/ mL solution of the 
Canosta) standard injected on to the GPC colunm. As before, 
the resp,mse obtained with thermospray sample introduction 
was sub:;tantially higher than that obtained with pneumatic 
sample introduction. LOD's for ferrocene and the Conostan 
standar<1 in FIA and GPC modes are listed in Table II. The 
relativemprovements in LOD with thermospray ranged from 
46 to 51. Of particular note was tile high response for ferrocene 
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Figure 8. Gel permeation chromatography of 5 I'g/mL Fe via Conostan 
S-21 organometallic standard with 50 I'm thermospray (-) and 
pneumatic (---) sample introduction. 

despite its substantial volatility (sublimes abov" 100°C). 

CONCLUSION 
The use of thermospray sample introduction a3 a means 

for interfacing HPLC with ICP-AES offers substantial im­
provement in detection for most of the elemental species 
described herein. Limits of detection for chromicm species 
are better than HPLC-ICP-AES values reported elsewhere 
and generally as good as or better than those reported for other 
plasma methods (DCP-AES or ICP-MS). These improve­
ments in detection can be used to advantage foc aqueous 
samples containing low concentrations of chromium or to 
reduce the collection time for samples such as atmospheric 
aerosols. In the latter case, for example, the colledion time 
for aerosols required for reasonable measuremer ts can be 
reduced by a factor equivalent to the LOD improv"ment. In 
our case, sampling times could be reduced from llP to 24 h 
to 1 h, or less (12). For chromium, similar improvements were 

observed for aqueous (IC) and mixed phase (MPIP) separa­
tions. For arsenic species separated by ion chromatography, 
LOD's were improved by a factor of about 20 for some com­
pounds but were only comparable to those obtained with 
pneumatic sample introduction for species which are appar­
ently thermally labile. The thermospray sample introduction 
system also provided substantial LOD improvements (~50 
times) for organometallic species in nonaqueous systems. 
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Application of the Hollow Cathode Discharge Emission Source 
to the Determination of Nonmetals in Microsamples 

Fu-yih Chen and J. C. Williams' 

Department of Chemistry, Memphis State University, Memphis, Tennessee 38152 

The use 01 the hollow cathode discharge source f.3r the ex­
cHation 01 nonmetals In volume-llmHed samples is discussed. 
The effects 01 breakdown voltage. IIII-gas compos~ ion, elec­
trode composition, hollow size, sample deposiU,n mode, 
current, and IIII-gas pressure on the emission sl ~nal Irom 
phosphorus and chlorine are reported. Instrumenfatlon, op­
eration, and sample preparation procedures are clescribed. 
Temporal profiles 01 the emission signal Irom very small 
samples deposited In the holloware given lor P, CI, and Se. 
Detection limits 01 9 and 20 pg are reported lor P and CI. 
respectively. 

INTRODUCTION 
The hollow cathode discharge (HCD) has been wccessful 

0003-2700/90/0362- )489$02.50/0 

as a source of radiation for atomic spectroscopy for a very long 
time. It provides a spectrum with very narrow emission lines, 
which contributes significantly to its sensitivity and selectivity 
as an atomic emission source (1,2). As compared to metals, 
there are many fewer reports of determination of nonmetallic 
elements using the hollow cathode emission source. The 
nonmetals, P, Se, and Cl, have many known functions in life 
processes; thus, analytical methods, including trace analysis 
of small samples and analysis of nanoliter-size samples of 
physiological fluids, are needed. The HCD source fills the 
need for nonmetal determination in volume-limited samples. 
The analysis is very important because renal physiologists 
typically employ either micropuncture or microperfusion 
obtaining tubule fluid samples ranging from picoliters to 
nanoliters. Common physiological fluids contain Na, K, Ca, 
Mg, Cl, and P, which frequently must be determined in very 

© 1990 American Chemical Society 
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small samples. The HCD has been shown to offer an ex­
tremely high analytical sensitivity (3-7) and has been recently 
demonstrated as having useful precision and sufficient powers 
of detection needed for determination of Na, K, and Ca in 
renal fluid (8). Extension of the use of the HCD to the de­
termination of CI and P in renal fluid was the main objective 
of this research. Although investigated to a lesser extent than 
was CI and P, selenium, which is present in most tissue, is very 
difficult to determine by present methods and was thus in­
cluded in this survey. 

In the hollow cathode discharge source, excitation of the 
fill-gas is carried out primarily by high-energy electron impact 
(1). Metastable species are formed in the discharge by 
first-kind collisions. Metastable atoms of argon have lifetimes 
several orders of magnitude longer than common excited states 
and play an important role in the continuity of the discharge. 
The role of metastable argon atoms is significant because they 
have high energy which can be transmitted to other species 
during the second-kind collisions causing excitation or even 
ionization. Because argon is present in great excess, the 
probability of collision with an analyte atom is large. In 
addition, the high-energy spectral lines of nonmetals may be 
excited in this process. The two more frequently used rare 
gases have the metastable energy levels of 11.55 eV (4S3/,) and 
11.72 eV (4S,02) for argon and 19.82 eV (3S,) and 20.62 eV ('So) 
for helium (9). Another criterion, sputtering efficiency, is 
maximized when the inert gas has about the same mass as the 
material to be sputtered (10); thus, Ar is most commonly used. 
If necessary, a mixture of He and Ar is used He for high-level 
excitation and Ar for sputtering efficiency. Ne has metastable 
levels and a sputtering efficiency intermediate to He and Ar; 
however, it is very expensive and is used only if both He and 
Ar are unacceptable. 

When the diameter of the cathode is 2 mm or less (11), the 
radiation output has been found to increase significantly 
following the empirical formula I X d = K, where I is the 
intensity of the spectral line, d the cathode inner diameter, 
and K a constant. A length to diameter ratio of hollow cathode 
at least 3:1 is recommended (12). Depending On experimental 
conditions and design, the optimal distance between cathode 
and anode is 20-25 mm (13, 14). Ionization becomes more 
difficult at much shorter distances. On the other hand, a much 
larger distance causes prolonged scintillations before a steady, 
stable discharge is attained. The HCD source offers a greater 
signal to noise (SIN) intensity ratio of HCD than that of most 
conventional sources. There are some reports that the 
water-cooled HCD tends to be independent of matrix effects 
(15-17). In the cold HCD, sample is injected into the plasma 
by sputtering, thus avoiding distillation effects observed with 
a hot cathode. An additional benefit of the mini-HCD is the 
ability to analyze minute sample volumes whereas most 
common techniques, such as inductively coupled plasma or 
flame atomic emission sources, require much large sample 
volumes. 

EXPERIMENTAL SECTION 

Several spectrometer configurations from this laboratory have 
been described recently (8, 18-20). Briefly, a water-cooled hollow 
cathode discharge source is mounted on an optical rail and the 
light divided among a series of narrow-band interference filters 
or monochromators, which are mounted along the rail. Samples 
are delivered to the hollow cathode, which is mounted on the stage 
of a low-power stereomicroscope (Bausch & Lomb, Stereo Zoom 
4), using a micromanipulator upon which either a micropipet 
(Drummond Scientific Co., Broomall, P A) or a syringe with a 
plastic capillary is mounted. The pipet tip is bent at nearly 90° 
so that the sample can be easily deposited on the bottom of the 
hollow cathode. The sample is drawn up by syringe suction until 
its meniscus reaches the center of the constriction and immediately 
deposited into the hollow. The pipet tip was positioned on the 

I' 
f----I 

Figure 1. ~ichematic diagram of the hollow cathode emission source 
housing: A anode; B, water-cooled secondary electrode; C, gas inlet; 
D, gas outlet; E, quartz insulator with a hole; F, PTFE insulator; G, hollow 
cathode; H, hollow cathode holder; I, water in and out; J, quartz 
window; K, house cap; L, hollow cathode house made out of molyb­
dated nylor; M, hollow cathode house holder. 

center of tile cathode bottom, then the sample was deposited on 
the cathode surface. The syringe was moved very slowly to expel 
the pipet .:ontents evenly on a portion of the bottom surface of 
the cathode hollow. As soon as the total sample solution was out 
of the pipe t, one hand continued to press the syringe and the other 
hand mov,d the pipet tip up from the cathode surface simulta­
neously; tl.is procedure prevented the sample solution from being 
sucked ba,k to the pipet. The sample solution was dried by an 
infrared lamp and the residue subjected to the hollow cathode 
discharge. 

Subnarogram quantities of analytes are quickly depleted in 
the discharge producing a temporal emission signal that lasts for 
only a fe'll tenths of a second. Light from the hollow cathode is 
focused Oll an aperture, collimated by a lens, and then directed 
along the "ptical rail to a neutral beam splitter which divides the 
light bet'll een two channels. Each channel has an independent 
monochrcmator, one at the end of the main rail and the other 
mounted ft a right angle to the main rail. Appropriate wavelength 
settings VI ere selected and data were collected in two channels 
simultane"usly. The output of each of the PM tubes was fed into 
a multichannel integrator box before being sent to an analog­
to-digital ,;onverter for processing by a computer. The integrator 
box was made in this laboratory and includes six commercially 
available integrator cards (Evans integrator board 4130A) and 
three dual amplifier cards (Evans dual amplifier board 4163A) 
under corr,puter control through Metrabyte's PIO-12 and Dash-16 
boards, thus providing up to six independent channels. 

Althou;;h the basic HCD source design is described elsewhere 
(8, 20), the most recent design has some improvements and a scale 
drawing ill shown in Figure 1. The' I 2-in. vacuum port is much 
larger tha:l that of the original house, decreasing pump-down time 
thus redu,ing the time required for an analysis. The higher gas 
flow also serves to minimize the effects of vacuum leaks by 
sweeping molecular gases from the house very rapidly. All ports 
to the house were made with Cajon ultra-torr fittings (B-8-UT-1-8) 
and are clearly superior to those used in previous designs. Scale 
drawings and a detail parts list may be obtained by writing the 
correspording author. 

Contaroination from the air during sampling and drying is a 
serious pIOblem when such small sa:mples are to be analyzed. A 
"clean bench" by NUAIRE, Model NU-201-S24, was used as a 
work spa( e for sample preparation to reduce contamination. The 
sample solutions were prepared from doubly deionized water 
(Milliporl deionized H20, 18-MD resistance) using anhydrous 
disodium phosphate (Na2HPO,), selenious acid (H2Se03), and 
sodium c:,loride (NaCI) for phosphorus, selenium, and chlorine 
analysis] espectively. 

The presence of water vapor in the HCD house may lower the 
sputtering rate (21) by dissociating in the discharge to produce 
significar t quantities of H+, a mobile ion that can then carry a 
disproportionate share of the discharge current yet contribute 
little to the overall sputtering rate because of its low mass. In 
addition, water vapor may act as a quencher of metastables in 



the discharge, as has been documented (22, 23). We have ef­
fectively used a second vacuum chamber to remove Vlater from 
the deposited sample prior to mounting the cathode in the HCD 
(20). 

Current, voltage, and timing of the discharge were ~ontrolled 
by a Metrabyte Dash-16 board through Pascal programs written 
here. In the present operation procedure, a low currem discharge 
is established at the beginning to preheat the cathode and avoid 
erratic discharges, which we call spikes, frequently ,aused by 
sudden current changes. After 100-200 ms, the entire preselected 
current (high current) is turned on. Temporal emission profiles 
for each sample are stored for subsequent data reduction. 

RESULTS AND DISCUSSION 
In the application of glow discharges to solid sauples, the 

discharge is begun and allowed to stabilize during <l preburn 
period, which may last more than 30 s before data :U"e taken. 
The very small samples in this report are consume:! rapidly, 
thus producing a transient signal. The largest pat of this 
transient signal occurs first obviating a preburn period. It 
is thus imperative that the initial discharge be s;able and 
reproducible in order that all the emission signal may be 
collected without a preburn. 

For a given cathode metal, the breakdown vo .tage is a 
function only of the product of gas pressure and electrode 
distance (17). In lower pressure ranges, <1 Torr, we found 
that the breakdown was erratic and the discharge unstable. 
Between 1 and 10 Torr, the breakdown voltage increases with 
pressure, using a fixed electrode distance of 1.25 ill. Break­
down with copper cathodes in 10 Torr argon is near t 1e 1000-V 
limit of the power supply; however, under the same <onditions 
breakdown occurs at ",gOO V with an aluminum cathode. 

As discussed by Cobine, the time delay, or lag, be;ween the 
application of voltage and breakdown varies at rar dom and 
is markedly affected by the character of the surf,.ce of the 
electrodes for a given electrode material (24). At ;imes, we 
have observed time lags several seconds long for bo;h copper 
and aluminum; however, the problem is significantl} less with 
aluminum. Cobine classified the time lag into thrEe groups. 
In the first group, the lag is large and caused by v'eak irra­
diation and low overvoltage as a result of the random time 
required for the appearance of suitably placed initial electrons. 
In the second group, gaps are adequately irradiated but are 
only slightly overvoltaged, producing lags of roughly the same 
order of time as that required for positive ions to cross the 
gap. In the third group, where the irradiation is adequate and 
the overvoltage is high, the time lag is probably approximately 
the same as the time required for the first exponerltially in­
creasing electron avalanche to cross the gap. 

The use of a radioactive source in the hollow cathode house 
to render the atmosphere conducting from ionization produced 
by the nuclear decay was investigated. The breakdovn voltage 
of the HCD under the same conditions using <0.01 leCi sealed 
sources of the radioactive elements, GOCo, 22Na, l37Cs, 'Uld 133Ba, 
in the cathode house was determined. Apparentl/, the ra­
dioactive elements have little effect on the magnitc de of the 
breakdown voltage; however, the occurrence of "delayed 
discharge" is greatly reduced. 

There is little doubt that the radioactive elen:ents can 
reduce the possibility of a time lag occurring, and th 18 should 
be used to enhance stability, reproducibility, and orecision 
when the full discharge is begun at the hollow cathode con­
taining the sample. We have obtained our bes·; results, 
however, when the full discharge is not begun at the hollow 
cathode; two methods have been developed: 

(1) The discharge can be initiated at a secondary cathode, 
allowed to stabilize, and then switched in stages to the hollow 
cathode (8). 

(2) Only one cathode was used in the procedure developed 
and applied in this report. A low-current discharge of ",1.5 
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Figure 2. Temporal emission profile of phosphorus taken at 213.6 nm 
in He and Ar. The signal was produced from 1 ng of phosphorus, 
which was deposited in the hollow from a 50-nL pipet. 

mA was established initially in order to pre-heat the cathode 
and minimize chances of erratic discharge frequently seen if 
the current is immediately set to its full operating value. After 
a ",200 ms delay, the entire discharge current desired was 
switched on. 
In both cases, breakdown occurs well in advance of the ana­
lytical signal. Thus, effects of a variable time lag in breakdown 
are avoided and a temporally consistent signal is generated 
from the small amount of analyte. 

In this report we used aluminum electrodes. In addition 
to contributing to discharge stability, the sputtering rate of 
cathode material from an aluminum cathode is approximately 
one-fourth that of copper (11) and the emission spectrum of 
aluminum is somewhat simpler than that of copper. Three 
sizes of the hollows were compared: d = 1.5 mm, D = 5 mm; 
d = 2.0 mm, D = 5 mm; d = 4 mm, D = 12 mm (where d is 
diameter and D is depth). We found that a cathode with a 
1.5 mm diameter and a depth of 5 mm gave the highest signal 
intensity for both Cu and Al cathodes. We also found that 
sputtering for 30 s after the end of a run was sufficient to clean 
the cathode and to recondition the cathode surface for sub­
sequent runs. These relatively long cleaning times are not 
as damaging to an Al cathode as with Cu. 

Phosphorus. We collected the temporal signals for P(I) 
at 253.6 and 213.6 nm simultaneously using two channels in 
one of the integrator/amplifiers described earlier. Examples 
of the emission signal from 1 ng of P in a discharge of 80 mA 
using both He and Ar as fill gas are shown in Figure 2. The 
temporal phosphorus signal decays very rapidly giving a very 
sharp profile. Most of the transient signal occurs in two 2-ms 
integration period and the signal appears to be almost com­
pletely gone by ",20 ms. The emission intensity is poor with 
He. 

The optimum pressure for maximum spectral line intensity 
is shown in Figure 3. Each combination of hollow cathode 
variables-size, fill gas, fill-gas pressure, hollow size, and 
cathode metal-has an optimum current. Figure 4 illustrates 
this by showing the emission intensity as a function of dis­
cl1arge current for P and Cl. The intensity reaches a maxinlum 
near 80-120 mA and then decreases with increasing current. 

The 213.6-nm emission line is preferred to that at 253.6 nm 
because its background is much lower and spectral interfer­
ences are less. The background signal at 253.6 nm always 
showed a significant temporal component even for a clean 
electrode which had been exposed to air; thus, spectral in­
terference from some species on the cathode is indicated. 
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Figure 3. Optimum argon pressure in the hollow cathode source using 
a constant current of 112 mA for chlorine and 80 mA for phosphorus. 

1200 

800 

400 

CI 

-I--~--+--~~-; 

40 80 120 160 

Current, rnA 

Figure 4. Optimum current for the hollow cathode source using a 
constant argon pressure of 5 Torr for chlorine and 8 Torr for phos­
phorus. 

Working curves obtained at 213.6 nm for 0 to 1 ng of P de­
posited from 50 nL solution aliquots using SO rnA in STorr 
Ar are shown in Figure 5. The data were obtained from 
temporal profiles of standards and solution blanks by sub­
tracting the solution blank from each sample giving the net 
peak area for each temporal profile. The curves are virtually 
linear and show very good precision with correlation coefficient 
>0.99. Each line represents a different integration time, 2 
ms, 4 ms, and 0.5 s, respectively. An integration time of 0.5 
s is some 25 times longer than the initial20-ms period where 
most of the analyte signal appears. Because the background 
is almost negligible, this excessive integration period was used 
to ensure that all the useful emission signal was collected. One 
0.5-s period was used to collect the signal and one later on 
was used to establish the base line. The average signal from 
several integration periods taken 0.5 s after discharge initiation 
was used as background for runs using 2- and 4··ms integration 
periods. The detection limit for P was calculated from the 
0.5-s integration data as DL = 20"bg/slope = 60 pg. 

Two experiments were conducted to investigate the effect 
of the mode of sample deposition on the emission intensity. 
In the first experiment, 1 ng of P was deposited in the hollow 
using different volumes (0.S5, 24.1, and 50 nL) of solution 
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Figure 5. C31ibration curves for P made with the hollow cathode source 
by depos~irg 50-nL volumes of solutions containing from 0 to 1 ng of 
P. 
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Figure 6. Temporal prOfiles produced from the discharge of 1 ng of 
phosphoru3 depos~ed from sample solution volumes of 0.85, 24.1. and 
50 nL. Th 3 curves are representative of five replicas of each volume. 

producing net peak areas of 4965 ± 22,973 ± 13, and SOO ± 
14, respEctively. The effects of analyte concentration and 
solution "olume on the temporal profiles are shown in Figure 
6. Obviously, a more persistent temporal signal was obtained 
with the smaller volume even though the total amount of the 
sample Lnd the operating conditions were the same. This 
experimmt proves that the total emission signal from a given 
amount )f analyte depends sharply on how the analyte was 
deposited in the hollow. It does not seem reasonable that the 
physical form of solid deposit should affect the actual resi­
dence ti l1e of an alalyte atom in the hollow; however, it is 
reasonahle that the rate of analyte entry into the hollow is 
affected by the particle size of solid analyte deposits. 

The rapid evaporation of water from the small sample 
volumes is readily observed under the microscope. A 0.S5-nL 
volume evaporates almost immediately after deposition with 
little spreading. On the other hand, 50 nL (which is still only 
one-thollsandth of a drop) spreads over a larger area and 
evapora·.es much more slowly. Although we have not verified 
particle size of the solid deposits by microscopy, it seems 
reasona ole that the sample layer from the small-volume 
high-concentration solution covers a smaller area and would 
therefore be thicker than the deposit made by the same mass 



160 0.125 ng 

120 

80 1 ng 

0.75 ng 

40 

--!-.--+-----.-~-

50 100 150 
Time,ms 

Figure 7. Temporal emission profiles made from differen: masses of 
phosphorus deposited in the hollow in a constant solutiol1 volume of 
0.85 nL. 

of solute deposited from a more dilute solution on !t relatively 
larger area. 

In sputtering, the charged particle must intera(t with the 
sample and impart its kinetic energy to the sample particles 
to cause ejection into the plasma. Subsequently, collision with 
metastable Ar causes excitation and perhaps ioniz!ltion. The 
sputtering process is expected to remove analyte fr')m a thick 
deposit more slowly as compared to the same mass of analyte 
deposited over a much larger area. 

It is clear from the temporal shape of the curve" in Figure 
2 and Figure 6 that most of the 1-ng of P deposit is removed 
from the hollow surface in 4 ms when the analyte i. deposited 
from a 50-nL volume. On the other hand, the same mass of 
P deposited from 0.85 nL is released into the hollow over a 
period of approximately 100 ms. Moreover, the ntegrated 
signal of the small-volume high-concentration deposit is over 
6 times larger. Two explanations for this phenomtlnon come 
to mind. 

If atomization were not complete, analyte could ,"cape the 
hollow without the opportunity to be excited. It is easy to 
accept that surface area affects the rate at which analyte is 
removed; however, it seems unlikely that surface !.rea would 
affect the atomization efficiency. 

If a sample atom released from the cathode surLlCe cannot 
be immediately excited by collisions, then this at)m will be 
pumped out of the hollow without contributing to tre emission 
signal. This might occur if the composition of the gas in the 
hollow were significantly changed during the rapi d entry of 
the analyte. There are 1.8 x 1015 Ar atoms in the hollow (1.5 
mm radius by 5 mm deep, 5 Torr, ambient temperature). 
There are 1.5 X 1014 atoms from 1 ng of Pas Na2HI'04' Thus, 
assuming that all atoms from the Na2HP04 are gzseous, the 
pressure in the hollow would increase by ",10% as the analyte 
was rapidly injected into the hollow from a relat.vely large 
surface area by sputtering. 

In the second experiment, 0.85 nL of sample solution con­
taining 1, 0.75, or 0.125 ng of P was deposited in the hollow. 
The results are shown in Figure 7. The area undel the peaIcs 
is proportional to the mass of P. Figure 8 shows a r hosphorus 
calibration curve for 0-1 ng of phosphorus depositec. from 0.85 
nL solution aliquots. The sensitivity and precisicn are very 
much improved as compared to the result in FigUl e 5, giving 
a detection limit for P of ",9 pg and a correlation ,:oefficient 
of >0.999 for the linear regression fit. 

Chlorine. Chlorine was evaluated in the same Hource and 
using the same parameters as with P above excep'; that 112-
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Figure 8. A calibration curve for phosphorus, which was prepared by 
using a constant volume of 0.85 nL and solutions varying in concen­
tration from 0 to 1 ng per 0.85 nL, shows better precision and sen­
sitivity as compared to those in Figure 5. The integration time used 
was 2 ms. 
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Figure 9. Temporal emission profiles of chlorine taken at 725.6 nm 
in both He and Ar fill gas (5 Torr) from 1 ng of CI depos~ed in a solution 
volume of 0.85 nL. 

rnA current and 5-Torr pressure were used. The temporal 
profile of chlorine, from NaCI, at 725.6 nm (Interference fIlter, 
Spectro-Film, Inc., Winchester, MA) is shown in Figure 9 willi 
both Ar and He fill gas. The emission intensity in He is low 
as it was with P; however, CI has a higher emission signal and 
a longer residence time in the hollow than P. 

In contrast to the temporal profile of chlorine shown in 
Figure 9, the temporal emission profile observed for sodium 
from NaCI consists of two distinct peaks (8,20). In order to 
compare the profiles directly, we collected CI (725.6 nm) and 
Na (588.9 nm) emission signals simultaneously using two 
monochromators. As shown in Figure 10, the emission signal 
of both Na and CI show only a single peak. The early portion 
of the discharge is expanded in Figure lOA to show the shape 
of the temporal emission at that time. The shape of the 
temporal profile of Na emission using Al cathodes as shown 
in Figure 10 is quite different from the dual peaks observed 
for alkali metals using Cu cathodes (8, 20). Notably, there 
is no secondary peak in the Na temporal profIle obtained using 
AI cathodes. Previous work in this laboratory (8, 20) was done 
by using copper electrodes in an argon pressure of 5 Torr with 
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Figure 10. Temporal emission profiles of chlorine and sodium: (a) 100 
pg of CI at 725.6 nm, (b) 65 pg of Na at 588.9 nm, (c) base line set 
by the sodium background limit, and (d) base line set by the chlorine 
background limit. (A) The first part of Figure 10 is expanded to allow 
better comparison of the peaks. 

a discharge current of 80 rnA; all of the parameters used in 
this investigation are the same as those in the previous work 
except that the discharge current was 112 rnA and the cathode 
material was A!. These moderate changes in the discharge 
current are not expected to significantly affect the shape 
temporal emission profile. Thus, the cathode metal itself may 
affect the analyte's temporal behavior, thus producing the 
secondary peaks which have consistently been observed with 
alkali metals excited from copper cathodes (8, 20). 

A working curve obtained for 0-100 pg of CI as NaCI de­
posited from 0.85 nL solution aliquots is shown in Figure 11. 
Considerable scatter is observed in the working curve raising 
questions as to its linearity; however, a correlation coefficient 
>0.99 was obtained for a linear regression fit giving a detection 
limit of less than 20 pg. 

Selenium. In a manner similar to that used for P and CI, 
the emission intensity of Se(I) at 196 and 204 nm was in­
vestigated by using a current of 60 rnA and a fill-gas pressure 
of 6 Torr. The emission intensity was approximately the same 
at both wavelengths; 196 nm was arbitrarily chosen for this 
report. The temporal profile of 1.25 ng/50 nL and 0.85 
ng/0.85 nL Se as selenite is shown in Figure 12 with Ar as fill 
gas. Although not as dramatic, a more persistent signal was 
observed for the small-volume deposit similar to that seen with 

'OOj 

j 

21100 ~ 

. /~ 
1)00 I / 1/( 

r 

o t~-~--+----------j-----" 
~ ~ n ~ 

Picograms Chlorine 

Figure 11. A calibration curve for chlorine taken at 725.6 nm for a 
to 100 pg cf chlorine deposITed in 0.85-nL volumes of solution as NaC!. 
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Figure 12. Temporal emission profiles for 1.25 ng of Se deposited 
from 50-nt solution and 0.85 ng of Se depOSITed from 0.85-nL solution. 
These curies are representative of five replicates each. 

P. The ret peak area was 128 for 0.85 ng/0.85 nL compared 
to 62 for 1.25 ng/50 nL. The SIN for the data 0.85 ng/0.85 
nL in FiE ure 12 is 115 and is representative of that obtained 
frequent y, which is between 80 to 120. Se gives a temporal 
signal th 1t persists for less than 20 ms and the spectral line 
intensity is less than that observed for either CI or P. It is 
well-knONll that Se and many of its compounds are volatile 
even at r"latively low temperatures. Thus, depending on the 
solution ,~omposition which existed at the time of deposition, 
Se mayb, lost from the deposits on the cathode wall during 
pump-dcwn to an operation pressure of <10 Torr. Solution 
conditior.s must be selected so that nonvolatile Se compounds 
are formed during deposition. Thus, evaporation would be 
avoided md Se would be injected into the plasma by sput­
tering as is desirable. 

Matri>: modifiers are commonly used in G F AAS to stabilize 
volatile dements so that they remain in the atomizer until 
after th" matrix has been removed. This technique has 
perform"d well for Se analysis by graphite furnace atomic 
absorption spectroscopy (25). The temporal emission signals 
of 0.85 rig of Se with different amounts of Cu added as a 
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Figure 13. Temporal profiles of selenium with various volu nes of 1000 
ppm copper added to the selenium in the hollow as matri.< modifier to 
form copper selenide: (a) 100 nL, (b) 50 nL, (c) 0.85 nL. 

chemical modifier are shown in Figure 13. Three different 
amounts of modifier (100, 50, and 0.85 nL of 100') ppm Cu) 
shows three different temporal emission profiles. It is possible 
that the addition of modifier produced a compound which is 
sputtered off the surface much more slowly than t he sodium 
selenite; however, no net selenium signal was obtEined when 
compared to blanks using similar amounts of modifier. A large 
initial signal at the first point occurs when the high current 
is turned on. The intensity of this initial spike dE creased as 
the mass of copper modifier was decreased from lOO to 0.85 
ng. These modifier atoms will be released from the cathode 
surface by collisions just as sample atoms and may thus sig­
nificantly change the atmosphere in the hollow cathode, thus 
complicating the ionization and excitation processes. 

Efforts to make a subnanogram calibration cuve for Se 
using the present apparatus were unsuccessful. h means of 
observing the emission spectrum of the transient signal in the 
vicinity of the emission line and the ability to pulse the RCD 
are needed before further work with Se is attempted. 

CONCLUSION 
Although the electron probe liquid microdropJet method 

(26) shows significantly better detection limits than RCD, the 
detection limits reported here and elsewhere (8) for the RCD 
indicate that all six common physiological elemerts (Na, Cl, 
K, Mg, Ca, and P) may be determined in a singl .. nanoliter 
sample of renal fluid. The electron probe instrument is very 
expensive and requires at least one full-time technician for 
operation. Because of these limitations, electron probe liquid 
droplet microanalysis is not widely available. T 1e RCD is 
the only other analytical method with suitable detedion limits 
to compete with the electron probe microdroplet method and, 
in addition, it can be made much more readily available to 
renal physiological studies. 

The many advantages of the RCD method-stability, re­
producibility, precision, time saving, and cost-ma<e it nearly 
the ideal source as defined by Ingle and Crouch (27). The 
detection limits of phosphorus and chlorine of <9 ar,d <20 

ANALYTICAL CHEMISTRY, VOL. 62, NO.5, MARCH 1, 1990 • 495 

pg, respectively, represent significant progress toward the 
development of the RCD source. The reproducibility of the 
temporal signal from selenium suggests that useful working 
curves can eventually be demonstrated for Se. These results 
clearly show that the RCD has much potential for the analysis 
of nonmetallic elements. The RCD may thus find use in the 
trace analyses of both metals and nonmetals, complementing 
graphite furnace AA. The results reported here were obtained 
with a straightforward RCD source. Other techniques, such 
as supplemental excitation by microwave and operating the 
RCD in the pulsed mode, may further improve the perform­
ance of the RCD for useful analysis. 
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Interaction of Capillary Zone Electrophoresis with a Sheath 
Flow Cuvette Detector 
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In a capillary zone electrophoresis system with a sheath flow 
detector, the pressurized detector induces a component of 
flow opposite to that of electrophoresis. This pressure-in­
duced flOW, because of Its nonuniform velocity profile, can 
degrade the separation. However, theory predicts and ex­
periment verHles that, under normal operating conditions, the 
detector does not degrade the separation. The major source 
of band broadening at pH 9 and 10 is due to longitudinal 
dHfuslon, although Injection volume can limit the performance 
of the system. When Injection vOlume Is minimized, over 2.5 
million theoretical plates are obtained for the analysis of 
fluorescein thlocarbamyl derivatives of amino acids in a 10-
min separation. Also, diffusion coefficients and electropho­
retic mobilities may be measured with good accuracy. The 
low flow rate of capillary zone electrophoresis affects the 
performance of the sheath flow cuvetle. Theory predicts and 
experiment verifies that the peak height in capillary zone 
electrophoresis with the sheath flow detector Increases line­
arly with separation voltage. A model is also presented for 
the sample stream radius expected In the sheath flow cuvette 
for analytes that undergo radial diffusion. 

Capillary zone electrophoresis is a particularly powerful 
technique for the analysis of ions (1-10). In the technique, 
separation is based on differential migration of analyte in a 
buffer-filled capillary under the influence of an electric field. 
Because the number of theoretical plates produced during the 
separation is proportional to the applied voltage, very efficient 
separations may be produced by very high potentials. In this 
laboratory, theoretical plate counts greater than 106 are rou­
tinely produced with separation potentials of 30 kV. 

Successful application of capillary zone electrophoresis 
requires careful attention to minimize sources of band 
broadening. To achieve the highest possible separation ef­
ficiency, it is necessary to minimize the injection volume, 
analyte concentration, and detection volume. Very small 
amounts of analyte, often less than a femtomole, must be 
injected to obtain optimum separation performance (1). 

The sheath flow cuvette is well suited for laser-induced 
fluorescence detection of small-volume, low-concentration 
samples (11-11). Although the cuvette is most commonly 
found in instrumentation designed for the biomedical tech­
nique of flow cytometry (18), analytical applications of the 
device have included laser-induced fluorescence detection in 
liquid chromatography (11), in flow injection analysis (12), 
in the study of neat solutions (13-15), and in capillary zone 
electrophoresis (16, 11) and refractive index detection of neat 
solutions (19, 20), refractive index gradient detection in ca­
pillary zone electrophoresis (21), and thermooptical absorbance 
detection of neat solutions (22). A similar device has been 
used for postcolumn labeling in capillary zone electrophoresis 
(23,24). 

1 Present address: 4500 S, Mail Stop 6101, Oak Ridge National 
Laboratory, PO Box 2008, Oak Ridge, TN 37831-6101. 

0003-2700/90/0362-0496$02.50/0 

The shE-ath flow cuvette is valuable in capillary electro­
phoresis tecause detection occurs in a flow chamber with 
excellent "ptical quality. Concentration detection limits for 
capillary zone electrophoresis produced with the sheath flow 
cuvette ar, roughly 4 orders of magnitude superior to those 
produced oy on-column fluorescence detectors (9, 11). How­
ever, befOle the sheath flow cuvette can be routinely applied 
to capillary electrophoresis detection, it is necessary to un­
derstand the interaction of the two techniques, The back­
pressure i ~duced by the sheath flow cuvette in the electro­
phoresis c'pillary must be studied to minimize band broad­
ening. AlBo, the low volumetric flow rates produced in elec­
trophoresis must be considered in designing the sheath flow 
cuvette. 

In the neath flow cuvette, a sample stream is injected into 
the cente:' of a flowing sheath stream under laminar flow 
conditione, The sample flows as a narrow stream through the 
center of the flow chamber. If the sheath stream has a com­
position similar to that of the sample, there is no refractive 
index bOLndary between the two streams and no light is 
scattered from their interface. By restriction of the field of 
view of th, detector to the illuminated sample stream and by 
use of a Low chamber with flat windows, a very low back­
ground fluorescence measurement may be produced. In fa­
vorable cases, the fluorescence detection limit approaches the 
single molecule level (14, 15). 

The shE-ath flow cuvette operates at a pressure greater than 
ambient. The pressure difference between the detection and 
injection ends of the capillary leads to Poiseuille flow, which 
might act to degrade the separation efficiency of capillary zone 
electroph"resis. Other examples that might induce significant 
nonuniform flow in capillary zone electrophoresis include 
hydrostatic pressure due to unequal height of the injection 
and dete,tion reservoirs, a nonuniform temperature profile 
that lead; to lower viscosity solution in the center of the 
capillary, introduction of derivatization reagent before the 
column outlet (25), and analyte flow in a capillary located after 
the termi:lal electrode (26). To optimize the performance of 
capillary <one electrophoresis, it is necessary to understand 
the beha"ior of this source of band broadening. 

Also, the behavior of the sample stream in the sheath flow 
cuvette depends upon the relative flow rates of the sample 
and sheath streams. In applications to capillary zone elec­
trophoresis, very low sample stream volumetric flow rates are 
encountered. Under these conditions, radial diffusion of the 
analyte b<,comes important. To optimize detection using the 
sheath flow cuvette, it is necessary to understand the per­
formance of the cuvette under this low flow rate regime. 

THEORY 
A numoer of symbols are used in this paper. For conven­

ience, they are collected, along with their definitions, in Table 
1. In geLeral, SI units are used for each symbol. However, 
in the body of the paper, more conventional units are occa­
sionally Employed. 

In capillary zone electrophoresis, solvent flow is driven by 
electroos:nosis and is uniform across the capillary radius. 
Under tho s condition, longitudinal diffusion is the only source 
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Table I. Glossary 

a slope of the plate count vs applied potential curve, \-1 
b path length of a fluorescence measurement, m 
C analyte concentration, mol m-3 
emax analyte concentration at the peak maximum, mol m-3 

D analyte mass diffusion coefficient, m2 8-1 

e charge on an electron (1.6 X 10-19 C) 
g(K7,) shape factor ranging from 1.0 to 1.5 
k Boltzmann constant (1.38 X 10-23 J K-l molecule-I) 
L length of the capillary, m 
nm concentration of ion m in the separation buffer, ions m-3 

Ndiffusion plate count due to diffusion (dimensionless) 
N limit plate count due to sources of band broadening other than 

diffusion (dimensionless) 
P pressure rise due to electroosmosis, Pa 
Pfluorescence fluorescence power, W 

Plaaer laser power, W 
Qsample volumetric flow rate of the sample, rn3 8-1 

Qsheath volumetric flow rate of the sheath stream, rn3 s-
Qlotal total volumetric flow rate in the sheath flow cuvette, m' S-1 

r radius of the capillary, m 
r diffusion radius of the sample stream due to diffusion, rr: 
rhydrodynamic radius of the sample stream predicted by a 

hydrodynamic model, m 
r molecular radius of the molecule, m 
r 88.lllple stream radius of the sample stream in the sheath flow 

cuvette, m 
Rs resolution of two peaks in electrophoresis (dimensionless) 
t transit time from the exit of the capillary to a distan<!e x 

downstream, s 
T absolute temperature, K 
V electrical potential applied across the capillary, V 
Vcuvettecenter linear velocity of analyte in the center of th~ sheath 

flow cuvette flow chamber, m S-1 

Velectroosmoais linear velocity of analyte that is due to 
electroosmosis, m S-1 

Velectrophoresis linear velocity of analyte that is due to 
electrophoresis, m S-1 

upressure linear velocity of analyte that is due to the pressure 
difference across the capillary, m S-1 

Vlotal linear velocity of analyle in the capillary, m S-1 

x distance downstream from the exist of the capillary in the 
sheath flow cuvette, m 

Zm charge per ion 
(X a proportionality constant relating the pressure-indu:ed flow in 

the capillary to the volumetric flow rate in the sheath flow 
cuvette, m-2 

X cross sectional area of the flow chamber, m2 

E dielectric constant for the solvent (dimensionless) 
'0 permittivity of free space (8,8 X 10-12 C' J-l M-l) 
E analyte molar absorptivity, m2 mol-l 

K Debye parameter, m-l 

, zeta potential, V 
,uelectrooamoais electroosmotic mobility of the column, m2 ,,-1 S-1 

,uelectrophoresis electrophoretic mobility of the analyte, m2 V-I S-1 

,ul electrophoretic mobility of peak 1 in a mixture, m2 V-I s-1 
,u2 electrophoretic mobility of peak 2 in a mixture, m2 'q-l S-1 

fl average electrophoretic mobility of a mixture, m2 V-I S-1 

0"2 total variance of a peak, m2 

0"2 diffusion peak variance due to longitudinal diffusion, m! 
0"2pressure peak variance due to the nonuniform flow velo::::ity, m2 

0"2 other contribution to peak variance from sources other than 
lognitudinal diffusion and pressure-induced flow, m2 

11 viscosity of the solvent, kg m-I S-1 

of band broadening, and very high theoretical plate counts 
may be obtained. However, this assumption of uniform ve­
locity profile fails when the detector is pressurimd, This 
pressure difference induces flow from the detec';or to the 
injector and is expected to take the familiar radial parabolic 
distribution of Poiseuille flow, Parabolic flow pr,)files give 
rise to additional band broadening because anal:{te in the 
center of the capillary travels at a different velocity than 
analyte at the walls, 

Appendix 1 considers the behavior of capillary zone elec­
trophoresis in the presence of pressure-driven flow, The 
average linear velocity of analyte through the column is given 
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by the sum of the velocity due to electrophoresis, electroos­
mosis, and pressure-driven flow: 

Vtotal = Velectroosmosis + Velectrophoresis + vpressure = 
V 

[,uelectroosmosis + ,uelectrophoresis] L + vpressure (1) 

For a pressurized detector, the pressure-driven flow opposes 
the electrophoretic driven velocity and takes a negative sign, 
A plot of the analyte velocity vs the applied potential should 
be linear, but with a nonzero intercept. Under conditions 
where electroosmosis and electrophoresis driven flow are op­
posed by the pressure-driven flow, the radial flow profile is 
parabolic but with the highest velocity near the capillary walls 
and lowest velocity in the center of the tube. 

The pressure-driven flow not only acts to slow the sepa­
ration but also can lead to a decrease in the number of the­
oretical plates. This decrease in plate count arises both from 
enhanced longitudinal diffusion, because of the increased 
length of time that the analyte spends in the column, and from 
the parabolic flow profile induced by the pressure-driven 
velocity, The number of theoretical plates may be written 
as 

£2 N = -,--------
0-

2 
diffusion + 0-

2 
pressure + (1'2 other 

(2) 
2DL + r2u

2 
pre"m.L 2 

24Du + IJ other 
Vtotal total 

Strictly speaking, this equation is only valid for a detector 
placed at the capillary outlet, such as the sheath flow cuvette, 

Under conditions of negligible pressure-driven flow, the 
plate count reduces to 

1 
N=--,-------

1 1 ---+--
N diffusion N limit 

-----=-----::-- (3) 
2D (T2other :---------'=--------,=+--

[,uelectroosmosis + ,uelectrophoresis] V L2 
A plot of the number of theoretical plates versus applied 
potential will be linear for low potential but level off to a 
constant value at higher potential. 

Appendix 2 considers the effect of applied potential upon 
the peak maximum fluorescence intensity observed with the 
sheath flow cuvette, A rather complicated result is obtained, 
However, if the pressure-induced flow is small compared with 
the electroosmotic and electrophoretic induced flow velocity 
of the analyte, the fluorescence signal expected at the peak 
maximum is given by 

moles injected ( X )1/2 
P fluorescence = PlaserE 2 Utotal 2 Q DL 

7rr 7r sheath 

(4) 

Note that the fluorescence signal in the sheath flow cuvette 
increases linearly with the sample velocity and, hence, with 
the applied potential. The linear relationship between peak 
height and applied potential arises because of two phenomena, 
First, the concentration of analyte at the peak maximum scales 
as the square root of the number of theoretical plates and with 
the square root of applied potential, Anyon-column detector 
for capillary zone electrophoresis should produce a square root 
increase in peak height with applied potential. Second, the 
sample radius in the cuvette increases, for small ratio of sample 
to sheath flow rate, with the square root of sample volumetric 
flow rate, which also scales linearly with applied potential in 
capillary zone electrophoresis. Because the fluorescence 
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sensitivity is proportional to the path length, i.e. diameter 
measured across the sample stream, the fluorescence sensi­
tivity for neat samples scales with the square root of applied 
potential. The combination of increased maximum analyte 
concentration with increased sensitivity leads to a linear de­
pendence of peak height on potential. 

Larger signals are expected for early eluting analyte (where 
Utotal is large). It is interesting to note that under electroos­
mosis injections, the amount of analyte is also proportional 
to this sum (27). As a result, fast moving, early eluting analyte 
will generate much larger signals than a similar concentration 
of slow moving analyte. 

EXPERIMENTAL SECTION 
The capillary zone electrophoresis system and laser-induced 

fluorescence detector have been described before (16, 17). Al 
m long piece of 50 /Lm inner diameter fused silica capillary (Po­
lymicro Technology) was used for the separation. A 30-kV power 
supply (Spellman) was used to drive the electrophoresis. A 
platinum electrode provided electrical contact with the separation 
buffer at the high-voltage, injection end of the capillary. This 
end of the capillary was enclosed within a safety-interlock­
equipped Plexiglas box. The detector end of the capillary was 
inserted into a sheath flow cuvette (Ortho) that was held at ground 
potential. The sheath fluid was pumped by a high-pressure syringe 
pump (Isco) at flow rates ranging from 0.1 to 12 mL h-1; typical 
values were 0.5 mL h-I Fluorescence was excited by a 50-m W 
argon ion laser (Coherent) operating at 488 nm. The beam was 
focused with an 18 mm focal length (7x) microscope objective 
(Melles Griot) into the cuvette. Fluorescence was imaged with 
either an 18x, 0.45 numerical aperture (NA) microscope objective 
(Melles Griot) onto a 200 /Lm radius pinhole or a 32x, 0.65 NA 
objective (Wild/Leitz) onto a 300 /Lm radius pinhole. The collected 
light was filtered with a 495-nm long-wavelength pass glass filter 
(Shott) and a 560-nm short-wavelength pass interference filter 
(Ealing) and was detected with a photomultiplier tube (Hama­
matsu). For most experiments, the output of the photomultiplier 
tube was conditioned with a O.4-s RC filter and then sent to a 
strip chart recorder; for the data of Figure 3, a 20-ms time constant 
was used and a digital oscilloscope was used to record the data. 

Fluorescein and fluorescein isothiocyanate derivatized amino 
acids were used to characterize the system. The fluorescein 
thiocarbamyl derivatives of leucine, proline, and threonine were 
prepared as before (16, 17). A 5 mM, pH 10 carbonate buffer or 
a 5 mM, pH 9 borate buffer was used for all of the experiments. 
Typical injection conditions are 1 kV for 10 s. The sheath stream 
composition was identical with that of the separation buffer. 

RESULTS AND DISCUSSION 
Effect of Sheath Flow on Electrophoretic Velocity. To 

demonstrate the effect of the pressurized flow chamber, the 
velocity of fluorescein was measured as a function of applied 
potential at a relatively high sheath volumetric flow rate of 
20 mL h-1 (Figure 1). As predicted by eq 1, the velocity is 
linear with potential, R = 0.99, over a range of 6-29 kV, but 
with a nonzero intercept. The pressure-induced flow velocity 
is given by this intercept, uP'","u," = -1 X 10'" m S-l. The 
negative sign arises because the flow is directed from the 
detection to the injection end of the capillary. 

At sheath volumetric flow rates typically employed, the 
pressure rise induced by the cuvette is quite small. To es­
timate the pressure rise, the flow rate produced by changing 
the relative height of the injection and receiving buffer res­
ervoirs, at zero sheath flow rate, was compared with the flow 
rate induced by the pressurized flow chamber. A 1 mL h-1 

sheath flow rate corresponds to a pressure difference of 6 mm 
of water, equal to 65 Pa or 0.5 Torr. Most analytical data is 
taken at a sheath volumetric flow rate less than 1.0 mL h-" 
producing a negligible pressure rise in the system. 

The analyte linear velocity was measured at different sheath 
flow rates and at a separation potential of 22 kV. As predicted 
byeq 1, the velocity is linearly related to the sheath volumetric 
flow rate, R = 0.99 and n = 5. The slope of the line, -2 X 104 

0.11015 

:;;; 
S C).oOlO 
» 

c 
;; 0.1)005 

0.11000 
0 10 20 )0 

kVo]ts 

Figure 1. Analyte velocity vs applied potential in capillary zone elec­
trophoresi> with a sheath flow detector. A 50 ,um inner diameter, 1 
m long ca )illary was employed. A very high sheath volumetric flow 
rate, 20 nll h-', was used to generate a significant component of 
pressure-illduced flow. The line is the least-squares fit of the data to 
a straight line. 

m-', is a' onversion factor between the sheath volumetric flow 
rate (in m3 S-l) and the induced linear flow velocity (in m S-l) 

in the capillary. 
Electlophoretic and Electroosmotic Behavior. The 

analyte ,·elocity vs applied potential data may be used to 
characterize the electrophoretic and electroosmotic behavior 
of the sy"tem. The slope of the velocity vs applied potential 
line, 6.4 X 10-8 m s-l V-" may be used to estimate the sum 
of the el"ctroosmotic and electrophoretic mobilities. For a 
column length of 1 m, the total mobility of the ion is 

,uelectroosmosis + ,uelectrophoresis = 6.4 X 10-8 m2 
V-I S-1 (5) 

As suggested by Huang et aI., the electroosmotic mobility 
could bE determined by monitoring the current flowing 
through ·.he capillary during an analysis that used a 5.0 mM, 
pH 10 l"ading electrolyte and a 5.1 mM, pH 10 trailing 
electrolyce (28). The current increased linearly during the 
procedure until the capillary was filled with the new buffer. 
On the t asis of the time necessary for the current to reach 
a constar.t value, an electroosmotic mobility of 1.01 X 10-7 m2 

V-1 S-l was determined for this system. This experimental 
value m2Y be compared with the Helmholtz-Smoluchovsky 
equation (29) 

Melectroosmosis = Hot /1J (6) 

where, f,.r water at 25 °C, , = 80 and ~ = 8.9 X 10-4 kg m-l 

S-l. ThE zeta potential responsible for the electroosmotic 
mobility is estimated to be l" = 0.13 V, a value consistent with 
that reported for silica-water at lower pH (29). Due to the 
negative charge of the capillary wall, an excess of positive 
charge, bund in the outer portion of the double layer, acts 
to propel the solvent from the positive (injection) end of the 
capillary to the negative (detection) end of the capillary. Both 
the electroosmotic mobility and the zeta potential have a 
positive :;ign. 

An inc ependent estimate of the zeta potential comes from 
the pressure-induced flow data. As noted by Moore (30), the 
pressure rise induced by electroosmotic flow is given by 

P = 8«01L /,-2 (7) 

In our system, a pressure difference of 0.7 Pa would balance 
the elec;roosmotic plus electrophoretic flow at 1 V for 
fluoresce n. Because the electroosmotic mobility in the system 
is 1.6 tines the total mobility, a pressure of 1.1 Pa would 
balance he electroosmotic flow rate induced by a I-V potential 
in aIm long, 50 /Lm diameter capillary. The zeta potential 
predicted by this data is then 0.13 V, identical to the value 
predicted by the Helmholtz-Smoluchovsky equation. 

If the overall mobility of the ion is 6.4 X 10-8 m' V-I S-l and 
the electroosmotic mobility is 1.01 X 10-7 m2 V-I s-l, then the 
electrophoretic mobility of fluorescein is -3.7 X 10-8 m' V-I 
S-l. The negative sign for the electrophoretic mobility comes 
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Figure 2. Plate count vs applied potential. A 50 I'm inrer diameter, 
1 m long capillary was used to analyze fluorescein. Inject on proceeds 
at 1 kV for 10 s. The sheath stream volumetric flow rate was 0.5 mL 
h-', The data are shown as the closed squares. The least-squares 
fit of the data with eq 7 is shown as the smooth curve 

from the negative charge on fluorescein at pH 10; in the 
absence of electroosmosis, the analyte would trav,1 from the 
detector toward the more positive injection end of the ca­
pillary. The Debye-Hiickel-Henry theory may be used to 
model the electrophoretic mobility of the analyte (31-33): 

zeg(Kr molecular) 

,uelectrophoresis = 67r1Jr molecular(l + Kr molecular) = 

-3.7 X 10-8 m 2 iT-I S-l (8) 

where the Debye parameter is given by 

K = (2e2m~lzm2nm)1/2 (9) 

«okT 

where the summation is over each ion in solution. At pH 10, 
fluorescein is a dianion so z = -2 (34). For a 5 mM carbonate 
buffer at pH 10, K = 1.4 X lOB m-1. The radius oLhe analyte 
necessary to produce the observed mobility is (.48 nm, in 
excellent agreement with the value calculated from van der 
Waals radii (32). This value will be compared belcw with the 
molecular radius predicted from the analyte diff lsion coef­
ficient. 

Plate Count. As an example of the behavior of capillary 
zone electrophoresis where the plate count is limited by both 
diffusion and injection volume but not sheath flow, Figure 
2 presents the number of theoretical plates for 1uorescein 
measured as a function of the applied potential. Fer this data, 
the sheath flow cuvette was operated at a typical flow rate, 
0.5 mL h-1. The plate count was estimated from th" full width 
at half-height based on a strip chart recording and suffers 
rather poor precision as a result. To minimize the effect of 
drift, the applied voltages were chosen with tt e aid of a 
random number generator. Voltages below 5 k'l were not 
employed because of the long time required for a1alysis. At 
low applied potential, the plate count increases linearly with 
potential. However, the data obtained at higher potential 
approach a constant value of about a million plates, albeit with 
a significant amount of scatter. The scatter is d'le, in part, 
to uncertainty in the measurement of peak width. 

Simple theory predicts a linear relationship between plate 
count and applied potential. Although a straight line can be 
fit to the data, the line has a significant nonzero imercept and 
is not consistent with the simple theory. Instead, to under­
stand the plate count produced in capillary elect 'ophoresis, 
it is necessary to account for extracolumn peak broadening. 
The plate count observed for a system with constant extra­
column band broadening is given by 

N obsd = --1,---=----:1:-- = -1---1-
---+-- -+--
N diffusion N limit a V N limit 

(10) 
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where a is given by (2) 

a = [,uelectro08mosis + ,uelectrophoresis] / 2D (11) 

A plot of l/Nobsd vs I/Vhas a slope of l/a and an intercept 
of 1/ Nlimit and, for the data presented in Figure 2, yields a 
= 58 plates V-I and N limit = 1.8 X 106 plates. These parameters 
were substituted into eq 7, and the result is plotted as the 
smooth curve in Figure 2. At low applied potential, diffusion 
dominates the plate count whereas a nondiffusional source 
of band broadening limits the number of theoretical plates. 

To understand the plate count observed at low applied 
potential, it is necessary to know the diffusion coefficient. The 
slope of the plate count vs applied potential curve in the 
absence of extracolumn band broadening is 58 plates V-I and 
may be used to estimate the diffusion coefficient of fluorescein. 
For a peak broadened only by diffusion, the slope is given by 
the ratio of the total mobility to diffusion coefficient 

N ,uelectroosmosis + ,uelectrophoresis 1 
V = 2D = 58 plates V- (12) 

From the value of 'uelectroosmosis + ,uelectrophoresis = 6.4 X 10-8 m2 

V-I S-I, the diffusion coefficient of fluorescein is estimated to 
be 5.5 X 10-10 m2 S-1 (5 X 10-'; cm2 S-I), which may be used to 
estimate the radius of a fluorescein molecule in solution. From 
the Stokes-Einstein formula, the diffusion coefficient of a 
molecule is given by (31) 

D = kT 
61r1]r molecular 

(13) 

A diffusion coefficient of 5.5 X 10-10 m2 S-1 in water at 25 °C 
corresponds to a molecular radius of 0.44 nm, within exper­
imental error identical with the value predicted from the 
electrophoretic mobility. 

Diffusion dominates the peak width at low applied poten­
tial. However, some extracolumn band broadening becomes 
noticeable at higher potentials. Several workers have studied 
the effect of injection volume on separation efficiency (35, 36). 
A limiting plate count of 1.8 X 106 would be produced by an 
injection volume of 1.5 X 10-9 L in this 50 I'm diameter, 1 m 
long column. The nominal 1.2 X 10-9 L injection volume 
employed in this experiment is consistent with the observed 
band broadening. 

Although the injection volume appears to dominate the 
extracolumn band broadening, two other contributions to band 
broadening can be considered: detector time constant and 
pressure-induced flow. The detector time constant, 0.4 s, 
would lead to a plate count of over 3 X 106 for fluorescein 
eluting at 12 min. Detector time constant is insignificant 
compared with injection volume as the limiting contribution 
to plate count. The effect of pressure-induced flow on plate 
count is calculated from eq 26 of Appendix 1. First, the 
pressure-induced linear velocity is estimated from the slope 
of the linear velocity verSus sheath volumetric flow rate data. 
The sheath volumetric flow rate of 0.5 mL h-1 is expected to 
produce a pressure rise of 0.2 Torr and a pressure-induced 
linear flow velocity of 3 X 10-4 m S-I, about 0.2% of the total 
analyte velocity. Equation 26 predicts that, at the very low 
pressure-induced flow in the sheath flow cuvette, pressure­
induced flow will increase the plate count by less than 0.5 %, 
assuming a linear flow velocity of 3 X 10-'; m S-1 due to 
pressure-driven flow, a diffusion coefficient of 5 X 10-10 m2 

s-" and a 50 I'm diameter capillary. 
To demonstrate that sheath flow does not degrade the 

performance of capillary zone electrophoresis, a mixture of 
the fluorescein thiocarbamyl (FTC) derivative of leucine, 
proline, and threonine was analyzed (Figure 3). Efforts were 
made to minimize nondiffusional sources of band broadening: 
The injection volume was reduced to less than 0.5 nL (500 
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Figure 3. Separation demonstrating over 2.5 million theoretical plates. 
A mixture of fluorescein thiocarbamyl derivatives of leucine, proline, 
and threonine was studied. The analyte concentration was 1 O~9 M, 
the sample was injected at 500 V for 10 (injection volume = 0.5 nL), 
the separation buffer was 5 mM pH 9 borate, the capillary was 97 cm 
long. and the separation was run at 29 kV. Leucine and threonine 
demonstrate plate counts greater than 2.5 million, estimated by re­
gression analysis, whereas proline generated 2.3 million plates. 

V and 10-s injection, N Umit > 2 X 107), the analyte concen­
tration was 10-9 M, the detector time constant was reduced 
to 20 ms (NUrnit > 109), and a digital storage oscilloscope was 
used to record the peaks at a sampling rate of one point every 
20 ms-the stored data were then plotted with an x-y plotter, 
AI; a result of the very short time constant, the peaks are rather 
noisy. A Gaussian function was fit to each peak with excellent 
results, The theoretical plate count was 2.5 X 106 for FTC­
leucine, 2,3 X 106 for FTC-proline, and 2,6 X 106 for FTC­
threonine, corresponding to a peak standard deviation less 
than 0.4 s for the 570-s elution time, The height equivalent 
to a theoretical plate for this data was 390 nm, less than 1 % 
of the capillary diameter, The plate counts correspond to a 
diffusion coefficient and molecular radius respectively of 3.5 
X 1O-il em' S-I and 0,70 nm for FTC-threonine and FTC-leucine 
and 3,8 X 10-il em' S-I and 0,64 nm for FTC-proline. A 5 mM, 
pH 9 borate buffer and a different column were used for the 
data of Figures 1 and 2; analyte elutes more quickly in this 
column compared with the pH 10 data. 

The theoretical plate count appeared to depend on the 
condition of the tip of the capillary used for injection, If the 
tip was not cut smoothly, the peaks would demonstrate tmling; 
a capillary tip that was in poor condition could produce a 
factor of 2 or more degradation in plate count. However, if 
the tip was formed from a sharp and uniform break, then very 
high plates counts could be obtained. 

Detection. Appendix 2 models the perturbation induced 
on the fluorescence detector by capillary zone electrophoresis. 
Under conditions of low pressure-induced flow, the fluores­
cence power is given by 

moles injected { 
Pfluorescence = Plaser€ 27rr [,uelectroosmosis + 

l'electNPhoce'i']L}( 2.".Q,h:athDL t' (14) 

The fluorescence signal was measured as a function of the 
applied potential for injection of fluorescein into the capillary, 
The peak height for fluorescein increased linearly, R > 0.99 
and n = 10, with applied potential ranging from 6 to 30 k V 
and a constant sheath volumetric flow rate of 20 mL/h, 

The model also predicts an inverse square root relationship 
between fluorescence signal and sheath volumetric flow rate 
(Figure 4), At high sheath volumetric flow rates, the model 
is qualitatively correct; the signal does decrease with the 
inverse square root of the sheath volumetric flow rate, smooth 
curve in Figure 4, for the data obtained at the higher sheath 
volumetric flow rate, However, the peak height decreases at 
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Figure 4. P3ak height vs sheath flow rate. The sample of fluorescein 
was analyzed at a potential of 28 kV. The smooth curve is the peak 
height radiu3 predicted assuming an inverse square root dependence 
of peak hei,ht upon sheath flow rate. 
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Figure 5. S ample stream radius as a function of distance downstream 
from the ccpillary exit. The sample is continuously injected at 25 kV. 
The radius is estimated by inspection with a calibrated microscope. 
The smoott. curve is the sample stream radius predicted from eq 14. 
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Figure 6. Ilehavior of the sample stream in the sheath flow cuvette, 
An initial a ::celeration region, where the sample stream radius con­
tracts, is fe !lowed by a region where the sample radius increases due 
to diffusion. 

very low, heath volumetric flow rate, This decrease in peak 
height ari,es as the sample stream broadens so that its image 
overfills the limiting aperture in the collection optical train. 
Much of t he fluorescence intensity is blocked by the aperture 
and fails ';0 reach the photomultiplier tube. In an optimized 
system, be aperture would be matched in size to the image 
of the illuninated sample stream, maximizing the fluorescence 
signal wh Ie minimizing the background signal due to Raman 
and Rayleigh scatter, 

To inY< stigate further the variation of sample stream radius 
with sheath volumetric flow rate, a reticle was placed in the 
microscope eyepiece and focused upon the sample stream, 
The radius of a fluorescein sample stream continuously sup­
plied at a potential of 25 kV was estimated at several positions 
downstream from the exit of the capillary, Figure 5, The 
sample sl ream appears first to be focused to a small radius 
about 50(' I'm down stream from the exit of the capillary and 
then increases with further distance, Also, the sample stream 
radius de oreases as the sheath volumetric flow rate increases, 



Figure 6 presents a schematic of the sheath flow cuvette 
to describe the behavior of the sample stream as it passes 
through the flow chamber. Qualitatively, the init al decrease 
in sample radius is associated with the rapid acc"leration of 
the analyte from a low linear velocity in the capillary to a much 
higher linear velocity in the center of the flow chlmber (37). 
For incompressible fluids, this acceleration produces a con­
comitant decrease in the area of the sample stream. After the 
sample travels a distance given by 1 or 2 times ;he cuvette 
width, the sample presumably reaches a steady linear velocity 
and, neglecting diffusion, a constant radius. A hydrodynamic 
model, which predicts that the sample stream cadius as a 
function of the ratio of the sheath and sample stream volu­
metric flow rates, was verified for micrometer size 30lystyrene 
particles that do not suffer appreciable diffusion dl ring transit 
through the cuvette (38). However, diffusion will b" significant 
for low volumetric flow rates and small molecular weight 
analyte. 

A model may be developed for the sample stnam radius 
that takes into account analyte diffusion. The n dius of the 
sample stream is assumed to be equal to the Slm of a hy­
drodynamic component, predicted by the earlier model, and 
a diffusion component 

rsample stream = rhydrociynamic + rdiffusion (15) 

where the hydrodynamic sample radius is predict ,d by eq 30 
and the diffusion-induced radius, measured after s)me transit 
time from the capillary exit, is given by 

rdiffusion = (2Dt)I/2 (16) 

The linear velocity in the center of a square duct is given by 
(39) 

9 Qtotal 
Vcuvettecenter = 16 -x- (17) 

The total volumetric flow rate is dominated by the sheath 
volumetric flow rate in this experiment. The diffus .on induced 
flow rate is then given by 

( 
2Dx )1/2 

r diffusion = 
Ucuvette center 

(18) 

The sum of the diffusion and hydrodynamic radii are included 
as the smooth curve in Figure 5 and are in good agreement 
with the data for distances beyond the initial acceleration 
region. There is only one disturbing note in thEse data; to 
make the data and theory agree for fluorescein, it was nec­
essary to multiply the diffusion induced radius by 2. This 
factor may have several origins. Most likely, th' visual es­
timation of the sample radius is biased; diffusion will induce 
an error-function distribution of fluorescence intensity. 
Presumably, the eye estimates the radius of the sanple stream 
as the distance corresponding to an intensity that is two 
standard deviations decreased from the maximum. Alterna­
tively, the flow velocity in the center of the cuvette has not 
relaxed to a steady state and analyte are traveling at a lower 
than predicted velocity leading to more diffusion than cal­
culated. Also, some turbulence at the exit of tl-e capillary 
would cause broadening. 

The radius of the sample stream is both predicted and 
observed to be proportional to the inverse square root of the 
sheath volumetric flow rate. A low sheath volumetric flow 
rate is desirable because it results in a large hydrodynamic 
radius and large fluorescence intensity. Howeyer, a large 
diffusion radius is undesirable because it leads to dilution of 
the analyte. Under conditions of constant laser irradience, 
the fluorescence sensitivity will decrease when cliffusion in 
the cuvette is significant because diffusion leads t·) a dilution 
that is proportional to the square of the sample radius whereas 
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the path length increases linearly with sample radius. To 
optimize the fluorescence sensitivity, the laser beam should 
be located as near as possible to the exit of the capillary to 
minimize diffusion. Furthermore, a larger sample radius is 
obtained by detecting in the acceleration region of the flow 
profile. Last, a very low sheath volumetric flow rate is de­
sirable to maximize the sample radius. These conclusions hold 
for direct measurement of the fluorescence intensity. A 
different set of conclusions will hold for single molecule de­
tection where minimization of the probe volume is of para­
mount importance-in single molecule detection, the optimum 
fluorescence detection region will be near the minimum in the 
sample stream radius. 

One might worry about diffusion in the sheath flow cuvette 
leading to enhanced band broadening in capillary zone elec­
trophoresis. At a typical sheath volumetric flow rate of 0.5 
mL h-I, the analyte will diffuse about 5 I'm during the 50-I'm 
transit distance from the exit of the capillary to the laser beam, 
ultimately limiting the separation efficiency of the capillary 
to about 10" plates. Clearly, in any practical system, diffusion 
of the analyte in the sheath flow cuvette produces a negligible 
contribution to band broadening. 

CONCLUSION 
Under practical conditions of low sheath volumetric flow 

rate, the sheath flow cuvette does not degrade the performance 
of capillary zone electrophoresis. However, the maximum 
pressure difference studied was quite small, about 12 Torr. 
Larger pressure-driven flow could arise from a large difference 
in height between the injection and detection ends of the 
capillary or direct addition of derivatization reagent to the 
separation capillary. In fact, the rather modest plate count 
observed in systems that add postcolumn derivatizing reagents 
may be due to a large component of pressure-driven flow 
(23-25). Other, more subtle examples of nonuniform flow can 
be produced by a nonuniform radial temperature distribution 
in the capillary and a presurized injector that has not fully 
relaxed to ambient pressure. 

Although Poiseuille flow has been described in terms of 
degradation of the separation efficiency, it paradoxically might 
prove useful in improving the resolution oftwo closely eluting 
analytes, Appendix 1. If pressure-induced flow balances the 
average velocity of two closely spaced analytes, then the 
resolution of the analyte becomes infinite as the faster com­
ponent eventually escapes to the detector and the slower 
moving analyte is driven back to the injector. This approach 
of a balancing pressure gradient to improve the resolution of 
a separation is similar to the effect of electroosmosis that 
opposes electrophoresis, as pointed out by Jorgenson and 
Lukacs (2)_ These approaches share a common disadvantage 
of long analysis time. However, the pressure-driven resolution 
enhancement offers the potential advantage of programing 
where the retarding pressure is decreased in steps to allow 
the elution of successive sets of closely eluting analyte. 
Pawliszyn has described a clever way of generating the sheath 
fluid based on electroosmotic flow; his method could easily 
be controled by a computer to automate flow programing (40). 
Further work will be required to discover if pressure-pro­
gramed capillary zone electrophoresis is a useful tool in the 
analysis of complex mixtures. 
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APPENDIX 1 
For an electrophoretic system without a pressurized flow 

chamber, the analyte travels through the column at a velocity 
proportional to the potential gradient (2) 
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v 
V = [,uelectroosmosis + ,uelectrophoresis] L (19) 

The pressurized flow chamber of the detector will generate 
a component of flow that opposes the electroosmotic and 
electrophoretic flow; that is, at zero applied potential, the 
analyte will travel from the detector to the injection end of 
the capillary. In our sheath flow cuvette, solvent is introduced 
into the flow chamber at some volumetric flow rate. For 
incompressible fluids, the pressure-induced flow velocity will 
be linearly related to the sheath volumetric flow rate 

Upressure = aQsheath (20) 

The overall linear velocity of analyte in the cuvette is then 
given by the sum of the electroosmotic, electrophoretic, and 
pressure-induced flow velocity 

V 
U = ['uelectroosmosis + ,uelectroPhoresislL + aQsheath (21) 

The observed analyte velocity is expected to increase linearly 
with the electric field strength and to decrease linearly with 
the sheath volumetric flow rate. The time for separation will 
increase as the sheath flow rate increases 

r = _L_ = ------....:L==-----=-V,.--­
Utotal 

[,uelectroosmosis + ,uelectrophoresis] L + upressure 

(22) 

Electroosmotic flow in capillaries produces a flow velocity 
profile that is uniform across the tube diameter. Under 
conditions of pluglike flow, longitudinal diffusion is the major 
contribution to dispersion of a peak. The peak variance due 
to electroosmosis is simply 

(T2 diffusion = 2Dt (23) 

where D is the diffusion coefficient and t is the time for 
separation. 

In the absence of any other effect, the increased time re­
quired for analysis using a pressurized detector chamber will 
result in an increase in peak variance. The pressure-driven 
flow component induces an additional source of band 
broadening. Because this flow component is driven by a 
pressure difference and not by electroosmosis, the flow com­
ponent due to the pressure difference between the injector 
and detector is expected to have the classic parabolic shape. 
Note that the expected flow profile in capillary zone elec­
trophoresis with a pressurized detector is the difference of the 
flow profile produced by electroosmosis and pressure-driven 
flow: the flow profile is predicted to be faster near the walls 
of the capillary and slowest near the center. The parabolic 
flow profile due to the pressurized sheath flow cuvette pro­
duces a contribution to the peak variance given by (41) 

r2v2 
pressure 

CJ2pressure = 2-W- t 

where r is the radius of the capillary. 

(24) 

The overall variance is given by the sum of the variance 
due to diffusion and sheath flow 

2 - 2 2 _ [D rV2pressure] (2 ) 
CJ - CJ diffu,ion + CJ pressure - 2 + -W- t 5 

The overall variance due to both diffusion and a parabolic 
flow profile is given by substituting eq 21 into eq 24 

CJ2 = 2[ D + r2U2pressure] X 

48D 

L 
V 

[,uelectroosmosis + .uelectrophoresis] L + upressure 

(26) 

Finally, tre number of theoretical plates expected for capillary 
zone electrophoresis with a sheath flow detector, neglecting 
contribut ons due to extra column band broadening, is given 
by 

L{ [,uelectroosmosis + ,uelectrophoresis] f + Vpressure} 

N = ~ = ~---------=--------.!... 
CJ2 [r2

U
2 
pressure] 

2 D+-W-

(27) 

The nu:nber of theoretical plates will increase linearly with 
the appli"d potential; however, the plate count will not ex­
trapolate to zero at zero potential. Also, the number of the­
oretical flates will decrease with an increase in the flow 
component associated with the sheath flow cuvette. It is 
interestin, to note that the plate count would increase if the 
flow component induced by the sheath flow cuvette were in 
the same direction as the flow induced by electroosmosis. 

The res~lution of two peaks that elute close together is given 
by (2) 

N1/2 1'1 -1'2 
Rs= 4 L (28) 

Jl + ,uelectroosmosis + vpressure V 

Substituting eq 26 into eq 27 yields 

R'r[107~:H V l]t 
D + 48D Jl + Jlelecroosmosis + vpressure V 

(29) 

To improve the resolution of a separation, the applied po­
tential should be increased, the capillary diameter decreased, 
or the sh"ath volumetric flow rate should balance the flow 
velocity associated with electrophoresis and electroosmosis. 
In the lat,,, case, the first peak would elute after a very long 
time and the second peak would be driven to the injector. 

APPENDIX 2 
For very low concentration samples, the fluorescence power 

is propoLional to laser power, path length, analyte molar 
absorptivity, and analyte concentration 

(30) 

The path length of the measurement is equal to the diameter 
of the sample stream in the sheath flow cuvette. The sample 
stream diameter may be adjusted over a wide range by varying 
the samp.e and sheath stream volumetric flow rates. Neg­
lecting diffusion for the moment, the radius of the sample 
stream predicted by a hydrodynamic theory is given by (38) 

(

1 1 )1/2 X 1/2 - Q 1/2 
- _ sample 

rhydrodynan ic - ( 1l' ) (- + 1 
Q,heath 

(31) 

This moe el has been verified for a sample of micrometer 
diameter particles that would not suffer appreciable diffusion 
in the cmette. For a small sheath volumetric flow rate, the 
binomial ,xpansion may be used to approximate the bydro­
dynamic :adius as 



(
X)1/2 (Q I )112 

rhydrodynamic = - 2Qsamp e 
7r sheath 

(32) 

The volumetric flow rate of the sample stream is given by 
the product of the average linear velocity of the s2mple times 
the area of the capillary 

Q,.mple = ,,-r2 {[I'electroosmo'l' + I'electrophoresl,] f -- Vpressure} 

(33) 

The radius of the sample stream is then related to the elec­
trical field strength, the electrophoretic and ele( troosmotic 
mobilities, and the sheath volumetric flow rate 

rhydrodynamic ;:::::: 

(
xr2 {[I'electroosmo,ls + I'electrophoresl,] f + VI,res,ure} )1/2 

2Q,he.th 

(34) 

Under conditions where the pressure-induced component of 
flow is small compared to the electroosmotic flow, the sample 
stream radius, and hence fluorescence intensity for neat so­
lution, is expected to increase with the square root of applied 
potential. 

The sheath volumetric flow rate and the applie:J potential 
will influence the sample stream radius and the fluorescence 
intensity. These parameters also influence the fluorescence 
intensity through a second parameter, the anal) te concen­
tration at the peak maximum. Assuming a Gaussian peak 
shape, the concentration distribution eluting from he capillary 
is given by 

C(t) = moles injected X 1 1 exp [ =.!(!!!.)2] 
,,-r2,,(2,,-)1 2 2" 

(35) 

The concentration at the peak maximum is given by 
moles injected 

Cm•x = (36) 
,,-r2,,(2,,-)1/2 

Substituting eq 25, the peak variance, into eq 3{; yields 

moles injected 
Cm•x = 2 2 X 

(["'~'[ ""::~r aQ~" r (37) 

"-D+~L 

The maximum fluorescence signal should be proportional to 
the voltage gradient, laser power, and molar absorptivity; 
should be inversely proportional to the radius of tho capillary; 
and should have a complicated dependence upon the sheath 
volumetric flow rate 

moles injected 
P fluorescence = Plaser E 2/rr X 

{[I'electroo,mo,ls + I'electrophore,l,] f + aQ,he.th} X 

( 2.Q~~[ 0 : ~":;-llr (38) 
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Under conditions where the pressure-induced flow velocity 
is negligible, the fluorescence signal is given by 

P fluorescence = Plaser E 21rr [,uelectroosmosis + moles injected! 

V} X )1/2 
l'electroPhoresl']-L 2 Q DL 

7r sheath 
(39) 

The signal is proportional to the potential gradient and in­
versely proportional to the square root of the sheath flow 
volumetric flow rate. 
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Coprecipitation of Trace Metals by DNA and RNA Molecules 
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CopreclpHatlon of trace metal ions in the aqueous sample was 
Investigated by using several nucleic acids (DNA and RNA) 
as the carrier. After the pH of the solution containing metal 
Ion was adjusted, DNA or RNA dissolved in NaOH solution 
was added. Precipitation of DNA (or RNA) was done by the 
saHlng-out method, adding sodium chloride and acetone to the 
DNA-metal solution. Copreclpltation efficiencies for most 
positive metal Ions were found to be maximum at pH 2-3 
when sodium hydroxide-acetate buffer was used. Negative 
Ions such as Cr.Ol-, M070 • ."-, and PtCI/- were not precip­
Hated with DNA In the pH range from 1 to 12. It is also found 
that copreclpltations of cobalt(I II) complexes were domi­
nated by their charge, I.e., the complexes having plus three 
charge are copreclpltated with DNA at the high rate but the 
complexes of zero or minus charge are not. The anticancer 
drug cls-platln Is negligibly copreclpltated with DNA. The 
present copreclpltation method also allows the preconcen­
tration of trace metal Ions except iron, calcium, and magne­
sium, which were Intrinsically contained in DNA and RNA at 
the appreciable concentration. 

When trace metal distribution was measured in natural 
waters, preconcentration and isolation of analyte from the 
sample matrices are required; their concentration is lower than 
the detection limit and appreciable interferences of coexistent 
species sometimes appear in the measurement methods. 
Solvent extraction and coprecipitation methods were, there­
fore, reported as the sample pretreatment for analyzing the 
trace metals in natural waters. Hydroxides of metal ions such 
as AI(OH). and Fe(OH). are the common coprecipitator (1-3). 
Also, gallium (4), indium (5,6), magnesium (7), hafnium (8), 
and zirconium (9) hydoxides are utilized as the coprecipitator 
for multielements detection in aqueous samples by inductively 
coupled plasma (ICP) atomic emission spectrometry. Other 
than the hydroxide formation of metal ions, neodymium 
fluoride (10) was used for collection of actinide ions. Also, 
the complex formation between cobalt and I-pyrrolidine­
carboditioate (Co-APDC) is investigated as coprecipitation 
techniques for seawater analysis for Ni, Cu, Cd (11), Cr (12), 
V, and Mo (13, 14). 

In the present paper, a new coprecipitation method using 
biological materials such as nucleic acids is investigated for 
collection of trace metal ions in the aqueous samples. It is 
known that several transition metals combine with DNA and 
RNA and increase their stabilities. Also, zinc and magnesium 
participate with the transformation of nucleic acids (15, 16). 
Recently, some DNA and RNA molecules are commercially 
available at a rather inexpensive price, and here, we would 
like to evaluate these species as coprecipitating agents for trace 
metal ions in aqueous samples in terms of elucidation of 
interaction between trace metal ions and nucleic acids in 
natural waters. 

EXPERIMENTAL SECTION 
Reagents. Deoxyribonucleic acids extracted from salmon 

sperm purchased from Wako Pure Chem. Ind., Ltd. (047-17322), 
herring sperm purchased from Sigma Chemical Co. (D-3159), and 
deoxyribonucleic acid sodium salt from salmon testes (Type III) 

0003-2700/90/0362-0504$02.50/0 

purchased 'rom Sigma (D-1626) were used as the coprecipitation 
agents of DNA. ribonucleic acid from Tolula yeast purchased 
from SigmH (R-6625) and ribonucleic acid sodium salt from yeast 
purchased from Kojin Co., Ltd. (1600), were used as RNA. 

The star dard solutions of metal ions measured were as follows: 
(Co) CoCl, (1000 I'g of Co/mL) in 1 mol/L HCI; (Cu) CuCl, (1000 
I'g of Cu/mL) in 0.1 mol/L HCI; (Cd) CdCl, (100 I'g of Cd/mL) 
in 1 mol/L HC1; (Mn) MnCl, (1000 I'g of Mn/mL) in 0.02 N HC1; 
(Ni) NiCl, (1000 I'g of Ni/mL) in 0.1 N HC1; (Pt) H,PtC4 (1000 
I'g ofPt/mL) in 1 mol/L HCI, which were purchased from Wako. 
Chromium (III) nitrate (Cr(NO,Js·6H,O) at analytical grade 
purchased from Kanto Chemical Co. and spectroscopy grade 
potassium dichromate purchased from Katayama Chemical Co. 
were dissol,ed in the aqueous solution and used as the chromium 
standard solution. Ammonium molybdate «NH')6M070,,·4H20) 
purchased 'rom Katayama was dissolved in aqueous solution and 
was used ru, the molybdenum standard. The following cobalt(III) 
complexes synthesized by Dr. Katsuhiko Miyoshi, Hiroshima 
University. were also investigated in their ability to absorb to 
nucleic acids: [Co(NH')6]Cl" [Co(NH,).Cl]Cl" [Co(sep)]Cl" 
[Co(dien)CI,]C10" [Co(en),]Cl" K[Co(C,o,)(gIY)2]' Na[Co(edta)]. 
cis-Platin :cis-[Pt(NH,),Cl,]), anticancer drug, was a gift from 
Nippon KEyakU Co. Ltd. Abbreviations ofligands are as follows: 
en = ethylenediamine, dien = diethylenetriamine, and 

/CH,NHCH,CH,NHCH" 

sep = N-CH,NHCH,CH,NHCH,-N 

"CH,NHCH,CH,NHCH,/ 

Apparatus. Atomic absorption spectrometry was done with 
a Perkin-Elmer Model 603 atomic absorption spectrophotometer 
for flame atomic absorption spectroscopy (AAS) and a Shimadzu 
Model AA640-13 atomic absorption spectrophotometer with a 
graphite furnace controller, Model GFA-4, and an autosample 
injector, Models ASG-l and AIU-l, for graphite furnace AAS. pH 
dependence of coprecipitation efficiencies of the metal ions was 
determined by the air-acetylene flame AAS. Metal amounts (28 
elements) ntrinsically contained in DNA and RNA used in the 
present stldy were surveyed by a Seiko Model JY-48 ICP atomic 
emission spectrometer. A centrifuge made by Kubota, Model 
KN-70, WE S used in the separation of precipitates. 

Procedure. To calculate the collection efficiency of metal ions 
in the cop 'ecipitation with DNA and RNA, the following pro­
cedure wa,; performed: Metal ions were diluted into a buffer 
solution of 1 mol/L sodium acetate and 1 mol/L acetic acid. After 
the pH wa, adjusted, volume of solution was made to 3 mL. A 
0.5-mL po,tion of DNA or RNA solution (2% (w/v)) was then 
added, where DNA or RNA was made by dissolving them into 
10 mmol/L NaOH solution. The mixed solution was left for at 
least 30 m n at 1-5 oC, and 0.5 mL of 2 mol/L NaCI and 6 mL 
of acetone were added to the solution in this order. The white 
precipitat<- appears when acetone is added. After this solution 
was allowei to stand for 30 min, the precipitate was collected by 
centrifuga ;ion (2000 rpm, 15 min). The centrifugal rotor was a 
swing type and tubes made of glass were used for this centrifu­
gation. Af,,,r the supernatant was discarded, the centrifugal tube 
with the precipitate was rinsed with ethanol once. The precipitate 
was dissol',ed into a mixture of 0.5 mol/L ammonia water and 
0.2 mol/L ethylenediaminetetraacetic acid diammonium salt 
«NH,),-EDTA). 

RESULTS AND DISCUSSION 
Optimization of Coprecipitation Procedure. Several 

ways are known for the precipitation of DNA or RNA from 
their solucions. Denaturation by the strong acids such as 

© 1990 Americ an Chemical Society 
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Table I. Contents of Metals in Nucleic Acids Used in this Study, I'g/It' 

AHW(l) AHW(2) AHW(3) AHW(4) AHW(5) D-3159 D-1625 R-6625 K-1600 

As 11 13 12 14 12 <5* 22 <5* <5 
Ag <0.7* <0.7* <0.7* <0.7* <0.7* <0.7* <0.7* <0.7* <0.7* 
AI <3* <3' <3* <3' <3' <3* 72 <3* <3' 
Au 0.6 1.0 0.8 0.8 1.3 <0.2* 13 <0.2' <0.2' 
B <5* -5 <5* <5* <5' <5* <5* <5* <5* 
Ba <0.4' 1.2 0.5 0.5 0.6 <0.4* 2.9 <0.4* <0.4* 
Ca 101 139 136 130 121 748 45 1420 22800 
Cd <0.3* <0.3* <0.3* <0.3* <0.3* <0.3* 3 <0.3* <0.3* 
Cr 5.1 5.2 5.2 5.2 5.4 <0.7* 6.8 2 <0.7* 
Cu 8.0 9.6 8.4 11 9.3 <0.5* 8.8 <0.5* <0.5* 
Fe 23.0 22.7 23.4 20.0 23.1 7.8 6.7 31.3 18.1 
Ga <8* <8* <8* <8* <8* <8* 85 <8* <8* 
Ge 5 7 6 7 7 <4* 36 <4* <4* 
Mg 70 77 79 79 73 190 19 7430 112 
Mn 0.3 0.3 0.3 0.3 0.3 <0.1* 1 80 0.4 
Mo 3.2 3.4 3.4 3.4 3.5 <0.8* 4.1 <0.8* <0.8* 
Ni <2' <2* <2* <2* <2* <2* 9.5 <2* <2* 
Pb <4* <4* <4* <4* <4* <4* 32 <4* <4* 
Sb <5* <5* <5* <5* <5* <5* 39 <5* <5* 
Si <1* <1* <I' <1* <1* <1* 3 <1* 200 
Sn 2 2 2 2 2 <2* 7 <2 <2 
Sr <0.4* <0.4* <0.4* <0.4* <0.4* 15 2 15 7 
Ti <4* <4* <4* <4* <4* <4' 4 <4* <4* 
V 35 35 35 35 36 13 8 <0.8* <0.8* 
Y <0.4* <0.4* <0.4* <0.4* <0.4* <0.4* <0.4* <0.4* 
Zr <0.7* <0.7* <0.7* <0.7* <0.7* <0.7* <0.7* <0.7* 
Zn 4.0 4.3 4.1 4.2 4.2 2.0 2.9 1.7 38 

a Nucleic acids (sample) of the various commercial DNA and RNA were dissolved into 8% ammonium water at 1 % concentration, and the 
elements listed in the table were simulataneously me ,"ured by the ICP atomic emission spectrometry by directly nebulizing the above 
solutions. AHW(I-5) show the different bottles of the ,.me reagent number (DNA, Wako, 047-17322). D-3159, DNA (Sigma); D-1625, DNA 
sodium salt (Sigma); R-6625, RNA (Sigma); K-1600, RHA sodium salt (Kohjin). Asterisk indicates an amount less than the detection limit. 

trichloroacetic acid (TCA) or perchloric acid with iecreasing 
pH causes precipitation of DNA and RNA. However, the 
precipitate made by this method can not adsorb metal ion; 
i.e., DNA was added to the solution including cotalt(II) ion 
at a few micrograms per milliliter, and TCA or perchloric acid 
was added at the concentration of 1 % for making the pre­
cipitate. However, this precipitate included cobalt less than 
5% in collection recovery. Salting-out by adding ,m organic 
solvent is better than denaturation by acid for pndpitation 
of DNA or RNA. The collection efficiencies of cobalt(II) ion 
at pH 4 after addition of NaCI and 1 % DNA (Wako, 047-
17322) were 65 + 5%, 43 + 8%, and <3% for using acetone, 
ethanol, and perchloric acid, respectively. 

When the filtration was adopted instead of the ~entrifuge 
for collecting DNA precipitate, some portion of precipitate 
was passed through the filter even using a membrane filter 
with a pore size of 0.2 I'm. It is also confirmed that the 
coprecipitation rate is almost constant against the time for 
producing the precipitate after adding DNA soluCon from 2 
to 40 min. The solution temperature during the formation 
of the precipitate did not affect the metal coiled ion in the 
range from 5 to 25°C. 

Metal Contents Intrinsically Found in DNA ;md RNA. 
For the purpose of using DNA and RNA molecules for col­
lecting the trace metals in the aquatic samples, the original 
metal contents of these species must be measured. Table I 
shows the metal concentrations in the nucleic acds used in 
the present study. These values are calculated ba led on the 
analytical results obtained by nebulizing the solutio1S of DNA 
and RNA without digestion or pretreatment. Sin~e the sol­
ubilities of these nucleic acids are rather low, 1 % solutions 
were analyzed. Contents of Ca, Mg, and, Fe are high, and 
appreciable amounts of Cu, Cr, Mo, V, and Zn can be found 
in some DNAs and RNAs used in the present e:<periment 
according to Table I. When these DNA and RNA molecules 
are used as the coprecipitation carrier for the tlace metal 
analysis, it is probable that the large interference of Ca and 

Mg might occur in the case of ICP atomic emission analysis. 
Dependence of Co precipitation Efficiency on pH of 

Solution. Figure 1 shows the coprecipitation rates of various 
metal ions where sodium acetate-acetic acid buffer (3 mL) 
is used and 1 % DNA (Wako, 047-17332) solution (0.5 mL) 
was added as the coprecipitation carrier. It can be seen that 
maximum efficiency of coprecipitation is found in the range 
of pH 2-3 for most metal ions which have a positive charge. 
Cd2+ is the exception and a few percent is collected with the 
DNA molecule. It is confirmed that the collection recovery 
of Cd2+ is also very low up to pH 6 where potassium phos­
phate-sodium borate buffer is used. Cr'+ shows the optimum 
pH of coprecipitation below pH = 2, reaching almost 100% 
recovery. Ni2+ possesses the widest optimal pH range ex­
tending up to pH 3.5. Most of positive metal ions show re­
covery rates (coprecipitation rate) greater than 80% for DNA 
at a DNA concentration of 0.14% in the final solution. 

Metal ions in negative specis such as Cr2072- and PtC162-
show extremely low coprecipitation efficiencies in most pH 
ranges from 1 to 13.5, where the pH was adjusted by 0.1 mol/L 
phosphate + 0.05 mol/L borate buffer and a concentration 
of 20 I'g of Cr or Pt/mL solution was inspected. An exception 
was a slight increase (about 25 %) in the recovery found in 
the case of molybdate (M070 246-) at very low pH (Figure 2). 
It is evident that DNA molecules do not adsorb metal-con­
taining species of negative charge. 

Figure 3 shows the pH dependence of coprecipitation ef­
ficiency of C02+ using different DNA and RNA molecules other 
than the previous DNA (Wako, 047-17322). Significant dif­
ferences among the use of different coprecipitation carriers 
could not be found in these figures. RNA has a single strand 
structure and DNA takes a double strand. Therefore, in DNA, 
bases such as adenine, guanine, cytosine, and thymine (or 
uracyl), which show the potential to coordinate to metal ions, 
pair with each other. Therefore, it can be assumed that 
phosphates oriented outside the DNA attract metal ions. In 
contrast, RNA can contact metal ions with both bases and 
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Figure 1. pH dependences of coprecfitation efficiencies of metal ions having positive charge. The concentrations of metal ions were as follows: 
Co'+, 10 I'g/ml; CuH , 3 I'g/ml; Ni' ,5 I'g/ml; Cd'+, 3 I'g/ml; MnH , 10 I'g/ml; '.nd Cr'+, 20 I'g/mL. A 0.5-ml portion of DNA solution at 
1 % concentration was added to 3 mL of metal solution. 
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Figure 2. pH dependence of coprecipilation efficiencies of molybdate 
ion. The concentration of solution is 20 I'g of Mo/mL. The volumes 
of the solutions added were the same as those given Figure 1. The 
values shown by the solid circle were obtained with 0.1 molll phos­
phate + 0.05 mol/l borate buffer. The values shown by the open 
circle were obtained with 1 mol/L sodium acetate buffer. 

phosphate groups. However, this structural difference between 
DNA and RNA was not revealed in this coprecipitation study. 
It is probable that RNA molecules wind and their bases do 
not interact with metal ions. 

Apart from the above discussion, metal species possessing 
a negative charge did not coprecipitate with DNA. This 
suggests that the adsorption site of DNA is phosphate and 
electrical repulsion affects binding of negative metal species. 

Dependence of Co precipitation Efficiency on the 
Amount of Carriers. Figure 4 shows the dependence of 
coprecipitation efficiency on the amount of carrier added. A 
decrease in the amount of nucleic acid below 10 mg/mL (1 %) 
causes a linear decrease in coprecipitation efficiency of C02+. 
In this figure, a large difference could not be found in the 
different coprecipitation carriers. Addition of nucleic acids 

Table II. Coprecipitation Efficiencies of Metal Complexes 
with Addng 0.15% DNA (Wako, 047-17332) Solution' 

complex pH' % efficiency 

[C,,(NH,),l'+ 11.8 89.1 
[C,,(en),l'+ 11.8 72.5 
[C,,( dien)2J'+ 11.8 70.9 
[G,(sep)]'+ 11.8 67.4 
[C,,(NH3),CI]'+ 11.9 33.3 
[G,(C2O,)(gIY)2J- 12.1 12.1 
[G,(edta)]' 12.0 2.4 
cis-platin (Pt(NH')2CI2) 11.5 <d.l.' 

a Aquecus solutions containing 10-20 JLg of metal were measured. 
'pH meru;ured after dissolving the complex. '<d.l., less than the 
detection "li __ m_i __ t. _________________________________ _ 

at >20 rrg/mL (2%) provides recovery close to 100%, except 
RNA-so:lium salt, which shows rather low coprecipitation 
efficiency compared to other nucleic acids. 

It is confIrmed that the coprecipitation efficiency is constant 
from 10 ng to 10 I'g of Co/mL within the precision of mea­
surement. Therefore, the present method can be used for 
preconcentration of trace metal ions in the aqueous samples. 
In the case where centrifugation is employed as the collecting 
method )f precipitates, the maximum concentrating rate is 
~ 100 times, which means a few tens parts per thousand is 
the detection limit of cadmium, cobalt, nickel, and so on which 
possess the detection limit of a few parts per billion in carbon 
furnace '.tomic absorption spectrometry and of which intrinsic 
contents in the DNA and RNA used are negligible. 

Coprecipitation of Complexes. The present method was 
also app jed to the coprecipitations of cobalt(III) complexes 
and cis-platin_ The complexes were dissolved in distilled water 
(no pH adjustment), and then coprecipitation using 1 % DNA 
(Wako, 047-17332) solution was performed. The results are 



~ 0 

>100 leo 
() A 
Z 
W 

o 0 00 0 

o 00 0 0 

() 
0 0 

0 

u..so 50 
u.. 
w 

ANALYTICAL CHEMISTRY, VOL. 62, NO.5, MARCH 1, 1990.507 

0 

00 

4 

pH 

B 

o 
o 

o 
o 0 

%80 

lOa 
c 

50 

OL-~ __ ~ ____ ~ __ ~_o_o~o-,-
6 4 

Figure 3. Coprecipltation of coba~(II) ion against various rucleic acids. 0.5 mL of nucleic acid at 1 % concentration was added to 3 mL of coba~(II) 
solution of 10 }lg of Co/mL. Key: (A) DNA from herrin~ sperm (Sigma, D-3159); (8) RNA from Tolula yeast (Sigma, R-6625); (C) RNA sodium 
salt from yeast (Kohjin, R-1600). 
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Figure 4. Dependence of coprecipitation amount on the amount of 
nucleic acids: (e) DNA from salmon sperm (Wako, 047-17322); (0) 
DNA from herring sperm (Sigma, 0-3159); (+) RNA from "olula yeast 
(Sigma, R-6625); (0) RNA sodium salt from yeast (Kohji" R-1600). 

shown in Table II. It is evident that the copreci. itation of 
complexes with DNA is dominated by the charge of (omplexes: 
The complexes having charge of +3 coprecipitatE at about 
70% efficiency, and 0 or minus charges do not. Among the 
complexes of +3 charge, hexaamminecobalt shows an excep­
tionally high coprecipitation rate. A high affinit,' of hexa­
amminecobalt complex was also found in the case of cobalt 
uptake into E. coli cells (17, 18). 

It is found that when tris(hydroxymethyl)aminomethane 
(Tris) was used as the buffer instead of acetate, cob ut(II) ion 
coprecipitates at a high rate with DNA at high pH 'lalue (pH 
>8) (see Figure 5). This result might be interpreted according 
to the complex formation between cobalt(II) ion and Tris, 
which can be easily adsorhed to DNA. 

In conclusion, DNA or RNA molecules may be uHed as the 
collector (carrier) of trace metal ions. The amount of carrier 
to be added is similar to other coprecipitation methods. 
Essential differences were not observed in the DNA and RNA 
from the different source in terms of pH response and amount 
of addition. Compared with other coprecipitation techniques, 
such as cobalt-APDC complex formation or hydroxide for­
mation of aluminum and iron, the present method does not 
use toxic heavy metal ions as the carrier. This is one advantage 
of the present method for eliminating or collecting trace metal 
ions in aqueous samples. Furthermore, when trace elements 
are measured in natural water, it has been pointer out that 
coprecipitation by inorganic substances such as metal hy­
droxide cannot capture some ions in the dissolved forms as 
organic complexes (19,20). The present method has a pos­
sibility of collecting these species. Also, when the total dis-

100 

~ 

> • • () • • 
Z • UJ •• () 50 
IJ.. 
IJ.. 
UJ 

• 
0 

8 9 

pH 

Figure 5. Coprecipltation efficiency of coba~(II) ion in Tris buffer. The 
experimental conditions are the same as those given in Figure 1 except 
that 0.1 mol/L Tris was used as the buffer instead of acetate-sodium 
acetate. 

solved metals have to be measured, some digestion procedures 
of sample are recommended prior to the measurement. 

In natural waters such as river water and seawater, the 
distributions of trace metals are mainly dominated by the 
biological activities, in which adsorption and desorption of 
trace metals through the ecological systems are essential: 
ingestion, excretion, and decomposition of organic habitant 
determine the trace metal distributions (21-23). According 
to the present results, nucleic acids themselves are not strong 
adsorbers in the pH region found in natural waters. However, 
when some ligands such as amines exist and when complex 
formation of metal ions occur, these nucleic acids can become 
good metal adsorbers. In the open ocean, molybdenum 
(molybdate) is classified as a conservative element that ho­
mogeneously distributes in seawater, where the eliminating 
mechanisms by marine organisms do not work. In contrast, 
the distributions of metal ions having positive charge such 
as Co'+, Cu'+, and Ni'+ are influenced and show a good cor­
relation to nutrient ions (phosphate, nitrate + nitrite, and 
silicate). These facts correspond to the present result. 
Therefore, the coprecipitation of trace metal ions by the salting 
out technique may be an informative method to evaluate the 
interaction between trace metals and organic matter (or or­
ganisms themselves) in natural water. 
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Asphaltenes in Crude Oil: Absorbers and/or Scatterers in the 
Near-Infrared Region? 

Oliver C. Mullins 

8chlumberger-Doll Research, Old Quarry Road, Ridgefield, Connecticut 06877 

The question of the relative magnitudes of light absorption and 
scattering by asphaltene particles In crude oils is addressed 
for the near-Infrared spectral range. The effect of dilution with 
carbon tetrachloride on crude 011 spectra is determined for 
asphaltic crude oils and these results are contrasted with 
similar measurements on crude oils with an immiscible wax 
phase. This comparison Implies the dominance of absorption 
over scattering for asphaltic crude oils while scattering and 
absorption are found to be Significant for waxy crude oils. 
Separation of crude oils Into asphaitenes and maltenes allows 
for measurement of the absorption of individual crude oil 
components. The comparison of the original and composite 
spectra clearly shows that absorption dominates over scat­
tering in the near-IR region. The functional forms expected 
for absorption and scattering are examined and found to be 
consistent with the experimental data. 

INTRODUCTION 
Asphaltenes are one of the primary components of crude 

oil and have been the subject of a variety of studies ranging 
from efforts to unravel their enigmatic structure, to clarify 
their association with resins in crude oil, and to understand 
their impact on crude oil distillation and cracking (1-3). The 
classification asphaltene is defined largely by solubility 
characteristics; asphaltenes, which are quite polar and po­
larizable, are solids that are insoluble in small alkanes such 
as heptane and are soluble in benzene and carbon tetra­
chloride. They are suspended in crude oils within structures 
similar to micelles with the resins acting as the surfactants. 

0003-2700/90/0362-0508$02.50/0 

The aspl:altenes interact favorably with the polar functions 
of the resins while the alkyl groups of the resins interact 
favorably with the predominantly saturated alkanes of the 
continuoJs phase of the crude oil. Resins are also defined 
operatiorally in terms of their separation characteristics; they 
are soluble in n-heptane but insoluble in liquid propane (1). 

Aspha.tenes are a dark brown to black, friable, infusible 
solid corn ponent of crude oil. They are characterized by a CH 
ratio clme to one and specific gravities close to one and are 
highly aromatic. Heteroatom content varies but is greater than 
the com,sponding oil. The heavy metal content of oils is 
frequently contained in the asphaltenes, often in porphyrin 
structUrE·S. The molecular structure of the asphaltenes bave 
long been of interest and a wide variety of experimental 
methods have been used to explore this issue. Infrared 
spectros"opy and NMR performed on asphaltenes indicate 
the presmce of saturated substituents (primarily methylene 
groups) ",hile the CH ratio, UV-visible spectra, and X-ray 
scattering indicate the presence of large fused aromatic ring 
systems (1-3). 

Variotls methods have been used to determine the structure 
and size of tbe asphaltene particles; typically these studies 
rely on separating the asphaltenes from the crude oils. The 
aromatic sheets within (and between) asphaltene molecules 
have been shown to stack in complexes roughly 12 A wide and 
20 A high (4). The asphaltenes appear to be polydispersed 
and the! e may be some variation in asphaltene particle sizes 
among different crude oils. Small-angle X-ray scattering yields 
sizes (radii) of the asphaltene particles of approximately 30-50 
A (5, 6). Similar results are obtained from electron microscopy 
(7). Gel permation chromatography results generally agree 
with this range indicating a mean size of approximately 30 
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A and with a considerable range in sizes (8). Furthermore, 
large scale aggregation is important for asphaltenes. The 
differing aggregations of asphaltenes are considered the 
primary cause of the wide range (a factor of ~ [00) in the 
experimental determinations of molecular weights of as­
phaltenes (9). 

The determination ofthe sizes of the micelles is cnuch more 
relevant to the present study and much less certain due to 
limitations imposed by the study of unaltered crude oils. Some 
evidence indicates that the micelles are not much larger than 
the asphaltene particles themselves (10). This w)uld imply 
that perhaps only a few asphaltene molecules are contained 
in a micelle and would also imply that the association of resins 
with asphaltenes does not increase the size of tt e complex 
much beyond the size of the asphaltene particle,. The size 
of the asphaltene particles should establish a low"r limit for 
the micelles which are composed of the asphaltenes plus resins. 
The extent of asphaltene aggregation is difficult to determine 
and may vary depending on the particular crud, oil. Con­
clusive evidence particularly concerning the shapemd nature 
of the micelles and even of the chemical identity .)f the con­
stituent components remains elusive. 

Our interest has been to explore the broad light extinction 
profile of crude oils in the near-infrared (near-Un spectral 
range; here, crude oils exhibit a wide range of extinction 
coefficients. Two possible mechanisms can account for the 
extinction of transmitted light in this spectral range: electronic 
absorption and scattering from the asphaltene complexes. It 
is the purpose of this report to discern the relative i cnportance 
of absorption and of scattering in producing atte 1uation of 
transmitted light in the near-IR region. The coloration of 
crude oils in the visible region indicates that 1.bsorption 
contributes to the extinction coefficient. By inference, ab­
sorption is also expected to contribute to the extinction 
coefficient in the near-IR region, but scattering can also sig­
nificantly contribute to extinction as it does in coal for the 
visible region (11-14). The spectroscopy of crude oils in the 
near-IR range can facilitate chemical analysis, but the relative 
contributions of absorption and scattering must bE known to 
make use of the spectroscopic data. 

Various mechanisms of electronic absorption are possibly 
operative for asphaltenes. Large aromatic ring systems can 
undergo ".".* and n".* transitions thereby producmg visible 
and near-IR absorption. As the size of the aromatic ring 
system increases, the absorption band edge shifts to lower 
energy. Only large aromatic fused-ring systerr s possess 
electronic transitions in the near-IR range. Ring sYftems with 
heteroatoms possess n".* transitions that are appreciably 
red-shifted compared to ".".* transitions but are also much 
weaker in intensity (I5). In addition, charge-trarsfer com­
plexes can produce absorption at long wavelengths; this 
mechanism may contribute to the spectrum of cod (11, 16). 
Electron paramagnetic resonance (EPR) measurenents sug­
gest that free radicals may contribute to the spectrum of coal 
(I1) and similarly may contribute to the spectnm of as­
phaltenes (17). In this report, we do not attempt :0 discern 
the relative contributions of the different electronic excitation 
processes. The structure of the absorption edge is dependent 
on both the spectra and concentration of the individual 
chromophores in the crude oil. Vibrational overtone transi­
tions can also be observed in the near-IR region b'lt are not 
of interest here. 

Extensive work has been performed on the light lcattering 
and absorption properties, as well as other physical properties, 
on coal (11-14) and carbon (I8). Recent work has abo focused 
on the relative significance of scattering vs absorption in coal 
(14). Coal possesses light-absorbing species such as large 
aromatic molecules, free radicals, and possibly charge-transfer 
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complexes (11, 12, 16). Coal has scattering centers composed 
of mineral inclusions and voids dispersed in the carbon matrix 
(I 1-13). Thus, the issue of the relative strengths of scattering 
and of electronic absorption applies to coal as well as to crude 
oil. For coal, scattering of visible light was found to be quite 
strong, even for path lengths of a few micrometers (11-14). 
Even though coal appears black in the backscatter direction, 
scattering is a significant source of attenuation for trans­
mission. The scattering could be greatly reduced (but not 
eliminated) by filling the voids in coal with organic solvents 
(14). However, it is difficult to compare coal and crude oil 
quantitatively. The mismatch of the index of refraction be­
tween the continuous and discrete phases is significantly larger 
in coal than in crude oil where both phases are predominantly 
hydrocarbons. Additionally, the size of the scatters in coal 
is frequently much larger than in crude oil. Furthermore, 
because coal is much more aromatic than crude oil, the 
electronic absorption per unit length is expected to be mum 
greater. Furthermore, (petroleum) asphaltenes may be 
qualitatively or quantitatively different from coal with regard 
to the absorption by charge-transfer complexes or free radicals 
(11,17). Thus, it is difficult to directly compare conclusions 
regarding coal to crude oil, but the question comparing the 
relative strengths of absorption to scattering applies in both 
cases. 

THEORY 
Here, we establish some of the considerations of light 

scattering and absorption in the case of crude oils. We are 
concerned with the possible scattering of light of wavelength 
).. ~ llLm by particles which are approximately O.OllLm; thus, 
the scattering regime is in the Rayleigh limit. With regard 
to absorption, even though the transitions of interest are 
electronic, which are normally quite strong, the radiation of 
interest is of sufficiently low energy that the absorption cross 
sections per unit mass for the crude oils and even for the 
asphaltenes are not large; these materials can be considered 
slightly lossy. For slightly lossy dielectric spheres in the 
Rayleigh limit, the scattering and absorption processes con­
tribute separately to the extinction coefficient (19). That is 

(J'tot = usc + (jabs (1) 

where "tot, """ and "abs are the total, scattering, and absorption 
cross sections, respectively. The differential Rayleigh scat­
tering cross section d"",/ dQ is obtained from the ratio of 
square of the electric field in incident Einc and scattered E", 
beams (19) 

d"sc/dQ = R21(e·Esc)12 II(e'-E inc)!" (2) 

where e' and e are polarization vectors for the incident and 
scattered radiation and R is the distance away from the 
scatterer. In the radiation zone the electric and magnetic fields 
take the form of spherical waves 

Bsc = k 2 exp(ikR)IR exp(-iwt) (n X p) (3) 

and 

Esc = Bsc X n (4) 

where n is the unit vector in the direction of the scattered 
radiation, k = 2"./).., w = kc, and p is the dipole moment. The 
magnetic susceptibility is assumed to be zero. For small 
dielectric spheres the dipole moment is given by 

p = (, - 1)/(' + 2)r'lEinc (5) 

where, is the dielectric constant; for slightly lossy dielectrics 
, = " + i," and " »,". "" is obtained by integration of the 
differential cross section over alI directions and summed over 
both polarizations of light (19) 

"sc = (S"./3)k4r61(' lll(' + 2)12 (6) 
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For the scattering cross section, , represents a ratio of the 
dielectric constants of the discrete and continuous phases. The 
relative scattering cross section, which is given by the ratio 
I1,J1rr2, scales with (r/A)4 which is the well-known result for 
Rayleigh scattering. In the absence of multiple scattering and 
in the Rayleigh limit, a greater number of smaller spheres is 
a much less efficient scatterer than a smaller number of larger 
spheres, for a given mass of scattering material. If the size 
of the scatterer becomes comparable to the wavelength of light, 
the Rayleigh scattering description no longer applies and, 
furthermore, the wavelength dependence of the scattering is 
reduced. 

The rate of energy loss Q due to absorption is given by (19) 

Q = 1/2Re(p·d(Einc*)/dt) (7) 

again assuming the magnetic susceptibility is zero. Dividing 
Q by the energy flux density in the incident wave clEincl2/ 8". 
results in eq 8. Thus, for " » ,", the absorption is linear in 

<Tabs = 12".kr3," 1[(" + 2)2 + ,,,2] (8) 

,", the imaginary part of the permittivity and the absorption 
also scales with the volume of the sphere. The ratio of the 
scattering to absorption cross sections scales with r3; so for 
a given value of ,", the particle size is critically important in 
determining the relative significance of scattering. 

It is important to remember that the two assumptions, the 
dielectric spheres being slightly lossy and in the Rayleigh limit, 
both strongly depend on wavelength, so caution must be used 
when extrapolating the above arguments. 

The scattering and absorption cross sections result in an 
exponential attenuation of transmitted light as shown in eq 
9 where 10 and 1 are the intensities of incident and transmitted 

1 = 10 exp(-N<Tto,) (9) 

light and N is the number of particles of cross section I1tot• 

Thus, the cross section is linearly related to optical density 
(OD) 

OD = log ([01 n = 0.434N <Ttot (10) 

Up to this point we have considered the light attenuation 
characteristics of a single particle. For cases where the 
scattering centers are far apart and where the mean free path 
of light is greater than the sample cell, one can neglect multiple 
scattering. However, with crude oils the concentration of 
asphaltenes can be sufficiently large that the correct de­
scription would include multiple scattering with either co­
herence or incoherence in the scattered waVe. Multiple 
scattering complicates the description considerably and the 
specific form of the total cross section depends on the par­
ticular multiple srattering regime. Different crude oils contain 
widely different quantities of asphaltene and thus would cover 
a variety of multiple scattering regimes. We do not list results 
regarding multiple scattering but point out "that the results 
from eqs 6 and 8 must be modified and that scattering and 
absorption can no longer be treated separately. Nevertheless, 
for multiple scattering with absorption, the total cross section 
is in general still strongly wavelength dependent and eqs 6 
and 8 can be used as a guide to understanding this wavelength 
dependence. 

EXPERIMENTAL SECTION 
Fourteen crude oils were obtained from North America, the 

Middle East, the Far East, and Africa. The oils differed con­
siderably in chemical and physical properties such as asphaltene 
fraction, aromatic content, viscosity, color, and density. The 
asphaltene fraction was prepared as follows: Crude oils were 
diluted with n-heptane in a ratio of 1 g of crude oil/40 cm3 

n-heptane and the resulting solution was allowed to stand for 
approximately 24 h. The solution was then filtered (pore size of 
200 /lm) and the reSUlting asphaltene was washed with hot n-

heptane unti l this heptane was colorless. The asphaltene was then 
air-dried ani weighed. It is important to note that the details 
of the sepanction procedure can strongly influence the properties 
of the resulting asphaltenes (20). The asphaltene content of the 
14 crude oib varies from 0% to 15% by weight; this sample set 
is suitable to reveal light attenuation characteristics of crude oils 
and asphaltenes. We note that certain crude oils possess two 
immiscible hydrocarbon phases and the precipitation procedure 
is complicated by the presence of waxlike materials which are 
insoluble in light hydrocarbons but which do not possess typical 
chemical properties of asphaltene. 

All near-I R spectra were obtained with a Mattson Cygnus 100 
FTIR speclrometer equipped with a W-I2 lamp and a liquid­
nitrogen-cooled InSb detector. Various path-length spacers were 
used in a cell with sapphire windows to obtain the spectra of the 
crude oils and a 20-mm quartz cell was used for the diluted crude 
oil samples The CCI4 solutions of asphaltenes were heated to 
ensure total dissolution of the asphaltene and then cooled to room 
temperatur" in order to run spectra. However, some small dilution 
errors (perhaps 1 %) were introduced due to the residual tem­
perature differences of the cooled solution with ambient tem­
perature. IV eighing errors also contribute approximately 1 % 
errors. 

The elecl.ronic absorption spectra of the maltenes were needed 
to create tho composite absorption spectra for the crude oils. The 
maltenes wore obtained as a product of the asphaltene separation 
procedure; consequently, the maltenes were diluted with large 
volumes oj" n-heptane. The spectra of the diluted maltenes 
contained arge overtone peaks associated with the n-heptane; 
these peak" could not be accurately subtracted from the maltene 
spectra. In light of these difficulties the following procedure was 
used to oblain the electronic absorption spectra of the maltenes: 
the spectre m of n-heptane was subtracted from the spectrum of 
the maltene diluted in large volumes of n-heptane. A 2 cm path 
length cell was used to obtain appreciable attenuation due to the 
maltene. However this long path length resulted in the CH 
stretch-piles-bend and the CH two-stretch peaks being beyond 
the linear range of the spectrometer. Consequently, only the 
spectral ranges of 4800-5200 and 6200-10000 cm-l were used to 
determine the broad attenuation due to the maltene. These two 
spectral ranges were least-squares fit to a single exponential 
function of the form OD = a exp(bx(cm- l )), where a and b are 
constants whose values are to be determined and x is the wave­
number oj the photon. The factor a was scaled by the concen­
tration ratio of the maltene in the crude oil and in the dilute 
solution. ~'his method allowed for the determination of the broad 
attenuaticn of the maltene but not for the overtone and com­
bination land structure of the maltene. 

The del ection of fluorescence emission can interfere with the 
measurement of accurate absorption data (21). Our FTIR data 
would only be sensitive to infrared-excited fluorescence; never­
theless, fllorescence emission can even occur with infrared ex­
citation (.. 1). Because fluorescence emission from solutions is 
isotropic, ";he small solid angle (0.02) of the light collection optics 
results in '.he collection of only ~0.17% of any fluorescence. The 
optical densities employed in our studies are almost always less 
than 1.0; lhus, even quantum yields of unity for infrared-excited 
fluorescence would produce very small errors. Furthermore, 
quantum yields of infrared-excited fluorescence in crude oils and 
asphaltenes are expected to be less than unity. 

RESULTS AND DISCUSSION 
Figure 1 shows typical near-IR spectra of three crude oils 

where tW) distinct mechanisms for the extinction of light are 
apparent. Each spectrum consist of a series of peaks with 
decreasing intensity at higher energy superimposed on a broad 
continuu n characterized by an increasing extinction at higher 
energy. The progression of peaks corresponds to vibrational 
overton"", and combination bands of predominantly saturated 
hydrocar )ons and their general assigrmnents are given in Table 
1. 

The origin of these absorption peaks is generally well un­
derstood and these peaks are relatively invariant in the dif­
ferent spectra (of course, their intensity scales with path 
length). At least in the near-IR range, all peaks in the spectra 
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Figure 1. Near-IR spectra of three crude oils for a 1 mm path length. 
Two distinct attenuation processes are evident: one resutting in similar 
peaks in all spectra, the other resu~ing in a variable broad attenuation. 

Table I. Assignments and Positions (in em-I) for Some 
Overtone and Combination Bands in Crude Oil Sp>ctra 

CH, CH, 

CH stretch plus bend 4334 4::98 
4262 4::75 

4,:07 
CH two-stretch 5813' 5('10 

5778 51;72 
5677 

CH two-stretch plus bend 7188 
7085 
6990 

CH three-stretch 8262 8,87 

, Composite peak with significant CH, character. 

of crude oils correspond to vibrational transition;. These 
peaks provide little information about the significance of 
scattering by asphaltene particles and are not of further in­
terest in this report. 

(A) Dilution Effects on Crude Oil Spectra. In order 
to determine whether scattering or absorption dominates the 
extinction characteristics in the near-IR region for crude oils, 
four crude oils were subjected to dilution with C>~14 in an 
attempt to dissolve the asphaltenes. CCl4 is known to be an 
excellent solvent for asphaltene as well as for maLenes. It 
is expected that this dilution of crude oils causes dissociation 
of micelle components much as dilution of pure aSf haltenes 
results in the dissociation of asphaltene aggregates (8). Di­
lution factors for the crude oils varied from 20:1 to 8C:1, giving 
asphaltene concentrations in the CCl4 solutions between 10-' 
and 10-5 g/ cm'. With these low concentrations, we hE ve found 
that Beer's law applies. Gel permeation chromatography 
(GPC) results indicate that concentrations of asphaltenes of 
approximately 10-' g/ cm' are dilute; asphaltene agrregation 
should be significantly reduced at these concentra1.ions (8). 
With such extensive dilution, some effect is expected on the 
asphaltene dispersion and thus the scattering strength of the 
crude oil. Because dilutions of crude oils in the ratio of 40:1 
result in asphaltene precipitation when poor solven'cs for as­
phaltenes are used, it is reasonable to expect significant 
solvating effects from the same ratio of dilution of .;rude oil 
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Figure 2. Effect of CCI, dilution on the spectrum of an aspha~ic crude 
oil. The solid curve is the near -LR spectrum for a crude oil which is 
5.6% by weight asphaltene and the dashed curve is the spectrum of 
the same crude oil diluted 40: 1 with CCI, (w~ a factor of 40 increase 
in path length). Extensive dilution is accompanied by only subtle 
spectral changes. 
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Figure 3. Effect of CCI, dilution on a spectrum of an asphaltic crude 
oil. The solid curve is the near -IR spectrum for a crude oil which is 
9.0% by weight asphaltene and the dashed curve is the spectrum of 
the same crude oil diluted 80: 1 with CCI, (with a factor of 80 increase 
in path length). 

using a "good" solvent for asphaltenes. 
Figures 2 and 3 show overlays of spectra of diluted and 

undiluted samples of the crude oils; similar data were obtained 
with other crude oils. The path length of the diluted samples 
was increased in the ratio of the dilution factor. Although 
some small differences exist between the spectra of diluted 
and undiluted crude oils, the dominant finding is that dilution 
has very little impact on the spectra of crude oils. Scattering 
by the asphaltene particles varies as the sixth power of the 
radius (eq 6) and should be strongly influenced by this sub­
stantial dilution. For instance, a decrease in the radius of only 
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12% from dilution would change the scattering optical density 
by a factor of 2. Additionally, the extensive dilution increases 
the index of refraction of the continuous phase from ~ 1A to 
lA6; the scattering cross section depends on the dielectric 
mismatch between the continuous and discrete phases (eq 6). 
Consequently, the scattering cross section and the scattering 
component of the optical density should decrease by a factor 
of ~2 with dilution due to the refractive index change. The 
lack of a significant influence of dilution on the spectr~ of 
crude oils implies that the broad attenuation in the near· IR 
region is due to absorption. 

The wavelength dependence of the broad attenuation ob­
served in crude oil spectra is similar to 1/),,' dependenc~, 
produced by Rayleigh scattering. Reduced chi-square values 
of ~2 X 10-4 were obtained in fitting the data to the functional 
form OD = a/)..., where a is the variable to be determined and 
).. is the wavelength. Scattering certainly can be neither ruled 
out nor proven based on the shape of the spectrum. Other 
factors complicate the description of the wavelength depen­
dence of the broad attenuation. The combination of scattering 
and absorption would cause the wavelength dependence to 
deviate from the standard Rayleigh description. The break 
down of the single scattering approximation, such as at higher 
optical densities, would also produce deviations from the 1/),,' 
dependence. Therefore, the wavelength dependence of the 
attenuation profile is not used here to discern the relative 
significance of scattering. 

Small variations in optical density occur with dilution and 
may be caused in part from experimental error such as dilution 
errors (see Experimental Section). Some of the variation of 
the vibrational overtones and possibly in any electronic ab­
sorption is due to solvent effects. Variation in the electronic 
absorption could also result from the change in aggregation 
of the asphaltenes; the concentration-dependent complex 
formation of asphaltenes involves the 71' electron orbitals and 
thus could influence the low-energy electronic transitions. 
These intramolecular transitions are only subtly influenced 
by environmental effects. 

(B) Scattering from Suspended Particles, It is in­
structive to compare the spectral effects of dilution of asphaltic 
crude oils and of crude oils with suspended waxy particles. 
These suspended particles are composed of hydrocarbons as 
shown by their solubility in carbon tetrachloride, and for want 
of a more accurate description, we refer to these particles as 
wax. Wax dispersions in crude oils have been studied by using 
small-angle X-ray scattering. These studies show that colloidal 
particle sizes for many waxes are considerably larger than 
those of asphaltenes (6). The presence of the suspended 
particles was determined by visual inspection of the crude oil 
under a microscope; clearly some of the particles were large 
compared to the wavelength but this does not preclude the 
presence of small particles and wavelength-dependent scat­
tering. Figure 4 shows the spectral change that results from 
diluting a waxy crude oil in a ratio of 40:1 with carbon tet­
rachloride; the path length of the diluted sample was ac­
cordingly increased by a factor of 40. The undiluted crude 
oil (dashed curve) shows appreciable attenuation of light at 
all wavelengths. Upon dilution the crude oil becomes much 
more optically transmissive (solid curve). Similar data have 
been obtained with another crude oil with suspended wax 
particles. The large spectral effect of dilution for these waxy 
crude oils is to be contrasted with the minor spectral influence 
of diluting asphaltic crude oils. 

The scattering from the wax particles appears to be 
somewhat wavelength dependent; that is, the spectrum for 
the undiluted sample is not simply vertically offset from the 
diluted sample. The broken-line curve of Figure 4 equals the 
dashed curve with a constant base line removed. Clearly, the 

oL-___ ~ ____ ~ __ ~ ____ ~ __ ~ __ ~ 
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Figure 4. Near-IR spectra for a crude oil with an immiscible wax 
phase. The dashed curve is 1I1e spectrum of 1I1e crude oil and 1I1e solid 
curve is the spectrum of the crude oil diluted with CCI4 in a ratio of 
40: 1 thereby dissolving the wax. Comparison of the spectrum of 1I1e 
crude oil (,IIset by 0.28 00 (broken-line curve) and the spectrum of 
the diluted crude oil (solid curve) illustrates a wavelength dependence 
in the scattering. 

spectra for the diluted sample and undiluted sample differ 
by more than only a vertical offset. The strong implication 
is that the size of some of the particles is comparable to or 
smaller han the wavelength oflight. Visual inspection shows 
some lar;e particles as well; thus the scattering is not only 
in the RLyleigh limit. Fitting the spectrum to the absorption 
profile 0 btained from the diluted crude oil plus a Rayleigh 
scattering term is totally inadequate, suggesting that the 
scatterirg particles are comparable to the wavelength. 

(C) Spectra of Components of Crude Oils. Another 
string en'; test to determine the relative contributions of ab­
sorption and scattering is to separate the crude oil into the 
individml constituents, obtain the near-IR spectra for these 
componf,nts, add the spectra of the constituents, and finally 
compare with the spectrum of the original crude oil. Scattering 
produced by the asphaltene particles is of interest, so it is the 
asphalte les which must be separated from the crude oil. The 
asphaltenes were separated and their mass fraction in the 
differen', crude oils was determined; the near-IR spectra of 
the asphaltenes in CCl, solutions were obtained. Scattering 
produce:l by micelles in crude oil should be considerably 
differen'; than by asphaltene particles in CCl,. Here, the 
asphaltenes are no longer associated with the maltenes and 
the degree of asphaltene association is most likely different 
in the CCl, solution than in the crude oil. Changes in the 
radius of the asphaltene particles in CCI. compared to the 
micelles in the crude oils should strongly affect the scattering 
cross section due to its,.s dependence. Also, the change with 
dilution in the refractive index of the continuous phase, 
saturated alkanes vs CCl., should produce a factor of 2 re­
duction in the scattering cross section of the suspended as­
phaltenes. 

The S] Jectra of the corresponding maltenes (crude oils minus 
asphaltElles) were also obtained. The maltenes were diluted 
in large volumes of n-heptane in the asphaltene separation 
procedure and thereby showed large overtone peaks due to 
n-hepta le. As described in the Experimental Section, only 
the electronic absorption was taken into account for the 
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Figure 5. Comparison of a crude oil spectrum and the ad,led spectra 
of the crude oil components. The solid line is the spectrum of the crude 
oil which is 0.5 % asphaltene by weight. The dashed line is the 
spectrum of the aspha~ene, scaled by ~s fraction in the cr ,de oil, and 
the broken line is the sum of the asphaltene spectrum and broad 
attenuation portion of the ma~ene spectrum. The composit3 spectrum 
accounts for the broad attenuation in the crude oil. 

maltenes, not the overtone absorption. Figures 5 and 6 in­
dividually show for two crude oils the original crude oil 
spectrum, the asphaltene spectrum, and the composite 
spectrum resulting from adding the appropriate r~ tio of the 
asphaltene and maltene spectra. The broad atter uation of 
the crude oil spectrum superimposes closely with the com­
posite spectrum for both crude oils. The small d fferences 
between the two curves in each figure result partially from 
the difficulty of accurately determining the asphalter e fraction 
for the crude oils. Solvent effects and differing a'iphaltene 
complex formation might also playa role in produc ng subtle 
spectra differences. The similarity of the broad at ;enuation 
in the composite and crude oil spectra strongly indkates that 
scattering does not contribute significantly to the attenuation 
crOss section. The origin of the broad attenuatbn in the 
near-IR region is electronic absorption. 

Figures 5 and 6 also indicate that both the mal1.enes and 
asphaltenes contribute significantly to the attenuation in the 
near-IR region. The resins that constitute some of the largest, 
most aromatic molecules of the maltenes are ne\ertheless 
characterized by much smalIer molecules than the asphaltenes 
(10). Furthermore, with the n-heptane dilution of (rude oils, 
the micelle structures are destroyed and the resins are pulled 
into solution. Given the small size of the resins an,l the lack 
of resin association in the n-heptane solutions, it is likely that 
the electronic absorption results in the broad attenuation 
observed in the maltene spectra. 

(D) Comparison of Theoretical and Expedmental 
Results. The experimental findings that absorption domi­
nates scattering can be compared to the theoretical predic­
tions. The scattering cross section for a single sp:lere with 
a 100-A radius can be calculated; this radius is at the upper 
end for expectations of asphaltene particles in :::Cl. and 
reasonable for micelles in crude oils. In eq 6, , reprE'8ents the 
ratio of dielectric constants for the discrete and c( ntinuous 
phases. The HC ratio of asphaltenes is approximately 1.15 
and this value can be used to estimate the index of refraction 
of asphaltenes to be 1.6 (12). We estimate the index of re-
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Figure 6. Comparison of a crude oil spectrum and the added spectra 
of the crude oil components. The solid line is the spectrum of the crude 
oil which is 2.5% asphaltene by weight. The dashed line is the 
spectrum of the aspha~ene, scaled by its fraction in the crude oil, and 
the broken line is the sum of the asphaltene spectrum and broad 
attenuation portion of the ma~ene spectrum. The compos~e spectrum 
accounts for the broad attenuation in the crude oil. 

fraction of crude oils to be lA, which is similar to that of 
saturated hydrocarbons. Thus, the ratio of the dielectric 
constants, = 1.31. For A = 1.0 }Lm, eq 6 gives (1" ~ 1.1 X 1O-1s 
cm'. Of course, the cross section for a single sphere is quite 
small; its geometric cross section is 1.3 X 1O-1l cm-2• 

The estimated scattering cross section can be used to de­
termine the path length necessary to yield an optical density 
of one. Assuming single scattering, eq 9 applies. For an optical 
density of one and the above cross section, N = 2.1 X lO'S 
particles/ cm2• For these 100-A radius particles, a 3 % as­
phaltene solution would require a path length of approxi­
mately 2 m to produce an OD of 1, smaller particles would 
require even longer path lengths. In fact, crude oils that are 
3% asphaltene produce optical densities of one for 1 mm path 
length. That is, the estimated scattering cross section is 3 
orders of magnitude below the measured cross section. 

A factor of 10 increase in the assumed radius of the as­
phaltene particles (1000 increase in volume) would result in 
an estimated scattering cross section equal to the observed 
total cross section for the asphaltene solution. The experi­
mental finding is that absorption dominates over scattering; 
thus the asphaltene particles must be significantly less than 
1000 A in size. The experinlental observation is that scattering 
produced at most an attenuation of a few percent. Asphaltene 
particles of 500 A would result in a scattering cross section 
of 10% of the observed cross section; thus, 500 A is the upper 
limit for the asphaltene particle size. This finding is consistent 
with previous work (5-7). 

As a check on the assumption that the asphaltenes are 
slightly lossy dielectrics, the complex part of the permittivity 
is estimated. Here, we assume iliat ilie observed cross section 
is entirely due to absorption and is described by eq 8. For 
slightly lossy media, the complex wave vector k can be rep­
resented in terms of real {3 and imaginary IX components, k 
= {3 + ilX/2; thus the attenuation coefficient for the plane wave 
eik'is IX. The attenuation coefficient for the asphaltenes can 
be estimated from the spectra. Figure 7 shows the spectrum 
of an asphaltene dissolved in CCI. (62.2 mg of asphaltene/5 
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Figure 7. Spectrum of asphaltene. The asphaltene concentration is 
62.2 mg/5 em' and the sample path length is 2 mm. 

cm3) for a path length of 2 mm. Normalizing the absorption 
of the dilute solution to the pure asphaltene, it is found that 
the asphaltene optical density is 18.6/mm at a wavelength of 
1 I'm. This corresponds to a value of a, the attenuation 
coefficient, of ~200/cm. For slightly lossy dielectrics, the 
imaginary part of the dielectric constant ,n is related to the 
attenuation coefficient as (19) 

,n = ,'a/(3 (11) 

Thus, for A = 1 I'm, ,n ~ 0.008; this value is an upper limit 
based on the assumption that all attenuation is due to ab­
sorption. Indeed, the imaginary part of the dielectric constant 
is quite small for electronic transitions for which values of ,n 
can be 1 or more. The small value of ,n is due to the low 
energy of the photons, which corresponds to the red edge of 
electronic absorption of the asphaltenes. 

The experimental findings that absorption dominates 
scattering in crude oils in the near-IR region are consistent 
with theoretical predictions and imply that parameter esti­
mations for eq 6 and determination for eq 11 are reasonable. 

CONCLUSIONS 
For the near-IR, the dominant light attenuation mechanism 

of the asphaltenes in crude oils is absorption, not scattering; 
thus, the near-IR range can be used with crude oils for 

spectroscopic purposes. Scattering from the asphaltenes in 
the near-IR region is at most only a few percent of the ab­
sorption and in the present study was not distinguished from 
other small spectral effects related to differing solvents or 
asphaltentl aggregation. The subtle spectral effects that ac­
company eeL. dilution of asphaltic crude oils sharply contrasts 
the large s?ectral changes which result upon similar dilutions 
of waxy crude oils. Comparison of spectra of crude oils with 
the added spectra of the crude oil components, asphaltenes 
and maltenes, again illustrates the dominance of absorption 
over scatt:ring by asphaltic crude oils. 
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Elimination of z-Ejection in Fourier Transform Ion Cyclotron 
Resonance Mass Spectrometry by Radio Frequency Electric 
Field Shimming 
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III Fourier transform Ion cyclotron resonance (FTIlI:R) mass 
spectrometry, coherent Ion cyclotron orbital motion is pro­
duced by resonant radio frequency (rf) electric field excita­
tion. However, because the excHation electrodes are of finite 
dimensions, the desired transverse (to the applied magnetic 
field) rf electric field Is accompanied by an rf ele:tric field 
component along the z- (magnetic field) direction, resulting 
In mass-dependent z-e/ectlon and mass-dependent FTIlCR 
mass spectral peak relative magnitudes. Addition Ilf several 
"guard wires" of voltage-divided rf amplitude allows the rf 
electric field to be "shimmed" to near-perfect uniformity. In 
this paper (see also the accompanying paper by Bussell et 
al.), we Introduce two types of rf-shlmmed Ion traps. In the 
first type, guard wires are placed only In front of thn trapping 
electrodes. In the second type, guard wire rings a 'e placed 
Inside the detector and trapping electrodes. For either ar­
rangement, SIMION simulations were used to adjust the rf 
voltages applied (by use of voltage dividers) to the guard 
wires or rings so as to produce an optimally unifor m rf field 
within the trap. The virtual elimination of z-ex(:itation is 
confirmed by plots of magnitude-mode relative pe 3k height 
vs I CR orbital radius. Because the guard wires <or rings) 
tend to shield the ions from the trapping electrode potential, 
the shift In I CR frequency with trapping voltage III also re­
duced, but not as well as by a screened trap. In sicle-by-slde 
tests of conventional and rf-shlmmed traps mour ted colll­
nearly along the z-axis, the ICR signal strength waH reduced 
to ~87% and ~25% of Hs unshlmmed level by th,! addition 
of guard wires or guard rings, respectively. 

INTRODUCTION 

Since its inception 15 years ago (1,2), Fourier transform 
ion cyclotron resonanCe (FT /ICR) mass spectrometry has 
advanced both in the development of new instrumental 
techniques (3-8) and in the application of those tEchniques 
to fundamental and analytical ion-molecule chemistry (9-14), 
as summarized in the references cited above and other recent 
reviews (IS, 16). FT /ICR mass spectrometry is now well 
established for providing ultrahigh mass resolu1 ion (I 7), 
analysis of low-volatility substrates, multistage Msn, laser 
desorption/ionization analysis, and qualitative vers.tility for 
determination of ion structures and ion-molecule reaction 
pathways. However, those experiments that deplllld upon 
quantitative accuracy in measurement of relative abundances 
of ions of different mass-to-charge ratio, m/z-namely, isotope 
ratio measurements, ion-molecule reaction rate cons1ants, and 
equilibrium constants, etc.-remain limited by the large 
variation in FT /ICR mass spectral relative peak I.eights as 
a function of various experimental parameters (p:·incipally 
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radio frequency (rf) excitation energy). In this paper (see also 
the companion paper by Russell et aI. in this issue), we address 
the principal remaining source of mass spectral peak height 
variation (namely inhomogeneous rf electric field) and propose 
two related solutions based on "shimming" of that rf electric 
field to near-uniformity. 

In FT /ICR spectrometry, ions are stored inside an ion trap 
of, for example, cubic (18), orthorhombic (19,20), cylindrical 
(21,22), or hyperbolic (23,24) geometry, by the combined 
effects of parallel static electric (trapping) and magnetic 
(cyclotron) fields. A coherent FT /ICR time-domain signal 
generated by resonant rf electric field excitation is detected 
from the image current induced on a second orthogonal pair 
of opposed transverse detector electrodes (25, 26). 

Origin of z-Excitation and z-Ejection. Because the 
excitation electrodes are of finite dimensions, the electric 
excitation field is spatially nonuniform (27) and is necessarily 
accompanied by an rf field along the z- (i.e., magnetic field) 
direction. If the origin of a Cartesian coordinate system is 
located at the center of a conventional orthorhombic ion trap, 
then the (unwanted) z-component of the rf electric excitation 
field is given by (28) 

16V (t) 00 00 { 

E.(x,y,z,t) = __ 'x_ I: I: (_1)m+n X 
L7r m=On=Q 

[ 
(2m + Ihry] . [(2n + 1)7I'z ] 

cos a sm L X 

[Kmn7l'X ]}/{ [Kmn7l']} sinh -a- (2m + 1) sinh -2- (la) 

in which V(x,y,z,t) = V(±a/2, y, z, t) = ± V,x(t) is the rf 
excitation voltage, a is the (transverse) separation between 
the detection electrodes (or the excitation electrodes, since 
the trap has square transverse cross-section), L is the (long­
itudinal) separation between the two "trap" electrodes, and 

Kmn'" [(2m + 1)2 + (a2 / £2)(2n + 1)2]'/2 (lb) 

As seen from eq 1, the relative amplitudes of the z- and 
xy-components of the rf electric field depend on ion position 
in the trap: the farther from the center of the trap, the 
stronger the z-excitation and the larger the amplitude of the 
ion "trapping" oscillation along the z-direction. Moreover, 
as for any harmonic oscillator, the z-oscillation initial am­
plitude in the absence of rf excitation depends on the initial 
position and z-velocity of the particle (in this case, an ion 
undergoing simple harmonic motion along the "trapping" 
z-direction). If z-oscillation amplitude increases sufficiently 
during excitation, ions will be lost ("ejected") along the 
magnetic field (z·) direction. The z-ejection effect is partic­
ularly objectionable because its efficiency varies with ionic 
mass-to-charge ratio, m/ z (see below). 

Analysis of z-excitation in orthorhombic traps (22, 28, 29) 
has shown that ion z-excitation and z-ejection vary directly 

© 1990 American Chemical Society 
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E: Excite 0: Detect T: Trap 
Figure 1. rf-shimmed ion traps for HIICR mass spectrometry. (a) 
I~ .the z~shimmed trap, an array of guard wires whose voltages are 
divided from that applied to the excitation electrodes is placed interior 
to each of the two trapping electrodes. The resu~ing rf electric field 
in the trap is essentially independent of the z -coordinate. (b) I n the 
y- and z-shimmed trap, an array of guard rings whose voltages are 
divided from that applied to the excitation electrodes is placed interior 
to both the detection and trapping electrodes. The rf electric field 
throughout the trap is nearly uniform in magnitude and direction. (c) 
In the two-section trap. conventional and rf-shimmed orthorhombic 
traps of the same dimensions are linked longitudinally along the 
magnetic field (z-) axis and share a common central trapping electrode, 
so that the behavior of ions in the two traps can be compared under 
the same experimental conditions. Interchange of the two traps then 
serves to disclose any systematic differences between the two halves 
of the arrangement. 

with ion z-distance from the center of the trap, directly with 
excitation rf electric field amplitude, inversely with mlz, and 
inversely with applied trapping potential. Kofel et al. (22) 
have noted that z-excitation is most efficient when the rf 
excitation frequency is slightly higher than the ICR orbital 
frequency, Wo0 (Conversely, if the rf excitation frequency is 
lower than wo, then ion z-motion is damped.) Moreover, ion 
z-excitation and z-ejection may also result from transverse 
excitation at twice the trapping frequency, 2WT (30) and at 
the cyclotron frequency plus twice the trapping frequency, 
Wo + 2WT (31). 

The detected FT IICR signal is proportional to the number 
of ions and radius of ion cyclotron motion (25-27). Moreover 
i~ conventi~nal cubic or orthorhombic traps, the FT IICR 
slgnal magmtude decreases with increasing ion preexcitation 
z-displacement away from the center of the ion trap (29, 32). 

The net result of the above effects is that (mlz)-dependent 
z-excitation and z-ejection result in significant variation (up 
to an order of magnitude, as will be demonstrated in Figure 
4 below) in FT IICR mass spectral relative peak magnitude 
as a function of ICR orbital radius. Thus, the apparent 
relative abundances of ions of two different m I z values depend 
on the final ICR orbital radius of those ions aftar rf excitation 
and quantitation of ion relative abundances from FT IICR 
mass spectral relative peak heights or areas (33, 34) becomes 
problematic. 
. M~thods for reduci~g undesirable z-excitation and/or z­

eJectlOn (28-31) have mcluded the use of lower-amplitude, 
longer-duration rf excitation and/or elongation of the trap 
along the z-direction. For example, in a z-elongated ion trap, 
the coupling between xy- and z-excitation is reduced (at least 
near the center of the trap). 
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Figure 2. 3implified block diagram of the rf voltage divider, designed 
from the S MION results shown in Figure 2 and used to "shim" the rf 
electric fie d in the ion trap. Each left- and right-hand pair of wires is 
connected by a third wire (dotted line) passing outside (exterior to) the 
detector e ectrodes (see text). 

The rf ·Shimming Principle. A method for "shimming" 
the rf eledric field to near-uniformity was introduced almost 
40 years EgO in the "omegatron" detector (35), by the addition 
of "guard rings" (Figure Ib) to which different rf voltages were 
applied. In the original omegatron, excited ion cyclotron 
motion v.as detected by a separate collector fixed to the ex­
citation dectrode. In this paper and the companion paper 
by Russell et al. in this issue (36), various methods for adapting 
the guard rings principle to FT IICR excitation/detection are 
presentee I. 

Russell et al. (36) adapted the guard rings idea to an 
FT IICR .on trap, by cutting the centermost guard ring in half 
and diffe centially detecting the oscillating charge induced on 
the two half-ring wires. We, on the other hand, employed 
conventi.mal detector (plate) electrodes, but with the em­
placement of either "guard wires" (Figure la) or guard rings 
(Figure .b) interior to the usual detection and trapping 
electrodes. For both trap designs, SIMION simulations (Dahl, 
D. A.; Delmore, J, E. SIMION PC/PS2 Version 4.0; Idaho 
National Engineering Laboratory (EGG-CS-7233, Rev. 2, 
April, 1988» were used to determine the electric potential 
contours resulting from application of various rf voltages to 
the guard wires or guard rings to produce an optimally uniform 
rf electric field directed normal to the z-axis. 

Three ,ffects of z-shimming were analyzed. First, the effect 
of z-shimming on z-excitation and z-ejection was tested by 
comparir g FT IICR magnitude-mode relative peak heights for 
conventi )nal and shimmed traps of otherwise identical size 
and shape, mounted collinearly and interchangeably in a dual 
trap arrangement (see Experimental Section). Second, since 
the guard wires or guard rings are set to zero direct current 
(dc) potential, they are expected to shield the interior of the 
trap fron the effect of the trapping potential applied to the 
trapping electrodes (37). We therefore measured the ICR 
orbital frequency shift as a function of trapping potential in 
conventional and rf-shimmed traps, to quantitate the shielding 
effect. 'I hird, the same shielding effect is expected to reduce 
the ICR rf signal on the detector electrodes. We therefore 
compare1 relative ICR signal strength for conventional and 
rf-shimmed traps. 

EXPERIMENTAL SECTION 

Each rf-shimmed orthorhombic ion trap, 2.0 X 2.0 in. square 
cross section with 2.5·in. longitudinal (z-axis) separation between 
opposed parallel-wire planes, was constructed from flat solid 
oxygen-free hard copper electrodes separated by machinable 
ceramic IMa~o:) spacers. Each wire plane was placed _'/8 in. 
Inslde Its ,dJOlmng trapping electrode. Figure 2 shows a schematic 



diagram of the rf voltage divider, which was composed <of ordinary 
coated carbon foil resistors (inductance-free), The guard wires 
(Figure 1a) were 0,015 in, diameter copper wires, E2ch pair of 
guard wires was connected by a third wire passing ouu:ide of one 
of the detector electrodes, The guard rings were made up of 
ceramic-coated 0,040 in, diameter aluminum wires locat,d entirely 
within the region bounded by the detector and trapping electrodes 
(see Figure 1), 

FT /ICR mass spectra were generated with a Nicolet FTMS-
1000 (and, for cubic trap only, a 3-T Nicolet FTME-2000) in­
strument operating at a magnetic field strength of 3,0587 T, 
Samples were introduced through a Varian No, 951,5100 leak 
valve, 

To keep all parameters, especially sample pressure aJld electron 
beam current, as similar as possible for performance ccmparisons 
between conventional and rf-shimmed traps, all experiments were 
conducted in a home-built dual trap consisting of conventional 
and rf-shimmed traps mounted collinearly end-to-ene along the 
z-axis (i.e" the magnetic field direction) and sharing" common 
middle trap electrode (see Figure 1c), 

For determination of magnitude-mode FT /ICR rehtive mass 
spectral peak heights of perfluorotri-n-butylamine (PFTBA) 
fragment ions as a function of excitation magnitude, ions were 
produced by electron impact (70-eV electron bearr of 10-ms 
duration at an emission current of 15 nA measured at a collector 
located outside the far end of the dual trap) of a gaseous sample 
at a pressure of 2,3 X 10-8 Torr, An ICR signal was ,xcited by 
an rf broad-band frequency sweep from 0 to 2,667 MHz at a sweep 
rate of 150 Hz/ /lS (z-shimmed and nonshimmed) or 350 Hz/ /lS 
(y- and z-shimmed trap) and acquired by direct samplhg at 5,247 
MHz for 12.49 ms to yield 64K time-domain data points, to which 
another 64K zeros were added before discrete Fourier transfor­
mation, No apodization (windowing) was applied, Detection was 
switched back and forth manually between the rf-shiInmed trap 
and the conventional trap, Trapping voltage was maintained at 
1 V dc, and rf excitation magnitude was adjusted fr"m 1.89 to 
30 V (peak to peak) by variable attenuation, The spectrum 
produced in a 2 in, X 2 in, X 2 in, cubic trap was carriEd out with 
a Nicolet FTMS-2000 instrument (also operated at :l.O T) at a 
sweep rate of 350 Hz/ /lS, 

To determine the shift in ICR frequency of C,Hs + as a function 
of trapping voltage, we excited each time-domain signal by ap­
plying fixed-frequency rf excitation of 30-V (p-p) amrlitude and 
detecting in heterodyne mode with a Nyquist bandwidth of 52,980 
kHz (rf-shimmed, and unshimmed orthorhombic trap) or 62,992 
kHz (screened trap (37), Trapping dc potential was varied from 
0,5 to 10 V, 

To establish the reduction in detected ICR signal :nagnitude 
on introduction of guard rings or guard wires, we excited the ICR 
signal from C,H,+ by use of a broad-band (0-2,667 MHz) fre­
quency-sweep excitation of 30-V (p-p) amplitude, E;weep rate 
was adjusted to produce the maximum signal magnitude (con­
ventional trap: 550 Hz/ /lS; z-shimmed trap: 650 HZ:/ls; y- and 
z-shimmed trap: 800 Hzj /ls), FT jICR signal relative nagnitudes 
were determined from the average of 20 experimental measure­
ments, Finally, to minimize any systematic differences between 
the two halves of the dual trap, the two halves were interchanged; 
the final reported relative FT /ICR signal magnitude. represent 
the average of measurements taken from initial and iD1£rchanged 
configurations. 

RESULTS AND DISCUSSION 
Effect of Guard Wires (Guard Rings) on rf-S ltimming. 

The isopotential contour lines in the two plots ill Figure 3 
represent the two-dimensional (xz) electrostatic potential of 
conventional and rf-shimmed ion traps of the sane dimen­
sions, Although our version of SIMION requires that the two 
y-electrodes must be taken as infinitely far apart ill the com­
putation, the results should nevertheless be qu,llitatively 
correct. Figure 3 clearly shows that rf-shimming significantly 
flattens the potential contours throughout the trap (and 
particularly for ions near the x = 0 central plane), 

Many arrangements differing in number and "pacing of 
shim wires, positioning and dimensions of excitation and 
trapping electrodes, and relative potentials on the various 
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Figure 3, Two-dimensional SIMION contours 01 constant rf potential lor 
conventional (top) and rl-shimmed (bottom) orthorhombic traps 01 the 
same dimensions. SIMION simulations, for which the separation be­
tween the two y-electrodes must be taken as inlin~e have been used 
to optimize the voltages on the guard wires so as to produce an 
optimally unilorm rl lield throughout the interior 01 the trap, 

guard wires were sIMION-analyzed, The (somewhat unequally 
divided) voltages applied to the guard wires in Figure 3 rep­
resent an optimum, confirmed experimentally, for the illus­
trated length-to-width ratio ("aspect ratio") of the ortho­
rhombic trap, The voltage divider shown in Figure 2 was 
designed from the SIMION results shown in Figure 3, 

FTjICR Relative Magnitude-Mode Peak Heights vs 
ICR Orbital Radius. Figure 4a shows the marked (factor 
of up to 20) variation with ICR orbital radius (produced in 
turn by variation in rf excitation amplitude) of FT jICR 
magnitude-mode mass spectral relative peak heights, for a 
conventional cubic ion trap, The variation is reduced sig­
nificantly by elongating the trap in the z-direction: Figure 
4b shows the results for an orthorhombic 2 in, X 2 in, X 2,5 
in, trap, Nevertheless, the relative peak heights still vary by 
a factor of up to ~2 in the orthorhombic trap, rf-shimming 
produced by the addition of rf voltage-divided guard wires 
(z-shimming) or guard rings (y- and z-shimming) is analyzed 
in Figure 4c and Figure 4d, respectively, Because the rf ex­
citation electric field is made significantly more homogeneous 
in magnitude and direction by the guard wires or guard rings, 
z-excitation and z-ejection during the excitation process are 
significantly reduced, As a result, the FT jICR mass spectral 
relative peak heights no longer vary significantly with ICR 
orbital radius, once the ions have been excited to a sufficiently 
large radius that the Lorentz magnetic force dominates ion 
behavior (Figure 4c,d), The broad and flat segments of the 
plots in Figure 4c,d should make possible much more accurate 
and reproducible measurements of relative ion abundances 
by FT jICR mass spectrometry, as for quantitation of gas­
phase ion-molecule reaction kinetics and equilibria (9-12), 

In other experiments (not shown), the ICR orbital radius 
was varied by changing the frequency-sweep rate at a constant 
rf voltage amplitude of 30 V (p-p), It was found that less 
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Figure 4. Comparison of z-ejection effects for four different ion trap designs. Each group is a plot of FTIlCR magnitude-mode relative peak 
height (=100 for CF3+ at mlz = 69) versus relative ICR orbital radius (achieved by val·iation of frequency-sweep rf excitation voltage from 1.89 
to 30 V (p-p), at fixed excitation period, swept frequency range, and sweep rate). The virtual elimination of z-ejection in the rf-shimmed traps 
is evident from the much reduced variation in relative peak height as a function of ICP orbital radius. Key: (a) cubic trap (2 in. X 2 in. X 2 in.); 
(b) orthorhombic trap (2 in. X 2 in. X 2.5 in.); (c) z-shimmed trap 2 in. X 2 in. X 2.:; in.; (d) y- and z-shimmed trap. 

excitation energy was required to excite ions to a given ICR 
orbital radius in an rf-shimmed trap compared to that required 
in a conventional trap. In other words, by making the rf field 
more uniform, rf-shimming effectively makes the excitation 
process more efficient, since all the excitation voltage is applied 
in the x-y plane rather than "wasting" part of it as z-excitation; 
the rf electric field lines which formerly terminated on the 
detection and trapping electrodes are now redirected to point 
from one excitation electrode to the other. An important 
corollary is that ion ejection should now be achieved to a 
greater extent from transverse excitation rather than (as with 
unshimmed traps) partly by (much less m/z-selective (30, 31)) 
z-ejection. Thus, rf-shimming should improve the selectivity 
of ion ejection in the first stage of MS/MS experiments. 

Effect of rf-Shimming on Variation of ICR Orbital 
Frequency with Trapping Potential. Because the 

grounded guard wires (or rings) of the rf-shimmed traps of 
Figure 1. ,b act to partially shield the ions from the (de) 
trapping electrode potential, the effective trapping electric 
field "see ~" by ions is reduced. A direct measure of the de 
trapping leld inside the trap is provided by the dependence 
of observE d ICR frequency, wo, on trapping potential, V T. For 
the app",ximately quadrupolar electrostatic potential pro­
duced ne if the center of an orthorhombic trap, the depen­
dence of "'0 on trapping voltage is simply (37, 38) 

2"VT 
Wo = we ---­

a2Bo 
(2) 

in which "'c is the ion cyclotron orbital frequency (rad/s), Bo 
is the applied magnetic field strength (tesla), and" is a rel­
atively simple function of the cell dimensions. 
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Figure 5. Experimental ICR orbital frequency shift (of C,H,+ at 3 T) 
as a function of trapping voltage in 2 in. X 2 in. X 2.5 in. 'f-shimmed. 
screened (37). and unscreened orthorhombic ion traps. Because the 
guard wires (or guard rings) tend to shield the ions from t1e trapping 
electrode potential. the shift in ICR frequency with trapping voltage 
is also reduced. but not as completely as for a screenerl trap (37). 

Figure 5 shows the experimental variation of observed ICR 
frequency as a function of trapping voltage for con ventional, 
rf-shimmed, and screened (37) orthorhombic ion trHps. From 
eq 2. we see that the slope of such a curve is a direct measure 
of the effective trapping potential. V T, in the trap. Although 
the addition of guard wires does partially screen the ions from 
the effect of the dc trapping potential (compar, the two 
lowermost curves in Figure 5), the reduction in ef:'ective VT 
is not nearly as complete as with a two-dimensional grounded 
screen in front of each trap electrode (compare two uppermost 
curves in Figure 5). 

Effect of rf-Shimming on ICR Detection Sensitivity. 
The argument of the preceding section applied in'everse by 
the induced charge theorem (32) suggests that placement of 
an array of wires in front of each detector electrode should 
partially screen that detector electrode from the rf electric 
field associated with orbital ICR motion. Moreovur, the ad­
dition of grounded wires changes the shape of the static 
electric field in the trap. Finally, one might exp"ct to lose 
ions that contact or are deflected by the wires. 

We therefore linked conventional and rf-shimmed traps 
collinearly (Figure lc), in order to compare the ICR signal 
strength in the presence and absence of guard wires or guard 
rings. For the z-shimmed trap (i.e., guard wires in front of 
the trap electrodes only), the detected ICR signal drops to 
-87% of its value in the absence of the guard wires, probably 
due mainly to a slight drop in ion trapping efficiency. In 
contrast, the detected ICR signal magnitude in the y- and 
z-shimmed trap drops to - 25 % of its value in the absence 
of guard rings. In fact, one might have expected a much larger 
drop in signal, on the basis of SIMION simulations. However, 
one must keep in mind that SIMION computation; of dc po­
tential may not necessarily provide an accurate picture of ac 
potentials. 

Although detection efficiency in the y- and z-shinmed trap 
(guard rings) is reduced compared to that in a conventional 
unshimmed trap, the highly uniform rf field ga ned from 
rf-shimming may be worth the loss in sensitivity, particularly 
for ions of low initial kinetic energy (and thus "mall ICR 
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orbital radius before excitation) (39, 40). Apart from the 
single-wire detector approach discussed in the following paper 
(36), other solutions to the sensitivity problem include (a) use 
of the same pair of electrodes for excitation and detection by 
switching back and forth between excite and detect circuits; 
or (b) floating the potential on the wires passing in front of 
the detector plates once the excitation is completed. 

The relation between the present development and the 
previously published stored waveform inverse Fourier 
transform (SWIFT) rf excitation (5, 41) is worth noting. 
SWIFT was designed to produce uniform rf excitation 
magnitude at the transmitter plate(s) over a specified fre­
quency (or mjz) range. The development of rf-shimming 
ensures that that flat excitation power at the plates translates 
into uniform ion excitation radius for ions of different mjz. 
Thus, rf-shimming and SWIFT are complementary develop­
ments that, when combined, should significantly improve the 
uniformity of rf excitation (and thus measured relative ion 
abundances) in FT jICR mass spectrometry. 

We are continuing to experiment with ion trap designs that 
combine the desirable features of two-dimensional screens for 
reducing the dc trapping potential (37) and the present guard 
wires or guard rings for rf-shimming. Taken together, these 
two developments should go far to improve the mass resolu­
tion, mass accuracy, mass selectivity for MSjMS, reliability, 
upper mass limit, and quantitation of ion relative abundances 
from FT jICR mass spectrometry. 
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The basis for mass analysis by Fourier transform ion cyclotron 
resonance (FT -I CR) Is the motion of Ions In a homogeneous 
magnetic field. Electric fields are used In FT-ICR to modify 
Ion motion (I.e., trapping and excHatlon fields). Ion interaction 
with Inhomogeneous radio frequency and direct current (dc) 
electric fields complicates the Ion motion and leads to loss of 
both resolution and sensHlvlty. Modifying the geometry of the 
FT-ICR cell to produce uniform Ion acceleration and homo­
geneous dc trapping fields results In simplified frequency 
measurements and studies of lon-molecule reactions. 

INTRODUCTION 
Mass analysis by Fourier transform ion cyclotron resonance 

(FT-ICR) is achieved by relating the frequency of an ion's 
periodic orbital motion (in a homogeneous magnetic field) to 
the mass-to-charge (mlz) ratio (1-4). The fundamental 
consideration of mass analysis by FT-ICR is that an ion's 
orbital frequency is solely dependent upon its mlz ratio. The 
ICR ion cell is designed to trap ions in an electrostatic well, 
and acceleration of the ions is accomplished by applying a 
variable frequency radio frequency (rf) electric field. Con­
sequently, the ions experience forces due to the electric fields 
and the materials used to construct the ICR cell have some 
degree of magnetic properties which result in regions of 
magnetic inhomogeneities. The additional forces acting on 
the ions (the applied electric fields or inhomogeneous magnetic 
fields) result in aberrations of the ion motion which must be 
accounted for by using correction factors or calibration tables 
(5,6). Although early work showed that the effects of magnetic 
inhomogeneities can be ignored for single-cell experiments (7, 
8), more recent work clearly demonstrates the importance of 
cell materials for experiments involving ion transportation 
through small orifices (i.e., two-section cell experiments and 
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injection from an external ion source) (9). Furthermore, ion 
motion re mlting from an applied electrostatic trapping field 
has been; hown to cause both frequency shifts and side bands 
(10, 11). On the basis of these considerations, both con­
struction materials and cell geometries must be carefully se­
lected to ensure predictable signal response. Corrections for 
the cyclotron frequency in a trapped ICR cell are difficult to 
derive be,:ause frequency perturbations caused by inhomo­
geneous E X B fields are dependent upon the geometry of the 
ion cell (12). Although analytical treatment of the equations 
for ion motion have been derived for specific cell geometries, 
the result ng frequency corrections are difficult to use for ions 
either ha'ling large spatial distributions or existing in field 
boundari,,. where the E x B fields are ill-defined. 

In a pu 'e homogeneous E X B field, the dc electric trapping 
field onl) affects the motion of the ions along the Z axis. 
Conversel y, in an inhomogeneous E X B field, the electrostatic 
trapping field creates a net force perpendicular to the ion 
motion which alters the frequency of the ion's orbit. These 
effects are illustrated by evaluating the forces acting on an 
ion cycloi :ling about the central axis of a symmetric trapping 
field whe,e the radial force of the electric field is constant. 
Equation 1 shows the contributions of the radial magnetic and 
electric field forces acting on an ion of mass m and charge q 
in an E >: B field 

(1) 

where v ~ is the scalar component of the ion velocity per­
pendicubr to the magnetic field lines (in the X - Y plane). 
Because Ghe total outward radial force is the sum of the 
centrifugal and electric field forces, the radial force due to the 
applied cc electric field (E sin </» shifts the ion's cyclotron 
frequency to lower values. The frequency difference between 
an ion e> periencing a radial electric field and the natural 
cyclotron frequency increases with the redirection of the 

© 1990 Ameri::an Chemical SOCiety 



3 Volt Trapping well In CU01C Cell 

Figure 1. Computer simulation plots of the electric equip,)tential field 
lines generated by (A) an rf electric field and (6) a de trarping field in 
a cubic FT -I CR cell. 

electric field (E) into the X - Y plane (where 1> is the angle 
between the dc electric field vector and the magnetic field 
lines). Therefore, the angular velocity of an ion in an inho­
mogeneous E x B field is not solely dependent upc,n the m/ z 
ratio; it is also dependent upon the magnitude of the dc electric 
field (eq 2). In addition, the perpendicular component of the 

Wion = vl./r = q/mvl.(vl.B-Esin1>: (2) 

applied trapping field causes a drift of the center of the orbital 
motion. The resulting magnetron motion causes sidebands 
flanking the main peak. 

The trapped ion cell most commonly used for ICR consists 
of six electrically isolated plates arranged in cubical geometry 
(13, 14). Although this cell design was originally used to 
approximate a quadrupolar electric field, the six flat plates 
cause significant redirection of the electric fields used for 
trapping and excitation. Figure 1 contains plots of the field 
lines resulting from an rf excitation electric field (0,,) and the 
dc trapping field (B). The rf excitation field is contoured by 
the excite and receive plates and the dc trapping fie d contains 
lines of force which have components in the X - Y and Z di­
rections. Because the perpendicular component of;he electric 
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Figure 2. Field-corrected ion cell utilizes shimming rings similar to the 
omegatron to ensure a uniform r1 excitation. The uniform excitation 
is achieved by linearly decreasing the magnitude of the voltages applied 
to the rings. 

field is radially inhomogeneous, the frequency of an ion in a 
cubic ICR cell varies with cyclotron radius (i.e., ion position 
in the X - Y plane) (15). Ion motion is also affected by the 
quadratic potential gradient along the Z axis; specifically, ions 
formed in the electrostatic well created by the trapping plates 
are accelerated along the Z axis (16). Ions that are trapped 
in the cell have a distribution of kinetic energies along the 
Z axis ranging between the translational energy of the neutral 
prior to ionization and the potential of the trapping well. 
Furthermore, the redirection of the excitation field causes an 
axial component of the excitation field resulting in Z-axis 
excitation (17-19). 

To eliminate the problems associated with E x B fields, 
cell designs have been introduced which reduce or eliminate 
the electric field within the detection region of the FT-ICR 
cell (17,20-23). The ideal ion cell for FT-ICR would be 
constructed of plates having infinite dimensions. The infinite 
plates would eliminate the redirection of the electric field lines 
caused by multiple electrode interaction. Although it is im­
possible to construct such a cell, uniform field lines can be 
produced by incorporating shimming electrodes. The ome­
gatron ion cell used for mass analysis by Sommer, Thomas, 
and Hipple (24-26) incorporated "guard rings" to shim the 
applied rf electric field. This design ensured uniform exci­
tation fields at the boundaries of a finite ion cell. A uniform 
rf excitation field is achieved by linearly decreasing the 
magnitude of the voltages applied to the rings. However, the 
omegatron cell design is not compatible with an FT-ICR 
detection scheme. The field-corrected ICR cell (Figure 2) is 
a modified omegatron cell which is compatible with FT-ICR 
ion detection. Uniform electric fields (both dc and rf) are 
produced by placing guard rings between the excitation plates 
and in front of the trapping plates. Figure 3 contains plots 
of the rf and dc electric fields produced by the field-corrected 
ICR cell. Note that the rf excitation field is uniform 
throughout the fuJI cell dimensions and that the trapping well 
is shielded eliminating frequency shifts during detection (23). 

The obstacle to using the field-corrected cell for FT-ICR 
is the design of the electrode used to receive the signal. In 
order to ensure homogeneous rf electric fields, guard rings are 
used to shim the electric fields in both the X -Z and the Y-Z 
planes. Placement of guard rings in front of the signal receive 
electrodes shields the induced image current and causes signal 
loss. With receive electrodes inside the guard ring assembly, 
there is no shielding effect and signal loss. An ion cell utilizing 
single wire or small rod detection electrodes combined with 
guard rings ensures homogeneous electric fields and minimizes 
signal loss. The purpose of this paper is to evaluate the effects 
of (i) reducing the surface area of the receive electrodes (i.e., 
receive rods) and (ii) the use of guard rings on frequency 
measurements by FT-ICR. 
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Figure 3. Computer simulation plots of the electric equipotential field 
lines generated by (A) an rf electric field and (8) a dc trapping field in 
a field·corrected cell. 

EXPERIMENTAL SECTION 
All experiments were performed on a Texas A&M University 

(TAMU) two-section cell FT-ICR system. The system is equipped 
with an Oxford 3· T superconducting magnet and a Nicolet 1280 
computer. In order to evaluate the effects of (i) reduction of the 
surface area of the receive electrodes and (ii) the use of guard rings, 
two different dual cell assemblies were constructed. Direct 
comparison of the different detectors (Le., receive rods vis-a-vis 
receive plates) was accomplished by utilizing a two·section cell 
consisting of two cubic cells (3.81 X 3.81 X 3.81 cm) with a common 
center trap plate. The detection plates of one cell were replaced 
with receive electrodes comprised of oxygen-free copper rods (3 
mm diameter). Comparisons between the field·corrected cell that 
incorporates guard rings and an orthorhombic ICR cell were made 
in dual cell assembly consisting of both ion cell assemblies. The 
two cells were mounted collinearly along the central axis of the 
magnetic field. The two cells share a common center trap plate 
comprised of a stainless steel mesh to ensure pressure conditions 
were the same in both regions. Ions were fonned in all experiments 
by electron impact (50-eV electrons, 200 nA) using a rhenium 
ribbon filament. The vacuum system was maintained by 220 Lis 
oil diffusion pumps. Background pressures for both sections of 
the vacuum system were 1 X 10-8 Torr or less. Gaseous reagents 

were adm tted to the detection regions by variable leak valves 
(Varian S,ries 951). 

Inductance-Free Resistors. The voltage divider circuit 
between t 1e shimming rings is produced by using noninductive 
resistors produced from Micronox resistive films. Use of non­
inductive resistors with rf circuits ensures linear resistance 
throughot.t the frequency range. The resistors used for the 
field-corrEcted cell (Caddock Electronics, Model No. MV26110 
Q ± 0.01'Yc ) were bench tested and proven linear in the frequency 
range of c c-5.0 MHz with no propagation delay. 

Excitajon Waveform Generator. In the studies relating 
signal-to-lloise ratio to cyclotron radius, ions of mjz 78 were 
accelerate:i by single frequency excitation allowing facile calcu­
lation of tIle resulting cyclotron radius. The excitation waveforms 
were created with a LeCroy Model 9100 arbitrary waveform 
generator (AFG). The waveforms are created by an IBM·AT 
computer using LeCroy EasyWave software. The output (50 Q) 
of the AFG is set at 1.5 V (peak to peak) and the signal is further 
amplified by a broad·band amplifier which outputs the rf 
waveform to the FT-ICR cell. Manipulation of all waveform 
parameters required for the excitation (i.e., sweep rate, mass 
window, e ;c.) are directly controlled by software commands from 
the IBM ,:omputer. 

Electrostatic Equipotential Plots. Electrostatic contours 
were calculated and displayed by using the trajectory calculation 
program ;.IMION (version 4.0) on a math coprocessor equipped 
PCI AT t)'pe IBM compatible computer. SIMION PC/PS2 V4.0 
was devel"ped by D. C. McGilvery and modified by D. A. Dahl. 
The progl am is distributed by D. A. Dahl, Idaho National En· 
gineering Laboratory. SIMION allows placement of electrodes in 
a user-defined array permitting user·defmed equipotential electric 
field lines to be calculated for the array. The potential array used 
for all calculations was 100,50 points (x,y in SIMION; Z,y in FT·ICR 
conventions). SIMION allows for potential boundary conditions 
in only two perpendicular directions, so the ICR cell was generated 
by circula' rotetion of the potential array about the X axis. The 
remainde:' of the parameters were set at the default settings. 

RESULTS AND DISCUSSION 
The ef'ect of reduced surface area must be evaluated in 

terms of the image current detected by the electrodes (i.e., 
signal ser.sitivity) and the production of harmonic signals in 
the freql ency domain spectrum. The signal produced is 
proporticnal to the number of electric field lines produced 
by the ior packet which terminate on the surface of the receive 
plate. A3 illustrated in Figure 4A, the electric field lines 
generated by a charged ion packet terminate on the entire 
surface of the receive plate. The density of field lines ter· 
minating on the plate drops off as the square of the distance 
separating the ion packet from the plata. Reducing the area 
of the receive surface (Figure 4B) results in redirection of the 
field line;. Although some of the field lines generated by the 
cydoiding packet will terminate on the steel vacuum chamber 
surround ng the ion ceil, it is reasonable to assume that there 
will be negligible loss due to the distance between the cell and 
the vacuum chamber. Because the same number of field lines 
terminat" on the rod (through the capacitance bridge), there 
is negligible loss of sensitivity compared to a larger surface 
area. Furthermore, the same number offield lines terminating 
on a smaller area increases the induced charge per unit area. 
The signal voltage (RMS) detected in this manner is described 
by eq 3 (27, 28), where V, is the root mean square (RMS) 

Vs(RMS) '" (Nqr)/(dC) (3) 

voltage detected, Nand q are the number and charge on the 
ions, r and d are the radius of the cyclotron orbit and distance 
between :he receive plates, and C is the capacitance. Since 
the area "f the detector plate is directly proportional to the 
capacitar ce, a reduction of the area by replacing the receive 
plates wi1 h rods should yield an increase in the signal voltage 
detected. 

Figure 5 is a plot of the signal·to-noise ratio for ions of mlz 
78 (produced by electron impact ionization of benzene) de-
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Figure 4. Electric field lines generated by a rotating ion packet. The 
same number of field lines terminate on bolh Ihe plate (A, and rod (B) 
receive surfaces. Although some of the field lines gene'ated by the 
cycloiding packet will terminate on the steel vacuum chamber sur­
rounding the ion cell, it is reasonable to assume that t ,ere will be 
negligible loss of signal because of the distance between the cell and 
the vacuum chamber. 
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Figure 5. A plot of the signal-to-noise ratio for ions of (.llz 78 as a 
function of radius. In this plot the relative sensftivity of receive rods 
vis-a-vis receive plates can be evaluated. The detect"d signal in­
creases wfth radius resuning in an increase in the signa~tc-noise ratio. 
It is important to note that at large cyclotron radii, the surface area 
of the receive plates had no effect on the signal-to-noise ratio. 

tected by both plate surfaces and rod surfaces. The effect of 
reducing the receive surface area on detection can be inves­
tigated by comparing the signal-to-noise ratio as a function 
of cyclotron radius. Comparing signal-to-noise :'atios as a 
function of cell geometry eliminates the effects of ion density 
differences between the two cells. Prior to excitation, the field 
lines produced by the random ion ensemble termin.ite equally 
on both receive surfaces resulting in common mode rejection 
and no detected signal. Upon excitation the ions are driven 
into coherence and a signal is detected. At small radii the 
signal detected is reduced by the produced field lines si­
multaneously interacting with both receive surface, (resulting 
in common mode rejection) and the grounded excitation plates 
(resulting in loss of signal). The detected signal increases with 
radius resulting in an increase in the signal-to-noiE.e ratio. It 
is important to note that at large cyclotron radii, the surface 
area of the receive plates had no effect on the sigml-to-noise 
ratio. It can also be observed from Figure 5 that iOIl detection 
using receive rods was more sensitive to ions accderated to 
smail radii. This can be explained as a combinatbn of both 
reduced surface area and an increased ability to drive ions 
into coherence. Both of these advantages result ir increased 
performance in terms of initial ion detection. 
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Figure 6. Plots of the rate at which energy is gained (oEk/Otfrom an 
rf electric field applied in the Y direction) as a function of ion posmon 
in the trap. Because of the field perturbations created by the trapping 
and receive plates during excitation, oEk/Ot is strongly position de­
pendent. 
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Figure 7. A plot of the shift in the observed frequency of bromo­
benzene (mlz 156, We = 298 kHz) as a function of cell geometry. 

By regulation of the voltages applied to the rings, the field 
lines are redirected to produce a field that is homogeneous 
(±1 %) throughout ca. 95% of the dimensions of the ion cell. 
The increased homogeneity (X - Y plane) of the rf electric field 
enhances the uniform acceleration of the sample ions. Figure 
6 contains plots of the rate an ion gains energy (oEki at from 
an rf electric field applied in the Y direction) as a function 
of ion position in the trap. Because of the field perturbations 
(cubic cell) created by the trapping and receive plates during 
excitation, oEki at is strongly position dependent and ions 
which are spatially distributed along the Z axis receive dif­
ferent amounts of translational energy during excitation. The 
excitation profile for the field-corrected cell is uniform 
throughout the din1ensions of the detection region, thus oEki at 
is also uniform and all ions receive the same translational 
energy during excitation. 

Figure 7 contains a plot of the shift in the observed cy­
clotron frequency of the bromobenzene molecular ions (m i z 
156, We = 298 kHz) using both cell geometries. From the plot 
it is clear that at higher trapping potentials the perpendicular 
component of the electric field increases causing shifts in the 
observed frequency. Note that the field-corrected cell ef­
fectively shields ion detection even at high trapping potentials. 

Figure 8 contains the narrow-band mass spectrum of the 
bromobenzene molecular ion. A trapping voltage of 10 V was 
used for both the cubic and field-corrected ion cells. At high 
trap voltage, the peak shapes produced in a cubic ICR cell 
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Figure 8. Narrowwband mass spectra of bromobenzene achieved at 
a trapping voltage of 10 V for (A) a cubic and (8) field-corrected ion 
cells. 

are split into doublets. By reduction of the applied trapping 
field, a dramatic change in the peak shape is observed. Gross 
and Rempel have recently discussed the impact of high 
trapping field on peak shape and resolution (29, 30) and the 
signal-to-noise ratio was increased with corrected trapping 
fields (31). 

Figure 9 contains a plot of the signal-to-noise ratio obtained 
for the cubic and field-corrected ICR cells. At low trapping 
potentials the signal-to-noise ratios are comparable (due to 
the limited E x B field interaction), but at high trapping 
voltages the applied electric field causes a significant loss in 
ion signal. 

ALTERNATIVE CELL DESIGNS 

Cell designs used for ion-molecule studies do not need to 
incorporate shimming rings to produce a narrow kinetic energy 
distribution. Recently we showed that a cell constructed of 
receive rods and hemispherical trap plates closely mimics the 
field-corrected cell. The use of hemispherical trapping elec­
trode was first suggested by Smalley and co-workers (32), but 
when coupled with receive rods, it is possible to produce both 
homogeneous excitation and trapping fields in the detection 
region of the ion cell. Figure 10 contains a plot of equipotential 
lines produced in an ion cell using hemispherical trapping 
electrodes. The concave geometry redirects the field lines such 
that a linear trapping field is approximated in the detection 
region, Ions that are produced outside the detection region 
(i.e., within the concave region of the hemispherical trap 
plates) are lost from the cell during excitation and do not 
interfere with subsequent reaction studies. The low potential 
gradient within the detection region results in an initial kinetic 
energy distribution allowing accurate low-temperature reaction 
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Figure 9. Plot of the signal-to-noise ratio obtained in the two ion ceUs. 
At low trapJing potentials the signal-to-noise ratio is comparable due 
to the IimiHd E X B field interaction. Conversely, at high trapping 
voltages th" effects of the applied electric field cause a significant loss 
in detected ion signal resutting in a reduction of the signaHo-noise ratio. 

to be observed similar to the field-corrected cell. The exci­
tation fie d lines are also redirected (Figure l1A) along the 
Z axis re,.ulting in near-homogeneous excitation in the de­
tection region. Shown in Figure l1B is a plot of the equi­
potential lines generated in the X - Y plane. Utilization of 
receive rods significantly reduces the radial inhomogeneities 
in the X - Y plane created by the interaction of the rf electric 
field wit!: large receive plates. 

PRACTICAL ASPECTS OF OPTIMUM CELL 
DESIGN 

The pe:formance characteristics predicted for FT-ICR have 
been denonstrated under conditions where the ions are 
trapped in the cell with thermal kinetic energies. Although 
the potential utility of FT -ICR for high mass detection is 
indicated by the recent success in the detection of laser-de­
sorbed organic molecules (31), the loss of mass resolution of 
high mas" ions produced in an external ion source has not yet 
been solved (33). At mlz values greater than 2500 amu, the 
duration ,)f the time-domain is insufficient for high-resolution 
measurements. Ions that are injected into an ion cell from 
an exterr al source require high trapping voltage to capture 
the translationally hot ions. Because the ions are trapped with 
initially high translational energy, high excitation fields or long 
rf excita:ion periods are required to produce detectable 
packets of ions. In a cubic FT-ICR cell the application of high 
electric f elds produces strong potential gradients that com­
plicate b,)th ion trapping and detection. Therefore, a field­
corrected cell is of importance when attempting to reach the 
theoretical potential of FT -ICR in terms of high mass bio­
molecule 3. 

It is irr portant to note that the development of a cell which 
eliminat"s E x B field effects is equally suited for more 
conventi,mal analytical application, The ability to produce 
and store a population of ions for extended periods of time 
makes FT -ICR an important technique for ion-molecule re­
action stldies. However, an important consideration of any 
energy-d ,pendent reaction study is the initial kinetic energy 
distribution of the ion population. In a cubic FT-ICR cell, 
the initial kinetic energy distribution is determined by the 
trapping field. The translational energy acquired during the 
ionization event complicates kinetic studies. Furthermore, 
mass dependent Z-axis excitation and the effects of Z-axis 
motion ill the presence of E x B fields reduces the ability to 
accurate y monitor ion-molecule reactions. Shimming both 
the excitation and trapping electric fields permits ion detection 
and ion "torage to occur in an electric field free region. Ion 
producti,m in the confines of a low potential gradient results 
in a narcow kinetic energy distribution. A narrow initial 
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Figure 10. Plot of equipotential lines produced by using hemispherical trapping electrodes. The concave geometry redirects the field lines such 
that a linear trapping field is approximated by producing a high density of electric field lines which are perpendicular to the magnetic field. It 
is important to note the low potential gradient formed in the detection region of the cell relative to the potential gradient formed in a cubic ICR 
cell (Figure 1 B). 
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Figure 11. Plots of the equipotential lines generated in a cell con­
structed of hemispherical trapping plates in conjunction Nith receive 
rods and cylindrical excitation plates during excitation. ,\ projection 
along the Z axis (A) shows that ions formed with low kinetic energies 
trapped in the center of the cell will experience uniform excitation. 
Ions that are formed at the extremes of the ion cell (and therefore 
acquire significant kinetic energies due to the high poten' ial gradient) 
are discriminated against by the redirection of the field lines near the 
trap plates. A projection in the X - Y plane (B) shows' hat uniform 
excitation can be achieved regardless of ion position. 

kinetic energy distribution coupled with uniform excitation 
greatly improves the accuracy of ion-molecuh reaction 
measurements. 

Recently, we demonstrated that phase synchronization 
occurs via a frequency shift induced by an applied rf excita­
tion. Phase synchronization and production of the coherent 
ion packet requires a uniform excitation field. The rf exci­
tation electric field lines produced in a cubic FT-I[~R cell are 
distorted by the detection plates which are held at ground 
during excitation. The inhomogeneities result in electric field 

vectors which are not uniformly applied in the Y direction. 
An rf electric field having a distribution of vector components 
in the X direction (i.e., radially inhomogeneous) causes mis­
alignment of ions having initially different spatial locations 
and phase angles. Such differences in the alignments of the 
ions following excitation correspond to an inability to phase 
synchronize the ion population. In order to realize the po­
tential of FT-ICR, modification of cell geometry to reduce the 
E x B field effects is necessary. 
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Combustion Tube Method for MeasurElment of Nitrogen Isotope 
Ratios Using Calcium Oxide for Total Removal of Carbon 
Dioxide and Water 

Carol Kendall' and Elizabeth Grim 

U.S. Geological Survey, 431 National Center, Reston, Virginia 22092 

The nitrogen Isotope ratios of several organiC and Inorganic 
materials have been analyzed by a sealed-tube combustion 
method requiring on-line cryogenic purHlcatlon and by a new 
sealed-tube combustion technique using CaO for the quanti­
tative removal of CO. and water. Samples purHied cryogen­
Ically are enriched In 15N by an average of 0.11 %0 relative to 
samples prepared wHh CaO. The enriched values of samples 
purHled cryogenically probably resuH from the larger amounts 
of residual contaminants In samples prepared without CaO. 
Because samples prepared with the CaO technique require 
no additional purification, the technique Is Ideal for use with 
multlsample mass spectrometer Inlet systems. 

INTRODUCTION 
In the years since Stump and Frazer (1) first proposed a 

dry combustion technique for the liberation of nitrogen, 
combustion techniques have become the preferred method 
for the analysis of organic and inorganic nitrogen samples for 
nitrogen isotopic composition. Most commonly, samples are 
combusted inside sealed tubes (2, 3), the tubes are cracked 
into a vacuum line, the contents are purified cryogenically to 
remove H20 and CO2, sometimes further purified by cycling 
through various furnaces (4), and then the nitrogen gas is 
concentrated before introduction into the mass spectrometer 
or into a sample vessel by using a Toepler pump (4), by 
freezing with He (5, 6), or by trapping onto a molecular sieve 
cooled by liquid nitrogen (7-9). The sample vessels may then 
be mounted on the mass spectrometer inlet system for isotope 
ratio measurement, Alternatively, samples may be combusted 
under vacuum in furnaces connected to the mass spectrometer 
and the purified gas frozen into a small inlet volume (10). All 
of these methods require considerable time and labor for the 
various purification and concentration steps. The recent 
availability of isotope ratio mass spectrometers equipped with 
multiple automated tube crackers makes sealed-tube tech-

niques t lat produce pure gas especially attractive. Such 
techniques have been developed for preparation of water for 
OD determination (I1). 

In their classic papers, Fiedler and Proksch (2, 12) describe 
their techniques and apparatus for the first multisample 
semiautcmated inlet system for a nitrogen isotope ratio mass 
spectrOIIleter. Their system enabled 80 samples to be pro­
cessed per day. Samples were com busted in Pyrex tubes with 
copper aod copper oxide, and CaO was added to absorb the 
resultanl H20, CO2, HCl, and other products. The low re­
action temperature required by Pyrex produced incomplete 
yields (85-90%), which impaired precision and accuracy, 
making the technique unsuitable for natural abundance 
measurements. The authors rejected the use of quartz tubes 
because of cost, because of difficulty of handling, and because 
they fouod that quartz reacted with CaO at temperatures 
above 600°C and cracked due to formation of calcium silicates. 
We have combined their use of CaO with our current 850°C 
sealed-tube technique, which is modified after Macko (8), and 
have exp'lrienced no problem with reaction of CaO with Vycor 
tubes. The use of CaO results in complete removal of CO2 
and H20 and, hence, is ideal for use with a multi port tube­
cracking inlet system. 

This ,tudy compares our former and new sealed-tube 
combust on techniques for precision, accuracy, and ease of 
use. Sarr.ples prepared by either method are cracked directly 
into the inlet system of the mass spectrometer. However, 
samples prepared without CaO require cryogenic purification 
on-line p -ior to analysis, whereas samples prepared with CaO 
may be d:rectly introduced into the mass spectrometer without 
further >,urification. 

EXPERIMENTAL SECTION 

Apparatus. Samples are combusted in 9-mm Vycor tubes 
inside ho.low nickel tubes in a muffle oven. The nickel tubes 
protect acjacent tubes from exploding if one tube explodes. After 
combusti m, a custom-made temperature controller cools the 
samples f lr 17 h by automatically decreasing the temperature at 
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a rate of 50°C per hour. A Finnigan Model 59670 12-port 
tube-cracker module designed for breaking 6-mm tubes inside 
glass cracker tubes by flexing of ball joints was modifiEd to accept 
both 6-mm and 9-mm tubes. 

To use the tube cracker, each tube is scored about 5 em from 
the tip, a metal spring is dropped inside the crackel' tube, and 
the sample tube is loaded into the cracker tube. The spring has 
two functions: to hold the Vycor tube above the hase of the 
cracker tube so that the cracker is not strained durin, automatic 
tube cracking, and to allow tubes of various lengths to be used. 
The length of the spring is adjusted prior to insertion so that the 
score on the Vycor tube lines up with the base of the ball joint. 
The ball joint is liberally lubricated with Apiezon N grease, as­
sembled, and held securely with a metal pinch clamp. 

Reagents. Our normally used reagents and reage 1t-cleaning 
methods are as follows: Copper oxide wire (Baker Analyzed) is 
purified prior to use by heating in air to 600 °C for 3 h, then sieved 
through no. 45 mesh to remove dust. Copper metal .ccelerator 
granules (Alpha Resources, Inc., Stevensville, MI) are tiled without 
additional cleaning. CaO (Fisher Scientific) is "activated" by 
baking at 1000 °C for 1 h to remove absorbed water and stored 
in a sealed container. The Vycor tubes are baked fo:' 4 h at 600 
°C before use. 

The normal cleaning method described above wa" compared 
with a higher temperature method modified after M inagawa et 
al. (13) where the tubes and copper oxide are heated to 850°C 
for 2 h, and the copper is baked under vacuum to 750°C for 2 
h and then reduced with dry hydrogen. The Alpha ,opper and 
a finer-grained copper (Mallinckrodt, Inc., St. Louis MO) were 
tested for relative amounts of carbon contaminants ty using the 
two cleaning methods. 

Procedure. The following procedure is used in both com­
bustion methods: 3 g of cupric oxide wire pieces is [,ut into the 
23 em X 9 mm o.d. Vycor tube using a long-tipped funr el, followed 
by enough sample to produce 6-B0 I'M of N" another' g of cupric 
oxide, and 5 g of copper granules. These amounts of copper and 
copper oxide could probably be reduced by 50%. F or samples 
that might react with the Vycor, such as sodium nitrat<, or samples 
on glass filters, the sample is placed inside a prebake,16-mm o.d. 
Vycor tube which is then placed inside the 9-mm t\lbe (13). If 
CaO is used, 10-500 mg is added after the sample and before the 
remaining reagents. The copper granules prevent sam"le and CaO 
powders from migrating into the vacuum system during evacu­
ation. The tubes are evacuated and sealed to a length of about 
18 em. The tubes are shaken and vibrated with an ensraving pen 
to mix the sample with the reagents and then comtusted for 2 
h at 850°C, followed by slow cooling. 

Samples prepared without CaO must be purified cryogenically. 
A 6-mm-o.d. stainless steel manually operated inlet system of the 
mass spectrometer was designed so that each sarr pIe can be 
purified on-line while the previously purified sample is being 
measured by the mass spectrometer. About two samples per hour 
can be purified and measured with this system. Tl'e tubes are 
loaded into a tube cracker (modified after Des Marai" and Hayes 
(14), which is permanently mounted to the inlet syst"m, and the 
system is evacuated. The tubes are frozen in liquid :1itrogen for 
15 min before loading, cracked open with the Dewar i 1 place, and 
expanded into a 12-cm-long steel U-trap cooled in liquid nitrogen 
for an additional 15 min. These freezing times have proved 
necessary for total removal of H,O and CO, from 6C I'M N, gas 
samples. At this point, the previous sample in the mass spec­
trometer is pumped away, the handvalve to the inl"t system is 
opened, and the purified N, is expanded into the mass spec­
trometer for analysis. 

Samples prepared with CaO require no further purification and 
are loaded in groups of up to 12 onto the multisample inlet system 
for computer-controlled analysis. After all the tube;rackers are 
loaded and evacuated, the computer is started and the sample 
tubes are automatically cracked and analyzed undE r computer 
control. The CaO dust does not migrate out ofthe tutes; however, 
as a precaution, balls of copper wire turnings are stuffed into the 
inlet system between the tube cracker and pneuma,;c valves to 
protect the valve seats. 

Isotope ratio measurements are performed on a Finnigan 251 
EM triple-collecting mass spectrometer. After each analysis, a 
scan is made of the mass spectrum of the sample gas 10 detern1ine 
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Table I. l)15N Values Relative to AirG of Samples Purified 
Cryogenically and with CaO 

material cryogenic purification eaO purification 

potassium +3.53 ± 0.10 (n = 15) +3.49 ± 0.05 (n = 14) 
nitrate 

ammonium +0.57 ± 0.12 (n = 12) +0.49 ± 0.Q7 (n = 15) 
sulfate 

thiourea -1.46 ± 0.10 (n = 9) -1.53 ± 0.04 (n = 12) 
peptoneb +6.72 ± 0.18 (n = 4) +6.34 ± 0.17 (n = 6) 
corn leaves +3.44 ± 0.14 (n = 3) +3.36 ± 0.16 (n = 5) 
nitrogenous +7.83 ± 0.66 (n = 7) +7.70 ± 0.05 (n = 3) 

coale 
N-ld +0.58 ± 0.02 (n = 7) +0.45 ± 0.05 (n = 10) 
N_2d +20.39 ± 0.07 (n = 3) +20.35 ± 0.02 (n = 3) 

tlo 15N 

0.04 

0.08 

0.07 
0.29 
0.08 
0.13 

0.13 
0.04 

'Reported in per mil (o/oo) using values of -1.63 ± 0.030/00 for N-SVEC 
relative to NBS-14 and -2.810/00 for N-SVEC relative to Air. 'Type 1 
peptone. C Black band coal from Durham Basin, NC; obtained from M. 
D. Krohn, USGS. dlnternational Atomic Energy Agency ammonium 
sulfate reference samples. 

its purity. The peak heights at masses 18, 30, 32, 40, and 44 are 
automatically measured on the minor collector and recorded. One 
tube containing 120 I'M of the NBS standard N-SVEC prepared 
by using a modification of Coplen and Kendall's (15) procedure 
is loaded each day to serve as a working standard and to detern1ine 
the fractionation between capillaries. The precision of multiple 
measurements of the same gas is better than ±0.02%,. 

RESULTS AND DISCUSSION 
We have experienced no problems caused by weakening of 

either Vycor or quartz tubes by reaction of CaO with the walls 
of the tube. With our tube crackers, sample tubes are scored 
at the opposite end of the tube from the CaO so that if the 
tubes were weakened by reaction, they are not strained ad­
ditionally. With the sample tubes being cracked inside the 
automated tube crackers, samples are not lost even if the tubes 
shatter upon cracking. 

The nitrogen isotopic compositions of a variety of samples 
prepared with both the cryogenic and CaO purification 
techniques are given in Table I. Both techniques produce 
pure nitrogen with 44/29 and 18/29 mass ratios generally less 
than 0.03. The analytical precisions (1,,) range from ±0.02%0 
for reagents to ±0.66%0 for cryogenic purification of a coal; 
the lower precision for natural samples is probably due to 
insufficient homogenization and trace contaminants. The 
average analytical precisions for samples prepared with and 
without CaO are 0.08 and 0.17%0, respectively. 

The mean values for cryogenically purified samples are 
consistently enriched in 15N relative to samples prepared with 
CaO by 0.04 to 0.29%0. The relative enrichment in 15N for 
peptone samples prepared by the cryogenic purification me­
thod is twice the difference seen with any other type of sample. 
Peptone is often used as a standard because its organic com­
plexity provides a more rigorous test of the performance of 
a technique than simpler materials (10). There is no corre­
lation between the amount of isotopic fractionation and the 
ii15N values of these samples. 

Fiedler and Proksch (2) suggested that the amount of CaO 
used should be twice the amount theoretically required for 
absorption, or about 5 mol of CaO per mole of CH20. We used 
potassium nitrate, ammonium sulfate, and thiourea to de­
termine the amount of CaO actually required to remove CO, 
and H20 quantitatively, and to check the effect of excess CaO 
on the ii'5N value (Table II). These three nitrogen-bearing 
reagents where chosen because they contain, respectively, no 
carbon or hydrogen, only hydrogen, and both carbon and 
hydrogen. Sample sizes were chosen to produce 60 I'M of N2 
(about 5-10 mg of sample). 

The critical factor in determining the required amount of 
CaO to use is the amount of carbon rather than the amount 
of hydrogen (Table II). Use of 0.8 mol of CaO Imol of H,O 



528 • ANALYTICAL CHEMISTRY, VOL. 62, NO.5, MARCH 1, 1990 

Table II. Amount of CaO Required for Removal of CO, and 
H,O and Its Effect on o15N Value" 

O15NAir 

amt of potassium ammonium 
CaO,mg nitrate sulfate thiourea 

5 n.a.b n.a. -0.12c 
10 +3.53 ± 0.03 +0.53 ± 0.04 -D.25' 

(n = 4) (n = 3) 
50 +3.53 ± 0.01 +0.48 ± 0.04 -1.55 ± 0.05 (n = 3) 

(n = 2) (n = 3) 
100 +3.47 ± 0.03 +0.48 ± 0.06 -1.54 ± 0.03 (n = 3) 

(n = 2) (n = 3) 
250 +3.44 ± 0.01 +0.48 ± 0.05 -1.52 ± 0.04 (n = 3) 

(n = 2) (n = 3) 
500 +3.48 ± 0.07 +0.57 ± 0.08 -1.52 ± 0.06 (n = 3) 

(n = 4) (n = 3) 

"All samples produced 60 ~M of N, (5-10 mg of sample). The­
oretically required amounts of CaO to absorb all the CO2 and H20 
produced by combustion of KNO" (NH')2S0" and thiourea (as 
calculated from Fiedler and Proksch, 1972) are, respectively, 0, 67, 
and 34 mg of CaO. 'Not analyzed. 'No H20 (mass 18) present; 
however, the amount of CO2 (mass 44) was more than 100 times 
normal background. 

Table III. Relationship between o15N and Nitrogen Yield 
(~M) for the CaO Technique 

total range no. of 
in b15N, 0/00 samples corr coeff linear regression 

0.15 n=6 -0.540 o15N = -D.00017 ~M + 0.49 
0.30 n=6 -D.532 OI5N = -D.00074 ~M + 0.49 

appears sufficient to remove all H20. On the basis of the 
results in Table II, we recommend using at least 15 mol of 
CaO/mol of carbon to ensure that all carbon is removed. 

There is no correlation between the amount of excess CaO 
and the bI5N value for the samples tested (Table II)- However, 
the differences in bI5N values between groups of samples 
prepared with different amounts of CaO are often greater than 
the analytical uncertainty within a group. Analytical scatter 
for samples prepared with 500 mg of CaO generally is slightly 
greater than that for samples prepared with less CaO. 

Activation of the CaO improves its absorption efficiency. 
Fiedler and Proksch (2) suggested using CaO that was freshly 
activated at 1000 °C; however, we experienced no differences 
in absorption efficiency between freshly prepared CaO and 
CaO that had been stored in a bottle for 3 months. Samples 
containing 50 mg of unactivated CaO /5 mg of thioura, mea­
sured on the mass spectrometer the day they were combusted, 
contained 50-200 times more water (mass 18), contained 2 
times more CO2 (mass 44), and had bI5N values enriched in 

I5N by up to 0.2%0 compared to samples prepared with ac­
tivated CaO. However, when identical samples were left at 
room temperature for several weeks between combustion and 
analysis, all the water and CO2 was absorbed by the CaO and 
the bI5N \ a1ues were within 0.1 %0 of the expected value. These 
limited data suggest that aging of combusted samples may 
increase absorption and permit use of less CaO. X-ray dif­
fraction Lnalysis of reacted CaO indicates the formation of 
Ca(OH)2 and calcite; the relative amounts of CO2 and water 
removed by chemical reaction versus absorption are unknown. 

There is a slight inverse correlation between sample size 
and bI5N for ammonium sulfate samples prepared with the 
CaO purification technique (Table III). These two sets of 
samples, ranging from 6 to 60 I'M in size, were prepared by 
using thE same size sample tube and quantity of reagents 
regardleSf. of sample size. Because of the poor correlation and 
the small effect on sample bI5N, we have not corrected our 
results for this possible source of contamination. 

Table: V shows the results of an investigation of whether 
differenc·,. in the amounts of trace contaminants might be 
responsible for the enrichment of cryogenically purified sam­
ples relative to samples prepared by using CaO and for the 
slight enr chment of small samples relative to larger ones. For 
this experiment, the combustion tubes were identical in length 
and in w"ights of reagents, except for the presence of CaO. 
Two clealling procedures and two varieties of granular copper 
were test"d. Mass spectral data are all reported as ratios of 
peak heights, rather than as absolute intensities, to facilitate 
comparis)n with spectra produced by different mass spec­
tromete" .. Absolute amounts of Nz or other gases in blanks 
were not "a1culated because of the difficulties associated with 
linear extrapolations of the relationships between ion inten­
sities ane amount and type of gas at low intensities. 

The mllin contaminants that can affect the b15N of a sample 
are as fo lows: nitrogen oxides, indicating incomplete re­
duction of the nitrogen with resultant isotope fractionation; 
carbon m )noxide, with masses 28 and 29; and carbon dioxide, 
which produces daughter fragments with masses 28 and 29. 
Mass 30 (NO) is barely above background with both methods; 
hence, ni :;rogen oxide contamination is insignificant. 

The critical factors in evaluating the merits of different 
proceduns and reagents are (1) the absolute amount of the 
mass 28 tackground in the blanks and (2) amounts of masses 
28 and 29 that are not due to N2. Because mass 14 is entirely 
produced from N2 of mass 28, all peak heights in Table IV 
are reported relative to it. The best procedure is the one 
producin,\ blanks (tubes with reagents but no sample) with 
the lowes c absolute amount of mass 28 and the lowest ratios 
of other masses relative to mass 14. 

Blanks prepared with CaO were substantially cleaner than 
blanks prepared without CaO and introduced into the mass 

Table IV. Amounts of Contaminants in Blanks Prepared with and without CaO, Using Different Types of Copper and 
Reagent-Cleaning Methods" 

reagent magnitude of 
ratios of peakse cleaning mass 28 peak! 

CaO amt, mg copper grain sizeb method' % 29/14 28/14 44/14 12/14 

0 coarse normal 1.7 0.41 34.1 266 12.3 
0 coarse higher T 1.1 0.33 25.8 376 7.5 
0 coarse normal/frozen 0.7 0.15 12.1 <0.1 0.1 

50 fine normal 0.7 0.16 12.1 <0.1 <0.05 
50 fine higher T 0.4 0.17 12.3 <0.1 <0.05 
50 coarse normal 0.5 0.21 U.8 <0.1 <0.05 
50 coarse higher T 0.4 0.17 11.7 <0.1 <0.05 

a Blank combustion runs were prepared the same way as with samples (see text). ; Two kinds of granular copper were used: fine granular 
copper (Mallinckrodt) and coarse-grained copper metal accelerator (Alpha). cThe normal and higher temperature methods for reagent 
preparation are described in the text. The frozen blank was processed by using thE cryogenic purification technique. dMagnitude of mass 
28 peak of blanks compared to the mass 28 peak of a normal 60 .uM sample; inten~;ities measured on the major electrometer. e Intensities 
measured on the minor electrometer. 



spectrometer without additional purification ('rable IV). 
Addition of CaO removes essentially all the carbon oxide 
species, as indicated by the low 28 peak and the low ratios 
of peaks produced by carbon oxides to the mass 14 peak. The 
cryogenically purified (frozen) blank contains slig 1tly higher 
levels of contaminants than the blanks prepared with CaO. 
The fine-grained copper produces higher levels cf contami­
nants than the coarser copper; the source of carbon in the finer 
copper cannot be removed by heating under vacuum followed 
by reduction with hydrogen gas. The normal clEaning pro­
cedure (no cleaning of the copper) is satisfactory if coarse 
Alpha copper is used with CaO. 

The data in Table I demonstrate that the bJ5N of samples 
prepared by using the cryogenic purification technique are 
0.04-0.29%0 enriched in 15N compared to sample3 prepared 
by using CaO. The results in Table II suggest that the dif­
ference is not related to the amount of CaO, becausn extremely 
large excesses cause no additional changes in bJ5N ,alues. One 
explanation for the isotopic enrichment of cryogenically pu­
rified samples is the difference in the compositioCls of blank 
samples prepared with CaO and with the cryogenic purifica­
tion method (Table IV). In particular, the lower amount of 
mass 28 and the approximately 3 % lower ratio of mass 28 to 
mass 14 in blanks prepared with CaO and coal'se copper, 
compared to the other blanks, are probably causnd by more 
efficient oxidation of carbon monoxide to CO2, ,\bsorption 
of CO2 onto CaO lowers the CO2 fugacity during (ombustion 
and cooling, and necessarily causes the CO oxidati In reaction 
to go further to completion. Because of the higher ratio of 
mass 29 to 28 in CO compared to N2, significant additions of 
CO from contaminants in the reagents or from ncomplete 
oxidation of refractory organics will cause enrichm3nts in l5N. 
It is interesting to note that the sample on TablE I with the 
greatest J5N enrichment of cryogenically purifi"d samples 
relative to samples prepared with CaO is pepton'l, a sample 
known to be difficult to analyze with conventional techniques. 

Part of the enrichment in 15N of cryogenically purified 
samples relative to the CaO-purified samples might be caused 
by fractionation of nitrogen gas in the inlet syste 11 at liquid 
nitrogen temperature. We have frequently noted that, if we 
expose our working standard nitrogen to an inlet system with 
a U-trap cooled with liquid nitrogen for long peri)ds of time 
prior to expansion into the mass spectrometer, the bJ5N of the 
gas is enriched by 0.05-0.3%0. The more thorougl:ly the inlet 
system was heated and evacuated prior to exp;lllsion and 
cooling the gas, the less the fractionation, suggestin:( that trace 
amounts of frozen water may be responsible fer the frac­
tionation. 

Because the b'5N differences between the techniques are 
so small and because internationally recognized standard 
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values for N-l and N-2 ammonium sulfate materials have not 
been established, it is difficult to demonstrate which method 
is more accurate. A compilation of data generated by using 
unspecified preparation methods in eight laboratories (J 6) 
gives mean values for N-l and N-2 of +0.44 ± 0.39%0 and 
+20.19 ± 0.70%0, respectively. Our values for samples prepared 
with CaO are closer to these values than the values for samples 
purified cryogenically. 

We find that use of CaO in a sealed-tube combustion 
technique produces more precise and potentially more accu­
rate bJ5N values than those achieved with conventional 
cryogenic-purification methods. The CaO purification method 
is easier and faster to use because no further purification is 
required, and the method is ideal for use with an automated 
mass spectrometer inlet system. We recommend using 15 mol 
of activated CaO Imol of carbon; for samples of unknown 
carbon content, using 70 times as much CaO as sample should 
be sufficient. 
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Suspended Trapping Procedure for Alleviation of Space Charge 
Effects in Gas Chromatography/Fourier Transform Mass 
Spectrometry 

Jeremiah D. Hogan and David A. Laude, Jr.* 
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A suspended trapping pulse sequence is implemented in 
Fourier transform mass spectrometry detection of capillary 
gas chromatography effluent as a means to alleviate space 
charge effects In the trapped Ion cell. The combination of 
Intense lonlzallon conditions and a suspended trapping delay 
extends the working range of gas chromatography/Fourier 
transform mass spectrometry (GC/FTMSl for which high­
performance spectra are generated to 5 orders of magnHude, 
from detecllon limits of 10-100 pg to the limit of gas chro­
matography (GCl column capacity. This corresponds to a 
factor of 10' Improvement compared to conventional trapping 
methods. Shifts In cyclotron frequency over the eluting GC 
peak profile are also reduced from as much as 210 Hz to less 
than 3 Hz over the same range of neutral analyte concen­
trations, which Indicates accurate mass calibration can be 
achieved Independent of Initial Ion population In the trapped 
Ion cell. This capability Is demonstrated as frequency as­
Signments with low part-per-mlilion error are obtained by 
GC/FTMS for mixture components of varying concentration 
from a Single suspended trapping calibration table. 

The application of Fourier transform mass spectrometry 
(FTMS) as a detector for capillary gas chromatography (GC) 
is recommended by the simultaneous ion detection, high mass 
resolution, and low part-per-million (ppm) error mass mea­
surement capabilities of the spectrometer. The source! ana­
lyzer pressure conflict (1) that plagued early GC!FTMS work 
(2, 3) has been reconciled through the development of first 
the pulsed valve interface (4) and then differentially pumped 
external source (5, 6) and dual cell (7, 8) instrument config­
urations that now extend detection limits well below 1 ng 
without compromising the FTMS performance achieved at 
lower analyzer pressures. A continuing impediment to routine 
implementation of GC !FTMS, however, is the modest working 
range of the detector before space charge perturbs ion motion 
in the trapped ion cell (9, 10). The actual range of neutral 
analyte concentration for which acceptable spectra are gen­
erated for constant ionization parameters before Coulombic 
line broadening (11) and peak shape distortion arise, depends 
upon trapped ion cell capacity (12) but is only about 2 orders 
of magnitude in the 2 in. cubic cell. The working range for 
low ppm error mass measurement is even more restricted, 
typically less than an order of magnitude. Given that the 
minimum acceptable range for GC!MS performance should 
extend from the low picogram detection limits achieved with 
quadrupole and sector mass analyzers to the capacity of ca­
pillary GC columns which is typically tens of micrograms, it 
is necessary that present GC !FTMS performance be extended 
by 2 to 3 orders of magnitude to be competitive with other 
GC!MS instruments. 
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The re, trictions to dynamic range imposed by Coulombic 
repulsive effects in the FTMS trapped ion cell are endemic 
to all ion trapping devices and similar problems were en­
counterec with the ion trap detector (lTD) developed by 
Finnigan (or GC!MS (13). The automatic gain control (AGC) 
solution arived at for the GC!ITD utilizes a real-time in­
teractive edjustment of electron ionization beam time to match 
ionization conditions with the expected neutral analyte pop­
ulation. The linear dynamic range for GC!ITD was found 
to improYe lOOO-fold with AGC as a 106 change in neutral 
concentration could be detected before the onset of space 
charge effects. An approach analogous to AGC for extending 
GC !FTM S performance is conceivable, but modifications to 
the trapped ion cell and detection circuitry to facilitate ion 
current monitoring and adjustment would be difficult and to 
date haVE not been implemented. 

In are, ent paper we described an alternative method for 
regulation of the ion population detected by FTMS that is 
based upon the suspension of trap plate potentials after the 
ionizatior event and prior to detection to permit the efflux 
of excess ions that contribute to space charge (14). The in­
sertion of a suspended trapping delay of a few milliseconds 
was found to establish an ion population for detection that 
was inde~endent of initial ionization conditions and neutral 
populatio 1S and yielded FTMS spectra with nearly identical 
relative mass intensities, mass resolution, and effective cy­
clotron frequencies. Application to detection of chromato­
graphic eft1uent and to desorption experiments, each of which 
generate transient or fluctuating neutral analyte population, 
was suggE sted as a means to extend the working range for 
FTMS at d to simplify mass calibration. In this paper the 
merits of suspended trapping for FTMS detection of GC 
effluent are evaluated. 

EXPERIMENTAL SECTION 

The FTMS instrument used for all experiments is described 
elsewhere 114). Briefly, the system includes a 3-Tsuperconducting 
magnet, a ",icolet analytical instruments dual cell assembly with 
2 in. cubic cells, differential pumping with 700 Ljs UHV diffusion 
pumps, ard Nicolet FTMS-2000 data system and analog elec­
tronics. System base pressures are maintained in the mid 10-9 
Torr range as measured by Bayard-Alpert gauges mounted above 
the diffusi on pumps outside the strong magnetic field. Electron 
ionization is accomplished with the standard Nicolet filament 
assembly mounted in the analyzer chamber. During the beam 
event an electron beam is gated to traverse the dual cell and strike 
a probe m,mnted collector placed 37 em behind the source trap 
plate in the source chamber. Measured electron beam currents 
through the cell are 20% of software-requested values. 

A Hewl..tt-Packard 5890 gas chromatograph was interfaced to 
the FTMS to perform the GCjFTMS measurements. A capillary 
split injeclor with 10:1 split ratio was used for sample injection 
onto a wide bore, short length capillary column with zero-grade 
belium as ,he carrier gas. This column was selected to increase 
sample capacity and to permit rapid repetitive separation of the 
simple mix ~ures used to evaluate suspended trapping performance. 
Methylnaphthalene separations from methylene chloride solvent 
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were performed isothermally at 50°C. The three-,;omponent 
mixtures dissolved in methylene chloride were separ,lted with a 
temperature program from 50 to 100°C. 

The interface to the mass spectrometer consisted of an open 
split measured at 100:1 at the column exit that is achieved by 
inserting a 100 I'm i.d. X 10 cm length of fused silics a distance 
of 3 cm into the GC column. The 100 I'm i.d. restrictor was 
connected with a zero-volume union to a 250 I'm i.d. X 2 m length 
of deactivated fused silica transfer line that termin lted in the 
vacuum chamber a distance of 2 cm from the source sde trapped 
ion cell. Source and analyzer pressures during GC ecperiments 
were 1.1 X 10-6 and 1.1 X 10-8 Torr, respectively. The transfer 
line to the FTMS was maintsined at 100 °C with resis·.ive heating 
and the FTMS vacuum system temperature was 1€5 °C. 

FTMS data acquisition parameters were controlled ,lith Nicolet 
FTMS-2000 software version 5.1R2. The suspendEd trapping 
pulse sequence used was identical with the conventional single 
resonance swept excitation pulse sequence (SGL) eKcept for a 
variable delay event inserted after the beam event during which 
collector plate, source trap, conductance limit, and ar alyzer trap 
were set to 0.0 V. For all experiments a -21.5-V ele<:tron beam 
was used to minimize helium ion formation. Various c( mbinations 
of electron beam currents, ranging from 5 to 40 I'A and beam 
times, ranging from 5 to 30 ms, generated desired initial ion 
populations. Ion equilibration between source and anayzer during 
the beam event with 1.3-V trap plate potentials and 0.0 V at the 
conductance limit yielded transfer efficiencies betweEn 35% and 
40% of the initial source population. Trap potentials :"or analyzer 
cell excitation and detection events were 1.3 V. Common to all 
experiments was 2.66-MHz broad-band excitation at a 3200 Hz/1'8 
sweep rate. An 800-kHz bandwidth with 32K data points was 
used for GC /FTMS broad-band detection of the three, component 
mixture experiments. In experiments that examinee frequency 
shifts in the molecular ion region of methylnaphthalene, narrow 
band detection of 16K data points over a 25.8-kHz w ndow from 
masses 137 to 145 was used. Data processing of transiellts included 
base-line correction, addition of an equivalent numb", of zeroes, 
sine bell apodization, and a magnitude Fourier transform. 

For the GC software subroutine employed, thE minimum 
GC /FTMS scan time of 1.9 s was limited by the softwa re overhead 
for background storage of transients to the storage module. It 
was found that a total of ten transients could be c( added and 
stored every 1.9 s for the broad-band experiments and four 
coadded transients could be stored in 1.9 s for miXEr mode ex­
periments. With typical peak widths of 10 to 20 s .t the base 
line, the chromatographic profile was adequately d"fined. No 
threshold for data storage was used. 

Chemical information extracted from spectra during postrun 
processing with Nicolet subroutines included relative peak height, 
signal to noise, peak centroid frequency, and mass rewlution. In 
particular, the algorithm to calculate the peak centroid frequency 
extracts the peak maximum from the fit of an inveru,d parabola 
to the top of a sampled peak (15). Mass calibration ;ables were 
generated from spectra of perfluorotributylamine (PJ'TBA) that 
was leaked through a volatile inlet. Subsequent chrOlnatography 
experiments were performed in the absence of calihrant. The 
software supplied calibration equation used to assign cali brant 
ion frequencies (16) accounts for the magnetic and trapping 
electric fields but does not include an ion density dependent 
electric field term. 

RESULTS AND DISCUSSION 
Selection of a Suspended Trapping Delay. j,pplication 

of suspended trapping to GC /FTMS measuremellts first re­
quires the determination of an appropriate delay t me during 
which excess ions exit the trapped ion cell. In previous work 
optimum delays of 1 to 2 ms were indicated by the suspended 
trapping ion flight profiles (14). However it was also noted 
that because the ion population remaining in the cell at ex­
tended delays was a function of cell cleanliness, the profile 
was not constant and occasional reevaluation of an optimum 
delay time would be necessary. In Figure la tre flight of 
naphthalene molecular ions from the dual cell, obtained at 
the time of these GC /FTMS experiments, is preSE nted. The 
large initial ion population at zero delay (which corresponds 
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Figure 1. Profiles of suspended trapping ion intensity (aJ and effective 
cyclotron frequency (b) at increasing suspended trapping delay times. 
Data are for the naphthalene molecular ion. Sample was leaked into 
the source at 5 X 10-8 Torr and ionized with a 10-ms, 10-I'A beam. 

to the conventional ion trapping population) decays rapidly 
in the first several hundred microseconds due to strong local 
ion Coulombic forces. The sustained signal that follows is 
attributed both to the influx of ions during suspended trapping 
from the external well between the collector plate and source 
trap and to the low-energy ions retained in the cell due to 
surface charging on contaminated trap plates (17). Because 
the trapped ion cell had not been cleaned for several weeks, 
cell contamination was significant and the plateau in the ion 
profile extended for nearly 8 ms before the onset of a more 
pronounced decay. 

Selection of an appropriate suspended trapping delay time 
is complicated in this work by the desire to generate spectra 
with high mass measurement accuracy. Sensitivity benefits 
achieved by reducing the selected delay time conflict with the 
expected reduction in mass measurement errors associated 
with smaller ion populations at longer trapping delays. As 
indicated in Figure lb, the leveling of effective cyclotron 
frequency with increased suspended trapping delays is nearly 
complete at 12 ms. As a compromise between sensitivity and 
mass calibration requirements, a lOoms suspended trapping 
time was selected for all subsequent GC /FTMS measure­
ments. At the beginning of each work period the ion flight 
profile was reevaluated to ensure that suspended trapping 
conditions were not altered. 

Dynamic Range Enhancement. The primary benefit of 
suspended trapping to GC/FTMS applications should be 
extension of the working range over which spectral quality 
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Figure 2. GC/FTMS spectra of methylnaphthalene in the region around 
mass 141 for increasing concentrations of the analyte injected on the 
GC column. The estimated amounts of analyte introduced to the 
source are, in descending order in the figure, 10-100 pg, 100 pg-1 
ng, 1-10 ng, 10-100 ng, and 50-500 ng. These absolute amounts 
are obtained from estimates of pre- and postcolumn split ratios, but 
relative ratios are correct. The maximum intensity spectrum from each 
GC profile is presented for three sets of ionization parameters: (a) 
10-,uA electron current, 10-rns beam time with conventional trapping; 
(b) 40-f.lA current, 30-ms beam with conventional trapping; (c) 40-f.lA 
current, 30-ms beam with a 10-ms suspended trapping delay. 

does not deteriorate due to space charge. Justification for 
suspended trapping detection when large neutral analyte 
populations elute from the GC column is apparent. However, 
the question arises whether this benefit is negated by a cor­
responding decrease in ion population for the case of small 
neutral populations. We argue that the signal detected for 
these smaller neutral populations with suspended trapping 
will not decrease but will actually improve, for two reasons. 
First, the rate of ion flight from the cell early in the suspended 
trapping period is reduced for smaller ion populations because 
ion Coulombic repulsive effects are smaller. Second, by use 
of stronger ionization conditions than space charge consid­
erations would deem practical for conventional trapping ex­
periments, the initial ion population generated would be larger. 

Presented in Figure 2 are results from experiments designed 
to compare the working range of suspended trapping GCj 
FTMS with conventional trapping. The FTMS spectra 
presented are from GC separations in which increasing 
amounts of methylnaphthalene were injected on column. For 
each injection the maximum intensity spectrum from the GC 
profile expanded in the region around mass 141 is shown. 
Injections were made at 11 increasing concentrations of me­
thylnaphthalene in solvent over a 6 order of magnitude range 
from below the FTMS detection limits up to the limit of GC 
column capacity. An examination of spectral peak shape was 
found to provide the best measure of the onset of space charge 
distortion. The data set in Figure 2a is for the ionization 
conditions typical of those commonly used in GCjFTMS, a 
lO-ms beam and a 10-f.lA requested current with conventional 

trapping. The first signal detected in a spectrum by spectrum 
search was for the GC injection that corresponded to between 
100 pg and 1 ng being introduced to the source. Acceptable 
peak shapes were then observed for subsequent injections over 
a 2 order of magnitude range before obvious peak distortion 
in a max. mum intensity file occurred. The spectra in Figure 
2b are foe' a 30-ms beam and 40-f.lA current with conventional 
trapping. As would be expected with more intense ionization 
conditions, detection limits were lowered, in this case by an 
order of :nagnitude. The ion capacity of the cell is constant, 
however, and again a 2 order of magnitude working range was 
observed before the onset of space charge. These spectra 
provide a clear indication of the limited accommodation of 
the FTJII S trapped ion cell for any experiment in which the 
neutral population cannot be controlled. 

Figure 2c presents suspended trapping spectra acquired for 
the identical experimental conditions that yielded the spectra 
in Figun· 2b, with the single modification that a lO-ms sus­
pended t'apping delay time was inserted after the beam event. 
The mos 0 obvious feature of the suspended trapping data, in 
marked wntrast with the data sets in parts a and b of Figure 
2, is retention of peak shape quality and mass resolution over 
a nearly 5 orders of magnitude change in initial neutral 
populatiom. The detection limit of 10-100 pg was similar to 
the limit found for conventional trapping. Surprisingly, 
spectral luality is superior for the suspended trapping case 
even though the number of analyte ions must be smaller. This 
reproduc ble effect may be due to a mass-dependent explusion 
of lower mass background ions from air, water, and carrier 
gas during the suspended trapping event. 

It is apparent from the data in Figure 2 that suspended 
trapping provides an effective approach to extending the range 
of FTMB detection of GC effluent. The magnitude of the 
improvenent is similar to that observed with AGC for ion trap 
detecton.. Suspended trapping has the advantage of being 
much sinpler to implement because the detected ion popu­
lation is 3elf-regulating. The most important disadvantage 
of suspended trapping is the apparent loss of quantitative 
information usually available from integration of chromato­
graphic peak areas. It can be argued however that given the 
already modest working range of conventional trapping FTMS 
measureraents, this lost information is a minor inconvenience. 
In fact, ",constructed chromatograms from suspended trap­
ping ex~eriments are quite similar to those obtained by 
conventhnal trapping because if initial ion populations are 
within the space charge limit of the cell, then suspended 
trapping ion loss due to Coulombic repulsion is small. It is 
only for initial ion populations that exceed the space charge 
limit that the rate of ion loss due to Coulombic repulsive 
effects b, comes large and quantitative information is lost. At 
these ion densities, however, conventional spectra also lose 
quantitadve significance. There are, however, several ap­
proaches to regaining lost quantitative results including the 
use of auxiliary detectors like the flame ionization detector, 
impleme ,ting ion collection electrodes that monitor ion 
current Exiting the cell during suspended trapping, or com­
bining al oernate suspended trapping and conventional pulse 
sequenCES during the GC experiment. 

Simpllfied Mass Calibration. FTMS mass measurement 
accuracy at the low- and sub-ppm error level has been shown 
in numeIOUS applications (I5, 18-20), including GCjFTMS 
measurements in which low-ppm errors over a wide mass range 
in the ahl;ence of calibrant ions were demonstrated for simple 
syntheti( mixtures (21-23). Routine low-ppm errors are 
possible, lowever, only when the analyte ion population is well 
controlle:l. Under these circumstances the important con­
tributiom: to measured cyclotron frequency are a homogeneous 
magnetic field and the static electric trapping field. Several 
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Figure 3. Chromatographic profile recreated for injecticn of 100 ng 
of methylnaphthalene into the GC with FTMS detection. Parameters 
extracted from individual FTMS spectra to yield the pre.files are as 
follows: X, SIN of the ion at nominal mass 141; +, effectve cyclotron 
frequency. Part a is for FTMS detection with 10-,uA beam and 10-ms 
beam time with conventional trapping, and part b is for :IO-ms beam 
time and 40-,uA current with 10-ms suspended trapping time. 

calibration equations that account for these two f~.ctors have 
been demonstrated (16). Unfortunately, as Gross and co­
workers first showed, the local ion Coulombic electric field 
in the trapped ion cell also contributes with th, trapping 
electric field to decrease the measured cyclotron frequency 
(15). Frequency shifts can be several hundred hertz for large 
ion populations, which renders calibration tables based solely 
on magnetic and trapping fields useless for other thm nominal 
mass assignment. Calibration equations developed to account 
for the ion density dependent electric field (24) are effective 
only if the ion population is known or can be measJred. This 
is rarely possible in routine analytical work and hstead cal­
ibration equations are constructed either from ion populations 
similar to those expected for the analyte or at low ion densities 
so that the added ion Coulombic electric field term is negli­
gible. Obviously for chromatography experimenls in which 
neutral populations vary over several orders of magnitude, 
neither option is feasible. Successful accurate l1ass mea­
surement studies reported in previous GC jFTMS work were 
obtained for mixtures with components of approxim ately equal 
concentration (21). 

Suspended trapping is effective in simplifying mass cali­
bration because the detected ion population is :'educed to 
levels at which the ion Coulombic electric field term is neg­
ligible. It would be expected then that the measured frequency 
should be constant over the course of an eluting GC profile 
that yields spectra for a wide range of analytical concentra­
tions. To demonstrate this, GC profiles that track the elution 
of a 100-ng injection of methylnaphthalene are presented in 
Figure 3. In Figure 3a, the signal to noise ratio (SIN) and 
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Figure 4. Comparison of effective cyclotron frequencies for the ion 
of methylnaphthalene at mass 141 for increasing concentrations in­
jected on column. Frequencies are from spectra shown in Figure 2: 
X, 10 ms, 10 ,uA wtth conventional trapping; +, 30-ms beam, 40-,uA 
current with conventional trapping; ., 30-ms beam, 40-,uA current wtth 
10-ms suspended trapping delay. 

cyclotron frequency of the mass 141 ion are extracted and 
plotted as a function of time to obtain chromatograms for a 
10-,uA, lO-ms beam experiment with conventional trapping; 
both parameters are observed to provide a useful measure of 
neutral analyte population. Unfortunately, the 2lO-Hz change 
in frequency corresponds at mass 141 for a 3-T magnet to a 
minimum fluctuation of about 650 ppm over the eluting GC 
peak if accurate mass measurement of the ion is attempted. 
The actual mass assignment error could be even greater if the 
calibration table generated for the calibrant ion population 
is outside the concentration range of the methylnaphthalene 
profile. In contrast with the results in Figure 3a, the SjN 
profile for suspended trapping also mimics the conventional 
trapping result but the frequency profile varies by less than 
3 Hz, which suggests the possibility of low ppm error in mass 
measurement for fluctuating neutral populations. 

To better assess the effective range of suspended trapping 
for improved mass calibration, frequency values from the 
spectra in Figure 2 were extracted and are plotted in Figure 
4. As expected, large frequency shifts for conventional 
trapping spectra both precede and then accompany Coulombic 
broadening and peak distortion. The use of a 30-ms beam 
and 40-,uA current with conventional trapping apparently 
creates such a large trapped ion cell population (including both 
analyte and background ions) that mass calibration would be 
difficult over any concentration range. Better results would 
be expected with a lO-ms beam and 10-,uA current as the 
frequency shift of less than 10 ppm over a 10- to 100-fold 
concentration change suggests. Clearly, however, the coupling 
of suspended trapping with intense initial ionization affords 
the best performance as frequencies corresponding to less than 
a 10 ppm change are exhibited over the entire 5 order of 
magnitude range accessible to GCjFTMS. 

Application of suspended trapping FTMS mass calibration 
to fluctuating GC populations is now demonstrated. The 
accurate mass data presented in Table I are from GC jFTMS 
analyses of two mixtures of p-xylene, methylnaphthalene and 
bromonaphthalene, one with components in equal concen­
tration by weight and the other with concentrations varying 
by 2 orders of magnitude. Frequencies were assigned to the 
electron ionization fragments by interpolation of a PFTBA 
calibration table constructed just prior to the GC IFTMS 
experiments with the same ionization conditions and sus-
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Table I. Accurate Mass Data for Suspended Trapping 
GC/FTMS Measurements of a Three-Component Mixture 

mixture 1" 
bromonaphthalene 

methylnaphthalene 

p-xylene 

mixture 2b 
bromonaphthalene 

methylnaphthalene 

p-xylene 

calculated 
mass, amu 

207.970516 
205.972562 
127.054226 
142.077 701 
141.069876 
115.054226 
106.077701 
91.054226 
77.038576 

207.970516 
205.972562 
127.054226 
142.077701 
141.069876 
115.054226 
106.077001 
91.054226 
77.038576 

measured 
mass, amu error, ppm 

207.972122 -7.7 
205.973117 -2.7 
127.05573 -11.9 
142.078650 -6.7 
141.070 110 -1.7 
115.055040 -7.1 
106.078098 -3.7 
91.054633 -4.8 
77.040307 -22.5 

207.967230 +15.8 
205.972790 -1.1 
127.055172 -7.4 
142.078440 -5.2 
141.069900 -0.2 
115.054850 -5.7 
106.077 820 -1.1 
91.054530 -2.9 
77.038920 -4.5 

"Equal amounts by weight of each compound were injected with 
approximately 10 ng of each entering the source. b Mixture com­
ponents in the ratio of 100 ng of p-xylene, 10 ng of methyl­
naphthalene, and 1 ng of bromonaphthalene entering the source. 

pended trapping time. Errors for the two mixtures averaged 
7.6 and 7.3 ppm for nine fragment ions and are consistent with 
previous wide-band accurate mass GCjFTMS measurements 
for specific acquisition parameters used (21). The primary 
source of error for the data in Table I is associated not with 
the suspended trapping event but rather with the inadequate 
number of data points used to define the bandwidth. This 
is reflected by the increase in error for higher mass ions. 
Errors on the order of 2 to 3 ppm could be achieved out to 
mass 300, but this would require a reduction in bandwidth 
or increase in the number of data points acquired, which is 
not always feasible (21). The advantage of suspended trapping 
demonstrated here is not a reduction in absolute error of the 
measurement compared to static system measurements but 
rather the opportunity to obtain low ppm errors from mixture 
components differing by orders of magnitude in concentration 
from a single calibration table. With little concern given to 
either analyte or calibrant neutral populations, the leveling 
effect of suspended trapping should permit assignment of 
elemental composition for the relatively low mass ions en­
countered in GCjFTMS. 

One possible limitation of suspended trapping that has not 
been addressed is the skewing of relative abundances com­
pared to conventional spectra. The reason for this mass 
discrimination effect is that if all ions possess similar kinetic 
energies independent of mass, then during the suspended 
trapping event lower mass ions with higher velocities would 
preferen~ially exit the cell. Although this effect is observed, 
the skewmg of relative peak intensities does not follow that 
expected from simple time-of-flight considerations. For ex­
ample, the comparison electron ionization spectra in Figure 
5 are from the suspended trapping GC jFTMS separation of 
the three-component mixture used to produce the data in 
Table I and from conventional trapping measurements of pure 
samples introduced through a volatile inlet. Two explanations 
are given for the nearly identical relative intensities. First, 
ions created in the external reservoir enter the trapped ion 
cell during suspended trapping thereby forming a more 
uniform distribution of the ion population to be detected. 
Second, the population of low-energy ions continuously re­
tained in the cell by charging on the trap plates should be 

SUSf'ENOED TRAPPING GCJl"TMS 

al 1 
1_ 

bl_L ____ ~-
cl 

J~J~ 
100 150 200 250 

M\SSINAMU 

I 
100 

i I 
150 200 

MASS IN A M U 

, I 
250 

Figure 5. Suspended trapping GC/FTMS and conventional trapping 
FTMS spe·;tra of p-xylene, methylnaphthalene, and bromonaphthalene 
in parts a, b, and c, respectively. Suspended trapping spectra are from 
the three-component mixture analyzed by GC/FTMS to yield accurate 
mass data in Table I. Ionization parameters included a -21.5-eV 
beam energy, 30-ms beam, 40-I'A beam current, and 10-ms sus­
pended trapping delay. Conventional trapping spectra are for pure 
samples introduced through a variable leak valve and detected with 
-21.5-eV beam energy, 10-ms beam, and 10-I'A current. 

represen :ative of the ion population formed during the elec­
tron beam. If this population represents a significant fraction 
of the ions detected, then mass discrimination would be re­
duced plOportionally. 

Summary. A suspended trapping FTMS pulse sequence 
suggested as a means to eliminate space charge effects in 
spectra acquired from fluctuating neutral analyte populations 
is appliae to GC jFTMS. By combination of intense ionization 
conditions with an appropriate suspended trapping delay, the 
working ,ange extends from low picogram detection limits to 
the capacity of the GC column. GCjFTMS detection of 
complex mixtures should now be feasible. An additional 
benefit cf the suspended trapping event is that the shift in 
cyclotroL frequency associated with ion Coulombic repulsion 
is minimized so that a single mass calibration table is sufficient 
to generate data point limited low ppm error accurate mass 
measure.nent over the range of neutral concentrations. 
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Carbon-Isotopic Analysis of Dissolved Acetate 

Jeffrey T. Gelwicks1 and J. M. Hayes' 

Biogeochemical Laboratories, Departments of Chemistry and of Geology, Indiana University, 
Bloomington, Indiana 47405 

Heating 01 dried, acetate-contalnlng solids together with oxalic 
acid dihydrate convenlenlly releases acetic acid lor purilica­
tion by gas chromatography. For determination III the car­
bon-isotopic composition 01 total acetate, the acetate-con­
taining zone 01 the chromatographic effluent can be routed 
directly to a combustion lurnace coupled to a vacuum system 
allowing recovery, purification, and packaging 01 CO2 lor 
mass-spectrometric analysis. For analysis 01 methyl carbon, 
acetic acid can be cryogenically trapped Irom th e chroma­
tographic effluent, then translerred to a tube con':aining ex­
cess NaOH. The tube is evacuated, sealed, and heated to 
500°C to produce methane by pyrolysis 01 sodium acetate. 
Subsequent combustion 01 the methane allows determination 
01 the 13C content at the methyl position in the pare nt acetate. 
With typical blanks, the standard deviation 01 singh analyses 
is less than 0.4%0 lor acetate samples larger than 5 ILmol. A 
lull treatment 01 uncertainties is outlined. 

INTRODUCTION 
Acetate, a product of anaerobic microbial metabolism and 

an intermediate in the degradation of organic rratter, is a 
substrate for both methanogenic and sulfate-reducing bacteria. 
Variations in the carbon-isotopic composition of sedimentary 
methane have been related to the distribution of acetate 
between these pathways of degradation (1,2). Further study 
of this segment of the carbon cycle will be aided by techniques 
allowing determination of the isotopic compositi.m of sedi­
mentary acetate and of isotope effects associated with its 
production and degradation. 

Although numerous techniques are available foe measure­
ment of concentrations of acetate in sediments and in aqueous 
media (3-9), reports of the carbon-isotopic composition of 
acetate in natural solutions are much less commen (10-12). 
Because accurate measurement of low concentrations of 
acetate is difficult, vacuum distillation (13) and ~assive dif­
fusion (14) have been employed to concentrate acetate in 
samples. However, the sample-size requirement br isotopic 
analyses generally limits the application of current isotope 
procedures to samples with acetate concentrations g-eater than 
100 I'M (10-12). Because concentrations of acet,te are less 
than 50 I'M in most marine and freshwater sedim,mts (8, 15, 
16), isotopic analyses of acetate in these environments have 

1 Merck Chemical Manufacturing Division, Merck alld Co., Inc., 
P. O. Box 2000, Rahway, NJ 07065-0904. 

0003-2700/90/0362·0535$02.50/0 

not been achieved. We have developed techniques in which 
the carbon-isotopic composition of acetate and its methyl 
carbon can be measured in aqueous solutions at concentrations 
down to 20 I'M. In this procedure, separation of acetate from 
other organic components, combustion of the acetate, and 
collection of the resultant CO2 are combined. 

Quantitative distillation of acetic acid from acidified 
aqueous solutions is impractical. Water and acetic acid co­
distill; quantitative removal of acetic acid requires quantitative 
removal of water from the sample and little is gained. Ac­
cordingly, we first evaporate water (after adjusting pH to 
prevent loss of acetic acid), then evaporate acetic acid from 
acidified residual solids. Acidification must be accomplished 
with an acid that (1) is strong enough to protonate acetate 
quantitatively to acetic acid, (2) will not superprotonate acetic 
acid, forming an involatile cation, and (3) is nonaqueous. 
Gaseous HCl will protonate solid acetate salts, but HCl is 
much more volatile than acetic acid. Evaporation of a mixture 
of NaCI and acetic acid yields HCl, not acetic acid. In contrast, 
oxalic acid dihydrate (pKal = 1.23, pKa2 = 4.29 at 25 ec) can 
protonate acetate and has other advantages. As a solid, it can 
be mixed with an acetate-containing powder with almost no 
reaction occurring until the oxalic acid is melted (mp = 101.5 
ec). A mixture of acetate and oxalic acid dihydrate, when 
heated to melt the oxalic acid dihydrate and dissolve the 
acetate, will yield acetic acid by the reaction 

CH3C02Na + HOOCCOOH ~ 
HOOCCOONa + CH3COOH (1) 

The acetic acid can be volatilized and removed from the 
sample with the residual solids remaining in the reaction 
vessel. The purified acid can be handled as a gas in a vacuum 
line (13) and transferred to combustion tubes by cryogenic 
distillation (11). 

EXPERIMENTAL SECTION 
Apparatus. The acetate-preparation system consists of a 

reaction vessel, a gas chromatograph, a combustion furnace, and 
a glass vacuum system (Figure 1). A disposable 6 em X 9 mm 
o.d. Pyrex tube attached by an O-ring-sealed compression fitting 
(Cajon Ultratorr) to a U·trap at the inlet of a gas chromatographic 
column serves as a reaction vessel for liberation of acetate from 
samples. A Hewlett-Packard 5700A gas chromatograph was fitted 
with a 2.5 m x 4 mm i.d. Pyrex column packed with 80-100 mesh 
Porapak Q and was conditioned at 200 ec for 24 h prior to use. 
An external, dual-filament (gold sheathed tungsten), thermal 
conductivity detector (Gow-Mac, Model10-30l) is maintained 
at an operating temperature of 100 °C and a filament current of 
150 rnA. The flow rate of the carrier gas, helium, is 20-25 mL/min; 
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vacuum ~ --------------r-------r-----------------------~------------_, 

helium In _ -------... 

reaction vessel U-tnopl 
Inj9ctlon port 

gas chromatograph 

Figure 1. System for separation and combustion of acetic acid. 

helium is drawn through the column at a rate set by the needle 
valve at the end of the column. The absolute helium pressure 
at the inlet of the gas chromatograph is 1000 Torr. 

The vacuum system was constructed from 9-mm Pyrex tubing 
and consists of two three-loop traps and several 5-mm stopcocks 
(O-ring seals, Kel-F stems, Kontes). A 10 cm X 9 mm quartz tube 
packed with cupric oxide (wire form) is attached to the rack by 
O-ring-sealed compression fittings and is maintained at a tem­
perature of 850°C for the combustion of eluting compounds. 
Helium pressure downstream from the needle valve is less than 
2 Torr. The water and CO2 resulting from combustion are re­
moved from the gas stream by traps cooled by pentene slush (-131 
°C) and by liquid nitrogen. 

Reagents. Two isotopically different samples of reagent-grade 
sodium acetate used as standards were dried at 100°C for 24 h 
and stored in a desiccator until use. Standards were prepared 
for analysis of total carbon isotopic composition by sealed tube 
combustion (17, 18). Combustion of sodium acetate yields not 
only CO2 and water but also sodium oxide, and in the conventional, 
sealed-quartz-tube technique, sodium oxide captures CO2 as the 
combustion tube is cooled. Yields of CO2 can be low, and isotopic 
analyses inaccurate. To neutralize sodium oxide, 50-250 ILL of 
102.1 % H3PO. was added to each combustion tube before 
evacuation. The abundance of 13C in the methyl carbon of acetete 
standards was determined by analysis of methane produced by 
pyrolysis of acetate in the presence of excess NaOH (10, 19). 

Procedure. Aliquots of standards were placed in a reaction 
vessel and mixed with excess oxalic acid dihydrate. The atmo­
sphere in the reaction vessel was then replaced with ~500 Torr 
of helium from the carrier gas. Heating the reaction vessel until 
the oxalic acid melted resulted in the protonation of sodium 
acetate, yielding acetic acid. The acetic acid, along with other 
volatile compounds in the reaction vessel, was distilled under 
vacuum to the U-trap/injection port at the inlet of the gas 
chromatograph column. The volatile components were admitted 
to the chromatographic column by opening the valve between the 
trap and the column and beginning the flow of helium through 
the trap. 

Temperature programming (100--150 0c) provided separation 
of the acetic acid from water and other volatiles. As acetic acid 
eluted from the column, the flow of gas was routed through the 
combustion furnace and traps 1 and 2; other compounds were 
removed by vacuum as they eluted. The resultant CO2 was 
cryogenically distilled and collected for isotopic analysis. 

To determine the isotopic composition of the methyl carbon 
of acetate, the gas chromatographically purified acetic acid was 
trapped on NaOH pellets and pyrolyzed. The pyrolysis reaction 

NaOOC-CH3 + NaOH ~ CH. + Na2C03 (2) 

combustion 

vacuum 
rack 

* valve 

exit port 2 
trap 2 

+ needle valve 

Hg manometer 

selectively evolves methane from the methyl group of acetete (10, 
19) at a maction temperature of 500°C. Pyrolysis of organic 
materials ::an yield traces of methane; therefore, the material to 
be pyroly, ed must contain only acetete. The methane produced 
was eitheJ (1) transferred by use of a Toepler pump to a quartz 
tube contlining cupric oxide and combusted at 850°C, or (2) 
trapped 00 Porapak Q at -196°C and passed through a cupric 
oxide furrace (850°C) for combustion. Products of combustion 
from eith' r method were cryogenically purified and the CO2 was 
collected 'or isotopic analysis. 

Carbon isotope ratios were measured with Nuclide 6-60 (20) 
and Finni gan MAT Delta E isotope ratio mass spectrometers. 
Results a:'e reported in terms of the delta notation 

OJ3CPDB = [(R~mpI' - RPDB)/RpDBJ X 1000 (3) 

where R " 13Cj12C and RpDB = 0.0112372 ± (9.0 X 10-6). Units 
for 0 are parts per thousand, termed "permil", and assigned the 
symbol %". 

Calculations. For any sample, the measured 0 value is a 
weighted average of the 0 values of the sample itself and of the 
procedural blank 

(4) 

where n j,{,rms represent molar quantities of carbon and subscripts 
refer to t,)tal CO2 (T), sample (s), and blank (b). Since 

nT=ns+nb 

eq 4 can oe rearranged to yield 

OT = nb(ob - 0,) /nT + 0, 

(5) 

(6) 

an equation of the form y = mx + b. For multiple analyses of 
the same sample, regression of OT On linT will yield 0, as the 
intercept (Both OT and 1 I nT are subject to error. Accordingly, 
derivatior, of the "major axis" is more appropriate than the simple 
regressior of yon x. If this is done, care must be taken that points 
at low vdues of linT, which lie closest to 0" are given high 
weightin[; factors. In practice, regression of OT on linT is far 
simpler and yields accurate results.) The slope of the line specified 
byeq6i:l 

(7) 

Where ar alyses of two samples have yielded different slopes (m" 
m,) and 6, values (01) 02), two independent equations of this form 
can be written. Simultaneous solution allows determination of 
nb and 0, 

nb = (m, - m2) /(02 - 01) 

0b = (m201 - mI02)/(m2 - ml) 

(8) 

(9) 
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Table I. Comparison of Q"C-total acetate and Q"C-methyl group from standard techniques and described method" 

total acetai e 

this procedure methyl carbon 

std STCb eq 10' regression batch this procedure 

I -29.52 ± 0.06 (3) -29.33 ± 0.31 (5) -29.27 ± 0.11 (5) -28.27 ± 0.16 (4) -28.36 ± 0.36 (4) 
II -17.47 ± 0.15 (2) -17.43 ± 0.20 (5) -17.32 ± 0.10 (4) -20.76 ± 0.12 (3) -20.78 ± 0.04 (4) 

a Uncertainties are 95% confidence limits; numbers ill parentheses indicate number of analyses. bSealed~tube combustion. 'Background 
corrected using nb = 1.5 ± 0.3, Qb = -25 ± 3%. 

When nb and 0b are known, results of individual anal) ses can be 
corrected by use of eq 10 

0, = (nToT - nbob)/(nT - nb) (10) 

Where the ° value for an acetate sample is dete:'mined by 
regression, extension of the regression calculations cc:: n yield an 
estimate of the standard deviation of the intercept ane, thus, the 
uncertainty in D,. If Ds is derived by correction for bl,cnk effects 
(eqs 8-10), the uncertainty assigned to D, will depend on uncer­
tainties in nb and Db' From 

~(:::)'~m12+ (:::)'~m,'+C;~)'~0l2+ c;:r~022 (11) 

we obtain 

~nb2 = (1ID2)[~m12 + ~m22 + (M'ID2)(~012 + ~;,')l (12) 

where, with the exception of ~nb, the calculated standard deviation 
of nb, the ~ terms are standard deviations derived from regression 
calculations, M = m, - m2, and D = 0, - D2' By a similar prop­
agation of uncertainties, we obtain 

(Job2 = 
(II M')[(D2 I M')(m22~m12 + m,2~m22) + m,'~012 + m,2~0221 

(13) 

and, finally 

~ .. 2 = (11N')[(E21N')(nb2~nT2 + nT2~nb2) + nT2~;T2 + nb2~Ob21 
(14) 

where N = nT - nb and E = 0T - Db' 

RESULTS AND DISCUSSION 
Results of multiple analyses of two standards are graphically 

summarized in Figure 2. As shown in Table I, the value of 
Ds obtained by regression calculations is in good agreement 
with that obtained by sealed-tube combustion in tile case of 
standard II but slightly discrepant (by at least 0.01' %0) in the 
case of standard I. The reason for this disagreement is not 
known, though it is possible that standard I conta ns an im­
purity depleted in l3C. An impurity would affect the result 
of the sealed-tube combustion procedure but would be re­
moved prior to combustion in the chromatographic procedure. 

Blanks. For the present system, analyses of acetate-free 
samples yielded nb = 1.1 ± 0.6 !lmol C and Db = --13 ± 5%0 
(means and standard deviations of populations, n = 5). To 
evaluate these results, consider the graphs shown in Figure 
2. In each case, as 1/ n ~ 00, DT ~ Db' Although Db cannot be 
evaluated directly, the slopes of the lines indicate thlt Db must 
be greater than ~29.3%0 (the regression line for a1alyses of 
standard I slopes upward from that value) and less than 
-17.3%0 (the regression line for analyses of standard II slopes 
dov,nward from that value). Accordingly, the Db valu" obtained 
by analyses of acetate-free samples must be inaccurate. 

Application of eqs 8 and 9 can yield improved estimates 
of nb and 0b' Here, comparison of results of analyses of 
standards I and II yields nb = 1.5 ± O.I!lmol C and Db = -25.5 
± 0.4%0. If these values are used to correct the results of 
individual analyses, accurate results are obtained (Table I, 
column headed "eq 10"), but precision, as assessed by eq 14, 
is not as good as that obtained by the regression technique. 
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Figure 2. Data from analyses of standards plotted to demonstrate the 
straight-line relationship of eq 6. Values for standard I are Os = -29.27 
± 0.11%0 and m = 5.60 ± 0.52 and for standard II are Ds = -17.32 
± 0.10%0 and m = -11.99 ± 1.30. 

There is, moreover, a question regarding the realism of such 
corrections. Contrary to underlying assumptions, the values 
of Db and nb may not be constant. 

To examine fluctuations in the blank, results of repeated 
analyses of standard I were compiled (Table Il). The dates 
of the analyses span more than 3 years. Because the same 
sample has been analyzed repeatedly, all observed variations 
must be due to variations in either or both nb and Db' In each 
case, nT is known from measurement of the yield of gas. To 
estimate the magnitude of variations in Db, it can be assumed 
that nb was constant at 1.5 !lmol C. Then, if D = ~29.27%0 is 
accepted as the isotopic composition of standard I, application 
of eq 10 allows calculation of Ob for each analysis. Values 
obtained range from -22.05 to -33.15%0. Since apparent values 
of Db vary by more than 11%0, an appropriate value for ~'b must 
be considerably greater than 0.4%0 (the result of application 
of eq 9 to data collected over a short time interval). With 
the goal of taking into account temporal variations in the blank 
as well as random errors in the determination of its charac­
teristics, values might be assigned as follows: nb = 1.5, ~nb 
= 0.3, Db = 25%0, and ~;b = 3.0. 

The merits of these estimated uncertainties can be objec­
tivelyassessed. If they are used (eq 10) to correct the results 
of individual analyses, and if the uncertainties in the corrected 
values are assessed by use of eq 14, the results entered in the 
fourth column of Table II are obtained. The question then 
becomes, "Do the assigned confidence intervals include the 
correct result, or are they either too tight or too generous"? 
Comparison shows that significant differences between the 



538 • ANALYTICAL CHEMISTRY. VOL. 62. NO.5. MARCH 1. 1990 

Table II. Results of Repeated Analyses of Standards I and 
II 

date of analysis 

10 Sept 1985 
12 Sept 1985 

17 Sept 1985 

27 Sept 1985 
3 Oct 1985 

28 May 1986 
29 May 1986 

9 July 1986 
10 July 1986 
30 July 1986 

16 Sept 1987 
5 May 1988 

5 Oct 1988' 

nT (I'mol of CO,) 

23.7 
40.8 
32.0 
36.5 
41.3 
30.5 
21.2 
30.2 
25.3 
40.1 
23.6 
18.8 
27.8 
59.3 
27.8 
46.1 
41.5 
59.8 
30.7 
85.3 
54.5 
6.8 

11.2 
14.0 
85.0 

116.6 
25.6 
43.2 
47.0 
51.4 
73.3 

b13Cobs o13Coorra 

-28.88 -29.1 ± 0.4 
-29.14 -29.3 ± 0.2 
-28.96 -29.2 ± 0.3 
-29.15 -29.3 ± 0.3 
-29.44 -29.6 ± 0.2 
-29.41 -29.6 ± 0.3 
-29.39 -29.7 ± 0.5 
-29.27 -29.5 ± 0.3 
-29.20 -29.5 ± 0.4 
-29.22 -29.4 ± 0.3 
-29.05 -29.3 ± 0.4 
-29.12 -29.5 ± 0.5 
-28.88 -29.1 ± 0.4 
-29.63 -29.8 ± 0.2 
-28.87 -29.1 ± 0.3 
-29.04 -29.2 ± 0.2 
-29.03 -29.2 ± 0.2 
-29.24 -29.4 ± 0.2 
-29.26 -29.5 ± 0.3 
-29.56 -29.6 ± 0.1 
-29.23 -29.4 ± 0.2 
-28.43 -29.4 ± 1.8 
-28.82 -29.4 ± 1.0 
-28.82 -29.4 ± 0.8 
-28.96 -29.0 ± 0.2 
-29.18 -29.2 ± 0.1 
-17.75 -17.3 ± 0.4 
-17.60 -17.3±0.3 
-17.91 -17.7±0.2 
-17.53 -17.3 ± 0.2 
-17.47 -17.3 ± 0.2 

a Og ± 2us; known isotopic composition, standard I, b13CPDB = 
-29.27 ± 0.11 %; corrected for influence of blank: nb = 1.5 ± 0.3, 0b 
= -25 ± 3%. bKnown isotopic composition, standard II, C;13CPDB = 
-17.47 ± 0.15%. 

corrected result and the accepted value appear in only 3 of 
31 cases. For sample amounts larger than 5 !'mol of acetate, 
the procedure is evidently quite robust. Even when realis­
tically variable characteristics are assigned to the blank (i.e., 
the wide standard deviations estimated above), the calculated 
95% confidence intervals are commonly better than ±O.4%o 
and, more importantly, accurately reflective of the precision 
of the method in routine use. 

Methyl Group Analyses. Results of isotopic analyses of 
methyl groups are also summarized in Table L In one set of 
analyses (batch), standard samples of sodium acetate were 
pyrolyzed with sodium hydroxide according to the procedure 
described in the Experimental Section. In the other set (this 
procedure), acetic acid was liberated from the samples by 
treatment with oxalic acid and then chromatographically 
purified and trapped on sodium hydroxide for pyrolysis as 
described in the Experimental Section. Results indicate that 
isotopic fractionation of the methyl group of acetate does not 
occur with use of this technique. 

Efficiency of Recovery and Measurement of Quanti­
ties of Acetate. Data from multiple analyses are summarized 
in a graph of the quantity of standard weighed before analysis 
vs the quantity of acetate measured after purification and 
combustion (Figure 3). Regression of the data yields a line 
with slope of 0.81, indicating an average yield of 81 (±5) %. 
Recovery of the acetate with this technique is, therefore, not 
quantitative. However, as shown, values of 0, are accurate and, 
as illustrated in Figure 4, no relationship is observed between 
0, and yield. Sample loss likely results from incomplete re­
moval of the acetic acid from the reaction vessel. 

Resolution of Homologous Acids. A 1:1:1 (weight ratio) 
mixture of sodium formate, sodium acetate (standard I), and 
sodium propionate was prepared to test the ability of this 
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Figure 3. Data from muttiple analyses of standards plotted to dem­
onstrate 8 - % recovery of acetate. 
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Figure 4. Data from multiple analyses of standards plotted to dem­
onstrate that there is no relationship between 0, and yield. 

water 

I 
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Figure 5. Sample chromatogram of formic, acetic, and propionic acids 
showing se Jaration achieved in this technique. Arrow indicates time 
at which te'llperature was increased from 100 to 150°C. 

technique to separate these volatile fatty acids for isotopic 
analysis. lIS shown in Figure 5, separation of these compounds 
was achieyed. Each acid was passed through the combustion 
furnace R>, it eluted from the chromatograph column. The 
procedure resulted in no isotopic fractionation (Table III). 

CONCLUSIONS 
The teC1nique described here provides an efficient method 

for isotop:c analysis of acetate in mixtures of compounds. 
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Table III. Accuracy of Isotopic Analyses of 
Chromatographically Separated Volatile Fatty Adds" 

STCb this te,hnique 

sodium formate 
sodium acetate (std I) 
sodium propionate 

-32.0 ± 0.3 (2) 
-29.5 ± 0.1 (5) 
-32.2 ± 0.1 (2) 

-32.3 0I, 0.5 (3) 
-29.4 0I, 0.1 (3) 
-32.3 ; 0.1 (3) 

a Numbers in parentheses indicate number of measurements; 
uncertainties are 95% confidence limits. bSealed~tube <:ombustion. 

Recovery of acetate as acetic acid is not quantitativE, but there 
is no isotopic fractionation associated with incomplete yield. 
The primary advantage of this technique is its applicability 
to samples containing micromolar quantities of acetate. Large 
volumes of liquid containing low concentrations of Hcetate can 
be filtered and dried, with the acetate concentrated in the solid 
residue. This technique has been successfully applied to 
isotopic analysis of acetate in anaerobic, freshwater environ­
ments where concentrations of acetate are 20 /Ll'vL 
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Direct Resolution of Enantio meric Diols by Capillary Gas 
Chromatography on a Chiral Polysiloxane Derived from 
(R ,R)-Tartramide 

Sir: Despite the great success in using a chiral stationary 
phase for affecting gas chromatographic enantiomer resolution, 
many problems still remain, Chiral diols, in particular, are 
important building blocks for the synthesis of natural products 
(1,2), and thus, various gas chromatographic phases for de­
termining enantio-excess in regard to asymmetric synthesis 
have been extensively studied (3-7), However, diols should 
be derivatized for application to gas chromatographic systems. 
For example, the enantiomer resolution of aliphatic diols as 
boronates and acetals has been carried out by complexation 
gas chromatography using optically active metal chelates by 
Schurig et al. (3), Aliphatic diol enantiomers have been re­
solved on XE-60-L-valine-(R)-a-phenylethylamidE following 
conversion to cyclic carbonate using phosgen or by ,~onversion 
to monoester with N-trifluoroacetylglycyl chloride on Chira­
sil-Val (4, 5), Konig et al. conducted the enantiomer resolution 
of aliphatic diols as cyclic carbonates on a hemkis(3-0-
acetyl-2,6-di-O-pentyl)-a-cyclodextrin chiral stationary phase 
and the enantiomer resolution of alicyclic 1,2- and 1,3-diols 
following trifluoroacetylation on heptakis(3-0-acetyl-2,6-di­
O-pentyl)-i'l-cyclodextrin (6, 7), These achiral deri,..tizations 
render the analytical procedure more complex. 

In the present study, the direct enantiomer rewlution of 
aliphatic and alicyclic diols without derivatizatioll on a new 
chiral polysiloxane derived from (R,R)-tartramid9 was suc­
cessfully conducted, 

0003-2700/90/0362-0539$02.5010 

EXPERIMENTAL SECTION 

Apparatus. The gas chromatograph was comprised of a 
Shimadzu GC-14A equipped with a split injector and flame 
ionization detector, Helium served as the carrier gas. The inlet 
pressure of the capillary column was adjusted to 0.9 kg/ em' and 
the split ratio was set at 1:60. The temperature of the injection 
port was maintained at 200 °C, Chromatographic signals were 
recorded and processed by a Shimadzu C-R4AX integrator, 

Reagents. 3,3-Dimethyl-1,2-butanediol, 1,2-pentanediol, 2,4-
pentanediol, 1,3-cyclopentanediol (mixture of cis and trans), and 
trans-1,2-cycloheptanediol were purchased from Aldrich, 1,2-
Butanediol, 2,3-butanediol, l,2-hexanediol, 2,5-hexanediol, 2-
methyl-2,4-pentanediol, trans-l,2-cyclohexanediol, and 1,3-
cyclohexanediol (mixture of cis and trans) were obtained from 
Tokyo Kasei and l,2-propanediol and 1,3-butanediol, from Wako. 

trans-1,2-Cyclopentanediol was synthesized according to the 
procedure of Owen et al. (8). threo- and erythro-2,3-Pentanediol 
were synthesized from trans- and cis-2-pentene, respectively, 
according to the literature (9), 

Synthesis of Chiral Polysiloxane_ Poly(hydromethyl­
siloxane) was synthesized according to the procedure of Bradshaw 
et ai, (10). (R,R)-N-(lO-Undecenyl)-N'-isopropyldiacetyltartramide 
was synthesized according to our own method (11), 

Hydrosilylation was conducted in the presence of chloroplatinic 
acid, The resulting products were purified by using two Shodex 
GPC-A-80M columns in series with THF as the eluent, The pure 
acetyl polysiloxane thus obtained was hydrolyzed to give the 
gumlike product, IR (neat): 3600-3100, 2960, 2920, 1650, 1540, 

© 1990 American Chemical Society 
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Scheme I. Synthetic Pathway of the Chiral Polysiloxane Derived from (R,R)-Tartramide 

CH, 
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CH, 

hydrolysis 

Table I. Gas Chromatographic Resolution of Enantiomeric 
Diols 

column 
compound temp, °C kI' a k2' a 

1,2-propanediol 
1,2-butanediol 
1,2-pentanediol 
1,2~hexanediol 

1,3·butanediol 
2,3-butanediol 
2,4-pentanediol 
2,5-hexanediol 
2,3-pentanediol (threo) 

Aliphatic Diols 
65 

(erythro) 
3,3-dimethyl-l,2-butanediol 
2-methyl-2,4-pentanediol 

65 
65 
75 
65 
65 
65 
65 
65 
65 
65 
65 

Alicyclic Diols 
trans-l,2-cyclopentanediol 90 
trans-l,2-cyclohexanediol 90 
trans-l,2-cycloheptanediol 90 
trans-l,3-cyclopentanediol 90 
trans~ 1,3-cyclohexanediol 90 

8.00 8.67 
17.31 18.21 
37.08 38.19 
41.38 42.02 
18.39 18.69 
7.32 7.71 

20.90 21.85 
54.52 55.49 
13.40 13.72 

15.88 
33.32 35.44 

17.05 

18.37 
21.98 22.89 
44.69 45.50 
12.39 12.58 
30.06 30.93 

" 
1.084 
1.052 
1.030 
1.015 
1.016 
1.053 
1.045 
1.018 
1.024 
1.000 
1.064 
1.000 

1.000 
1.041 
1.018 
1.015 
1.029 

R, 

1.73 
1.89 
0.92 
0.71 
0.62 
1.25 
1.87 
0.86 
0.78 

2.34 

1.80 
0.96 
0.62 
1.15 

a Capacity factors were calculated according to (retention time of 
solute - retention time of methane gas) /retention time of methane 
gas. 

1405, 1260, 1120-1000, 800 em-I. Anal. Found: C, 38.86; N, 1.89; 
H,8.36. 

Column Preparation and Efficiency. A fused-silica capillary 
column (25 m X 0.25 mm i.d.) was washed with dichloromethane, 
dried through helium gas, and coated statically with a 0.30% 
solution of the chiral polysiloxane in dichloromethane. The 
column was subsequently conditioned with helium gas at a tem­
perature range from 40 to 150°C at 0.5 °C min-I. The McRey­
nolds constants were determined at 50 cC. t:J of each probe was 
obtained as 25 (benzene), 238 (I-butanol), 101 (2-pentanone), 121 
(l-nitropropane), and 168 (pyridine), respectively. A TZ value 
of 35 (between n-nonane and n-decane) was obtained at the same 
temperature. 

RESULTS AND DISCUSSION 

In our approach to the direct resolution of diol enantiomers 
by gas chromatography, the enantioselectivity of (R,R)-N,-

H,PtCI, 

9H, 
H,C-S i -CH3 

/ I " I 0 OAc H 0 

~N~N""'(CH2)11-S i -CH, 

, H OAc 0 / I ~ 
9 

, H,C -s i -CH" 
I n 
o 
I 

H3C -~ i -CH3 

CH3 

N '-dialky ltartramide is applied. This derivative shows en­
antioselectivity toward a broad range of enantiomers through 
hydrogen bond association in solution (12). We have already 
developed a chiral stationary phase derived from (R,R)-tar­
tramide for liquid chromatography and found it capable of 
directly resolving 1,2-diols (11). On the basis of the results 
of a NMR study and X-ray crystal analysis, the dual hydrogen 
bonds beiween amide carbonyls of tartramide and hydroxyls 
of 1,2-dio.s were considered to the association mode respon­
sible for the observed enantioselection in solution (13). 

Recently, novel chiral polysiloxanes derived from (R,R)­
tartramide for gas chromatographic enantiomer resolution 
were prerared at our laboratory (14). Although its scope of 
application is relatively restricted, the resolution observed on 
these phases indicated the enantioselectivity of (R,R)-tartr­
amide ex·orted in solution to also be applicable to the gas 
chromatographic systems. 

To improve the performance of the chiral stationary phase 
derived from (R,R)-tartramide, the structure and preparation 
of the chi] al polysiloxane were examined. In a newly designed 
chiral pol"siloxane, the tartramide moiety was attached to the 
polysiloxane backbone through the long alkyl chain consisting 
of 11 met lylene units. Increase in the distance between the 
polysilox,.ne backbone and tartramide moiety may enhance 
the accessibility of the solute enantiomers to tartramide 
moiety. The synthetic pathway presented in Scheme I in­
volves th,· hydrosilylation of polyhydromethylsiloxane with 
alkenyl tartramide derivative. By this method of preparation, 
there can be no residual hydrogen bond sites such as amino 
and/ or CY.IDO functions which interact with solute enantiomers 
without eClantioselectivity. The chiral polysiloxane obtained 
provided greater thermal stability than the previously de­
veloped chiral polysiloxane whose four methylene units served 
as a linkE ge of tartramide moiety to polysiloxane and un­
derwent no loss of weight up to 240 cC, according to ther­
mogravirr etric analysis. 

The ne'v chiral polysiloxane was found to provide a greater 
scope of (hiral recognition. As expected from the enantio­
selectivit) of the (R,R)-tartramide in solution, the direct en­
antiomer resolution of diols by gas chromatography was 
possible without the need for derivatization on a new chiral 
polysiloxane derived from (R,R)-tartramide. The chromato-
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Figure 1. Enantiomer resolution of 1.2-propanediol and 1.: -butanediol: 
column temperature. 65°C isothermal; carrier gas. 0.9 kg/cm' He. 
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Figure 2. Separation of three isomers of 2,4-pentanediol: column 
temperature. 65°C isothermal; carrier gas. 0.9 kg/cm' He. 

graphic data are summarized in Table 1. 
In the case of aliphatic 1,2-diols, the highest E eparation 

factor c< of 1.084 was obtained from 1,2-propanedi"l, and the 
separation factors of aliphatic 1,2-diols decreased with the 
length of the main chain. The elution order was d'ltermined 
with (S)-(+)-1,2-propanediol (obtained from Aldrich). The 
S enantiomer was eluted prior to the R enantiomer. The 
absolute configuration is generally related to the elution order 
on chiral stationary phases. The S enantiomem of other 
aliphatic 1,2-diols may thus possibly be consistently eluted 
prior to R enantiomers. Figure 1 shows the enant orner res­
olution of 1,2-propanediol and 1,2-butanediol. 

Enantiomer resolution of aliphatic diols with C2 ;ymmetry 
was also successfully conducted. Figure 2 shows the enan­
tiomer resolution of 2,4-pentanediol. The complete ,.eparation 
of three stereoisomers of 2,4-pentanediol was successfully 
carried out. As shown in Table I, the separation factors of 
aliphatic diols with C2 symmetry varied according to the 
distance separating the two hydroxyls, and it is significant 
that the enantiomers of 2,5-hexanediol were separded when 
the separation factor was 1.018. Although anum )er of ali­
phatic diols was separated, this was not possible f,)r the en­
antiomers of 2-methyl-2,4-pentanediol. 

For 2,3-pentanediol containing threo and erythr.) isomers, 
the enantiomer resolution of threo-2,3-pentanedio was pos­
sible with a separation factor c< of 1.024 but that of the erythro 
isomer could not be done owing to anti conformat'on of the 
two hydroxyls (12). 

Although the enantiomer resolution of trans-l,2-cyclo­
hexanediol was previously achieved without derivat zation on 
Chirasil-Val, it could not be done in the case of othEr alicyclic 
diols (5, 15). That of a series of alicyclic diols was achieved 
on a chiral polysiloxane derived from (R.R)-tartl amide as 
shown in Table I. Figure 3 shows the direct er antiomer 
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Figure 3. Enantiomer resolution of trans-1.2-cyclohexanediol: column 
temperature. 90°C isothermal; carrier gas. 0.9 kg/cm' He. 

resolution of trans-l,2-cyclohexanediol. Although trans-1.2-
cyclopentanediol was not resolved, trans-l,3-cyclopentanediol 
was so with a separation factor c< of 1.015. The separation 
factor of trans-l,2-cyclohexanediol exceeded that of trans-
1,3-cyclohexanediol. 

The present new chiral polysiloxane was shown to function 
as a highly efficient stationary phase for the gas chromato­
graphic resolution of diol enantiomers with small molecular 
weight. The enantioselectivity of (R,R)-tartramide based on 
hydrogen bond association is regenerated in the gas chro­
matographic system which permits highly sensitive detection 
and highly efficient resolution. In this paper, our discussion 
has been limited to the resolution of diol enantiomers. 
However, this chiral polysiloxane has a broad scope of ap­
plication for enantiomer resolution. The extended application 
of polysiloxane derived from (R,R)-tartramide will be reported 
in the near future. 
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TECHN I CAL NOTES 

Palladium Gate Metal-Oxide-Semiconductor Oxygen Sensors 

Jonas Karlsson, Marten Armgarth, Svante Odman,' and Ingemar LLndstriim* 

Laboratory of Applied Physics, LinkiJping Institute of Technology, S-581 83 LinkiJping, Sweden 

INTRODUCTION 

Chemical sensors are electronic devices that are subjected 
to variations in the composition of their ambient. These 
variations may introduce not only the wanted electrical signal 
but also ~ysteresis and drift phenomena in the devices. We 
therefore found it of general interest to study the behavior 
of chemical sensors continuously operated close to steady state 
in terms of the response to the ambient. As an example we 
have studied the oxygen sensitivity of Pd metal-oxide-semi­
conductor (PdMOS) field effect hydrogen sensors. This has 
been done for two reasons: IITSt, the indirect oxygen sensitivity 
of the PdMOS hydrogen sensors is well established (1, 2) and 
second, fast oxygen sensors with high-resolution capability 
should be very useful for measurements of small variations 
of oxygen concentration, e.g., in expired air. 

The hydrogen sensitivity of the PdMOS field effect tran­
sistor is explained by the fact that hydrogen gas adsorbs and 
dissociates on the catalytic Pd surface (1). Hydrogen atoms 
formed diffuse rapidly through the thin gate and adsorb at 
the metal-insulator interface, which gives rise to a change of 
the electrical field in the gate insulator of the FET, hence 
decreasing the threshold voltage of the device. It was observed 
that the response to hydrogen of this very sensitive and se­
lective sensor decreased in the presence of oxygen in the 
ambient. A catalytic combustion of hydrogen by oxygen to 
water on the Pd surface explains the reduction of the response 
to hydrogen. The response of the PdMOS devices to hydrogen 
in oxygen is reported to follow a Langmuir-like expression in 
steady state (1) 

t. V = t. V maxc(PH,I Pol/2!(1 + c(PH,! PO,)'/2) (1) 

where t. V is the change in threshold voltage of the PdMOS 
transistor. t. V max is about 0.5 V and c is a constant that 
depends on the rate constants governing the catalytic reactions 
between hydrogen and oxygen on the surface of the palladium 
gate. PH, and Po, denote the partial pressures of hydrogen 
and oxygen, respectively. With PH, in parts per million and 
Po, in percent, the constant c is typically about 0.1-0.5. 

Only a few attempts have been made earlier to use the 
oxygen sensitivity of the hydrogen sensor to determine oxygen. 
The reason for this is the lack of a practical, reliable method 
to counteract some drift phenomena induced by hydrogen in 
the PdMOS devices (3). On the other hand, there have been 
observations of large changes in the response to hydrogen due 
to changes in the oxygen concentration at a given hydrogen 
to oxygen concentration ratio (PH,/ Po, '" 0.4). This ratio is 
rationalized by the fact that the catalytic metal surface 
transforms from being oxygen to hydrogen covered at that 
number (4). The ratio may depend on the catalytic metal used 
(5). Also this elfect turned out to be difficult to use due to, 
among other things, the hydrogen-induced drift mentioned 
above. The uncertainty of the response around the point of 
the steep change has been estimated to be at least 10%, which 
does not give the necessary resolution in oxygen concentration. 

1 Center for Microtechnology, Linkoping Institute of Technology, 
S-581 83 Linkoping, Sweden. 
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We sho'v here that small perturbations from a steady-state 
response can be used to detect oxygen with a high sensitivity. 
In such experiments, the sensor is exposed to a mixture of a 
given hydJ ogen gas concentration and an oxygen reference gas 
concentra cion within the actual measurement range. When 
the sensor signal has reached steady state, the gas to be tested 
and the 0 {ygen reference gas are pulsed consecutively into 
the hydro!;en gas stream, flowing continuously over the sensor 
(see the insert of Figure 1). The changes in threshold voltage 
are then i1 the order of ±10 mY, which is much lower than 
the 100 m V changes obtainable at the critical PH,/ Po, ratio 
(4). Still, these changes are well above the noise level of the 
threshold voltage. The threshold voltage change can be 
negative <.r positive depending on whether the oxygen con­
centration is highest in the test or reference gas as illustrated 
in Figure L The change in the threshold voltage is given by 

ii V = t. V(tp,P O,,PH,) - t. V(t'p,P O:e, 'pH,) (2) 

where tp ;md t 'p are the durations of the test gas and the 
reference ,.as pulses, respectively. Since t. V in eq 2 is limited 
by the steady-state responses given by eq 1, then 

av < t.V"ax[c(PH,IPO,)!/2!(1 + c(PH,IPO,)'/2)-
c(PH,IPo,re')!/2!(1 + c(PH,!PO:ef)!/2)] (3) 

It can rea,iily be seen that the maximum response av""", for 
a given di: 'ference in oxygen concentration of the test gas and 
the reference gas, is obtained by choosing the hydrogen con­
centratioll to 

giving 

av max < ,l V max(l - (Po,! po,ref)!/4)!(1 + 
(Po,! po,ref)!/4) '" 0.125t. V max(1 - Po,! po,ref) (5) 

The maximum sensitivity is estimated to be 3 mV/% O2 
change wilh an assumed Po,"" = 20% and t. V max = 0.5 V. The 
linear app :oximation in eq 5 introduces a relative error < 10% 
in the rarge of 16% to 24% O2, 

It shou. d be pointed out that also other catalytic metals, 
like Pt and Ir, show hydrogen sensitivity in the presence of 
oxygen. /. comparison between different metals (6) and es­
pecially b"tween Pd and Pt (5) indicates that Pd is the metal 
of choice for the present application. 

EXPERIMENTAL DETAILS 

The hydrogen sensor used in the experiments was a PdMOS 
field effect transistor integrated with a temperature control circuit. 
The sensor was operated at 150°C. The sensor was connected 
to a hydrc.gen leak detector (Sensistor Model 12N). It gives a 
voltage ou oput which is a measure of the threshold voltage of the 
PdMOS hydrogen sensor. The gas manifold used was a compu­
terized, general purpose system, designed for mixing different gases 
(from boUes) under well-controlled conditions. The different 
gas flows 'vere regulated by mass flow controllers. The gas ma­
nifold wa'. controlled by a PC (Ericsson), enabling automatic 
setting of the desired parameters building up a test sequence. The 
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Figure 1. Example of the sensor response. The sensor, operating at 150°C, is exposed to 850 ppm H, in argon (H2 on). After a few minutes, 
the 0, reference gas is mixed into the hydrogen/argon stream through the ejector. When a steady state is achieved, the sensor is exposed to 
alternating test and reference gas pulses. Response to 6, long afternating exposures to test and reference gas, respectively. The 0, concentration 
In the test gas vaned from 10 to 24%. The reference ga, contained nominally 20% 0,. bVdefined by eq 2 is indicated in the drawing. According 
to thiS defiOitlon b V > 0 when the test gas contains less oxygen than the reference gas. Insert: Ejector used to mix the hydrogen containing 
carrier gas with the oxygen containing gas (see the text for further description). 
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Figure 2. Sensor response bv (defined by eq 2 and in Figure 1) for 
6 s long 0, pulses with randomized 0, concentration in the test gas 
pulses. The O2 concentration in the reference gas is de:ermined to 
20.7% from the drawing (at oV = 0). 

gas flows containing the oxygenl argon mixtures were stabilized, 
while fed to a gas drain, before they were switched (,yer to the 
sensor. However, for pulse times shorter than about I s, a com­
plete stability of the gas concentrations was not obtained. 

The hydrogen- and oxygen-containing gases were mixed in an 
ejector before reaching the sensor. A schematic of th" ejector is 
shown as an insert of Figure 1. It was made out of two steel tubes 
(actually surgical cannulas) where the inner one end"d close to 
a hole in the outer tube. Hydrogen in argon with a LOW rate of 
60 mL/min passed through the inner tube. Measureme:1ts showed 
that flow rates above 40 mL I min were enough to cause a vacuum, 
which sucked gas through the hole in the wall. The gas stream 
outside the ejector consisting either of the test or th, reference 
gas flowed through a wider tube with low resistance to flow. The 
flow rate through this tube was 260 mL/min. 

The amount of gas sucked through the hole in the ,jector was 
not known. The gas composition at the sensor was therefore 
unknown. It is, however, not necessary to know that c('mposition 
in the present mode of operation. 

The measurement setup was tested for a number 0' different 
parameters, such as the duration of the test and ref,,,ence gas 
pulses and hydrogen and oxygen flow rates. Each measurement 
series was initiated by exposing the sensor to a mixture of the 
oxygen reference gas and the hydrogen gas for a fev' minutes. 
With this procedure, the sensor response was allowe:! to reach 
almost steady state before the actual measurements slarted (see 
Figure 1). 

The influence of pulse duration was, as expected, that the 
response increased with increased pulse duration. In the case of 
a I-s pulse, the gas manifold system was too slow. However, since 
the responses for 6- and 11-s pulses were about the same, the 
response must saturate rather fast with time. In fact, the response 
curves have a nearly rectangular waveform (see Figure 1). This 
implies that greater pulse durations do not need to be well con­
trolled, still having a high overall measurement accuracy. Sec­
ondly, the response of the hydrogen sensors is rather fast, upon 
a small change in the gas composition, compared with the response 
with rather long response times when the oxygen gas is introduced 
(see Figure 1). This difference can he explained by the fact that 
when a steady state has been obtained, both the hydrogen ad­
sorption sites giving the Langmuir-like response and the sites 
responsible for the drift are in equilibrium with hydrogen in the 
palladium. The hydrogen-induced drift is attributed to hydrogen 
adsorption sites on the oxide side of the Pd-Si02 interface. They 
appear to he determined by (sodium) impurities in the oxide (3). 
The time constants for hydrogen adsorption and desorption in 
these sites are, however, much longer than the duration of the 
oxygen pulses. The occupancy of the slow sites does not change 
significantly during a single oxygen pulse. The pulse response 
is therefore rapid and reproducible even if there may be a slow 
base-line drift (as observed in Figure 1). 

A too low, or too high, hydrogen concentration will decrease 
the sensitivity. However, a large interval of useful hydrogen 
concentrations was found. As a consequence the hydrogen con­
centration does not have to be carefully controlled to maintain 
the maximum sensitivity. From eqs 3-5, it is found that the 
hydrogen concentration can be increased by a factor of 4, or 
decreased to one-fourth, of the optimum value, keeping the 
sensitivity within 90% of the maximum value. 

In the present mode of operation, the interference from other 
molecules is expected to be small. Hydrogen sulfide gives hy­
drogen-like responses. Molecules like ethanol and ethylene give 
only small response at an operation temperature of 150°C. Since 
there is hydrogen in the ambient of the sensor all the time and 
since the hydrogen concentration is not critical, their influence 
will, however, be small. Oxidizing molecules like chlorine and 
hydrogen peroxide in the test gas may interfere with the oxy­
gen-induced pulse response. It is not likely, however, that they 
will be present in large enough concentrations in the applications 
envisaged. Water vapor does not interfere with the Pd-gate device 
operated at 100-150 DC. At operation temperatures below 100 
DC, water vapor may interfere with the oxygen signal. 

RESULTS 
The results in the right-hand part of Figure 1 were obtained 

with the oxygen concentration in the test gas chan!';ed in steps 
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of 1 %. No hysteresis was observed going up and down in 
the oxygen concentration, 

In Figure 2, the sensor was exposed to a number of test gas 
pulses with randomized oxygen concentrations keeping the 
oxygen concentration in the reference gas pulse constant. It 
was observed that the spread in the data occurred upon large 
successive changes in the oxygen concentration. The spread 
is assumed to be caused mainly by the gas manifold, due to 
hysteresis and delays in the valves. 

The sensitivity to oxygen can be estimated, from the slope 
of the curve in Figure 2, to 3.6 m V / % O2 change, which should 
be compared to the estimated value of 3 m V / % O2 from eq 
5 assuming Ll V rna. = 0.5 V. 

In conclusion we have shown that it is possible to use a 
PdMOS sensor for oxygen. This is achieved by the use of short 
alternating exposures of the sensor to a reference gas and the 
gas to be tested. Hence a high sensitivity and a fast detection 
of small changes in the oxygen concentration around 20% O2 
were demonstrated. The concept may be described as keeping 
the sensor in a mode of operation that is always as close as 
possible to steady state. The hydrogen reference gas con­
centration and the length of the oxygen pulses do not have 
to be critically controlled. The range may be extended outside 
the 15-24% O2 studied here with a loss of linearity at large 
deviations from the reference gas concentration. The most 

appropria;e way to extend the dynamic range is, however, to 
change tt<, oxygen concentration in the reference gas and the 
backgroUlld hydrogen concentration. Further work will in­
clude im~ rovements in the gas manifold, minimizing dead 
spaces in ualves to optimize the time response. Furthermore, 
field tests are imperative to evaluate the possibilities of the 
described method for the monitoring of oxygen, e.g., in expired 
air. 
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