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Finding The Right Solution

To Environmental Analysis Problems
Can Be Puzzling,.

Powerful new organics analysis capability
Reliable, trouble-free performance of all
approved HPLC methods is possible with Dionex

metal-free HPLC systems. For difficult sample

But it’s really quite simple.

Diohex provides better custom fit solutions.
From complex environmental matrices to routine {
applications, Dionex tailors IC, HPLC, and Super

preparation problems, the Dionex Supercritical
critical Fluid technology to fit your specific needs.

Fluid Extraction system provides a simple and

Inorganic analysis - fast, sensitive, fast solution.
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such as chlorinated aromatic sulfonates.

Dionex Chemically Suppressed IC is specified TS A et S e v Notjust solutions, perfect fit solutions

worldwide for the analysis of anions and cations -
_— il X Find out how Dionex I, HPLC, and SFE

technology can be tailored to fit your specific envi-
ronmental analysis problems. Contact your local
Dionex representative. Or call 1-800-227-1817
ext. 438 today. Outside the U.S. call the Dionex
office nearest you.

DIONEX

We provide the perfect fit in separation technology. A BETTER SOLUTION

in acid rain, ground water, drinking water, waste

water, and waste extracts. (U.S. EPA Method 300.0) Speciation and total mefals analysis in
complex matrices, such as hazardous waste in-

cinerator emissions, is no problem. Even
hexavalent chromium can be accurately
determined, interference-free, down to
the ppt level.

Dionex Corporation, P.0. Box 3603, Sunnyvale, CA 94088-3603 Canada Dionex Canada 11d., (416) 8552551 United Kingdom Dionex (UK) Ltd,, (0276) 691722  Germany Dionex GmbH (06126)6036
France Dionex S.A, (1)46216666 Xtaly Dionex Sir.L, (06) 371-5454  Japan Nippon Dionex K.X., (06) 885-1213  Netherlands Dionex BY., (076) 714-800. OmniPacis a egistered trademark of Dionex Corporation.
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How we made a better HPLC
system for QC/QA analysis

We started by eliminating
the computer

Our new programmable

307 Pump is at the heart of the
system. It controls other system
components: an auto-injector,
detector and integrator or data
analysis system. This system is
less expensive than most com-
puter-based QC/QA systems
and much easier to operate,
too. All the information you
need to start a run flashes on
the front panel display.

Another key feature of the 307
is that it provides extremely
smooth flow rates for repeti-
tive retention times. And flow
accuracy is unaffected by
pressure changes or by the
nature of the liquid.

Then we added an auto-
injector that ensures accu-
rate, reproducible results

The Gilson 231/401 Auto-
Sampling Injector is another
key component in the system.
It automates the preparation
and injection of up to 120
samples. (A larger capacity
unif is available that can
handle up to 540 samples.)

A built-in rinsing function
virtually eliminates cross-
contamination due to carry-
over. And because the 231/401
loads the sample directly into
the injection valve, sample
consumption is reduced.

4> GILsonN:

Plus, all these benefits for
QC/QA applications

® System requires less than 2 sq. ft.
of bench space. Ideal for labs with
multiple systems and minimal space
® Quick system set-up. You can
assemble the QC/QA system in
30 minutes or less. All connections
are easily accessible.

¢ Simplifies compliance with GLP
guidelines. 307 Pumps have

built-in functions for tracking
pump head usage.

To learn more about these and
other advantages of the Gilson
HPLC system for QC/QA
analysis, contact your local
Gilson representative. Or call
us toll-free.

Call 800-445-7661

Gilson Medical Electronics, Inc., Box 27, 3000 W. Be'tline Hwy., Middleton, W1 53562 USA, Tel: 608-836-1551, TLX: 26-5478, FAX: 608-831-4451
Gilson Medical Electronics (France) S.A., 72 rue Gambetta, B.P. No. 45, 95400 Villiers-le-Bel, France, Tel: (33) 1 34.29.50.00, TLX: 606682, FAX: (33) 1 34.29.50.80
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REPORTS

1991 Waters symposium on
atomic absorption spectrosco-
py. In the second two of four arti-
cles from this year’s symposium,
S.R. Koirtyohann of the Univer-
sity of Missouri—Columbia dis-
cusses the development of AAS
from an academic perspective and
Walter Slavin of Perkin Elmer ex-
plores the reasons for the success
of AAS

ANALYTICAL APPROACH 1047 A

On the cover. Investigating the
effect of hydrogen peroxide on
Norway spruce trees. Elevated
levels of ozone in ambient air,
combined with acid precipitation,
are believed to play a major role in
forest decline in Europe and North
America. AA.F. Kettrup and col-
leagues at the University of Pad-
erborn describe the use of micros-
copy and chromatographic
methods to investigate the rela-
tionship between the amount of
H,0, in the air and forest decline

BRIEFS

1014 A

EDITORIAL

1021 A

The curious value of research. The research community serves as a re-
source and role model to society when we successfully convey the reasons,
rewards, and pervasiveness of intellectual curiosity that we know so well

NEWS 1023 A

New Division of Analytical Chemistry officers elected. * Nobuhiko
Ishibashi, former Advisory Board member, dies. * IUPAC nomenclature for
chromatography

NEW PRODUCTS & MANUFACTURERS’ LITERATURE 1040 A

AUTHOR INDEX 2401
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BRIEFS
I

Articles

Monitoring of Formation Rates of Thin Films in
Laser-Induced Chemical Vapor Deposition 2402

Comparison between acoustic wave, photoacoustic re-
sponse, transmittance, reflectance, and quartz crystal
microbalance measurements is performed for in situ
laser-induced chemical vapor thin-film deposition.
Ho-ming Pang and Edward S. Yeung*, Ames Laboratory—
USDOE and Department of Chemistry, lowa State University,
Ames, IA 50011

Fundamentals of Sinusoidal Flow Sequential Injection
Spectrophotometry 2407

The design of the sequential injection analyzer is based
on the mutual penetration of sample and reagent zones,
which are sequentially stacked into a tubular conduit, in-
jected into a reactor, and transported to the detector.
Thomas Giibeli, Alitea U.S.A., P.O. Box 26, Medina, WA 98039
and Gary D. Christian and Jaromir Ruzicka*, Department
of Chemistry, BG-10, University of Washington, Seattle, WA
98195

Determination of the Diffusion Coefficients of lodine in
Porphyrin Thin Films by Utilization of the Battery Effectin
Schottky Barrier Devices 2414

By analyzing the time evolution of the device’s dark cur-
rent, the diffusion coefficient of iodine in a series of tet-
raphenylporphyrins is determined to be approximately
10 7% em?s (increasing in order of central substituent
Mg < Cu < Zn < H, < Ni).

W. Andrew Nevin, Department of Electrical and Electronic
Engineering, Trent Polytechnic, Burton Street, Nottingham
NG1 4BU, England

Multichannel Amperometric Detection System for Liquid
Chromatography and Flow Injection Analysis 2418

A 16-working electrode electrochemical detector in a par-
allel configuration and a computer-controlled multichan-
nel potentiostat are developed. When used for the detec-
tion of catecholamines separated by LC, the response is
linear over the range 10~°-10"2, and a detection limit of
~ 0.1 pg epinephrine injected is achieved.

Johan C. Hoogvliet*, Johannes M. Reijn, and Wouter P.
van Bennekom, Faculty of Pharmacy, Utrecht University, P.O.
Box 80.082, 3508 TB Utrecht, The Netherlands

*Corresponding author
M Supplementary material available

Development of the H-Point Standard - Additions Method
for Ultraviolet-Visible Spectroscopic Kinetic Analysis of
Two-Component Systems 2424

The H-poin: standard addition method is extended to ki-
netic analysis; time is included as an additional measure-
ment dimersion. Good results are obtained for analyte
concentraticn in the presence of a complex matrix and for
binary mixtares.

Francisco Bosch-Reig, Pilar Campins-Falcé*, Adela
Sevillano-Cabeza, Rosa Herrdaez-Herndndez, and Carmen
Molins-Legua, Departamento de Quimica Analitica, Facultad
de Quimica, Universidad de Valencia, Burjasot (Valencia), Spain

Simultaneous Determination of Elemental Ratios in Coal
by Direct Powder Injection into a Helium Microwave
Induced Plasma 2430

C, H, Cl, and S are determined by direct solid sampling.
C/H ratios are determined to within ~ 10% accuracy when
simultaneous measurements are performed and stan-
dards are similar in composition.

Jay M. Gehlhausen and Jon W. Carnahan®, Department of
Chemistry, Northern Illinois University, DeKalb, IL 60115

Automated Model Selection for the Simulation of
Carbon-13 Nuclear Magnetic Resonance Spectra of
Cyclopentanones and Cycloheptanones 2435 m

A method tc select appropriate regression models for the
prediction o° '3C NMR chemical shifts is developed. Mod-
els are selected from a database containing previously
reported equations and newly generated ones developed
for cyclopentanones and cycloheptanones. The models
yield a mean standard error of 1.12 ppm.

Jon W. Ball. Lawrence S. Anker, and Peter C. Jurs*, De-
partment of Chemistry, The Pennsylvania State University, 152
Davey Laborz tory, University Park, PA 16802

Scanning Electrochemical Microscopy. 11. Improvement of
Image Resoiution by Digital Processing Techniques 2442

A linear combination of Laplacian and Gaussian filters
applied to scanning electrochemical microscope images
provides processed images with improved resolution
(comparable to the resolution obtained with tips three to
four times smaller).

Chongmok Lee, David O. Wipf, and Allen J. Bard*, Depart-
ment of Cherristry and Biochemistry, The University of Texas at
Austin, Aust.n, TX 78712 and Keith Bartels and Alan C.
Bovik, Department of Electrical and Computer Engineering,
The University of Texas at Austin, Austin, TX 78712

1014 A - ANALYTICAL CHEMISTRY, VOL. 63, NO. 21, NOVEMBER 1, 1991



® g5 mmmm—( |} |

MORE HIGH PRECISION FITTINGS THAN
- ANYWHERE ELSE IN THE WORLD.

Valco Instruments Co. Inc. Valco Europe
PO. Box 55603, Houston, TX 77255 USA Untertannberg 7 CH-6214 Schenkon, Switzerland
Telephone (713) 688-9345 M Telephone (045) 21 68 68

40 ON R B _SER

Telefax (713) 688-8106 Telex 79-0033 vaLcoHou Telefax (045) 2130 20 Telex 868342 vicicH




BRIEFS

Quantitative Surface Analysis of Organic Polymer Blends
Using a Time - of-Flight Static Secondary lon Mass
Spectrometer 2447

Surface compositions of bisphenol-A polycarbonate/
polystyrene and tetramethylcarbonate/polystyrene poly-
mer blends are determined using TOF-SSIMS and XPS.
Accuracy for both TOF-SSIMS and XPS is within +0.1
monomer fraction, whereas the typical precision of the
TOF-SSIMS results is primarily determined by counting
statistics and is generally better than that of the XPS re-
sults.

Patrick M. Thompson, Surface Science Section, Research Lab-
oratories, Eastman Kodak Company, Rochester, NY 14650-2132

Determination of the Concentration and Stable Isotopic
Composition of Nonexchangeable Hydrogen in Organic
Matter 2456

Multiple isotopic equilibrations of exchangeable hydrogen
with isotopically different water vapors, subsequent bulk
8D determinations, and mass balance calculations reveal
the concentration and D/H ratio of nonexchangeable hy-
drogen.

Arndt Schimmelmann, University of California at San Diego,
Seripps Institution of Oceanography, La Jolla, CA 92093-0215

Theoretical Analysis of Probe Dynamics in Flow Injection/
Membrane Introduction Mass Spectrometry 2460

A mathematical analysis is performed on membrane per-
vaporation used in conjunction with FIA. The effects of
flow rate, injection time profile, mixing in the flow cham-
ber, partitioning onto the membrane surface, diffusion
through the membrane, and membrane thickness and
temperature on the analyte flux are discussed and com-
pared with experimental results.

Gow-Jen Tsai, Glen D. Austin, Mei J. Syu, and George T.
Tsao, Laboratory of Renewable Resources Engineering, Purdue
University, West Lafayette, IN 47907 and Mark J. Hayward,
Tapio Kotiaho, and R. Graham Cooks*, Department of
Chemistry, Purdue University, West Lafayette, IN 47907

Supercritical Fluid Chromatography and Time-of-Flight

Secondary lon Mass Spectrometry of Poly(dimethyl-

siloxane) Oligomers in the Mass Range 1000-10 000 Da
2466

SFC and TOF-SIMS give similar results when determin-
ing the average molecular weights and the shape of oligo-
mer distributions in the mass range up to 3000 Da.
Differences occur at higher masses because of mass dis-
crimination effects.

Birgit Hagenhoff, Alfred Benninghoven®, Herbert Bar-
thel, and Wolfgang Zoller, Physikalisches Institut der Univer-
sitdt Miinster, Wilhelm-Klemm-Strasse 10, D-4400 Miinster,
FRG.

Matrix-Assisted UV-Laser Desorption/lonization Mass
Spectrometric Analysis of Monoclonal Antibodies for the
Determination of Carbohydrate, Conjugated Chelator, and
Conjugated Drug Content 2470

Methods arz described for estimating carbohydrate con-
tent and dezermining quantity and distribution of chela-
tors and drugs bound to monoclonal antibodies using ma-
trix-assisted UV-laser desorption/ionization MS. Results
are compared with currently used methods.

Marshall M. Siegel*, Irwin J. Hollander, Philip R. Ha-
mann, John P. James, and Lois Hinman, American Cyana-
mid Company, Medical Research Division, Lederle Laboratories,
Pearl River, NY 10965, Bryan J. Smith, Andrew P. H. Farns-
worth, Alison Phipps, and David J. King, Celltech, Ltd.,
Slough SL1 4EN Berkshire, U.K., and Michael Karas, Arndt
Ingendoh, and Franz Hillenkamp, Institute of Medical Phys-
ies, University of Miinster, D-4400 Munster, F.R.G.

Direct Introduction of Large-Volume Urine Samples into an
On-Line Immunoaffinity Sample Pretreatment-Capillary
Gas Chromatography System 2481

An immunoaffinity precolumn containing immobilized
antibodies raised against the synthetic steroid hormone
B-19-nortestosterone is used for the automated sample
pretreatment of 5—25-mL urine samples containing p-19-
nortestoste-one, norethindrone, and norgestrel. The 19-
norsteroids can be determined at the ppt level.

A. Farjam, J. J. Vreuls, W.J.G.M. Cuppen, U.A.Th. Brink-
man?*, and G. J. de Jong, Department of Analytical Chemistry,
Free University, De Boelelaan 1083, 1081 HV Amsterdam, The
Netherlands

Tandem Mass Spectrometry of Very Large Molecules:
Serum Albumin Sequence Information fram Multiply
Charged lons Formed by Electrospray lonization 2488

Limited primary sequence information is obtained for in-
tact 66 kD serum albumin proteins from 10 different spe-
cies by electrospray ionization tandem MS.

Joseph A. Loo, Charles G. Edmonds, and Richard D.
Smith*, Chemical Sciences Department, Pacific Northwest Lab-
oratory, Richland, WA 99352

Nondependence of Diffusion- Controlled Peak Dispersion
on Diffusion Coefficient and lonic Mobility in Capillary
Zone Electrophoresis without Electroosmotic Flow 2499

The single analyte-specific property responsible for peak
broadening is the charge number, not the diffusion coef-
ficient, D, or the ionic mobility, #. This result is derived
theoretically by substituting the ratio #/D, occurring in
the conventional expression for the plate number, with
the relation between these parameters as given by Ein-
stein.

Ernst Kenndler* and Christine Schwer, Institute for Ana-
lytical Chenistry, University of Vienna, Wahringerstrasse 38,
A 1090 Vienna, Austria
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THE WORLD’S BEST MASS SPECTROMETER
IS NOW WITHIN YOUR REACH.

If you think Finnigan MAT is beyond your laboratory’s

reach, you've got a nice surprise coming.

The SSQ® 710 Advantage™ now fits easily within your
MS budget, while delivering twice the performance and
quality of HP’s MS Engine. Compare:

We deliver as standard: 2000 amu mass range, 20 kV
dynode multiplier, turbomolecular pumping, easy-to-use

Instrument Control Language™ and the most complete

and powerful data system in mass spectrometry. And you
get complete inlet options, including Electrospray.

With MS Engine, you'll pay extra for extended mass
range, and money just can't buy Advantage’s other features
on that instrument.

For complete details, call your Finnigan MAT office
below. Or FAX (408) 433-4823.

megcm

A subsidiary of Thermo Instrument Systems, Inc.

California (408) 433-4800 e Georgia (404) 424-7880 e Ohio (513) 891-1255 s Illinois (708) 310-0140 e New Jersey (201) 740-9177
Maryland (301) 698-9760 e Germany (0421) 54 93-0 » UK (0442) 233555 e France (01) 69 41 98 00 o Italy (02) 66011742 o Netherlands (08385) 27266
Sweden (08) 6800101  Japan (03) 3372-3001
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BRIEFS
e —

Migration Behavior of Cationic Solutes in Micellar
Electrokinetic Capillary Chromatography 2503

Migration of cationic solutes in MECC is quantitatively
described through mathematical models that allow the
prediction of solute behavior based on a limited number
of experiments and facilitate the optimization of separa-
tions.

Joost K. Strasters and Morteza G. Khaledi*, Department of
Chemistry, North Carolina State University, P.O. Box 8204, Ra-
leigh, NC 27695

High-Speed Countercurrent Chromatography Used for
Alkylbenzene Liquid-Liquid Partition Coefficient
Determination 2508

Partition coefficients of alkylbenzenes from benzene to
dodecylbenzene are measured by CCC in seven methanol-
rich compositions (water <20% v/v) of the heptane—meth-
anol-water biphasic liquid system.

Alain Berthod* and Madeleine Bully, Laboratoire des
Sciences Analytiques, UA CNRS 435, Université de Lyon 1,
69622 Villeurbanne Cedex, France

Real-Time Principal Component Analysis Using Parallel
Kalman Filter Networks for Peak Purity Analysis 2512

A recursive algorithm for performing principal compo-
nent analysis on multivariate data sets is described. The
procedure, based on principles of the adaptive Kalman
filter, is used to determine the rank of multiwavelength
chromatographic data.

Stephen J. Vanslyke and Peter D. Wentzell*, Trace Analy-
sis Research Centre, Department of Chemistry, Dalhousie Uni-
versity, Halifax, Nova Scotia, Canada B3H 4J3

Concentration of Hydrophobic Organic Compounds and
Extraction of Protein Using Alkylammoniosulfate
Zwitterionic Surfactant Mediated Phase Separations
(Cloud Point Extractions) 2520

The synthesis and evaluation of the phase separation be-
havior of two zwitterionic surfactants, 3-[nonyl- (or de-
cyl-) dimethylammonio]propyl sulfate, is reported. Re-
sults indicate that such surfactants can be used for the
extraction/preconcentration of hydrophobic species in a
manner similar to that reported for nonionic surfactants.
Tohru Saitoh and Willie L. Hinze*, Department of Chemis-
try, Laboratory for Analytical Micellar Chemistry, Wake Forest
University, P.O. Box 7486, Winston-Salem, NC 27109

Correspondence

Quadrupole Fourier Transform Mass Spectrometry of

Oligosaccharides 2526
James A. Carroll, Lambert Ngoka, Sési McCullough, Eric
Gard, A. Daniel Jones, and Carlito B. Lebrilla*, Depart-

ment of Chemistry and Facility for Advanced Instrumentation,
University of California, Davis, CA 95616

Separation and Determination of Copper, Zinc, Palladium,
Iron, and Manganese with meso- Tetrakis(3-bromo-
4-sulfophenyl)porphine and Reversed-Phase lon-Pair
Liquid Chromatography 2529

Xue-Jun Xu, Hua-Shan Zhang, Chuan-You Zhang, and
Jie-Ke (Jai-Kai) Cheng*, Department of Chemistry, Wuhan
University, Wuhan 430072, China

Technical Notes

Determination of Total and Free Sulfur Dioxide in Wine by
Flow Injection Analysis and Gas- Diffusion Using
p-Aminoazobenzene as the Colorimetric Reagent 2532

Jordi Bartroli*, Manel Escalada, Cecilia Ji Jor-
quera, and Julian Alonso, Department de Quimica, Universi-
tat Autdonoma de Barcelona, 08193 Bellaterra, Spain

Bulk-Electrolysis Flow-Cell System for UV-Visible and
X-ray Absorption Spectroelectrochemical Analysis 2535

David H. Igo, R. C. Elder*, and William R. Heineman*, De-
partment of Chemistry, University of Cincinnati, Cincinnati,
OH 45221-0172 and Howard D. Dewald, Department of
Chemistry and Condensed Matter and Surface Science Program,
Ohio University, Athens, OH 45701-2979

On-Line Preconcentration and Volatilization of lodine for
Inductively Coupled Plasma Atomic Emission
Spectrometry 2539

Scott P. Dolan, Scott A. Sinex, and Stephen G. Capar, Di-
vision of Cortaminants Chemistry, Food and Drug Administra-
tion, Washington, DC 20204 and Akbar Montaser* and Rob-
ert H. Clifford, Department of Chemistry, George Washington
University, Washington, DC 20052

Determination of Small Amounts of Water in
Dimethylfor mamide and Dimethylsulfoxide Using
Luminescence Lifetime Measurements of Europium (lil)

2542

Stefan Lis and Gregory R. Choppin*, Department of Chem-
istry, The Florida State University, Tallahassee, FL 32306-3006

Correction. Horizontal Touch Voltammetric Analysis—
Determination of Insoluble Electroactive Species in Films at the
Air/Water Interface 2544

Cary J. Miller and Allen J. Bard*, Department of Chemistry,
The University of Texas at Austin, Austin, TX 78712
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Why

Are More

And More FTIR Users
Buying Mattson?

Workhorse FTIR for QC or Flexible systems for analyti- Spectroscopy for research
teaching applications. cal spectroscopy. applications.
[J High return on investment [0 Unparalleled flexibility—high [0 Spectral range coverage from

quickly justifies purchase.

resolution and the fastest scan

25,000 to 225 el at 0.25 'l

[l Gets analysis routines on line speed of any FTIR. resolution.
fast—short operator learning [ GC-FTIR includes full automa- [0 High-intensity fluid-cooled
curve. tion and control of GC source and continuously
[ Survives harsh lab environ- autosampler with real-time IR adjustable computer con-
ments with sealed and desic- acquisition and display. trolled iris aperture.
cated optical system. [ Full range of IR-Microscopy [0 Two external beams for

Mattson Instruments, Inc.

1001 Fourier Drive

systems; both in-compartment
and external bench TGA
interfaces.

mounting external bench
experiments and accessories.

Free personal computer with

Madison, WI 53717
Tel. (608) 831-5515
Fax: (608) 831-2093

Galaxy™ Series 5000, 7000 and
Research Series™ FTIR Spectrometers!

Limited time offer.
Mattson

Mattson, Orion, and Unicam are operating
divisions of Analytical Technology, Inc
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Phone (800)228-4250
and discover new solutions
to your analysis problems

Capillary Electrophoresis

CE is a powerful new
tool for separation
and analysis of
proteins, peptides,
organic acids,
nucleotides, and
other sample mixtures.
Isco’s two CE systems give you femto-
mole detection sensitivity with nanoliter samples.
One system is automated
with computer data
management;
the other is
a compact,
affordable
“personal
GE.

s

For reactant feed and other
applications requiring
precise, pulse-free meter-
ing, these fourth-genera-
tion Isco syringe pumps
offer powerful new pro-
grammability and un-
matched performance. A
new digital controller runs
multiple pumps with
quartz-locked flow sta-
bility. Choose from three
pump modules with pres-
sures to 10,000 psi and
flow rates from 0.1 pl/min
to 170 ml/min.

toll-free to ja) rﬁ)ryourcopy of
our big, Izo-page catalog.

SFE :fSample Prep

Prepare your GC or HPLC sam-
ples quickly and cleanly with
low-cost, non-toxic CO2 instead
of organic solvents. These new
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EDITORIAL

The Curious Value of Research

The prevailing attitude of reszarchers in
chemistry, indeed almost a basic tenet,
is that research—the pursuin of knowl-
edge—is an intrinsically gcod profes-
sion. Seeking new knowledge and under-
standing, a clearer vision of fact, and the
invention of new modes of thought about
chemical phenomena, is viewzd as a de-
sirable thing. New knowledge should not
be refused or eschewed; ignorance is not
bliss; and the innate curiosity of the hu-
man species requires scratching.

A great segment of modern society
tends to take a more practical view of
research. What good does this curiosity-
scratching do? What are the raotivations
of those who pursue it? Who decides how
the results are to be used? And how are
they used? Should society consume re-
sources to support research activities?
These and other questions have been
raised repeatedly over the years. They
seem loudest and most persistent in
times of greatest worldwide stress.

These are all reasonable questions
that deserve attention and response, not
silence or evasion, from the academic,
government, and industrial research
communities—including their analytical
chemists. There are many forms of an-
swers. Certainly the most important in-
dividual and personal motivation for re-
search is intellectual curiosity. What are
the chemical phenomena around us that
affect our lives? How can we control
chemical phenomena in useful ways?
These are perhaps the clearest and easi-
est questions for society to answer be-
cause most segments of so:iety have
their own very basic brands of intellectu-
al curiosity. How does my lawnmower
work? What makes the weather? What
are the best spice ingredients for a par-
ticular dinner? How do you judge where
the fish lie? These questions segin to il-
lustrate the diversity of curiosities. Nur-
turing our children’s curiosity, and con-
veying to them in home, school, college,

and university a sense of the excitement
of scientific thought, experiment, and
deduction, are important parts of an ed-
ucation that prepares them to live and
work successfully in our technological
age. The research community serves as a
resource and role model to society when
we convey the reasons, rewards, and
pervasiveness of intellectual curiosity
that we know so well.

There are of course many other moti-
vations for intellectual curiosity, both
individual and collective. The corporate
curiosity is a collective one, with a moti-
vation of seeking originality and innova-
tion in products and processes with an
end goal of economic success. Individuals
participating in the corporate curiosity
derive added satisfaction from seeing
their research efforts leading to products
valued and used by society. In colleges
and universities, researchers are teach-
ing young chemists about the use of cu-
riosity at a very sophisticated level, to
seek new chemical knowledge. Profes-
sors derive a different satisfaction, that
of seeing their products—these young
chemists—become useful parts of the
world of chemistry. Whether or not the
motivations of particular individuals are
to serve society, their products—the ma-
terials and goods of a technological age
and the trained young minds to help ad-
vance it—offer clear societal benefits.

History also teaches us that a regret-
table but major motivation for national
collective chemical research is to acquire
the offensive and defensive parapherna-
lia of armed conflict. It is hoped that the
changes occurring on the world scene do
not waste the intellectual energies that
have been consumed in this area but in-
stead redirect those energies to the
needs of peaceful societies.

T 1A WMo
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NEWS

Division Officers Elected

Joseph L. Glajch, research man-
ager of the New Product Chemistry
Group of the DuPont Merck Phar-
maceutical Company, North Billeri-
ca, MA, was recently elected chair-
man-elect of the ACS Division of
Analytical Chemistry.

Glajch received his A.B. degree
from Cornell University and a Ph.D.
in analytical chemistry from the
University of Georgia in 1978, working under the direc-
tion of L. B. Rogers. He then joined the Central Re-
search and Development Department at E. I. du Pont de
Nemours & Co. in Wilmington, DE, where he worked in
a process research/catalysis group developing chromato-
graphic methods for on-line measurement before becom-
ing a supervisor in the molecular biology section, where
he was responsible for separations research, srotein
characterization, and oligonucleotide synthesis. In 1985
he moved to the analytical section as the supervisor of a
separations research group and continued work on col-
umn packing development and optimization of phase
systems in HPLC.

Glajch currently is responsible for formulation and
analytical methods development of radiopharmaceuti-
cals. He has 33 publications and three patents in the
field of analytical chemistry. He has served as president
of the Chromatography Forum of the Delaware Valley
and helped initiate collaboration among chromatography
discussion groups in the mid-1980s. In 1982 he was pro-
gram chairman of the International Symposium on Col-
umn Liquid Chromatography, on whose organizing com-
mittee he continues to serve. Glajch is a past member of
the Executive Committee of the Separations Subdivision
of the ACS Division of Analytical Chemistry and has
served the Delaware Section of ACS as a staff member
of its local publication, the Del-Chem Bulletin. He cur-
rently holds memberships on the Executive Committee
of the New England Chromatography Council and the
Division of Analytical Chemistry Graduate Fellowship
Committee. He is also chairman of the 1991 Gordon
Conference on Analytical Chemistry.

Other officers elected were Sarah Rutan of Virginia
Commonwealth University, secretary; William Heine-
man of the University of Cincinnati, councilor; and Ro-
land Hirsch of the National Institutes of Health, alter-
nate councilor. Charles Wilkins of the University of
California—Riverside assumed the 1991 chairmanship in
October. David Curran of the University of Massachu-
setts will continue to serve as treasurer.

Continuing to serve as councilors are Edward Yeung
of Towa State University, Jeanne Pemberton of the Uni-
versity of Arizona, and Galen Ewing, formerly of Seton
Hall University. Ted Williams of the College of Wooster,
Margaret Merritt of Wellesley College, and Robert Os-
teryoung of the State University of New York at Buffalo
will continue to serve as alternate councilors.

Nobuhiko Ishibashi—Spectroscopist

The JOURNAL regrets to report the
death of Nobuhiko Ishibashi of the
School of Engineering, Kyushu Uni-
versity, Fukuoka, Japan, on Aug.
23, 1991. Ishibashi was a distin-
guished scholar and leader in Jap-
anese analytical chemistry and
served on the Advisory Board of
ANALYTICAL CHEMISTRY from 1987
to 1989.

Chromatography

The International Union of Pure and Applied Chemistry
(IUPAC) Commission on Analytical Nomenclature is
seeking comments on a document entitled “Nomencla-
ture for Chromatography.” This document lists all the
terms and definitions used in the major chromatograph-
ic techniques, such as gas, liquid, supereritical fluid, col-
umn, planar, partition, adsorption, ion-exchange, and
size-exclusion chromatographies.

A copy of the document is available from the ACS
Journals Department, P.O. Box 3330, Columbus, OH
43210. Comments should be sent by June 30, 1992, to
C. A. Cramers, Eindhoven University of Technology,
Laboratory of Instrumental Analysis, Department of
Chemistry, 5600 MB Eindhoven, The Netherlands.

For Your Information

Graduate School and Beyond, a booklet from the U.S. De-
partment of Energy’s Argonne National Laboratory, pro-
vides college women interested in science careers with
practical, how-to advice from women scientists. Based
on a panel discussion at the Laboratory’s annual “Sci-
ence Careers in Search of Women” conference, the book-
let offers personal experience and guidance on selecting
a graduate school, supporting oneself through school,
choosing a thesis advisor, combining a career and family
life, planning for the future, and fulfilling unspoken re-
quirements such as preparing and giving seminar talks.
To order, contact the Division of Educational Programs,
Argonne National Laboratory, 9700 S. Cass Ave., Ar-
gonne, IL 60439.

The Joint Committee on Atomic and Molecular Physical
Data (JCAMP) is organizing a round-robin program ex-
change of JCAMP-DX data files. Software developers
and instrument vendors are invited to submit files prior
to Jan. 1, 1992. Each participating user will receive an
IBM PC-compatible diskette and a request for a report
on how well the software reads the files. Results will be
reported at Pittcon '92. For further information, contact
Robert S. McDonald, 9 Woodside Dr., Burnt Hills, NY
12027 (518-399-5145, fax 518-399-6868).
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ATOMIC ABSORPTION SPECTROMETRY

The Second James L. Waters
Annual Symposium Recognizing
Pioneers in the Development of
Analytical Instrumentafion was
held af the 1991 Pittshurgh
Conference and Exposition in
Chicago. This year's symposium
honored four pioneers in the field
of atomic absorption
spectroscopy: Alan Walsh, Boris
'vov, S. R. Koirtyohann, and
Walter Slavin. In the October 1
issue, L'vov and Walsh recounted
their efforts in developing AAS as
an analytical method. Here
Koirtyohann discusses these
developments from an academic
perspective and Slavin explores
the reasons for the success of
AS.

S. R. Koirtyohann
Department of Chemistry
University of Missouri-Columbia
Columbia, MO 65211

Viewed from a 35-year perspective,
atomic absorption spectroscopy
(AAS) is a tremendous success story.
It is easy to forget that this success
did not happen as soon as the idea
was introduced. Individuals and
companies had to invest considerable
amounts of time, money, and talent,
and not everyone who sought to take
advantage of this new technclogy
was equally successful. The purpose
here is to review the historical facts
and consider reasons for the variabil-
ity in the degree of success achieved.

Early history

If history were concerned only with
what happened, we could begin by
considering two papers published in
1955 (1, 2). However, because the in-
tent here is to understand (or at least
speculate about) why certain things
happened, we must look briefly at
earlier years. Historical chapters in
books by Twyman (3) and Slavin (4)
are particularly helpful.

Optical spectroscopy can be traced
to 1672, when Newton observed that
sunlight could be separated into col-
ors upon passage through a prism.
Indeed, the word spectrum comes
from Newton’s attempt to describe
the ghostly appearance of dispersed
sunlight. The first person to observe
spectral features other than simple
colors was Wollaston, who in 1802
described (but made no attemot to
explain or characterize) numerous
dark lines in the sun’s spectrum.
Starting in 1817, Fraunhofer careful-
ly mapped these lines that bear his
name and designated some of the
more prominent ones by letters,
starting with A at the red end of the
spectrum. Even today, one sees refer-
ence to the sodium D lines, using
Fraunhofer’s original designation.
His observations also laid the
groundwork for spectral observations
in astronomy. Fraunhofer noted that
light from Venus looked much like
that from the Sun but that light from
the bright star, Sirius, had a very
different spectrum.
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Kirchhoff and Bunsen explained
the origin of Fraunhofer lines in a
classic series of papers published in
1859 and 1860. They not only ex-
plained that Fraunhofer lines were
caused by atomic absorption in the
Sun’s atmosphere; they also estab-
lished the general laws of emission
and absorption of light and described
the conditions needed for earthbound
analytical observations using flames
in both emission and atomic absorp-
tion. Flame analysis became common
in Bunsen’s lab, and several new ele-
ments were discovered by spectral
analysis in the early 1860s. However,
the full analytical potential of both
flame emission and atomic absorp-
tion remained unexploited for many
years.

Other significant events in the de-
velopment of spectral analysis, to be
discussed in greater detail below, in-
clude:

¢ The first quantitative spectral
analyses by Lockyer in 1873

¢ Hartley’s work on the quantita-
tive analysis of solutions, beginning
in about 1884 at the University of
Dublin and continued by Pollok and
Leonard well into this century

¢ de Gramont’s studies at the Sor-
bonne in the early 1900s

¢ Twyman’s design of the first con-
venient commercial spectrographs at
Adam Hilger Ltd. from 1909 through
1912

¢ The first U.S. journal paper on
spectral analysis by Meggers in 1922

* The development of flame spec-
tral analysis by Lundegardh in Swe-
den starting in 1929

* Direct electrical detection of
flame emission spectra by Jansen,
Hayes, and Richter in the mid-1930s

¢ Introduction of the Beckman DU
spectrophotometer (the instrument
generally credited with converting
chemists to spectral thinking) in
1941 and the photomultiplier attach-
ment for that instrument in 1953.

Modern AAS

We begin with a “thumbnail” history
covering the first three and a half de-
cades of flame AAS. There were sev-
eral distinct periods, as indicated in
the box on p. 1026 A.

The induction period is best char-
acterized by what did not happen.

0003-2700/91/0363-1024A/$02.50/0
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FROM AN ACADEMIC PERSPECTIVE

Atomic absorption—the technique
that soon would revolutionize ele-
mental analysis—was ignored by
nearly all practicing analytical
chemists. Walsh and a mere handful
of people down under developed the
method and demonstrated its utility
time and time again—and still peo-
ple stayed away in droves. Walsh
traveled extensively, trying to pro-
mote AAS, and was often frustrated
by his inability to generate wide in-
terest. His American friends have
not let him forget that he once accu-
rately described the United States as
a country “underdeveloped” in AAS.

From 1962 through 1969 explosive
growth occurred as AAS caught on
and surged to the forefront of ele-
mental analysis. The period opened,
at least from my perspective, with
the 10th Colloquium Spectroscopi-
cum Internationale in College Park,
MD, in June 1962 and closed with
the 2nd International Conference on
Atomic Spectroscopy in Sheffield,
England, in July 1969.

My own active participation in
atomic absorption research nearly
coincides with the beginning of this
explosive period, which may explain
why I think of it as the “fun time.”
AAS symposia were spiced by fre-
quent (usually polite) arguments
about the best sources and atomizers.
New techniques and applications
were suggested almost as rapidly as
most of us could follow. This high
level of interest made a heady brew
for those fortunate enough to be in-
volved at that time.

Such explosive growth could hard-
ly be sustained, and 1969-76 was a
period of relative stability (i.e., rela-
tive to that of the previous years).
AAS put on its work clothes and be-
gan to generate data for other fields.
Research was still being done, and
improvements were still being made,
but for anyone who had participated
in the exciting growth period the
slower pace was obvious.

In about 1976 the revolution in
solid-state electronics began to make
an impact on chemical instrumenta-
tion, and there appears to be no end
in sight. Most AAS customers today
are at least as interested in software
as in hardware. Instrument through-
put and, to a lesser extent, instru-

ment capabilities have been en-
hanced whereas much of the tedium
of routine analysis has been re-
moved. One disadvantage of this rev-
olution is that AAS systems are
much more difficult to learn to use,
especially for an old fogey like me.
Wit older instruments, I could start
with reasonably bright but totally
untrained college freshmen and have
thera generating AAS data in 10-30
minates, depending on the complex-
ity of the work. Today 30 minutes
hardly suffices for an introduction to
the software manual, and without a
working knowledge of the software,
you can’t even turn the #@%$&% _+
thinz on!

Now let us return briefly to the fun
time, because much of what we see in
AA instruments today is a conse-
quence of arguments resolved then.
At Ieast in certain areas of the mid-
western United States, flames con-
tinuad to emit. Velmer Fassel and co-
workers at Iowa State University (5)
and Ed Pickett and I at the Univer-

REPORT

sity >f Missouri (6), along with a few
others, pointed out repeatedly that
the cmission mode of operation had
certzin advantages and should not be
abardoned. In the intervening years
we Lave not changed our minds, but
we s2em to have made little progress
in ccnvincing others. Few people use
flams emission today, even in cases
where the advantages are significant
and casily demonstrated.

Druring the fun time, detection lim-
its were a source of great pride and it
seemed that nearly every conference
paper included a claim to have estab-
lished a new record in the quest for
zero. A discussion of interferences
was sure to spark instant debate;
man)’ researchers argued that AAS
was much less prone than atomic
emission to effects from chemical in-
terferences. The very existence of
spectral interferences in AAS was
vigorously denied by proponents of
the technique. The confusion con-
cerniag interferences can perhaps be
best conveyed by quoting from a pub-
lication of the period (7): “Atomic ab-

sorption spectroscopy does not suffer
from chemical interferences but (the)
presence of large amounts of anions
and cations can cause pronounced ef-
fects on absorption.”

In other words, it is not the chemi-
cals, but those blasted anions and
cations that cause the problems. The
authors of the above statement
should be defended, because they
were not writing in their native
tongue and undoubtedly had a lan-
guage problem. The fact that such a
statement got past two reviewers and
a journal editor is harder to under-
stand and is indicative of the confu-
sion that prevailed.

By 1969 most misconceptions
about AAS had been resolved. Spec-
tral interferences, although rela-
tively rare, were acknowledged, and
chemical interferences were known
to be primarily a function of the at-
omizer, not the mode of observation.
Atomic fluorescence had been intro-
duced, and people already were be-
ginning to wonder why it was not
more popular. Automated back-
ground correction systems for AAS
were available and, in an important
advance, the nitrous oxide—acetylene
flame had nearly doubled the num-
ber of elements to which AAS was
applicable. The evolution of flame
AAS was essentially complete. Fur-
naces had been introduced and their
evolution was just beginning, but
that is another story.

Ideas that did not succeed

This evolution did not proceed along
a smooth pathway. Although numer-
ous approaches to doing AAS were
tried, most eventually were dis-
carded. A few of these, listed below,
will be discussed in detail.

¢ Total consumption nebulizer—
burners

* Multipass optical systems

* Heated spray chambers

* Hot gas nebulization

* The tantalum boat

* Premixed oxygen-—acetylene
flames

* Flame-in-tube designs

In the 1950s emission flame pho-
tometry in the United States was
dominated by the use of a combina-
tion nebulizer—burner marketed by
Beckman Instruments. The combus-
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tion gases were mixed only after they
exited the burner, and solution aero-
sol was sprayed directly into the re-
sulting turbulent flame. Because the
gases were not premixed, nearly any
fuel-oxidant combination could be
used safely. Oxygen—hydrogen and
oxygen—acetylene flames were quite
popular for emission work.

It is not surprising that when AAS
arrived on the scene many people
tried to retain the simple and famil-
iar burner. The short absorption
pathlength was a disadvantage, how-
ever, and workers tried various ways
to overcome this deficiency. An opti-
cal system that passed light from the
primary source through the flame
from a tandem array of three such
burners as many as five times was
developed commercially. The sound
level was roughly comparable to that
of a jet plane taking off.

This and other attempts to use
total consumption burners failed not
because of the short absorption path-
length, however, but because large
aerosol droplets were injected into
the flame rather than separated in a
spray chamber. Gradually it was
shown that incomplete vaporization
of analyte contained in large drop-
lets, rather than the emission mode
of operation, was the cause of many
chemical interferences.

Conventional AAS burners waste
about 90% of the sample solution.
Many people sought ways to avoid
that loss and enjoy an instant 10-fold
improvement in detection limits.
Heating the spray chamber to vapor-
ize much of the solvent increased
sample transport and was successful
if only detection limits were consid-
ered. Unfortunately, memory effects
were quite severe, and this method
never became popular. Heating the
nebulizing gas resulted in greater
sensitivity, but at the cost of severe
nebulizer clogging problems. (The hot
gas caused salts to build up on the
nebulizer tip because of solution
evaporation.)

An attachment designed to im-
prove detection limits by increasing
the rate at which sample was intro-
duced into the flame was marketed
for a time. The sample solution was
put into a tantalum boat with about
a 1-mL capacity. The boat was
moved close to the flame for solvent
evaporation and then inserted into
the flame just below the light beam.
Volatile analytes, such as lead, were
quickly vaporized and atomized, re-
sulting in a transient signal of a few
seconds’ duration. Detection limits
improved dramatically, but matrix
effects also increased. The fatal flaw,

however, was instability in the shape
and position of the boat. Repeated
heating caused distortion of the boat
and its holders. With each distortion
increment came a change in atomiza-
tion efficiency. More time was spent
in recalibrating the system (chesing
the working curve) than in running
samples.

Before the nitrous oxide flame was
introduced, several attempts were
made to exploit the higher tempera-
ture of the oxygen—acetylene flame
in a premixed burner. The proslem
was the high burning velocity of the
mixture, which caused those flames
to have the nasty habit of flashing
back into the spray chamber. The re-
sulting explosion caused a loud re-
port and often damaged the system.

Probably the most successfu. de-
velopment was by Fassel’s group (8).
The burner was water cooled, mas-
sive, and rather complex, but it
worked quite well. Indeed, the design

A Brief History of Flame AAS

1955 Method described indepen-
dently by Walsh and by Alkemade
and Milatz

1955-62 The induction period—
development down under wnile
United States remains an “under-
developed country”

1962-69 Explosive growth—the
“fun time” for those of us fortu-
nate enough to have been there
in person

1969-76 Relative stability—AAS
puts on its work clothes

1976-present Electronic revolu-
tion—microprocessor and com-
puter enhancement of instrumen-
tal capabilities
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Figure 1. Flame-in-tube designs.

(a) Simplification of arrangement used by Fuwa
and Vallee using only a hollow cathode source.
(b) Continuum source background correction
system using both a hydrogen lamp and a hollow
cathode lamp. L, and L, are lenses. (Adapted
from Reference 10.)
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probably would have gained accep-
tance had a better idea, the nitrous
oxide—acetylene flame, not come
along. The paper describing the work
contains a most unusual acknowledg-
ment (8): “The authors would like to
thank ... Mr. J. O. Rasmuson for his
timely confirmation that oxy-
acetylene flashbacks in this burner
cause no serious damage to the burn-
er or its surroundings.” One wonders
if the undamaged “surroundings”
were defined to exclude the eardrums
of the operator.

The flame-in-tube design first de-
scribed by Fuwa and Vallee (9) was
not successful but led to another de-
velopment that did succeed (10). Both
are shown in Figure 1. In the original
design (Figure 1a), a quartz or Vycor
tube about 1 cm in diameter and 10—
100 cm in length was placed on the
optical axis, and the flame from a
Beckman burner was directed into
one end from a slight angle. The sys-
tem gave extremely good sensitivity
but suffered from high background
absorption, as shown in Figure 2.
There was an obvious need to com-
pensate for the background, and this
led to the development of the contin-
uum source background correction
system (Figure 1b), which was later
automated and incorporated into
many commercial instruments. The
original flame-in-tube design failed
not because of background absorp-
tion but because of the same matrix
interference problems that plagued
the total consumption burner.

Some unusual aspects of AAS
history

One of the most striking things about
the history of AAS is the degree to
which the method was “born ma-
ture.” The operating principles of to-
day’s flame AAS units are indistin-
guishable from those of the one that
Walsh first described. To be sure, re-
finements have been made and com-
puter technology has had significant
impact. However, hollow cathode
sources, the premixed air—acetylene
flame formed on a slot burner, and
double-beam optics with modulation
and ac amplification were all a part
of the earliest instruments. Many at-
tempts were made to improve on
these conditions, but most were
gradually shown to be steps away
from the optimum.

Contributions to the early develop-
ment of AAS from the academic com-
munity are conspicuous by their ab-
sence. In the United States, only
Pickett was active (to my knowledge)
prior to the beginning of the explo-
sive growth period, and his early



work was never published. Jim Rob-
inson probably was the first in the
United States to do AAS, and cer-
tainly he was the first to publish ex-
tensively in this country (11, 12). He
did his early work at Esso Research
before moving to Louisiana State
University in 1964. Both Robinson
and Pickett used homemade, or at
least home-assembled, AAS units
that gave satisfactory performance.
My own experience with the equip-
ment at Missouri will be discussed
later.

There are a few examples where
the early commercial development of
a technique was so totally associated
with a single manufacturer when
several others seemed to be in equal-
ly strong initial positions. Perkin
Elmer quickly dominated the mar-
ket, especially in the United States,
and largely through the company’s
efforts AAS became an accepted
technique. I will elaborate on P-E’s
contributions in a later section.

Once accepted, AAS replaced com-
petitive methods for elemental anal-
ysis to an unprecedented degree. An
atmosphere prevailed in which legit-
imate problems with AAS were un-
derestimated and its advantages over
other methods overestimated. The
confusion mentioned earlier regard-
ing interferences prevailed for a
time, and the virtual exclusion of
flame emission continues today. Col-
orimetric and polarographic methods
are used for routine analyses only in
special cases.

The replacement went beyond the
optimum, at least in principle. It is
legitimate to ask why. Operational
simplicity for a laboratory seems to
be a major part of the answer. AAS
was the obvious choice for elements
such as Zn, Cd, Hg, and Mg. It was
also quite satisfactory, though per-
haps not optimal, for a long list of
others. The lab manager could sim-
plify the operation by using this one
technique for the broadest possible
range of applications. In practice, it
seems to have worked rather well.

Some disagreements with
conventional wisdom

It has been suggested that AAS
should have been developed years,
ever. decades, before it was. I dis-
agree. It is true that the conditions
for observation of atomic absorption
were described in 1859, that astrono-
mers routinely used AA spectra in
estadlishing the composition and mo-
tion of stars, that self-absorption and
self-reversal were well known to
emission spectroscopists as trouble-
some phenomena to be avoided at all
costs, and that an AA instrument for
determination of mercury vapor con-
centrations was described in the late
1930s. Why, then, did the advanta-
ges of AAS as a general analytical
technique remain unappreciated un-
til 1953 when Walsh started the
work that was published in 1955?
The answer, or at least one answer,
lies in the area of supporting technol-
ogy. All new developments require

| NaCl (10 mg/mL Na)

-
HpS0, (0.5 M)

KCI (10 mg/mL K)

NaNOj3 (10 mg/mL Na)

o

Na 2680.3 A
L

o

Na 2852.8 A

Figure 2. Absorption spectra of solutes in a long-path flame.

(Adapted from Reference 10.)

supporting materials that often come
from seemingly unrelated areas. Two
examples will illustrate the point.
First, Kirchhoff’s observations on
atomic spectra were made possible by
the burner that Bunsen had invented
a few years earlier. For the first
time, spectral behavior could be ob-
served in a nonluminous, nearly
transparent flame. The beginning of
spectrochemical analysis and a series
of related developments were made
possible, or at least much easier, by
the lowly burner that has been used
by every chemist since Bunsen’s
time. Second, the highly efficient
diffraction gratings, on which mod-
ern instruments depend, were made
possible by industrial-scale high-
vacuum technology, which devel-
oped because of the tremendous
commercial success of radio in the
1930s.

The development of AAS had to
await the availability of photomulti-
plier (PM) tubes. True, in principle it
is possible to do AAS photographi-
cally, but it is not nearly as conve-
nient as emission (and goodness
knows, that was bad enough). Other
detectors were available, but hollow
cathodes are rather feeble light
sources that would not have been
very practical without the sensitive
detection capability of PM tubes and
their associated electronics, which
were developed in the late 1930s.
However, World War II intervened
and PM tubes did not become rou-
tinely available to chemists until
the late 1940s. As an example, the
battery-powered PM attachment for
the Beckman DU spectrophotometer
was introduced, even later, in 1953
(13). Thus Walsh’s work followed,
without great delay, the time when
supporting technology became
available.

Was the seven-year period needed
for AAS to really catch on an exces-
sive length of time? It undoubtedly
seemed so to those who realized its
tremendous potential but were un-
able to generate interest in the scien-
tific community. However, if we look
at how long it took for other methods
to gain acceptance, we might recon-
sider. The utility of arc—spark emis-
sion spectroscopy for quantitative
analysis was demonstrated as early
as 1873 and was well established in
several laboratories in the opening
years of the twentieth century. Qual-
ity commercial instruments were
available only a few years later
(1909-12), but it was 1922 before the
first paper on the method was pub-
lished in the United States. Slavin
(4) comments on the situation:
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Thus by 1920 all the conditions
needed for a system of chemical
analysis by spectroscopy ex-
isted. We had excellent instru-
ments, good photographic
emulsions, a power distribution
network, and basic theory.
However, chemists were very
slow to take advantage of this
powerful tool, even for simple
qualitative identifications.
They still relied on the classical
instruments, the test tube, the
blowpipe, the eye, and the nose.

Emission spectroscopy did not be-
come popular until well over a decade
later and, again, Slavin (4) does a
better job of describing the situation
than I could hope to:

Impetus for growth of the field,
at least in this country, was
given by a series of summer
conferences organized by G. R.
Harrison at the Massachusetts
Institute of Technology. Begin-
ning in 1933 and continuing to
1940 ... these meetings were
held for five days . . . in a small
lecture hall seating about 80
persons. Only toward the end of

the period were there enough
participants to fill the room,
and more than half were organ-
ic chemists working with the
spectrophotometer, not emis-
sion workers. . . . It was a truly
egalitarian group; everyor.e
was equal in his ignorance.

The story is much the same for
flame emission analysis. Lundegardh
started work in 1929 and eventually
developed a completely automated
system. Electrical detection of f.ame
emission was described in the late
1930s. Developments undoubtedly
were delayed by World War II, but a
full 20 years after Lundegéardh’s
work, Meggers would write (14): “the
flame photometer appears suddenly
(my emphasis) to have come into
vogue for the quantitative determi-
nation of sodium, potassium, anc. cal-
cium in almost anything.”

After 20 years, the scientific com-
munity suddenly woke up to the val-
ue of flame emission analysis. Thus
the induction period for AAS proba-
bly was no longer than should have
been expected.

Adam Hilger Ltd. was the firsi ma-
jor instrument company to market

atomic absorption equipment under
an exclusive license to Walsh’s
patent. This unit took the form of a
kit consisting of a hollow cathode
lamp and power supply and a pre-
mixed nebulizer—burner assembly. It
was designed to mount on one of the
company’s existing UV spectropho-
tometers, which used dc electronics.
In this system, any flame emission
would be detected and cause an error
in the absorption measurement.

The electronics are often cited as
the fatal flaw in the Hilger kit. Based
on my experience, I disagree. The sec-
ond atomic absorption unit I ever used
was a modified Hilger kit mounted on
a Beckman DU (dc electronics) spec-
trophotometer in Pickett’s lab. The
modification was important. The kit
came equipped for an air—propane
flame, which proved to be totally un-
satisfactory. Within weeks after deliv-
ery, Pickett, who had used a Lunde-
gardh flame, made a new burner
head, following Walsh’s design, and
started burning acetylene.

By the time I arrived on the scene
in 1963, the instrument was in rou-
tine daily use and was at least as
convenient to operate as the P-E
Model 303, which eventually re-
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placed it. Its primary use was for the
determination of nutritionally signif-
icant elements (Ca, Mg, Cu, Zn, Fe,
and Mn) in biological materials. Na
and K were determined by emission,
as they still should be today. The
point here is not that dc electronics
were desirable but that the modified
Hilger unit worked well enough for
enough elements that it could have
been successful. It certainly outper-
formed most methods commonly used
at that time for the above elements.

If this kit worked so well, why did
it not succeed? The most serious de-
ficiency probably was the flame. Few
users would have had the insight and
inclination to modify the kit as Pick-
ett did, and all reports indicate very
poor performance using air—propane.
In addition, Hilger made a limited
investment in a marketing effort and
the kit arrived on the market a bit
too early. The induction period had
not yet run its course.

The Perkin Elmer success

Just a few years after the Hilger kit
was introduced, the company agreed
to a nonexclusive patent license,
clearing the way for other businesses
to enter the market. Several did, and

P-E was far more successful than the
others. Why? Other companies that
atrempted to compete made one or
more serious design errors, especial-
ly with dc electronics and total con-
sumption burners. P-E, however, by
consulting extensively with Walsh
and others at CSIRO, as well as with
the few experienced users in this
country, was able to produce the first
optimized commercial atomic absorp-
tion instrument.

This success was followed by ag-
gressive marketing and a willingness
to fill the education vacuum left by
academia. Customer seminars, the
Atomic Absorption Newsletter, a meth-
ods manual unofficially but univer-
sally called the AAS “Cookbook,” and
field product specialists assisting
customers with problems were im-
portant components not only of the
P-E success but of the success of AAS
in general. Another reason for suc-
cess was fortuitous timing. The in-
duction period had run its course.
Scientists had heard of AAS often
enough from the group down under,
and from a few other groups around
the world, to be more receptive to the
idea. Also, several companies that
were in a position to become major

competitors concentrated on ideas
from the “did not succeed” list dis-
cussed earlier.

As significant as these factors are,
they do not reach the heart of the
matter. The real difference at P-E
was the small number of talented
and dedicated people who truly be-
lieved in AAS and had the courage of
their convictions. I hesitate to men-
tion names because of the risk that
equally deserving people will be ex-
cluded. But fools rush in ... ! In the
early days, Dick Reiss was an impor-
tant member of this group until he
left P-E. Herb Kahn also eventually
left P-E, but not until after its suc-
cesses and his contribution thereto
were well established. Walter Slavin,
the son of Morris Slavin (whose work
has been quoted extensively here),
was in the thick of the early develop-
ment and remains a major player in
the still successful AAS business at
the company. There may have been
others but, if so, they were less visi-
ble from my perspective.

What about the success of AAS as
an analytical method? Why did it be-
come so popular? The best simple ex-
planation comes from Lundell’s pa-
per, “The Chemical Analysis of
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Things as They Are,” published two
decades before Walsh started his
work (15): “There is no dearth of
methods that are entirely satisfac-
tory for the determination of ele-
ments when they occur alone. The
rub comes in because elements never
occur alone, for nature and man both
frown on celibacy.”

These noncelibate elements could
be measured more quickly, more reli-
ably, and less expensively by AAS
than by methods commonly used in
the late 1950s. AAS did a superior
job of analyzing “things as they are.”

How were elemental analyses
done before AAS?

This question was asked by Zoe Gros-
ser at a preliminary presentation of
this paper to people at P-E. Her ques-
tion is a good one because a genera-
tion of fortunate analysts has grown
up without being forced to consider
some of the old problems. The answer
depends on many specifics, of course,
and my perceptions come from experi-
ence in the analysis of agricultural
and biological materials.

First, many fewer analyses were
done, especially at trace levels. Those
that were done usually required con-

siderably more chemical manipulation
than is common today. Consider major
constituents. Potassium in fertilizer
was measured gravimetrically a‘ter
separation from interferences and
precipitation as K,PtClg. It was a la-
borious procedure even if the need to
recover and reuse the platinum was
not considered. The flame photometer
was used for potassium in most other
sample types, and later flame meth-
ods were refined to yield acceptable
results for fertilizers. Calcium and
magnesium were normally measured
by two EDTA titrations, the first to
measure calcium and the second to de-
termine calcium plus magnesium.
Magnesium was obtained by differ-
ence. Good results usually were ob-
tained for calcium, but those for mag-
nesium left much to be desired—
especially for cases of large Ca/Mg
ratios. If I were to pick a single ele-
ment for which AAS made the great-
est difference, it would be magnesium.

For determination of trace cle-
ments, the emission spectrograph
was used extensively in large labora-
tories that could afford one. Polaro-
graphic methods were used for a few
elements, notably Pb, Cu, Zn, and
Cd. However, probably more trace

determinations were done spectro-
photometrically or colorimetrically
than by any other class of methods.
Many books dealing exclusively with
such methods were published; the
classic work of Sandell (16) is one ex-
ample. The methods lacked the spec-
ificity inherent in the atomic spec-
trum, and extensive manipulations—
including pH control, extraction,
back extraction, distillation, and ad-
dition of masking agents—were the
norm. In many cases, chemical sepa-
rations were required to enhance
sensitivity and to control interfer-
ences. Keep in mind, too, that certi-
fied biological reference materials for
quality assurance did not exist. A
skilled and patient analyst who had
the ability to devise and carry out a
quality-control scheme from the
ground up was essential for reliable
results. Contamination was an ever-
present problem because of the num-
ber of reagents and the amount of
manipulation required. Indeed, high
blanks probably were responsible for
more profanity per hour in labs of the
day than any other single factor. To-
day, even though we typically work
at concentration levels 1-2 orders of
magnitude lower, the simplicity of
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(Gas phase hydrolysis of Acetyl Chloride with
D90. Run of 2.5 seconds at 16 cmr! resolution,

highly specific procedures and the
availability of prepurified reagents
make blank control much easier.

Reliable results were obtained in
spite of the problems. I recall a group
of food samples in about 1970 from
which AAS and colorimetric results
for lead were compared. Large dis-
agreements were resolved in favor of
the colorimetric values because
workers using AAS had failed to cor-
rect for background absorption.

The situation today

The success of AAS continues. My
feeling is that more elemental analy-
ses currently are done by AAS than
by any other method. Its only close
competitor would be inductively cou-
pled plasma emission. Instruments of
ever-increasing complexity are sell-
ing like hot cakes, and there appears
to be no end in sight. The situation
described by Slavin (4) is even more
true today than it was in 1971, espe-
cially if one includes the computer
system with which the instruments
interact: “In fact the possession of
spectroscopic instruments (not neces-
sarily their wise use) has become a
status symbol. . . . A pecking order is
developing among laboratory work-

ers on the basis of the size, number
and elaborateness of optical appara-
tus. Affluence breeds strange fruits.”
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ATOMIC ABSORPTION
SPECTROSCOPY: WHY HAS
IT BECOME SUCCESSFUL?

Walter Slavin

The Perkin-Eimer Corporation
761 Main Ave.

Norwalk, CT 06859-0237

The reasons for the success of a new
analytical technique can be oversim-
plified if one tries to find a single ex-
planation; these rare successes in
fact depend on many things. The un-
derlying technical reason for the suc-
cess of atomic absorption spectros-
copy (AAS) was Sir Alan Walsh’s
realization that the use of a light
source of the element to be deter-
mined provided resolution equivalent
to that of a very large spectrometer,
thus effectively removing the spec-
tral interferences that had been the
most difficult problem in emission
spectroscopy. Walsh also realized
that small changes in the tempera-
ture of the atomizing device produced
a very large change in the emission
signal but had only a small effect on
the absorption signal.
Subsequently, however, many
workers have shown that other tech-
niques can be very competitive with
flame AAS from a purely technical
point of view. Therefore, to explain
the success of AAS, we must look also
to other factors. At the time flame
AAS was being developed, flame
atomic emission spectroscopy (AES)
was being promoted and used quite
extensively. Walsh chose, and Perkin
Elmer retained, the Lundegardh pre-
mix air—acetylene burner for AAS
while those using AES struggled
with the much less convenient total
consumption burner. Had the Lunde-
gardh burner been widely used for
AES, the potential for AAS would
have been considerably diminished.
A new analytical technique is not
accepted until it can be shown to
solve practical analytical problems.
Thus the first users of AAS were also
a critical part of the success of the
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technique. Most potential purchasers
wanted P-E to tell them, in some de-
tail, how to analyze their own partic-
ular samples. This led us to develop
the Analytical Methods Book for AAS,
which we call the “Cookbook.” We be-
lieve it was an important ingredient
for success. The core of early users of
AAS also benefited from the rapid
communication of new methods and
techniques resulting from the early
introduction of the Atomic Absorption
Newsletter, now called Atomic Spectros-
copy.

But even these support mecha-
nisms were not fully adequate; a
sales organization that supported
diffarent analytical techniques could
not be expected to stay current with
the technical literature and recent
developments in all these techniques.
Therefore a network of product spe-
cialists with backgrounds in atomic
spectroscopy had to be developed.
These techniques are now widely
used in the support of analytical in-
strumentation, but we believe they
were first used in the support of
flame AAS.

Sociology

The purpose of the Waters Sympo-
sium is to explore the reasons for the
success of specific analytical tech-

niques. It is hoped that this will
eventually help to guide research
workers and instrument developers
in what they must do to make new
techniques successful. Business soci-
ologists have developed extensive
theories on “innovation,” and two so-
ciological studies have been per-
formed to evaluate the reasons for
the success of AAS (1, 2).

In this REPORT I will try to identi-
fy the factors that in my judgment
have been most influential in the
success of AAS, with heavy emphasis
on the word “judgment.” The sociolo-
gists recognize the need for judgment
by distinguishing between “inven-
tion” and “innovation.” Invention
conveys the concept of temporal pri-
ority and legal patents, whereas in-
novation suggests the establishment
of new ways of doing something. De-
spite the usefulness of patents, suc-
cessful innovation in analytical in-
strumentation is very often not
directly associated with temporal
priority or with patents.

There is also a problem of objectiv-
ity. I was one of many people inter-
viewed by the sociologists studying
AAS. I was warned that, as a partic-
ipant, I could not be objective in my
judgment of the relative importance
of different factors in the success of
AAS. In fact, however, the sociolo-
gists also depend on their judgment
of the reported facts and their rela-
tive importance. Simply collecting
the opinions of the people may not
produce a valuable assessment of the
real situation.

Early work in AAS

Physicists have understood the con-
cept of atomic absorption for almost
two centuries, dating back at least to
the work of Wollaston in 1802. In
1817 Fraunhofer observed dark ab-
sorption lines in the spectrum of the
sun located at the same wavelengths
as characteristic radiation emitted
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by certain elements on Earth. Talbot
and Brewster published papers on
emission and absorption spectra in
the 1820s and 1830s, but it was the
work of Bunsen and Kirchhoff
around 1860 that clearly established
the roles of both emission and ab-
sorption spectroscopy. Figure 1
shows Kirchhoff’s experiment as it
appeared in a book published in 1898
(3). Bunsen, a chemist, recognized
the potential of both emission and
absorption for determining the ele-
ments in materials, and emission
spectroscopy applied to analytical
chemistry developed gradually over
the next 100 years.

During that period and into the
first half of the twentieth century,
absorption methods were widely used

by astronomers to study the elemen-
tal composition of the stars. It would
be misleading to select 1955, the date
of Walsh’s first publication (4), as the
date of the “invention” of AAS. An
AA instrument for the determineation
of mercury was described in 1939 (5)
and, still earlier, an instrument for
the determination of mercury ap-
peared in the German literature (6).
In the early 1900s the great Ameri-
can physicist R. W. Wood performed
numerous atomic absorption experi-
ments. Thus chemical applications of
AAS certainly did not have to be dis-
covered.

Nevertheless, for most of us, the
key date is 1955 when, at opposite
ends of the earth, Walsh (4) in Aus-
tralia and Alkemade (7) in Holland

Figure 1. The Kirchhoff AA experiment as illustrated in a book by Tyndall.

Light from the sun enters the room from the left through a slit cut in a curtain and the lens, L, images the
slit onto a screen, SS. In passing through the prism, P, the light is dispersed into the spectrum and the
familiar Fraunhofer spectrum of the sun is observed. Introduction of a sodium salt into the flame, C, of the
Bunsen burner, B, provides an atomic vapor of sodium and greatly intensifies the sodium D absorption.

Rotating Flame
blade

_ -7 U petector Amplifier /
ol Galvanometer
mple

beam

Figure 2. The Alkemade proposal for an AA flame photometer.

A flame source is imaged through an analytical flame and a filter to a detector. To distinguish the light
from the two flames, the source flame is chopped by a rotating blade and the signal is amplified. The
sample signal is separated from the reference beam signal, and the ratio is displayed on a galvanor eter.

(Adapted with permission from Reference 7.)
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independently published the concept
of analytical AAS in much the same
form as it is practiced today. Al-
though I consider the idea as having
come from Alkemade, most scholars,
including Alkemade (8), credit Walsh
with the innovation of AAS because
he took the time and energy to over-
come resistance to this new idea.

I saw the Alkemade paper in 1955
because it was published in the Jour-
nal of the Optical Society of America,
which I have read for many years.
Although the first publication was no
more than a letter to the editor, a
longer paper appeared the same year
in an obscure journal (9). The Walsh
paper was published in Spectrochimi-
ca Acta, a journal that in those days
was not widely read in the United
States.

The management of the small in-
strument company at which I was
then employed was not very interest-
ed in AAS, as was typical in the early
days following these two pioneering
publications. In November 1956 I
joined P-E, and in December of that
year I wrote a “new product sugges-
tion” based on the Alkemade paper.
Alkemade used a flame burning the
element of interest as a source and
another flame as the atomizing de-
vice (Figure 2), and my product sug-
gestion read in part: “Obviously, if
the source flame is replaced by a Na
lamp, an absorption photometer re-
sults. The apparatus seems like a
fine approach to ... producing a
flame photometer useful for materi-
als other than Na and K.” I was not
told until later that Walsh, a P-E
consultant in IR spectroscopy at that
time, had already approached the
company about his AAS work.

Walsh’s proposal, in his very thor-
ough and far-sighted paper, suggest-
ed that hollow cathode lamps, which
he had learned to make in his labora-
tory, be used as the light source. He
noted clearly, as did Alkemade, that
the source must be ac and the detec-
tor must be tuned to the same ac fre-
quency in order to avoid confusion
with the emission signal from the
flame. For the flame atomizer he
chose the premixed burner designed
originally by Lundegardh in Sweden
and usable with air—propane and
air—acetylene flames. His instru-
ment design was thus not very differ-
ent from modern instrumentation in-
tended for flame AAS.

Although his paper did not appear
until 1955, Walsh had been negotiat-
ing with Hilgers in England since
1953 to build an AAS instrument.
The fact that commercial instru-
ments were not made available until



about 1959 caused Walsh consider-
able frustration (I10). This apparent
lack of interest can be contrasted,
however, to the activity at P-E dur-
ing that period. Ray Sawyer, an ap-
plications chemist at P-E in the late
1950s, wrote a detailed research de-
partment report in which he re-
viewed P-E AAS activity up to that
date (1I). Beginning in May 1956
there were internal memoranda be-
tween various technical people and
Van Zant Williams, the developer of
IR spectroscopy at P-E and director
of technical activities at that time.
Memos and reports were being writ-
ten at the rate of about two or three
per month into 1958. My own new
product suggestion was written in
that period, but most of the material
referenced in the Sawyer report came
from numerous other people, includ-
ing some workers outside P-E.

There were also discussions with
scientists at Esso Research in Baton
Rouge in April 1958. The first refer-
ence in Sawyer’s report to Jim Robin-
son, now a professor of chemistry at
Louisiana State University, is in
January 1959. Until 1958, when the
first applications papers in AAS ap-
peared from Eric Allan (12) in New
Zealand and John David (13) in Aus-
tralia, there were no actual analyti-
cal applications of AAS, although
there were several oral suggestions
that the technique was being applied.

Surely, one major lesson to be
learned from this part of the history
is that five years should not have
elapsed from the time that Walsh
had an instrument that worked until
real applications were published. The
first two applications papers used in-
struments assembled from available
parts in the laboratories of the au-
thors. In 1960 Robinson (I14) pub-
lished the first paper from an Ameri-
can laboratory on AAS. Also in 1960,
P-E built a prototype AA instrument
for Esso. Robinson (15) has claimed
to be the first worker in the United
States to use AAS and to have been
the stimulant behind the P-E entry
into AAS. Although his claim cer-
tainly has validity, the record shows
that many researchers were active
and interested in AAS in this early
period.

The truly critical point in these ac-
tivities occurred in February 1959
when CSIRO offered P-E a license to
build AA instruments under the
Walsh patent. (Until that time Hilg-
ers had an exclusive license from
CSIRO.) Although the Sawyer report
indicated that P-E was interested in
a license, the legal situation was not
resolved for five or six years. A li-

cerse was granted to P-E in Novem-
ber 1959, and I believe a license was
also granted to Jarrell-Ash at about
the same time.

This suggests another strong rec-
ommendation to academic or re-
search laboratory innovators that is
almost never mentioned in the sever-
al sociological studies. Exclusive li-
censes are sometimes of value, espe-
cially when considerable expense is
required to convert an idea into a
commercial product, but an exclusive
license reduces the effectiveness of
the innovator in promoting an idea to
fellow scientists. Despite the influ-
ence of Allan, Robinson, and many
others who saw the potential oppor-
tunity for AAS, development had to
wait for the commercial opportunity,
wh:ch in the case of AAS required
norexclusive licenses.

Sawyer gave the first P-E paper on
AAS at a September 1959 symposium
in Ottawa. He also attended the Aus-
tralian Spectroscopy Conference that
fall, where he heard Allan, David,
and others speak.

In 1961, P-E began shipments of
an AA instrument, the Model 214
(Figure 3). It was designed by E. H.
Siegler and J. Borden with consider-
able input from J. Atwood and appli-
cations support from D. C. Manning.
Some 35 units were built through
mid-1963, and many of these are still
in operation.

Nineteen sixty-three was a key
year in the development of AAS be-
cause it was then that P-E began to
sell the Model 303, the first really

successful AA instrument. More will
be said below about the Model 303,
but I want first to discuss why it took
10 years from Walsh’s first approach
to a manufacturer until a successful
instrument became commercially
available.

The sociologists working on the
Sappho Project at the University of
Sussex in England (1) compared the
AAS activity at Hilgers with that at
P-E. (The purpose of the Sappho
Project was to compare successful
and unsuccessful companies in the
exploitation of innovation. By doing
this for several innovations in differ-
ent technologies, they hoped to un-
cover the clues to success.) Their de-
tailed study of what happened in the
two companies provides considerable
insight into why Hilgers was unsuc-
cessful in AAS.

Project Sappho (1), Encel (2), and
Walsh (10) give Menzies, then presi-
dent of Hilgers and a very competent
physical spectroscopist, great credit
for accepting the AAS idea. As Encel
said, “Dr. Menzies was convinced of
the value of the process (the first and
only man to be so convinced during
the next five years).”

Both Walsh and Alkemade clearly
understood the necessity of encoding
the radiation from the light source as
an ac signal so that suitable ac elec-
tronics could distinguish that radia-
tion from the dc emission of the ana-
lyte in the flame. But because the
Hilgers molecular spectroscopic in-
strumentation was dec, it was easier
to adapt their dc hardware than to

Figure 3. The optical system of the Model 214 AA instrument.

The source lamp is imaged onto the sample area by toroidal mirror T,. A reference beam is extracted by
the quartz beam splitter, and toroidal mirror T, reimages the reference beam through field lens L, and
lens L, onto the entrance slit of the grating monochromator. Toroidal mirror T,g images the sample beam
onto t1e entrance slit, and the two signals are measured by the sample and reference photomultipliers

after I2aving the monochromator.
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design a completely new system for
AAS (16). Hilgers developed its own
method for making hollow cathode
lamps (HCLs) without taking much
advantage (if any at all) of the work
already done in Walsh’s lab. The only
person from Hilgers to visit CSIRO
during this 10-year period was Men-
zies, and he only once. The Hilgers
scientists also designed their own
burner assembly with little regard to
the work at CSIRO.

Although I do not have much in-
sight into the work at Jarrell-Ash
during this period, it seems very sim-
ilar to the experience at Hilgers.
Jarrell-Ash also used a dc molecular
spectroscopy system they happened
to be manufacturing, and they used
the Beckman total consumption
burners. There was very little inter-
action with CSIRO. I must strongly
emphasize that, during this entire
period, the technical people at
CSIRO were very willing—and actu-
ally quite anxious—to cooperate with
any company that obtained a license.

Perhaps I sound overly critical of
my spectroscopy competitors’ use of
what happened to be available and
their failure to fully appreciate the
technical requirements of the new
technique. They failed to take advan-
tage of the research innovator’s
(Walsh’s) offer to help. Those mis-
takes are critical lessons of this study
and should be remembered well by
those contemplating innovation.

I can make these criticisms so
strongly because, a few years later,
we at P-E were to make the same
mistake in our efforts to develop
graphite furnace AAS! We adapted
the furnace to our flame AA instru-
ments with inadequate consideration
of the different system requirements
of flame and furnace AAS. Where
Hilgers and Jarrell-Ash made the
flame AA an accessory for their mo-
lecular spectrophotometers, we made
our furnace an accessory for our
flame AA instruments. It took about
15 years to undo that error and res-
cue furnace AAS from the oblivion to
which it was heading in the mid-
1970s. Of course, in defense of my
colleagues at P-E, we did not have
access to a “Walsh.” Our furnace in-
novator was a Soviet physicist work-
ing in a secret Soviet agency on the
other side of an intellectual iron cur-
tain. But, as in the case of Walsh, not
only did L'vov know that we were
making a mistake, he also knew
what the mistake was, and he even-
tually helped to correct the situation.

Technical marketing
Until now I have focused on the neg-

ative side of innovation, the things
that prevent success even when one
starts with a good idea. We must now
discuss the things that made AAS
successful within P-E. Over the
years Alan Walsh and I have often
discussed this point, perhaps even
argued it. I think he believes our suc-
cess was the result of the design of
the Model 303 instrument. Although
this was surely very important, I at-
tribute our continued success to what
I have called “technical marketing.”
By this I mean the fusion of all the
technical issues in physics, engineer-
ing, and chemical applications that
makes it possible to solve the prob-
lems of the analytical chemist.

In 1961 we started to sell the Mod-
el 214. It was competent but certain-
ly more expensive than it needed to
be for its function. In October of that
year my close colleague Herbert
Kahn and I completed a long and
very thorough engineering report
that outlined the design and applica-
tion of an AA instrument that be-
came the Model 303 (17). We talked
several times not only to Walsh but
also to several of his specialized col-
leagues from CSIRO, and we recruit-
ed Walsh to help convince the P-E
management to let us proceed in de-
veloping the Model 303. We also had
a lively meeting with P-E managers
that produced the now-famous inter-
change between our president,
Chester Nimitz, and Walsh (15). To
Nimitz’ challenge, “If this technique
is as useful as you say it is, why isn’t
it being used right here in the Unit-
ed States?”, Walsh responded “[We]
have to face up to the fact that, in
many ways, the United States is an
underdeveloped country!” John Dav-
id, the Australian chemist who pub-
lished one of the two first applica-
tions papers, visited P-E senior
management in Connecticut in 1961,
helping to support our estimates for
a potential market for an AA instru-
ment. By March 1962 we were al-
lowed to start building the Model
303.

During this time we were selling
the Model 214, mostly through the
efforts of Dick Riess, while Manning
was doing experiments in a small
chemical laboratory. Kahn and I split
our duties when the Model 303
project started. He became project
manager of the instrument develop-
ment program, and I started to as-
semble an applications laboratory.

Also in March 1962 we started the
Atomic Absorption Newsletter, without
which we could never have succeed-
ed. The Newsletter was used to rapidly
distribute analytical information and
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methods developed by users. At the
same time we began to hire a few
people, one of whom was Sabina
Sprague, who came to us directly
from graduate school.

A year after we started the devel-
opment project, we introduced the
Model 303 at the Pittsburgh Confer-
ence in March 1963 and started ship-
ments to customers a few months
later. By P-E standards, that was a
very rapid program! For the first
several years we could not build
enough Model 303s because the mar-
ket developed so rapidly.

We realized very soon that new
and potential customers needed to
know in full detail how to accomplish
their analyses. We began to prepare
the “Cookbook.” The first edition ap-
peared in late 1963 and was distrib-
uted free to all users of Models 214
and 303. It was then included with
every AA instrument shipped from
P-E, and it has been updated period-
ically over the last 28 years.

We will further address customer
support but, to remain chronological,
we must now discuss the actual pro-
cess of the AAS development pro-
gram. Many instrumentation issues
had to be addressed immediately, for
example, the light sources (the HCLs
recommended by Walsh). By that
time Westinghouse had responded to
the early interest in AAS by making
HCLs for a limited number of ele-
ments. We told them we needed
lamps for all elements, including dif-
ficult ones (such as Ca, Na, and K)
and toxic ones (such as Ti, As, and
Se). There were heated discussions,
the outcome of which was that they
would not do it. Incredibly, we had a
wonderful new analytical technique
but some critical elements could not
be determined because the manufac-
turer did not want to make the sourc-
es. We decided to make the lamps
ourselves and spent several weeks in
Australia learning how to do it.

Despite comments in some of
Walsh’s reminiscences, making
HCLSs was not an easy task. HCLs for
a few of the elements have always
been fairly easy to make, but most
have required a great deal of effort.
(There are more names associated
with these efforts than I can fully re-
port.) In Walsh’s lab, our constant
support was Jack Sullivan, the guru
of the CSIRO lamp efforts. The photo
opposite shows Sullivan with Allan
and Walsh in the CSIRO laboratory
during our 1963 visit to Australia.
Carl Sebens, now deceased, became
our expert, and John Vollmer, a
young engineer at the time, learned
the art from Sebens, carrying on to



the present day. Manning learned
how to tell good lamps from bad and
taught our manufacturing organiza-
tion quality control.

In AAS we have always gotten help
wherever it was available. We will be
forever indebted to John Wulff, then
professor of metallurgy at MIT and
for several fruitful years a hollow
cathode metallurgy consultant for us.
He came to Norwalk once a month
and made our heads spin with in-
credible detail on intermetallic com-
pounds, eutectic alloys, sintered met-
allurgy, and gas absorption by
metals. It was one of our most satis-
fying consulting relationships, and
most of our HCLs still bear the mark
of his contributions. The important
improvements in the internal electri-
cal design of our lamps were largely
attributable to the efforts of Vollmer,
who holds several patents for these
designs.

The burner used in the Model 214
deserves some discussion. The P-E
engineers had designed a new burn-
er and nebulizer, but when Manning
used the system as a whole to con-
firm the published experiences of Al-
lan (12) and David (13), he found in-
terferences that the literature said
were not present. Allan and David
were using burner assemblies built to
CSIRO design in Melbourne. I noti-
fied John Willis, Walsh’s assistant on
the CSIRO team, of these results the
same day that Manning finished his
experiments. That same day Willis
air-mailed to us a tested burner as-
sembly manufactured in CSIRO. The
interferences were gone, and we com-
pletely confirmed the published re-
sults of Allan and David. Since that
day we have used essentially the
same burner and nebulizer design
that came to us by rush air mail!
There are very recent improvements,
and the materials have changed, but
the design looks remarkably similar
to the original design used at CSIRO.

This burner permitted only air—

Evric Allan (left), Alan Walsh (center), and Jack Sullivan (right) in Walsh’s laboratory

in Melbourne in 1963.

acetylene and cooler flames; the
more refractory elements were inac-
cessible to AAS. Robinson published
work with a cyanogen flame (18), and
by 1963 we had shown that we could
determine Al, Ti, and some other
refractory metals in an oxygen—acet-
ylene flame using a Beckman burner
(19). This work was published along-
sids a paper by Fassel and Mossotti
(20) with almost identical results.

The Beckman burners were not
very attractive for routine laboratory
use because they were terribly noisy,
both audibly and signal-wise. Man-
ning and I attempted to premix oxy-
ger. and acetylene, and spent many
late hours (usually after others had
left) behind shock-resistant glass
barricades because our design at-
tempts usually ended in powerful ex-
plosions.

By 1966 the real breakthrough
came from Amos and Willis (21), who
used premixed nitrous oxide—acetyl-
ene flames. This was second in im-
portance only to Walsh’s original
work. The simplicity and convenience
of flame AAS was now available for
all metals except a very few highly
refractory ones, which are still out-
side the capability of AAS. Allan con-
ceived the use of nitrous oxide—acet-
ylene flames more than a year before
the Amos and Willis experiments.
However, the nitrous oxide available
to Allan in New Zealand was impure
and he did not achieve the necessary
high temperatures.

Technical resources

By 1965 the growing complexity of
the technical information in AAS and
the difficulty of teaching it to all of
our sales engineers, who also had to
learn equivalent material in IR and
GC. had become major problems. We
proposed to the sales manager what
has become the product specialist
role—people trained in chemistry
whose job it is to support our users of
AAS. They work out of our regional
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sales offices but receive technical
guidance from Connecticut. They as-
sist our sales people by running sam-
ples for potential customers in
laboratories around the country, an-
swering detailed applications ques-
tions from customers, training cus-
tomers in the operation of their
instruments, and helping with appoli-
cations problems that arise after in-
strumentation has been purchased
and installed in the customer’s labo-
ratory.

We hired the first four AAS prod-
uct specialists in 1965. One of them,
Jack Kerber, is now the manager of
our AAS business in the United
States. The product specialist con-
cept was gradually expanded and ex-
tended to other P-E product lines
and eventually introduced into other
instrument companies. But this con-
cept, organized with Kahn and sub-
sequently expanded by him, was
originally conceived as part of our
AAS plans.

We could add to this discussion
many more details of instrument de-
sign and marketing technique, in-
cluding electrodeless discharge
lamps, which Kahn has entertain-
ingly described (22). Background cor-
rection was also important, but that
is Koirtyohann’s story (23).

I hope that my intention in under-
taking this chronology is by now
quite clear. To be successful in a new
technology, it takes much more than
just a good original idea. The good
idea is absolutely necessary, but (in
mathematical jargon) it is not suffi-
cient. Success requires a small group
of imaginative people with enough
resources and sufficient freedom
from constraint to address every
problem and opportunity as they
arise. The people cannot be compart-
mentalized into engineering and
chemistry cubicles, and success can-
not be achieved overnight. They are
likely to fail if they depend only on
their own intellectual resources.
Conversely, their greatest opportu-
nity is found in the scientific commu-
nity throughout the world, which
wants to make new analytical oppor-
tunities available to all. It seems an
easy formula for success, but few are
the companies that put this formula
into practice.

In this short article I have men-
tioned only a few of the many people
who have caused flame AAS to be-
come so useful. All of us who berefit
from the technique owe a great debt
of gratitude to the people, named and
unnamed, who have made all of this
possible. Walsh was certainly the
prime innovator for flame AAS, and
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he came to the rescue whenever and
wherever there was need. It has been
one of the privileges of my life to
have had the pleasure of associating
with him over the many years.
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Readability (g) 0.0001 0.0001 88883 4 but either way, your laboratory budget’s
Platform size (in/mm) 3.5/90 dia. well on its way to being well-balanced. Call
Tare range Full Capacity ¥

Display (in/mm) '5/12.7 Fluorescent Ohaus today for the name of your nearest
Temperature range 50°- 104°F, 10° - 40°C dealer. This offer ends December 31, 1991.
Calibration Interral

Weigh Below Yes Ohaus Corporation, 29 Hanover Road,
Dimensions (in)

(LXW x H) 12.8x7.5x13.7 17.5x 8.1 x 12.1 Florham Park, NJ 07932-0900

RS-232 Optional 800-672-7722

©1991 Ohaus Corporation * Ohaus is the registered
Trade Mark of Ohaus Corporation. CIRCLE 104 ON READER SERVICE CARD
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e )
GC-8IAEC, an isothermal, single-
injector, single-detector gas chromato-
graph, is designed to prevent column
effluent from contacting the nickel-63
foil or electrode, thus eliminating con-
tamination from the sample or station-
ary phase. lt is ideally suited for analy-

sis of PCBs in transformer oils.
Shimadzu 401
Instrumentation

Moisture analysis. TURBO2 blend-
ing volumetric titrator incorporates a
sample blending mechanism that al-
lows users to measure moisture in
solids and viscous liquid samples
without the need for extensive sam-
ple preparation. Orion 402

pH. PHH-90-series handheld pH
meters measure the entire pH range
with a resolution of 0.01 pH unit. Au-
tomatic temperature compensation is
featured, and a three-in-one elec-
trode, 9-V battery, buffer packets,
electrolyte fill solution, and plastic
beakers are included. OMEGA 403

Petroleum. Automatic distillation
analyzer MP-626 evaluates petro-
leum samples according to ASTM
D-86, D-850, D-1078, DIN 51751,
and IP-123 methods. Temperature
and volume measurements are auto-
matically calibrated. Walter Herzog

404

HPLC. Model 738 universal au-
tosampler, designed for HPLC and
ion chromatography, can perform
precolumn derivatization before
sample injection and can dilute sam-
ples with reagents before injection.
The autosampler holds up to 96 sam-
ples and can inject 1-1000 puL from
small volumes. Alcott 405

Helium-cadmium lasers. Positive-
column metal vapor discharge lasers
use naturally abundant Cd as both
the excitation and optical gain medi-
um, and He as the start gas. All
three plasma tube sizes (56, 74, and
112 cm) are available in single-line
violet (442 nm), UV (325 nm), and
multiline (442/325 nm) wavelengths.
Omnichrome 406

Amino acids. LC 3000 is designed
for automated amino acid analysis in
a wide range of samples. Detection
limits better than 30 pmol are
achieved using the ninhydrin tech-
nique; detection limits better than
10 pmol are achieved using the op-
tional fluorescence method. Eppen-
dorf 407

Zeta potential. EKA electrokinetic
analyzer measures the zeta potential
of solids of any shape, including fi-
bers, plates, foils, strips, and gran-
ules. Conductivity and pH sensors
are built in, and an automatic bu-
rette system facilitates the measure-
ment of zeta potential as a function
of pH surfactant concentration.
Brookhaven Instruments 408

Semiconductors. SPM-400 sputter
process monitor, designed for semi-
conductor industries, detects con-
taminants such as water, oxygen,
and other compounds down to ppb
levels at sputter process pressuras of
102 to 10~ 2 torr. The design of the
ion source permits sampling of gases
directly from the process chamber.
Balzers 409

Oxygen. Model 755R paramagnetic
oxygen analyzer is equipped with a
variety of field-selectable ranges,
alarm and current output options,
and a small rugged sensing unit. The
analyzer is designed for both process
control and monitoring and combus-
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tion efficiency monitoring and fea-
tures a sensitivity of 0.01% oxygen.
Rosemount 410

Detectors. ULTRA ion-implanted
silicon detectors for alpha spectrosc-
opy feature close mounting for high
geometric efficiency, ultra-thin en-
trance windows for enhanced energy
resolution, and ultra-low back-
ground. EG&G ORTEC 411

Thermal conductivity. Model 235
thermal conductivity analyzer pro-
vides on-line monitoring of gases.
Typical applications include hydro-
gen analysis in petroleum refinery
hydrocarbon streams and gas purity
monitoring of argon, oxygen, hydro-
gen, nitrogen, helium, and other gas-
es in air liquefaction. Teledyne Ana-
lytical Instruments 412

Balances. RC-series balances have
weighing ranges of 0-60 g and 0—
250 g with a readability range of
0.01-0.1 mg. The weighing chamber
is accessed by turning the draft
shield and adjusting the opening to
the most convenient position for
sample loading. Sartorius 413

Detection. Dynamax Model FL-1
scanning fluorometer, designed for
HPLC detection, uses programmable
excitation and emission monochro-
mators, enabling wavelength chang-
es from 190 to 650 nm. The optics
feature a blazed concave holographic
diffraction grating to minimize stray
light. Rainin Instruments 414

Furnace. Heavy-duty 1200 °C box
furnace is designed for ashing, heat
treating, sintering, brazing, glass an-
nealing, and materials testing re-
search applications. The furnace fea-
tures firebrick insulation, a counter-
weighted door that moves upward,
and four embedded heating elements.
Barnstead/Thermolyne 415

Companies interested in a listing in this
department should send their releases
directly to ANALYTICAL CHEMISTRY, Attn:
New Products, 1155 16th Street, N.W.,
Washington, DC 20036.




One filter fits dll.

The new Millex®-LCR Filter Unit
is compatible with all common
aqueous or organic-based
HPLC solvents—from water to
methanol fo tetrahydrofuran.
Its special membrane
produces no organic or inor-
ganic contaminants. So risk
of infroducing unwanted var-
iables and artifacts info your
work is eliminated.
Particulates are reduced

below detectable limits, which
keeps frits from plugging and
extends column life.

Test the HPLC-certified
Millex-LCR Filter Unit yourself.
Send in the coupon, or call
800-225-1380 (in Mass., call
617-275-9200) for a free
sample and technical brief.
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Try the Millex-LCR
nit. Free.
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Millipore Corporation
80 Ashby Roa
Bedford, MA 01730
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Water treatment. Series E-Plus re-
verse osmosis water treatment sys-
tems feature high recovery rates,
modular membrane construction, in-
ternal connections that eliminate
bulky external piping, and high-per-
formance membranes. In addition, a
waste flow control valve and a low
feedwater pressure shutdown control
are included. Culligan 416

DNA. Genetic thermal cycling sys-
tems, designed for DNA and gene
amplification, enzyme digestion, en-
zyme catalysis, and DNA denaturing,
consist of a GTC-2 thermal cycler
and a low-temperature cooling mod-
ule. The unit holds up to 48 0.5-mL
microfuge tubes in the sample block,
which provides uniform tempera-
tures (£0.5 °C) between sample wells.
Precision Scientific 417

Detector. Model 7215 UV detector
for HPLC features a motor-driven
monochromator, low baseline noise
(< 5 x 107° ABU/hr at 250 nm), au-
tozero, and variable outputs for a va-
riety of recorders and integration
systems. Applied Chromatography
Systems 418

IgM purification. ImmunoPure
IgM purification kit uses mannan-
binding protein to selectively bind
IgM. HPLC analysis shows that the
eluted IgM product is at least 90%
pure. Each run isolates ~ 3 mg of
mouse IgM. The kit provides enough
IgM purification buffers to perform
10 purifications. Pierce 419

Software

Database. REGMAT database al-
lows regulatory references of chemi-
cals to be retrieved by chemical
name, CAS registry number, or UN
hazard class number. Records can
also be searched by a regulatory pro-
gram or agency. Chemical Informa-
tion Systems 420

Data management. Facilities infor-
mation reporting systems technology
(FIRST) software monitors and re-
ports processes as required by the
hazardous waste treatment storage
and disposal facilities organic air
emission standards for process vents
and equipment, as well as the im-
pending national emissions standard

for hazardous air pollutants. Orr
Safety 421

Spreadsheet. DataTalk software
version 2.0 collects information from
two RS-232 instruments simulta-
neously, imports the data into a
spreadsheet, and exports it in a cus-
tomized format. Labtronics 422

ACS Publications and
Services

Intern program—information
for students. Brochure describes
the application, selection, and place-
ment processes of the 1992 Summer
Intern Program for college students
sponsored by the ACS Division of An-
alytical Chemistry. 423

For more information on instrumen-
tation and software products, and/or
to obtain the free available informa-
tion on other listed items, please cir-
cle the appropriate numbers on one
of our Readers’ Service Cards.

From Caveman to Chemist

Circumstances and Achneve@, i

hat was the connection between

early chemistry and magic? What

was the logic that made alchemists
think they could make gold out of lead?
Why were gases not recognized until the
17th century? Why did it take 49 years
before Avogzdro's hypothesis was

"

accepted?

In From Caveman to Chemist, author
Hugh Salzberg traces the oddities of chem-
istry, examining cuitural and political influ-
ences on the ideas of chemists. He follows
the evolution of chemistry from the Stone =
Age beginnings of ceramics and metallurgy, through the rise and decline of
alchemy, to the culmination of classical chemistry in the late 19th century.

Chapters * through 9 lead from prehistoric technology, through ancient and
medieval science to the study of chemicals and reactions that resulted in the
16th century birth of scientific chemistry. Subsequent chapters focus on key
chemists such as Sala, Boyle, Black, Lavoisier, Dalton, Berzelius, Laurent, and
Arrhenius as they developed the ideas that led to classical chemistry and the
concepts of molecules, chemical reactions, homology, valence, and molecular
formulas anc structures, among others.

Twenty topical illustrations enhance the text. Six timelines and two maps
help readers understand the influences of early history on chemistry.

Hugh W. Salzberg, Editor

300 pages (1991)

Clothbound: ISBN 0-8412-1786-6
$24.95

he new Alltech catalog contains
700 pages of products and
applications for chromatography

Paperbound: ISBN 0-8412-1787-4
$14.95

Order from: American Chemical Society, Distribution Office, Dept. 88

Alltech Associates, Inc. 1155 Sixteenth St., N.W., Washington, DC 20036

2051 Waukegan Road Deerfield, IL 60015
L Phone: 1-800-255-8324 Fax: 708-948-1078
J
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SFE/50M, a multiple-vessel super-
critical fluid extraction system, can
perform serial or parallel extractions
in addition to static and dynamic ex-
tractions. Pressure, density, tempera-
ture, and flow can be programmed.
Suprex 424

Intern program—information
for employers. Employers looking
for summer help can participate
in the 1992 Summer Intern Pro-
gram sponsored by the ACS Divi-
sion of Analytical Chemistry. Bro-
chure describes the program and
contains a Sponsor Application
Form on which available positions
can be listed. 425

College Chemistry Consultants.
Written to provide academic institu-
tions and other organizations with
access to expert advice on scientific
and educational issues, this booklet
describes C3S, the ACS College
Chemistry Consultants Service. An
application for consulting services is
included. 426

Chemists in the Classroom. This
beooklet contains suggestions for
chemists who visit an elementary or
middle school classroom as visiting
scientists. Advance planning, safety
considerations, and follow-up activi-
ties are described. 7 pp. 427

Manufacturers’ Literature

Chromatography. Brochure high-
lights the capabilities of the 715
HPLC system controller software for
gradient system control and data
analysis. 4 pp. Gilson Medical Elec-
trenics 428

Temperature control. Brochure
ourlines how temperature-controlled
systems are designed, engineered,

and manufactured. Systems de-
scribed include ovens, environmental
chambers, and thermal shock and
environmental stress screening sys-
tems. 9 pp. Blue M Electric 429

GC/MS. Application note describes
the analysis of air samples contain-
ing ppb levels of CFCs using the HP
MS engine mass spectrometer with
cryogenic trapping, subambient gas
chromatograph, oven control, and
micropacked GC column. 6 pp.
Hewlett-Packard 430

Catalogs

Electrodes. Catalog features 48
types of pH and oxidation-reduc-
tion potential electrodes and 27
types of ion-selective electrodes. A
detailed selection guide for specific
applications is included. pHoenix
Electrode 431

Laboratory products. Catalog lists
high-performance laboratory prod-
ucts, including labware, tubing, fitting
and valves, and environmental sam-
pling products. 57 pp. Norton 432

tear strength.

1990 Wyatt Technology Corporation

Absolute Macromolecular
Analysis In Minutes!

Our DAWN® laser light scattering instruments can tell you more about your macromolecules
in a few minutes than any other analytical technique. A lot more! By coupling a DAWN to your
existing GPC line, you'll be determining absolute molecular weights, sizes and distributions
without having to resort to universal column calibrations, assumptions, or “fudge-factors.” And if
that isn’t enough, you’ll be able to predict physical properties such as flex life, brittleness and

Whether you're using the DAWN instruments for GPC, or off-line for static measurements,
our ASTRA and AURORA software make absolute macromolecular characterizations for
molecules from a few-thousand to tens-of-millions of Daltons in just minutes!

At Wyatt Technology, we've been producing state-of-the-art instruments for over seven years.
And we back those products with service,
training, seminars and consulting.

Jump light-years ahead of the competition;
call us at (805) 963-5904. It won’t take us long to
show you just how much you’ve been missing!

“Jechnology

802 E. Cota St » Santa Barbara, CA 93103
Tel: (805) 963-5304 « Fax: (805) 965-4898

ORPORATION
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THE MERCK INDEX:

Classic.
Concise.
Contemporary.

TOORDER, CALL TOLL-FREE

1-800-659-6598, 57

(VISA OR MASTERCARDONLY) OR COMPLETE THECOUPON

The Eleventh/Centennial Edition—-More
Essential than Ever

e Information on more than 10,000 significant drugs,
chemicals, and biologicals

 New entries: pharmaceuticals with novel mechanisms
of action, unique naturally occurring compounds,
and chemicals of environmental concern

® New indices: therapeutic
category/bioactivity, CAS
Registry Numbers

MERCK
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Enclosed is my payment of $35.00 for ~ Merck & Co., Inc.
the Eleventh/Centennial Edition of  Professional and
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Why do so many
innovators in all chemical
fields turn to CHEMTECH
each month?

' ' ... One of the best

condensed technical news
sources | get . . . Outstanding
melding of social, political, and
scientific literature . . . The
fresh glibness and tongue-in-
chezk style are unique and
welcomed . . . [ am impressed
with the quality, scope and
personal touch of the articles
... | almost dread it when each
issue arrives because | know |
will take the time, whether |
have it to spare or not, to read

it from cover to cover. , ,

Join your satisfied
colleagues and subscribe to
the innovator’s '

Call now to
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Investigating the Effect
of Hydrogen Peroxide on
Norway Spruce Trees

A.A.F. Kettrup® and H. G.
Kicinski

Department of Applied Chemistry

University of Paderborn

P.O. Box 1621, 4790 Paderborn

Germany

Georg Masuch
Department of Applied Botany
University of Paderborn

P.O. Box 1621, 4790 Paderborn
Germany

! Also affiliated with the Institute of Ecological
Chemistry, GSF Munich, Ingolstadter
LandstraBe 1, 8040 Neuherberg, Germany

The widespread forest decline
throughout central and northern Eu-
rope and northeastern America is a
well-documented phenomenon (I, 2).
Elevated levels of ozone in ambient
air, combined with the direct and in-
direct effects of acid precipitation
and acid mists, are believed to play
a major role in the decline of high-
elevation forests in both Europe and
North America (3). However, the
“acidification theory” and the “ozone
theory” do not provide satisfactory

0003-2700/91/0363-1047A/$02.50/0
© 1991 American Chemical Society

explanations for the full extent of the
dieback of forests that has been ob-
served.

Some researchers have tried to
link damage patterns to the occur-
rence of fog and clouds to which the
tree crowns are exposed. Laboratory
experiments have shown that some
of the effects of fog can be attributed
to the presence of acidic compounds
within the fog itself. Because of their
large relative surface area, water
droplets in fog are efficient collectors
of pollutants (e.g., SO, and NO,).
Strong acids (e.g., H,SO, and HNO;)
are thus formed, and pollutants can
be contained in fog at concentrations
thas are 10 to 100 times higher than
those found in rainwater (4). Acidic
fogs with extreme pH values of 2.2
and 1.8 have been reported (5, 6).

Although the role of acidic com-
pounds and photooxidants (especially
ozone) in plant damage is now widely
accepted, questions still remain. For
example, in some regions with high
ozone concentrations, tree damage is
absent (7). To explain this situation,
one must recall that oxidizing agents
other than ozone and peroxyacetyl

nitrate (PAN) are present in the at-
mosphere. For instance, hydrogen
peroxide is considered to be the most
important oxidant of SO, in atmos-
pheric water droplets. It converts
S0, to SOZ~ at low (<5.0) pH (8),
and thus has an important role in the
acidification of rainwater and mois-
ture in clouds and fog.

A dominant source of aqueous
phase H,0, is believed to be the dis-
solution of gaseous H,0, from the air
(9). An important source of atmos-
pheric H,O, may be solid surface
generation, which involves photosen-
sitized generation of H,0, at the sur-
face of certain sunlight-absorbing
solids suspended in clouds (10). At-
mospheric H,0, is generated by pho-
tochemical reactions involving radi-
cal species (i.e., OH", RH", HO;, and
RO;) (11). The concentration of Hy,O,
in air is recognized to be relatively
low, < 4-5 ppb (v/v) (12).

High concentrations of H,0O, can
occur in the liquid phase. Results of
the determination of H,0, in cloud
water collected during several flights
in July 1982 range from 850 ppb to
3000 ppb at 150—2000 m above sea
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level in Rotterdam and Den Helder,
The Netherlands, and Hull, U.K.
H,0, concentrations measured above
the continent and at ground level in-
dicate that the concentration is
markedly reduced because of reac-
tions with precursors (NO, and SO,)
(I3),

Trees in elevated areas are fre-
quently exposed to clouds of fog. The
occurrence of fog increases with
height above sea level. In Germany
fog is present ~ 120 days per year at

HO
Ho 1l
Calvin cycle — COH
HO
Shikimic acid

Shikimate
pathway

60 m and more than 200 days per
year at altitudes over 800 m (14). The
concentration of HyO, in acid mist n
contact with spruce needles is nor-
mally < 1 ppm (I5).

Histological investigations of cur-
rent-year spruce needles from
healthy and damaged forest stands
in Germany revealed that vacuoles of
mesophyllic cells (the cells between
epidermal/hypodermal and endoder-
mal layers of a needle) contained dif-
ferent amounts of phenols (16, 17).
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Figure 1. Typical plant phenolic compounds.

R indicates hydroxyl or alkyl groups.
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We were interested in investigating
the possible relationship between the
location and concentration of these
phenolic compounds within the nee-
dle and the degree of pollution of the
forest stand. Although it is possible
to localize phenol accumulation in
the needle tissues by light microsco-
py and electron microscopy, and to
identify some phenolic compounds by
special staining procedures (18, 19),
these techniques do not provide
quantitative data.

Historically, TLC and paper chro-
matography (20) as well as HPLC
have been useful for the study of
plant phenolic compounds. We re-
cently identified and quantified some
of these compounds (Figure 1) as bio-
indicators for forest decline possibly
caused by acid mist containing H,O,
as an air pollutant (21). Because of
the complex chromatograms that
arise when these plant extracts are
analyzed, we chose to develop a
method involving HPLC coupled with
UV-vis spectroscopy using a photo-
diode array detector. Simultaneous
detection at different wavelengths
and measurement of the UV spectra
of each separated compound during
elution permits rapid identification
of the derivatives of benzoic acid,
o-coumaric acid, p-hydroxyacetophe-
none, stilbenes, and flavonoid com-
pounds, as well as several catechins.

Peaks present in the chromato-
gram can be identified by comparing
retention times and UV-vis spectra
with those of standard samples.
However, for compounds having
closely related structures, this tech-
nique might be insufficient for an
unambiguous identification. The
phenolic compounds can be deriva-
tized by enzymatic or acidic hydroly-
sis, and if the UV spectra of the re-
sulting monomeric nonglycosidated
phenolic forms are known, a more
quantitative determination of the
constituents can be obtained.

Nebulization experiments

Experimental outdoor fog chambers
were used to treat three-year-old
spruce trees (Picea abies Karst) with
acidic fog (pH 4.0) containing 864 +
250 ppb H,0,. Fog containing H,0,
was sprayed four days a week from 4
a.m. to 7 a.m. over a period of eight
weeks during June and July 1987.
During the remaining time, the
chambers were open and the trees
were exposed to natural climatic con-
ditions (21). Reference series spruce
trees were treated with acidic fog
(pH 4.0) that did not contain H,0,.
The spray solution composition was



comparable to the moisture found
naturally in clouds (pH 4.0) and in-
cluded the following ions: Cl~ (770
umol/L), SOZ~ (280 umol/L), NO%
(135 umol/L), H* (105 umol/L), Na*
(630 wmol/L), NH} (357 umol/L), Ca**
(73 umol/L), Mg** (90 pmoVl/L), and
K* (47 umoVl/L).

Sample preparation

Light microscopy. Spruce needles
were taken randomly out of the mid-
dle of the current-year twigs from 10
different trees of each experimental
series. They were cut into 1- mm sli-
ces (one slice out of the middle of
each needle) and fixed for 3 h at room
temperature in a solution of 1% OsO,
and 2.5% K,Cr,0, with 0.1 M phos-
phate buffer (22). After a dehydra-
tion sequence in ethanol, the fixed
slices were embedded in styrene—
methacrylate polymer (23). Sections
of 1-um thickness were cut with an
LKB-Ultrotome III and stained with
toluidine blue (24). A Leitz—Orth-
omat microscope was used for light
microscopic studies. Quantitative
measurements of the micrographs
were made with the aid of a digitizer
tablet connected to a microcomputer.

Scanning electron microscopy.
After polymerization the block was
trimmed and 1-um sections were cut
until the internal structures of inter-
est were localized by light microsco-
py. For examination of phenolic drop-
lets inside the vacuoles of spruce
mesophyllic cells, the resin was re-
moved from the sectioned block with
amyl acetate. Correlation of informa-
tion obtained from a specific section
by light microscopy with information
obtained from surface analysis of the
cut needle block by scanning electron
microscopy was thus possible (25, 26).
After extracting resin from the em-
bedded tissue, the spruce needle
block was dried, affixed to aluminum
support stubs with colloidal silver
adhesive, and coated with gold by
sputtering. Specimens were exam-
ined with a Hitachi H-3010 scanning
electron microscope.

Plant material extraction. After
the nebulization experiment, cur-
rent-year needles were taken from
the reference series trees treated
with acidic fog and from trees of the
experimental series sprayed with
acidic fog containing H,0,. The nee-
dles were frozen immediately in lig-
uid nitrogen to avoid any biological
change. Once in the laboratory, they
were stored at —70 °C until pro-
cessed.

Purified needle extracts were ob-
tained by extracting 1 g of triturated

and lypophilized needle material (see
Figure 2). This procedure yields
~ 70% of the total needle phenols; the
remaining condensed phenolic com-
pounds are irreversibly bound to pro-
teins within the cell (27). Cell wall
bound phenols were isolated by using
a method described by Strack (28).
The enzymatic hydrolysis of the gly-
cosides and the acid hydrolysis of the
procyanidins (flavan-3-ols) were car-
ried out as described in the literature
(29. 30).

HPLC apparatus and conditions

The HPLC system comprised an HP
10€0 liquid chromatograph (Hewlett-
Packard, Waldbronn, Germany)

equipped with a UV-vis diode array
detector and 40 MByte data station.
Separations were performed on a
10-um LiChrosorb RP-18 column
(250 x 4.6 mm i.d., Merck, Darm-
stadt, Germany), equipped with a
5-um LiChrosorb RP-18 precolumn
(4 x 4 mm i.d., Merck). For the elu-
tion two solvents were used: A, gla-
cial acetic acid—water (0.5:99.5, v/v);
B, methanol. The elution profile was:
0-2 min, 7% B in A (isocratic); 2—8
min, 7-15% B in A (linear); 8-25
min, 15-75% B in A (linear); 25-27
min, 75-80% B in A (linear); 27—-29
min, 80% B in A (isocratic). The tem-
perature of the oven thermostat was
set at 40 °C. The flow rate was 1.5

Grinding of frozen spruce needles in a ball triturator (5 min)

Extraction with methanol (60 °C)

Crude extract

Solid-phase extraction on a
preparative Cyg cartridge

Purified methanolic extract

Isolation of flavanols and
procyanidins on Cyg
cartridges

I

Centrifugation

Residue

| Cell wall preparation I

I Isolation of phenols '

I Filtration (0.45 pum) —l

I Filtration (0.45 um) I

Separation by HPLC
with photodiode array detection

Figure 2. Schematic for sample extraction and cleanup of methanolic soluble and
cell wall bound phenolic compounds from Norway spruce needles.
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mL/min and the column back pres-
sure was 150—180 bar. The diode ar-
ray detector wavelengths were 250
nm, 280 nm, and 330 nm; optical
bandwidth was 8 nm.

Macroscopic and histological
results

The color of healthy spruce needles
during mid-summer of their first
year is a vivid, intense green, reflect-
ing their exposure to full sunlight.
Needles treated with H,0, have col-
or deviations from the green refer-
ence needles. Apart from normal col-
or variations, a marked color change
to light green or greenish yellow on
all needle sets is observed. Pigments
from both series of needles were ana-
lyzed, and the results appear in Ta-
ble I.

After exposure to HyO, the length
of current-year twigs and current-
year needles decreases significantly.
The tissue areas of the needle trans-
verse sections are reduced in those
needles exposed to H,0, (Table II).
The mean volumes of the current-
year needles were calculated; refer-
ence needles revealed a mean volume
of 4.0 £ 0.2 mm?®, whereas those of
the experimental series treated with
H,0, had a mean volume of 2.5 +
0.5 mm?®. Volumes of needle tissues
and the intercellular space were also
reduced under the influence of HyO,.
The reduction of tissue volume per
needle is due both to a reduced num-
ber of cells per needle and to a re-
duced cell size.

One symptom observed in the
treated spruce needles is the increase
of phenolic compounds in the central
vacuoles of the mesophyllic cells, as
well as in the cells of the epidermal
and endodermal layers bordering the
mesophyllic tissue. These compounds

Table I. Pigment composition gf current-year

spruce needle chloroplasts #

can be stained with FeCl; for light
microscopic observation. When ob-
served with the scanning electron
microscope, phenolic compounds oc-
cur as fairly densely packed globular
bodies. Phenolic bodies or droplets
can be found in the needles of both
the reference series and the H,0, se-

Figure 3. Comparison of mesophyllic
cells of Norway spruce current-year
needles taken from the reference
series and H,O,-treated trees.

(a) The central vacuole is translucent in the
reference series needles. The large background
bodies are packed chloroplasts, overlaid by the
vacuolar membrane. (b) Loosely arranged
phenolic droplets are aggregated in short strings
in the H,O,-treated series needles.

sections @ °

ries. The concentration of phenols
differs in the cells of the mesophyllic
tissue. There is an increasing phenol-
ic content in the mesophyllic cells
from the central layer near the endo-
dermis to the peripheral layer under-
lying the epidermis and hypodermis.

In the reference series the inner-
most mesophyllic cells are generally
free of phenols (Figure 3a) and the
central vacuoles are translucent. The
large background bodies are packed
chloroplasts, overlaid by the vacuolar
membrane. In the H,0,-treated se-
ries it is difficult to find mesophyllic
cells without phenols. Cells with low
concentrations of phenols contain
loosely arranged droplets, aggregat-
ed in short strings (Figure 3b).

In some reference needle meso-
phyllic cells the phenolic droplets oc-
cur loosely packed in the central vac-
uoles, are relatively large in size, and
are partly in contact with each other
(Figure 4a). Compared with the ref-
erence series, mesophyllic cells of the
H,0, series with a medium content
of phenols show small droplets (Fig-
ure 4b). Near the external surface of
the reference series needles meso-
phyllic cells contain higher concen-
trations of phenolic droplets; they are
smaller than those in Figure 4a and
are crowded together (Figure 5a). In
the peripheral mesophyllic cells of
needles exposed to acidic mist and
H,0,, phenolic droplets are packed
extremely close together; the central
vacuole is nearly filled with phenolic
material (Figure 5b).

The distribution of phenols in the
different mesophyllic cells of the nee-
dle is also dependent on the lighting
conditions to which the needles were
subjected. Light-exposed parts of the
needle contain higher amounts of
phenols in the mesophyllic cells than

Table Il. Tissue areas of current-year spruce
needles as seen in transverse needle

Reference series H,0,-treated series

Pigment Reference series H,0,-treated series

Chlorophyll a 3.43+0.47 2.85+0.61 Tissuecren

Chlorophyll b 1.21+0.09 1.15+0.07 Total transverse
” 3 +0.13 0.75 +0.05 section area

B-Carotin 0.98 £ 0. .75+ 0. Epidermis

Lutein 0.61+0.09 0.87 £0.05 Hypodermis

Xanthophylls 1.12+0.10 1.52 +0.33 Endodermis

“ Data are expressed as mg/g (dry wt).

®Values are reported as the mean +1 o for three replicates.

Vascular bundle
Intercellular space

Mesophyllic cell area

396894+ 1950 315002 +70 620
33870+ 2760 29030+ 3760
30320+ 2840 21840+ 4900

7340+ 950 6320+ 1150
20740+ 3100 14700+ 4180
98 260 + 22 900 76 330 £ 25 600

197 300 + 28 900 162 650 + 35 975

2 Data are expressed in um?.
® Values are redorted as the mean 1 o for 10 replicates. Level of signif-
icance (p) is calculated by applying the student t-test, and p < 0.05.
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ANALYTICAL
APPROACH

do sheltered parts (Figure 6). This
phenomenon can also be observed in
the epidermal cells. It is possible to
detect different amounts of phenols
by comparing histological specimens,
but no quantitative data can be ob-
tained using this method.

Analytical results

The HPLC measurements of phenolic
compounds in current-year needles
indicate an average of 36.15 mg phe-
nols per gram needle (dry wt) for the
reference series and 85.95 mg phe-
nols per gram needle (dry wt) for the
H,0, series. Second-year needles
contain 61.45 mg phenols per gram
needle (dry wt) in the reference se-
ries and 227.8 mg phenols per gram
needle (dry wt) in the H,0, series. It
can be concluded that H,0, in acid
mist is a stress factor that causes ac-
cumulations of phenols in the central
vacuoles of mesophyllic cells of
spruce needles. For more details con-
cerning the quantitative speciation of
phenolic compounds in Norway
spruce needles, we must use HPLC
with diode array detection.

In choosing a method for isolation

00004 20KV

Figure 4. Phenolic droplets in
mesophyllic cells of Norway spruce
current-year needles taken from the
reference series and H,0,-treated
trees.

(a) Phenolic droplets occur loosely packed in the
central vacuole in the reference series needles.

(b) Increased amounts of small phenolic droplets
occur in the H,O,-treated series needles.

of spruce needle phenolics, one must
take into consideration not only the
properties of the compounds but also
the chemical composition of the bio-
logical source. Needle material is
composed mainly of insoluble cellu-
lose and lignin as well as soluble
chlorophyll, waxes, fats, terpenes, es-
ters, salts, sugars, amino acids, and
phenolic compounds. The extraction
procedure developed seems to be a
powerful tool for isolation and purifi-
cation of needle phenolics. Although
exiraction procedures may vary
somewhat for different plant species
and tissues, the same procedure for
separation and identification is ap-
plicable and has been used success-
fully for a variety of plant and tree
tissues. By being able to extract and
isolate phenolics for use in particular
studies, we can observe their pres-
ence and the quantities and combi-
nations in which they occur through-
out the physiological growth and
development of the plant.
teversed-phase liquid chromatog-
raphy on octadecylsilyl-bonded col-
umns with methanol-water has been
successfully employed in many sepa-
rations of polar flavonoid aglycones

00019 20KV

Figure 5. Mesophyllic cells from
reference series and H,O,-treated
trees.

(a) Cell near the external surface of the reference
series needle contains higher concentrations of
phenclic droplets. (b) Peripheral cell from the
H,0,-treated series needle with closely packed
phenclic droplets nearly filling the central vacuole.

and flavonoid glycosides (31-33). Be-
cause needle extracts of Picea abies
usually contain phenolic compounds
of different polarity and oxidation
states, elution with acidified water—
methanol gradients turned out to be
an ideal solution system. Chromato-
grams representing the separation of
purified primary spruce needle ex-
tracts from trees that were slightly
injured are shown in Figures 7-9.
The complexity of secondary spruce
needle products such as phenols is
documented in the literature by ob-
servation of at least 50 soluble com-
pounds; about 20 structures could be
identified by our group using HPLC.
They include benzoic acids, aceto-
phenones, cinnamic acids, coumaric
acids and stilbenes as well as several
different flavonoids such as catechin
and flavonols (Table III).

The availability of a photodiode ar-
ray detector for HPLC enables a re-
markable improvement in peak iden-
tification. As can be seen in Figure 7,
p-hydroxybenzoic acid glycoside can
be detected only at 250 nm. Shikimic
acid, the most important intermedi-
ate of phenolic biosynthesis, can be

Figure 6. Transverse section of a
current-year Norway spruce needle
from the reference series exposed to
acidic fog (pH 4.0).

Phenol distribution in the central vacuoles of
mesophyllic cells is dependent on the lighting
conditions. The upper part of the needle was
exposed to sunlight and contains relatively high
amounts of phenols. The lower part of the needle
was sheltered and is nearly free of phenols;
chloroplasts can be seen through the translucent
central vacuoles.
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detected only below 220 nm. Com-
pounds 1 and 3-11 (Table III) can be
identified by comparison of their re-
tention times and UV spectra with
those of authentic compounds from
the reference mixture.

With the exception of compounds 4,

5, 6, 8, and 10, all extracted phenols
were in their natural glycoside link-
age, ester linkage, or procyanidin
B/C (dimeric/trimeric) form. To iden-
tify the presence of compounds 12—
19, separation was repeated after en-
zymatic hydrolysis and hydrochloric

Table lll. Identified phenolic compounds

Compound Index ts (min) K Wavelength
(nm)
Quinic acid 0 1.50 0.11 <220
Shikimic acid i 1.80 0.33 <220
Gallic acid 2 3.90 1.89 280
Procataechnic acid 3 4.90 2.63 250
Picein 4 8.80 5.52 250
p-Hydrobenzoic acid 5 9.70 6.19 250
d-Catechin 6 11.20 7.80 280
Chlorogenic acid 7 12.50 8.26 330
Caffeic acid 8 13.20 8.78 330
(-)-Epicatechin 9 13.70 9.15 280
p-Hydroxyacetophenone 10 14.00 9.37 280
Piceatannol glycoside 1 14.70 9.89 280
p-Coumaric acid 12 15.40 10.41 330
3-Indoleacetic acid 13 16.50 11.20 280
Benzoic acid 14 17.00 11.60 280
o0-Coumaric acid 15 18.00 12.33 330
Cinnamic acid 16 20.50 14.19 330
Quercetin 17 21.45 14.89 330
Kaempferol-3-glycoside 18 23.00 16.04 330
Isorhapantin 19 24.50 17.15 280
o= 1.35 min
1507 1250 nm
o 1004 :
£ .
a0 :
04 L
280 nml
150 : 2 5
> 1004
E 50+
0 T T T
10 20 30

Time (min)

Figure 7. Multisignal plot of a purified Norway spruce needle extract.
Compounds identified: (1) p- hydroxybenzorc acid glycoside; (2) picein; (3) catechin; (4) p-hydroxy-

P 1e; (5) -3-gly
isorhapontin.

; (6) piceatannol glycoside; (7) kaempferol-7-glycoside; (8)
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acid hydrolysis of the sample.

The retention, peak area, and UV
wavelength data of the identified
“new” monomeric compounds may be
directly correlated with the unhydro-
lyzed glycosides, although the sugar
compound was not analyzed. The fol-
lowing needle phenols have been
identified in this manner: p-hydroxy-
benzoic acid glycoside, p-coumaric
acid glycoside, 0-coumaric acid glyco-
side, kaempferol-3-glycoside, querce-
tin-3-glycoside as glycoside com-
pounds, and the procyanidins B-3,
B-4, B-6, and C-2 (31).

Needle phenols accumulate pre-
dominantly in the form of hydrophilic
conjugates in the vacuoles. There are
reports, too, on their extraprotoplas-
mic location (e.g., exudates or cell
wall components) (28). The latter in-
clude the polymer lignin as well as
monomeric hydrolyzable phenols,
which are mainly hydroxycinnamic
acids or kaempferol-3-glucoside
linked to polysaccharides and/or lig-
nin. In the course of studies on iden-
tification of phenols and their metab-
olism in Norway spruce needles, the
insoluble material resulting from
methanolic extractions of soluble
phenols for the presence of hydrolyz-
able ester-bound phenolic com-
pounds was examined. The released
compounds were readily identified as
p-coumaric acid and kaempferol-3-
glucoside (Figure 9).

The relatively high concentration
of cell wall bound phenols (amount-
ing to ~0.2% of total needle fresh-
weight), especially kaempferol-3-
glucoside, raises the question of
metabolism and the importance of
cell wall bound phenols as well as the
possible influence of air pollution on
formation of phenols. A significant
alteration in the amount of cell wall
bound phenols was not observed in
current-year and second-year Nor-
way spruce needles from both refer-
ence trees and those exposed to acid-
ic fog containing H,0,. These
nebulation chamber results are in
good agreement with data of several
forest stands in Germany that are
slightly or severely damaged (34).

In contrast to these observations, a
remarkable difference in the amount
of the methanolic soluble fractions
obtained from current-year and sec-
ond-year needles was observed.
Compared with reference needles
(not damaged), slightly and severely
injured needles from forest stands
show higher amounts of picein (5-12
fold) and catechin (2—5 fold) as well
as decreasing amounts of p-hydroxy-
acetophenone and isorhapontin (up



Table IV. Quantitative amounts of phenollc compounds in
current- and second-year spruce needles % °

Current-year needles

Second-year needles

Phenolic F H,0, d Reference H,0,-treated
compound series series series series
Quinic acid 3300+ 118 4952+ 107 5846 + 215 7416+ 200
Shikimic acid 16 1770 +947 27435+ 1047 14 190+ 263 23980+ 270
Catechin 5010 + 241 9480+ 38~ 10400+ 200 32152+ 456
p-Hydroxyaceto- 325+ 10 200+ 12 824+ 17 390+ 15
phenone
Picein 8155+500 40201 +1080 16419+418 160218 + 3458
Picetannol- 590+ 10 705% 37 1050+ 41 1157+ 45
glucoside
Isorhapontin 2400+ 17 2709+ 19 2722+ 15 2520+ 40
Kaempferol-3- 202 7 269 + (0 40+ 10 47+ 10
glucoside

“ Data are expressed as mg/g (dry

wi).
“Values are reported as the mean +1 o for three replicates.

2000 1
1600
1200

800 2

400 o

mAU

10 20 30
Time (min)

Figure 8. Liquid chromatogram of
phenolic compounds of a purified
methanolic spruce needle extract.
Compounds: (1) picein; (2) catechin;

(8) p-hydroxyacetophenone; (4) kaemp-
ferol-3-glucoside; (5) isorhapontin.

57 110" 15, 20: 25
Time (min)

Figure 9. Liquid chromatogram of cell
wall bound compounds.

(1) p-coumaric acid; (2) kaempferol-3-glucoside.

to 60%) (Table IV) (21, 34).

HPLC coupled with a UV-vis di-
ode array detector is a suitable meth-
od for the screening of polyphenolic
compounds in the needle extracts.
Comparing retention times and UV
spectra of compounds with those of
authentic samples in a database al-

lows fast and easy identification. The
simple method of using hydrolysis to
prcvide monomeric phenolic com-
pounds improves the reliability of
peck identification. On-line HPLC—
UV-vis spectroscopy appears to be
useful for studying the effects of air
pollution on the distribution of nee-
dle phenols. However, the method
has limitations, especially if no au-
thentic samples are available for
comparison. In such a case it should
be combined with LC/MS.

We are now beginning to gain an
uncerstanding of the physiological
anc biochemical mechanisms of phe-
nol:c compounds in conifer needles. It
has been reported that production of
phenols increases the plant’s resis-
tance to transpiration (35) and
drought (36). The “active” phenols oc-
cur exclusively as aglycones (nongly-
cosidated phenols); they are toxic to
microorganisms (37). The majority of
phenols, however, are present as gly-
cosidic derivatives. Glycoside forma-
tion detoxifies aglycones and leads to
a decrease in chemical activity (38).

The authors thank J-T. Franz for SEM assis-
tance. The authors are indebted to J. Slanina and
R.K.AM. Mallant of the European Common-
wealth of Nations, Petten, The Netherlands, for
help in creating fog and determining H,0,.
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Monitoring of Formation Rates of Thin Films in Laser-Induced

Chemical Vapor Deposition

Ho-ming Pang and Edward S. Yeung*

Ames Laboratory-USDOE and Department of Chemistry, Iowa State University, Ames, Towa 50011

Acoustic analysls for in situ laser-induced chemical vapor
thin-flim deposition is described. It shows that the transient
acoustic signal due to the density change from the photodis-
soclation process can be used to monitor the deposition rate.
The acoustic signal Is compared with transmittance, reflec-

tance, and quartz crystal microbal ts. The
ob“rveddepowonraloallhelﬂﬂallmnmoﬂlnmwm
Is also ined by ph nts. The con-

tributions from surface absorption and surface-induced dis-
soclation can thus be assessed Independently.

INTRODUCTION

UV laser-induced photodissociation (I-3) has received wide
attention for thin-film deposition because of its unique fea-
tures such as low-temperature photochemical processes and
localized deposition for microelectronic fabrication. Much
attention is concentrated on the study of photodissociation
mechanisms in the gas phase and for surface-related decom-
position (4, 5). The deposition rate is one of the critical
parameters for elucidating the mechanisms of laser-induced
chemical vapor deposition. Several techniques have been used
frequently for determining the deposition rate in situ.
Quartz-crystal microbalance (QCM) (6, 7) is a sensitive method
for determining the absolute mass deposited. However, ap-
plications of this method have been limited to available coated
electrode surfaces and to samples with relatively large surface
areas. Also, QCM has to be built right on the surface of
interest. Optical methods provide independent, noncontact
real-time measurement of deposition rates. Among optical
methods are reflectance (8), transmittance (9), and profilo-
metry (10). Reflectance measurements produce complicated
responses because the technique depends on interference
patterns which in turn depend on the refractive index of the
film. Transmittance measurements can only be applied to
transparent substrates and to films with limited thickness.
It also requires extensive calibration for absolute deposition
rate determination because of unknown absorption coeffi-
cients. Real-time profilometry is restricted to a minimum film
thickness on the order of a few micrometers, which makes it
difficult for studying thin-film formation at the initial stages.

We report here a noncontact transient acoustic technique
for the in situ measurement of relative laser-induced chemical
vapor deposition rates. It has been demonstrated earlier that
the acoustic signal generated from the photodissociation
process in the gas phase is directly proportional to the total
molar number of fragments produced (11). This acoustic
signal is derived mainly from the density wave instead of the
thermal wave (12). Therefore, one should also be able to use
this acoustic signal to study the phenomenon related to
photodissociation processes on the surface and the corre-
sponding thin-film deposition. The acoustic signal will be
compared with other in situ deposition rate measurement
methods including transmittance, reflectance, and QCM.
Moreover, photoacoustic (photothermal) measurements on
the surface will be performed in order to understand the

mechanism at the initial moment of film formation, since these
measurements reflect the surface absorption characteristics
(13).

EXPERIMENTAL SECTION

The basic experimental arr 1t is shown sch tically
in Figure 1. An excimer laser (Lumonics, Model HyperEx-460)
operated at the 308-nm XeCl transition with a 26-ns pulse duration
and 4-Hz repetition rate was used to photodissociate the reagent
gas for thin-film deposition. An amplitude stability of 5% (peak
to peak) from this laser output was observed. A 50-mm focal
length quartz lens was used to focus the excimer laser beam into
a2 X 3 mm spot with the focal point located behind the substrate
surface. Typical laser energies used were varied between 5 and
17 mdJ /pulse and controlled by suitable combinations of attenu-
ation neutral density filters and high-voltage settings of the ex-
cimer laser. About 5% of the excimer laser energy was reflected
by a quartz flat and directed onto an energy meter (Molectron
J3-09) for monitoring. No damage on the irradiated substrate
surface was cbserved at these laser energy levels when buffer gas
only was used.

The substrates studied include quartz plate, molybdenum plate,
or quartz crystal coated with gold. The surface was mounted
normal to the incident laser beam inside a Pyrex gas cell which
contained quartz windows for coupling the laser beams. The gas
cell pressure was monitored by a pressure gauge (MKS Baratron
221A HS-F-100). The gas cell was initially evacuated with a
two-stage mechanical pump. Then, He was introduced near the
laser beam entrance and exit windows, so that the inner faces of
the windows were purged continuously throughout the entire
experiment in order to minimize deposition on the window surface.
Also, He was used as the buffer gas to facilitate acoustic mea-
surements. The pressure in the gas cell was kept at ~50 Torr.
The excimer laser was then allowed to fire several hundred times
in order to preclean the substrate surface. Then, the substrate
surface facing the excimer laser beam was continuously purged
with saturated carbonyl vapor. This carbonyl vapor was produced
by passing a small amount of He over the solid carbonyl sample
in the sample reservoir at room temperature. The carbonyl sample
(Cr(CO)g or Mo(CO)g) was obtained directly from Aldrich and
used without any further purification. By this arrangement, the
final pressure inside the gas cell was maintained at ~53 torr. The
actual partial pressure of the reagent on the reaction surface was
not determined. In this arrangement, contamination from oxygen
in the air due to the use of a relatively primitive vacuum system
is minimized because the reaction surface was continuously purged
with reagent vapor. Upon UV irradiation, a green and blue
luminescence could be clearly seen along the excimer laser beam
path from the dissociation of Cr(CO)g and Mo(CO)g, respectively.
This is a result of emission from the excited-state chromium atoms
formed via gas-phase photodissociation (11).

For QCM measurement, an AT cut, 13 mm in diameter, 6-MHz
quartz crystal with gold-coated electrodes (Maxtek) was employed
and the gold surface served as the substrate surface. The QCM
crystal was driven at its fundamental frequency by a crystal-
controlled oscillator. A photon counter (EG&G ORTEC, model
9315) operated as a frequency counter was used to measure the
frequency of the QCM.

For transmittance and reflectance measurements, a quartz plate
was used as -he substrate and was mounted at the Brewster’s angle
relative to the p-polarized incident light from a linearly polarized
HeNe laser (Uniphase, Model 1105P, 8 mW). This laser was
aligned through the center of the UV laser beam at the irradiated
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Figure 1. Experimental setup for laser-induced chemical vapor de-
position with simultaneous transient acoustic, photoacoustic, trans-
mittance, and reflectance monitoring.

surface. The HeNe laser beam was focused to produce a spot
slightly smaller than the reaction surface. By this arrangement,
natural reflection by the bare quartz surface was nearly completely
eliminated. This should enhance the sensitivity of the reflectance
signal especially at the very early stage of film formation. The
low-power HeNe laser did not participate in the photodissociation
process. The transmitted HeNe light intensity was monitored
by a photodiode. The reflected light from the deposited surface
was collected and detected by a photomultiplier tube. Both signal
outputs were recorded with digital multimeters

For measurement of the transient acoustic signal generated
from photo-dissociation on a single pulse basis, an electret mi-
crophone (Knowles, BT-1759) was mounted inside the gas cell
above the substrate at a distance ~8 mm away from the laser
irradiation spot. The microphone was powered by a 6-V battery.
Output from the microphone was measured by & waveform an-

alyzer (Data Precision, Model D6000 with Model 630 vertical
amplifier and D1000 dual-channel preamplifier). Each data pomt
was the result of averaging over 20 laser pulses in order to minimize
the effects of laser power fluctuations and to match the integration
times from the other probes. Deposits on the microphone from
the gas-phase photodissociation process were minimal even after
over tens of thousands of laser pulses.

A cw Ar ion laser (Uniphase Corp, Model 2013) was used to
produce a photoacoustic signal so that absorption by the film can
be monitored. The laser power was ~15 mW before entering the
cell. At this power density, no photodissociation or “ilm deposition
caused by the Ar ion laser was observed. The Ar ion laser beam
was slightly defocused in order to cover the entire film deposition
region. The beam also was chopped with a mechenical chopper
at a frequency of 341 Hz. The photoacoustic signal was detected
by the same microphone used for transient acoustic measurements.
The signal output from the microphone was demodulated through
a lock-in amplifier (EG&G PARC, Model 5209) with preampli-
fication by an oscilloscope (Tektronix 7904 with differential am-
plifier 7A22).

Except for the measurement of the transient acoustic signal
generated from the laser photodissociation process, all other
measurements were performed when the excimer laser was not
fired, i.e. between laser pulses.

RESULTS AND DISCUSSION

Film Morphology. In the case of thin-film ceposition on
a quartz substrate from Cr(CO)g, the use of different laser
power density for deposition substantially affected the quality
and the composition of the film. When the laser energy was
lower than 7 mJ/pulse, only brown, powdery deposits were
observed. These deposits can be peeled off by a Q-tip or
Scotch tape. However, when the UV laser energy increased,
a greenish deposit was formed at the center, surrounded by
the brown powder. As the laser energy increased into a level
before laser ablation occurred (~20 mdJ), the greenish deposit
covered most of the reaction surface and the amount of brown
powder was reduced but not totally eliminated. This green
film cannot be peeled off by Q-tip or Scotch tape. The film
formation may be explained by the fact that raultiphoton
absorption was required to completely dissociate the carbonyl.

Figure 2. Waveform analyzer screen display of transient acoustic
signal obtained from a single laser pulse at 15 mJ with Cr(CO)s as the
reactant (50 us/div, 20 mV/div).

Multiphoton dissociation efficiency depends critically on laser
energy. At low laser energy, dissociation occurs mainly in the
gas phase in a stepwise fashion, producing only chromium
atoms and causing the brown powdery deposit (11). Since the
UV laser beam was not uniform, the center part, which had
the highest intensity, will eventually produce multiphoton
dissociation to form a green film. The outer edge of the beam,
which had a lower intensity, will continue to produce a pow-
dery deposit. Although no detailed determination of its
composition was performed, the green film can be attributed
to Cry0; due to its color. The formation of Cry0; instead of
Cr metal film is due to the fact that the surface and the
previously deposited photofragments stabilize the partially
photolyzed carbonyls, preventing the removal of all the CO
ligands from the adsorbed species (4). Our observations
parallel those observed for cw 257-nm radiation (4). The low
level of oxygen present in the buffer gas can be another reason
for oxide formation. When a gold-coated quartz plate was used
as the substrate at relatively low laser energy (5-10 mJ), a
green film was also formed. As the laser energy increased (>15
mJ), a black electrically conductive film was formed. That
is surrounded by a small greenish zone. The black film is
characteristic of further pyrolysis and annealing of the oxide
film (4). This result indicates that different surface materials
used as substrates will also substantially affect the composition
of the film.

On the other hand, when Mo(CO)g was used as the reagent
gas, quartz plate, gold surface and molybdenum plate all
showed similar deposited films. At low laser energy, a non-
adhesive black powdery film was formed. When the laser
energy increased, a black film was formed with high electrical
conductivity. This film cannot be peeled off by Q-tips or
Scotch tape. The major composition appeared to be molyb-
denum. Under microscopic examination, very fine particles
(<5 pm) were revealed. These had a different morphology
from molybdenum metal originally present on the molybde-
num plate used as the substrate. This indicated that even
when the substrate contained the same atomic composition
as the deposited film, the morphology can still be different
between the substrate and the film.

Transient Acoustic Signal. Figure 2 shows a typical
acoustic signal that accompanies photodissociation by a single
laser pulse. The height of the first peak in the acoustic
waveform was used throughout the entire investigation. The
subsequent peaks in this waveform were due to reflections
within the nonresonant cell and photoacoustic (photothermal)
response. Three processes contributed to this acoustic
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Figure 3. Laser pulse of the transmittance, reflectance,
and transient acoustic signal for deposition from Cr(CO), dissociation
at a laser energy of 15 mJ/pulse.

waveform. The background acoustic signal due to the ab-
sorption of the UV light from the windows, substrate, and the
buffer gas was minimal, with contributions no more than 2%
of the total acoustic signal. The second process was due to
the gas-phase hexacarbonyl photodissociation (11), which
contributed to most of the acoustic signal at the initial moment
of the experiment. If the carbonyl was totally dissociated
through a multiphoton absorption process, seven molar
fragments will be produced from each mole of parent hexa-
carbonyl. Thus, a relatively large acoustic pulse was produced
from this transient pressure or density change. Deposition
of incompletely dissociated species still involves the release
of varying numbers of moles of CO into the gas phase. This
acoustic signal derived from gas-phase photodissociation was
constant as long as the laser power and gas pressure remained
constant. The major contribution to the acoustic signal after
the film began to grow was due to surface-induced photo-
dissociation and pyrolysis dissociation. This phenomenon will
be discussed later.

Reflectance. Figure 3 shows a typical simultaneous
measurement of acoustic signal, t i and reflect:
as a function of the number of laser pulses for Cr(CO)g vapor
deposition. From the reflectance curve, one can estimate the
thickness of the film, since the interference effects depend
on the thickness of the film. Roughly, each fringe corresponds
to about one-quarter of the probe beam wavelength; therefore,
at the end of the experiment, a film with a thickness of ~1.3
pm was formed. The thickness obtained here was much more
than the one obtained in static conditions (74) under similar
laser energy irradiation and is expected since the reagent is
constantly replenished at the surface. On average, the de-
position rate was about 0.6 A/pulse. However due to the
low-resolution characteristics of reflectance measurement (i.e.,
one can only use the maximum or minimum of the fringe to
calculate the thickness of the film), no details of the real time
deposition rate can be obtained. It is important to note that
the initial rapid increase in reflectivity indicates a change in
refractive index (altering Brewster’s angle) rather than a high
deposition rate.

Transmittance. In order to compare the results from the
transmittance and acoustic measurements, the deposition rate,
as evaluated from the slope of the transmittance curve as a
function of laser pulses, was plotted in Figure 4 superimposed
with the acoustic signal. It shows that the acoustic signal is
directly proportional to the deposition rate that was obtained
from the transmittance measurement. A rapid increase in
deposition rate was observed over the first few hundred laser
pulses followed by a relatively stable deposition rate. This
increase could be explained by the nucleation effect, which
can accelerate the deposition rate. The quartz was initially

ATransmittance
‘ALaser puises
= mec,\ e
B == =
Acoustic signal
5000 10000 15000 20000 25000

Laser pulses

Figure 4. Relative deposition rate from Cr(CO), dissociation as a
function of laser pulse (15 mJ/pulse) obtained from the transmittance
measurement superimposed with the transient acoustic signal.

transparent to UV light, so gas-phase photolysis deposition
is the main mechanism for film formation early on. However,
after the surface was preseeded by the deposited material, this
nucleation region will absorb the UV light more strongly to
accelerate the photolysis. The heating efficiency will con-
tinuously increase; therefore, the deposition rate is enhanced.
The pyrolytic deposition process will eventually become a
dominant h b of the strong

for dissociation t
UV absorption from the film. Until the irradiated surface was
covered entirely by the deposit to take on its bulk absorption
property, the change in acoustic signal that we observed during
the deposition process reflects a changing dissociation rate.
This thickness to form a film with characteristics of the bulk
material can be estimated from Figure 2 through the reflec-
tance measurement, since the first interference fringe coin-
cided with the transition region of the acoustic profile. This
thickness was about 160 nm. In addition, the nucleation
process may “catalyze” the deposition process, since the
reactant may react much faster on a roughened surface or on
surfaces with different chemical compositions. The acoustic
signal as the function of laser pulse ber certainly reflected
this nucleation process. At the initial region, the acoustic
signal stayed relatively constant for the first few tens of laser
pulses. This region corresponded to the preseeding process.
Then the acoustic signal increased substantially due to nu-
cleation and reached its maximum as the nucleation process
is completed. Finally, further acoustic signal change was
caused by varying surface morphology. Naturally, the buffer
gas pressure and the flow rate of the reagent gas will affect
the deposition rate (3, 9). We independently confirmed that
throughout the many laser pulses in these experiments the
acoustic waveform and acoustic profile were constant.
Light transmittance measurement is a useful probe for in
situ studies of thin-film deposition rate and thickness de-
termination. However, it cannot be used on nontransparent
substrates or for monitoring very thick films. In addition, since.
the transmittance is strongly affected by the film morphology,
density, and purity, accurate calculation of the film thickness
may not be possible. On the other hand, the use of transient
acoustic signal provides a simple way to monitor the relative
deposition rate on any substrate surface, since it directly
monitors the surface-induced photodissociation process via
the extra number of moles of gas-phase products formed.
There is also a substantial difference in sensitivity. An
acoustic signal can be obtained on every laser pulse, while
transmittance changes are not detectable until after many tens
of laser pulses. Finally, we note that in Figure 3 there is a
subtle modulation in the transmittance plot which mimics the
reflectance plot but in opposite directions. This depicts the
effect of interference of light as the thickness changes. The
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Figure 5. Transient acoustic and photoacoustic analysis as a function
of laser pulse for deposition from Mo{(CO), dissociation on a quartz
surface with a laser energy of 16 mJ/puise.

determination of film thickness is thus not straightforward.

It should be noticed that when a molybdenum plate was
used as the substrate for Mo(CO)g dissociation, a similar
acoustic profile (as the function of the laser pulses) was ob-
served. One may expect that the acoustic signal should remain
relatively stable since the substrate has a similar composition
as the film; i.e. no nucleation process is required. However,
when the films with different thicknesses obtained by varying
the laser exposure times were examined under the microscope,
different morphology of the films compared to the bulk
substrate was observed. A much finer grain structure was
observed on the film surface. Therefore, the UV absorption
efficiency and surface area would still be different between
the bulk substrate and the film. In addition, the film may
contain some impurities such as C or O (4), which will also
affect the laser absorption efficiency. As a result, the nu-
cleation process discussed above still plays a part and affects
the deposition rate.

Photoacoustic Signal. In order to study the mechanism
of the deposition at the initial stages of film formation in more
detail, photoacoustic measurement was performed and com-
pared with the transient acoustic measurement. Since the
photoacoustic signal was formed by transferring the absorbed
energy from the thin film toward the buffer gas through
heating, it should be sensitive to the absorption characteristics
of the sample surface. Figure 5 shows the photoacoustic signal
as a function of the number of laser pulses with simultaneous
measurement of the transient acoustic signal. Both traces have
similar profiles but do not completely match. In particular,
the two signals reached steady-state levels after different
numbers of laser pulses. The similarity indicated that the
change in deposition rate observed in the transient acoustic
measurement was mainly due to an increase in the absorption
of UV light by the surface. A large absorption would result
in a higher rate of photolysis and pyrolysis. As & result, more
gas-phase fragments were produced so that an increase in the
acoustic signal was observed.

We found that photoacoustic signal was very sensitive to
the surface morphology; i.e. each film may have slightly dif-
ferent surface properties. In addition, the photoacoustic signal
is a direct result of heating of the gas above the surface. It
not only depends on the absorption property of the film but
also depends on a number of other factors such as the heat-
transfer efficiency from the surface to the gas phase and heat
conduction to the bulk solid. On the other hand, photodis-
sociation depends on light intensity and temperature of the
gas (homogeneous dissociation), as well as temperature,
morphology, and composition of the surface (heterogeneous
dissociation). This explains why the two plots ir Figure 5 do
not exactly match each other. One may argue that adsorption
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Figure 6. QCM frequency as a function of laser pulse for deposition
from Mo(CO), dissociation on gold surface at a laser energy of 12
mdJ/pulse.

of h bonyls is enh d on the deposited film compared
to the bare substrate; as a result, more reactants will be
available for UV dissociation as the film grows. However, it
has been observed from QCM measurements (6, 7) that Cr-
(CO)¢ and W(CO); did not adsorb on either gold or freshly
deposited metal films. This rules out the possibility that the
deposition rate changes as a result of the adsorption of car-
bonyls on the surface.

One interesting result was observed for measurements
performed on a gold surface. No significant photoacoustic
signal change was detected even when the acoustic signal
increased, which, as confirmed from the QCM measurement,
indicates that the deposition rate has indeed changed. This
result is due to efficient heat transfer from the film to the gold
surface. Therefore, the absorbed energy was spread over a
large area on the gold surface, and heat transfer per unit area
to the buffer gas was decreased substantially.

QCM Measurement. Figure 6 shows a typical QCM fre-
quency change measurement during the laser-assisted de-
position process involving Mo(CO)g. In the absence of car-
bonyl vapor, the QCM frequency was stable even when the
UV laser directly irradiates the electrode surface. This is
because at low laser repetition rate, the average temperature
change is too small to affect the QCM frequency. Unlike the
experiment done with a cw UV laser (6), a nonlinear rela-
tionship instead of a linear relationship between the QCM
frequency change and the total laser power was obtained.
Since the frequency change of the QCM is directly propor-
tional to the mass change on the quartz crystal gold surface,
i.e. the amount of material deposited, one can estimate that
~0.3 ug of material is deposited on the QCM after ~2400
laser pulses. In order to compare with photodissociation
acoustic measurement, the deposition rate (frequency
change/pulse) from the QCM measurement was plotted in
Figure 7 superimposed with the corresponding acoustic signal.
Very good agreement was observed. Again, this indicated that
the transient acoustic t offers a simple method
for monitoring the deposition rate.

However, with the use of Cr(CO); as the reagent, a slightly
different relationship between the deposition rate change
obtained from QCM and acoustic signal was observed. This
is shown in Figure 8. A steady increase of deposition rate
was obtained from QCM measurement but a relatively stable
acoustic signal was observed in the first few hundred laser
pulses. This gap became larger when lower laser energy was
used. The exact reason for this deviation is not certain. This
may be due to the fact that the deposition of Cr involves
different species (e.g. oxides) at early times. This is supported
by the observation that a greenish transparent film was formed
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Figure 8. Relative deposition rate for deposltlon from Cr(CO)g disso-

ciation obtained from QCM and

first at low laser energy. Reaction stoichiometry affects the
acoustic signal much more than the QCM signal. This long
latent time has also been observed for Cr(CO); (5) and Cd-
(CHa),, (15) deposition. QCM provides a reliable means for
in situ deposition rate measurement. However, the use of
QCM is limited because only certain surfaces can be used and
the electrode must be built right onto the surface. The
acoustic signal can provide similar information on the relative
deposition rate change without the limitation of the substrates.
The acoustic signal is also more sensitive so that single-pulse
measurements (Figure 2) are feasible. This is in contrast with

QCM measurements (Figures 6 and 7) where even with tens
of laser pulses there is still substantial scatter in the data
points.

CONCLUSION

Acoustic monitoring is demonstrated for studying in situ
laser-induced chemical vapor thin-film deposition rate. The
signal is proportional to the number of moles of gaseous
products formed. No specific property for the substrate is
required. The transient acoustic signal provides a measure
of the extent of dissociation and deposition. Good agreement
for the deposition rate measurement in comparison with
photoacoustic analysis, reflectance, transmittance, or QCM
is observed. The acoustic signal however is much more sen-
sitive, allowing single-pulse measurements to be made. A rapid
increase of the deposition rate at the early stage of film for-
mation due to the nucleation process is observed. As the film
builds up to manifest bulk property, the deposition rate
stabilizes. One can thus distinguish between gas-phase (ho-
mogeneous) events (11) and surface-induced heterogeneous
events.
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A rational design of the sequentlal injection analyzer is based
on description of the mutual penetration of sample and reag-
ent zones, which are sequentially stacked into a tubular
conduit and then injected Into a reactor and transported to-
ward the detector by of a fer str , flowing at
a preprog d rate. Varlables g g zone p
have been identified by a serles of dispersion experiments,
for sequential Injection of two and three zones, thus outlining
the conditions for performing single- and double-reagent-based
assays. A parallel Is drawn between conventional flow In-
Jectlon and corresponding sequential injection colorimetric
determinations of chloride and phosphate, with the aim of
suggesting guldelines for the development of spectrophoto-
metric- and fluorescence-based sequential Injection methods.

INTRODUCTION

A need exists for simplification of the system design of flow
injection analyzers for their application in process control.
Robustness, reliability, long-term stability, and low frequency
of maintenance of process analyzers is required. While manual
reconfiguration of the flow channel, high reagent consumption
due to continuous flow operation, frequent servicing of per-
istaltic pumps and frequent recalibration of the system is
acceptable in laboratory applications, these are prohibitive
in terms of cost and manpower in a process environment. By
conceptualizing a novel system, comprising only & single piston
pump, single valve and single channel, the sequential injection
(SI) technique has been conceived (). Its principle is, along
with sinusoidal flow drive (2), discussed below, since it is
believed that this technique will find a wide application by
replacing conventional flow injection in both process control
as well as in laboratory applications.

While in conventional flow injection (3) the sample zone
is injected into a flowing carrier stream and auxiliary reagents
are merged with it on the way to the detector, sequential
injection is based on a different approach (Figure 1, top).
Using a selector (rather than injection) valve, a wash solution,
sample zone, and reagent zone(s) are sequentially injected into
a channel. In this way a stack of well-defined zones is obtained
(Figure 1, bottom), which is then injected through a reactor
into a detector. The flow reversal as a result of the injection
step creates a composite zone in which sample and reagent
zone penetrate each other due to combined axiel and radial
dispersion. For a kinetic based assay, a selected section of
the mutually interdispersed reagent and sample zone may be
arrested within the observation field of the detector by
stopping the flow. The reaction rate during the stopped flow
period can be monitored, and the changing signal reflects the
rate of the chemical reaction (1, 4). The benefit of the stopped

1Present address: Ivers Lee AG, Kirchbergstrasse 160, 3400
Burgdorf, Switzerland.

flow technique is that it extends the reaction time, saves
reagents, and eliminates interferences due to background
signals and lag phases.

The measuring cycle of the SI technique (Figure 1) com-
prises the following operations: (1) aspiration of carrier/wash
solution with the selector valve in position 1, while the piston
makes a large reverse step, (2) aspiration of sample solution
with the selector valve in position 3, while the piston makes
a small reverse step, (3) aspiration of reagent solution with
the valve in position 4, using a small piston reverse step, (4)
a forward piston move with the valve in position 5, with the
stroke length adjusted such that preselected section of the
interdispersed sample/reagent zone is injected through the
reactor into the detector, (5) a stopped flow period of reaction
rate monitoring, and (6) forward large piston stroke, which
expels all sample and reagent as well as the majority of the
carrier/wash solutions from the valve and from the flow
channel. When the chemical reaction is fast and when peak
height is measured rather than reaction rates, step 5 is omitted.
If two reagents are used, the optional port 2 and an appro-
priate flow programming is used to introduce the second
reagent.

It follows from the foregoing that zone sequencing and the
mutual dispersion of the zones are the key operations. These
have to be carried out in such a manner that a desired degree
of penetration of sample and reagent zones will be achieved,
within an adequate resident time, while yielding a satisfactory
sampling frequency. In analogy with conventional FIA (3),
the dispersion of the sample zone has to be adjusted to suit
the requirement of the intended measurement. Thus, for pH
or conductivity measurement, limited dispersion (D — 1) is
required. For reagent-based chemistries such as colorimetry,
fluorescence, or chemilumi le and reagent zones
must mix in a suitable proportion and therefore a medium
dispersion (D = 2-10) has to be achieved. And for extensive
sample dilution a large dispersion (D > 10) may be necessary.
The dispersion coefficient D, has been defined as the ratio
of the concentration of the sample material before (C,°) and
after (C,) the dispersion process has taken place, C, being the
concentration in that element of fluid from which the readout
is being taken, i.e., D, = C,°/C,. Similarly, reagent dispersion
D, has been defined so that D, = C,°/C,. These simple re-
lations allow estimation of the concentrations of reacting
components in the relevant element of the dispersed sample
zone. It is the purpose of this work to provide guidelines for
optimization of assay conditions by identifying essential pa-
rameters which govern penetration of the sequentially injected
zones.

THEORY
Zone Overlap. Zone overlap is the key parameter, the
control of which is essential to a successful execution of se-
quential injection. It follows from the foregoing that, for
reagent-based chemistries, a region of mutually interdispersed
sample and reagent zones must be identified, within which

0003-2700/91/0363-2407$02.50/0 © 1991 American Chemical Society
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Flgure 1. Sequential injection system (top) and the structures of
sequenced and injected zones (bottom). HC is the holding coil, R1 and
R2 are reactor coils, and D is the detector. S, P, and R are the sample,
product, and reagent zones. Note that flow reversal occurs during zone
injection.
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Figure 2. Description of zone penetration. S is the “sample” zone,
R is the “reagent” zone, I is the isodispersion point, and W,, W,,
and W, are the respective widths of the reagent, overlap, and sample
zones. Note that the recording (identical with Figure 6B) shows reagent
zone first, since this zone has been stacked closest to the valve (Figure
1. bottom) and, due to the flow reversal, reaches the detector first.
Also, the sample zone is more dispersed than the reagent zone for
the same reason, and also because it travels through a longer distance
than the reagent zone.

D, is larger than 2, and where at the same time sufficient
excess of the reagent is present. For single reagent chemistries,
merging of sample and reagent zones (Figure 1) is sufficient;
two reagent chemistries will require merging of three se-
quentially stacked zones, etc. Obviously, a parameter de-
scribing the degree of mutual zone penetration has to be
established in order to identify the time interval within which
a meaningful readout, such as peak height or peak area, can
be obtained.

In formal analogy with the definition of resolution as used
in chromatography, the concept of zone penetration is in-
troduced here (Figure 2). By defining

P =2W, (W, + W,) (1)

a complete zone overlap is obtained for P = 1, zero zone
overlap would be at P = 0, and partial zone overlaps will attain
values between these two extremes. Further refinements of
this definition are discussed later in this work.

Further, it should be noted that in the absence of complete
zone overlap, an isodispersion point I, is observed where the
dispersions of the sample and reagent are identical. This
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Figure 3. Theoratical curves for peak height and dispersion coefficient
D as function of injected sample volume. Curve A is for eq 2, curves
B to E are erf (f for N = 2-10. « is the injection parameter (S,,,/V,).
For details see raf 3, from which the figure has been reproduced with
permission.

isodispersion point is independent of concentration. In the
element of fluid corresponding to Ip, the ratio of sample and
reagent concentrations is the same as they ratio prior to in-
jection (C,/C = C°,/C®), since they are equally dispersed.
Since dispersion describes the physical process only, the
chemical reaction will of course affect this ratio further. In
the case of a completed reaction and equal (equivalent) input
sample and r:agent concentrations, a maximum of product
concentratior. will be observed at the isodispersion point, and
if the produc . is detected, the peak maximum will appear at
the time ¢ of I,. Since C°,/C®°, is usually much larger than
1 due to an excess of reagent normally used, the position of
the peak maximum will move from the I, point toward the
center of the sample zone (see, e.g., Figure 7). This shift
continues un il the reagent gradient causes the value of C, to
drop to the point where the equivalent sample concentration
exceeds it (Fizure 7B), and the concentration of the monitored
product no longer increases, but decreases. Again, this sim-
plification dces not take reaction kinetics into consideration,
and therefort, the position of I, along the time axis can serve
only as a guiie for system design and to estimate how input
changes of reagent concentration will affect the effective zone
overlap and sensitivity of the determination.

Sample Volume. Selection of the injected sample volume
is the main tool for optimizing readout in conventional flow
injection, and therefore this parameter is considered here as
well. The ir jected sample zone can be viewed originally as
a rectangular block input function, transformed during the
passage through the flow channel, which is visualized as
consisting o° a number of mixing stages (V). For a single
mixing stag: (3)

(mex/C° = 1~ exp(~0.6935,/Sy2) @

where S, is the injected sample volume and Sy, is the volume
necessary tc reach D™=® = 2, where D™ is the dispersion in
the element of fluid corresponding to the peak maximum. For
an increasir g number of mixing stages, the skewness of the
flow injection response curve decreases and at N = 10 ap-
proaches a (xaussian shape. Therefore, for large values of N
eq 2 is reple ced by an error function (3), which for S, = Sy,
leads to

Sy = (V,/2)(N/2m)1/2 ®)

where V., is the reactor volume.

Since val zes of N equal to 1-10 describe dispersion within
a full range of nearly all conceivable flow injection systems,
a series of step response curves for increasing N (Figure 3)
show that for S, < Sy, i.e., for D > 2, the peak height (C/C°)
increases linearly with injected sample volume. More im-
portantly, it follows from eqs 2 and 3 that S, ; is the parameter
which desc-ibes dispersion of the zone in any flow injection
system, regardless of its geometry and type of flow, since it
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is tied to the variance which describes zone sroadening via
the N value. Note that

o = N2 (4)

where ¢? is the variance of the peak width, ! is the length of
a mixing step, and N the number of steps (5). This is why
it was decided to make all measurements of the P value in
this work by injecting sample and reagent volumes corre-
sponding to multiples or fractions of Sy/,. In this way, the
P values, positions of I, between peak maxima, and overlap
of the concentration gradients shown here can serve as a
guideline for optimization of all sequential injection systems,
even if the reactor volumes and flow rates should differ from
the design adopted for this work, because Sy values of such
other systems will differ accordingly in a sirilar manner.

EXPERIMENTAL SECTION

Reagents. The concentration of the nonreactive dye (bro-
mothymol blue, BTB), unless otherwise stated, was the same in
all experiments reported here, that is, 0.02 g/L in 0.01 M borax
buffer (3), using water as a carrier/wash stream

For chloride determinations, the reagent consisted of 0.626 g
of mercury(II) thiocyanate, 30.3 g of iron(IIl) nitrate, 4.72 g of
concentrated nitric acid, and 150 mL of methanol, made up with
deionized water to 1 L. Standard chloride solutions in the range
5-50 ppm were prepared by suitable dilution of a 1000 ppm
chloride stock solution. The wash/carrier solution consisted of
4.72 g of concentrated nitric acid and 150 mL of methanol diluted
to 1 L with deionized water. Measurements wer: made at 480
nm.

For phosphate determination, reagent 1 consisted of 0.01 or
0.005 M ammonium heptamolybdate in 0.4 M nitric acid. Reagent
2 consisted of a 1.4 or 0.7% aqueous solution of ascorbic acid to
which was added 1% (v/ v) glycerme to prevent precipitation of
reaction products. St hosphate solutions in the range
0-30 ppm phosphate were prepared by suitable dilution of a 1000
ppm phosphate stock solution (0.4390 g of KH,PO,/L). Mea-
surements were at 660 nm.

Apparatus. An Alitea U.S.A. prototype syringe-based vari-
able-speed two-piston sinusoidal flow pump was used to propel
solutions. This provides a pulseless flow which follows a sinusoidal
pattern. For these experiments, the flow was computer controlled
and operation was at the top portion of the sinusoidal flow curve.
The principle of sinusoidal operation has been previously described

Solutions were directed with an eight-port electrically actuated
multiposition valve, dead end flow path, stainless steel, 0.03 in.
port diameter, !/, in. fitting size, 400 psi standard pressure (Valco
Instruments, Houston, TX).

The pump and valve were controlled and data collectd with
an IBM-compatible computer, 80286 processor, 12 MHz, EGA
graphics card, in conjunction with a Labpro analog-to-digital
converter and control interface (Lab Data Systems, Seattle, WA).
A sampling frequency of 10 Hz with 12-bit resolution was used.
Software to control the pump and valve and to perform data
acquisition was written in-house. A Radiometer strip chart re-
corder was also used to record signals. )

Spectrophotometric measurements were made with an ABI
Kratos Spectroflow 783 spectrophotometer, equipped with a 12
1L, 8 mm path length flow cell.

Table I lists the operational parameters for the SI system
employed in these studies. The reasons for selecting the listed
manifold dimensions have been discussed previously (4). The
essential parameters of the programming sequence are given in
Table 1. It should be emphasized however, that in order to
perform sequential injection successfully, it is necessary to turn
the valve only when the flow has been stopped (to avoid pressure
buildup). This is accomplished by including a 1-s stop period
while the valve is tuned. Also, in order to avoid carryover (cf.
Figure 4), each sample aspiration sequence is programmed in such
a way that a sufficient volume (3 times sampling tube volume)

Table I. Operational Characteristics of the SI System As
Used throughout This Work

Manifold Dimensions

R1 100 cm 1.02 mm id. 817 uL Microline
R2 115 ¢cm 0.5 mm i.d. 226 pL Teflon
HC 50cm 1.32 mm i.d. 684 u.  Teflon
Sinusoidal Flow Pump Parameters °
max flow rate 5.18 mL/min cam radius (R) 1.342 cm
stroke vol 3.04 mL syringe radius (r) 0.60 cm
starting angle 30° frequency 9.045 X 107 Hz
Injected Volumes and Interval Times
wash 1.92 mL 25-s reverse stroke
Sip2 95 ul.  1.25-s reverse stroke

sample aspirated at 114.4° angle
combined injection and detection
time 65 s

carryover

b

Signal ——»

200s

i

Figure 4. Carryover in sequential injection system caused by aspiration
of a previous sample situated in the tubing which connects port 3 with
a sample container. Sample tubing volume 40 ul, injected sample
volume S, = 95 ul. Sample composition high 0.04 g/L BTB, low 0.01
g/L BTB. Carryover, caused by sample material remaining in the
connector tubing when the dlscharge cycle |s not applied, is 160% in
the first and 10% in the second i i g the change from
high to low sample concemratlons (A). By lm.roducmg a discharge
cycle, this carryover is completely eliminated (B).

200s

is aspirated by a reversed stroke of the pump and immediately
discharged through the auxiliary port. This routine removes all
previous sample material, so the next sampling period which is
progammed to aspirate the selected sample volume brings un-
cross-contaminated sample solution into reactor coil 1. Failure
to include the discharge cycle may result in carryover (cf. Figure
4).

RESULTS AND DISCUSSION

Guidelines for System Design Based on Dispersion
Experiments. Sample Volume. The value of Sy, was ob-
tained by changing the volume of the nonreactive dye (bro-
mothymol blue, BTB) as a tracer injected into a colorless
carrier stream and recording a series of peaks by means of a
spectrophotometer turned to 620 nm. A series of thus ob-
tained response curves, recorded from the same starting point,
is shown in Figure 5A. Indeed the peak height increases with
the injected sample volume, in the same way as described for
conventional flow injection. As predicted by theory, a plot
of S, versus log (1 — A™%/A9 yields a straight line (Figure
5B), while for S, lower than S, , an almost linear relationship
between S, and peak height is observed. The S;/; value thus
found was 95 uL.

Thus it may be concluded that changing the injected
sample volume is an effective way to change the sensitivity
of the measurement. While dilution of overly injected sample
material is best achieved by reducing the injected sample
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Figure 5. Influence of the injected sample volume on peak height and
dispersion coefficient D, as obtained by injecting a tracer dye (volumes
inuL: (a) 8.0, (b) 24.0, (c) 47.8, (d) 95.0, (e) 141.4, (f) 186.9, (g) 232.0).
The result is the same as in the conventional flow injection technique.

volume, an increase in sensitivity of the measurement will
be possible only when sufficient reagent excess is available
in the element of fluid situated at the peak maximum.

Zone Penetration. Zone penetration was studied as a
function of relative volumes of sample and reagent zones.
Studies were all made by injecting zones of the same non-
reactive dye into a colorless carrier stream in two different
experimental runs and by recording separately the injected
dye zone as a “sample” and then as a “reagent” peak. In this
way, two concentration profiles were recorded, one for the
reagent zone (R) and the other for the sample (S) zone, al-
lowing their mutual overlap to be visualized. In all experi-
ments, the reagent zone was less dispersed than the sample
zone, since it was stacked as the second one (Figure 1) and
therefore being closer to the valve (Figure 1) was subjected
to less flow reversal and traveled a shorter distance than the
sample zone.

Increasing zone volumes at equal volume ratios (Figure
6A,B) causes zone overlap to decrease from nearly a complete
one (P = 0.796 for R, = S, = 0.25S; 5) to a partial one (P =
0.498 for S, = R, = 2.5S;5). It follows from this experiment
that when the injected volumes of sample and reagent are
increased in the same proportion, above one S, ; value, the
increase in peak height is achieved through substantial in-
crease in the consumption of sample, reagent, wash solution,
and time. This is further illustrated by the D, values shown
in Figures 5 and 6, which allow comparison of zone dimensions
studied in these experiments and illustrate the reason for the
diminishing returns for large-volume injection.

It can thus be concluded that a simultaneous increase in
sample and reagent volumes above one S, ;5 value is not an
effective way to increase peak height and sensitivity of a
measurement. These are better achieved by sandwiching the
sample zone in between two reagent zones of S, volumes each
(see below, zone penetration, Figure 8A).

On the other hand, conditions shown in Figure 6B are
suitable for sample dilution by the gradient approach, which
is based on selecting a vertical readout within a suitable time
interval at the tailing section of the sample zone, past the I
point, where gradient dilution can be carried out with a
sufficient excess of reagent. These conditions will also be
favorable for stopped flow reaction rate measurement.

Varying of zone volume ratios allows a wider range of
zone overlap to be achieved, from a complete overlap (P =
0.806 for S, = 0.25S; 3 and R, = Sj5) to only a partial one
(P =0.518 for S, = 2.55, , and R, = S, ;). Complete overlap,
as shown in Figure 7A, results in conditions which are closest
to a conventional flow injection technique, as traditionally
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Figure 8. (A) Penetration of sample S and reagent R zones for R, =
S,=0.258,, D; = 6.4, P=0.796. (B)Penetration of sample S
and reagent F zones for R, = 8, = 2.58,,. D; = 1.75, P = 0.498.

performed by stream confluence: all elements of the dispersed
sample zone are mixed with an adequate amount of reagent
solution. At these conditions, peak height and peak area
measurements will yield comparable results, and the influence
of kinetics of chemical reactions will be minimized. In ad-
dition, data collected throughout the entire profile will very
likely be suitable for chemometric-based single-standard so-
lution techniques (6, 7) which, by ratioing data collected over
an entire peak width, also allows interferences to be detected
and correctad for.

Partial overlap (Figure 7B), having a low P value, yields
only a limited range of time slices (situated in front of Ip
toward the center of the reagent zone) at which the vertical
readout will yield a meaningful result. The part of the re-
sponse curve past Iy, is starved for reagent and the very end
of the zone is devoid of it. The peak maximum will be located
(in case of completed chemical reactions) within that element
of fluid where sample and reagent components are equivalent,
and this equivalence of reagent and analyte will make peak
height measurement prone to irreproducibilities caused by
flow pulsations or irregularities of the injection process. Yet,
the partially overlapped zones structured as shown on Figure
7B offer a wider range of information: not only can analyte
readouts be obtained within the time span indicated by the
arrow (<) but also sample blank is accessible at the very tail
of the sample zone.

Thus it can be concluded by comparison of Figure 7A,B
that injecting at least twice as large a reagent zone volume
as the sample zone volume, while keeping the volume of the
sample zone less than or equal to 0.5S, 5, allows the optimum
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Figure 7. Penetration of sample S and reagent R zones for constant
reagent volume and increasing sample volume. (A) R, = 8y, S, =
0.258,,,. Iy not identified, P = 0.806. Note a wide range of time
intervals during which a readout can be taken (+>), the low D values
of the reagent peak, and the high D values of the sample peak. (B)
Penetration of sample S and reagent R zones for R, = S5, S, =
2584, D;, =22, P=0.518. Note a narrow range o' time intervals
during which a readout can be taken («<*), and the ver low D values
of the sample peak.

conditions for sequential injection single recgent based
chemistry to be met.

Three-Zone Penetration. A third zone can be introduced
into the sequential system by two mechanisms: by introducing
this zone into the stack or by stacking two zones, riixing them,
and then adding a third zone to the mixture. Obwiously, the
second mechanism will closely resemble two-zone mixing
discussed above, and therefore only the coalescence of three
simultaneously stacked zones has been investigated.

All experiments described below were made )y injecting
two zones of equal volumes of nonreactive dye into a colorless
carrier stream in two different experimental runs and by
recording separately the absorbance of the injectzd dye zone
as a sample and then as reagent peak. A “spacer”, Sp, rep-
resenting a third zone, was inserted in each of tiie two runs
(Figure 8A,B) as a zone of a colorless carrier stream between
the sample and reagent zones. In this way, two concentration
profiles were recorded, one for the reagent zone (R) and one
for the sample (S) zone, allowing their mutual ov2rlap in the
presence of a spacer to be visualized. The spacer remains
invisible, but its presence is apparent by an inc-easing gap
as the spacer volume increases. Again, in these experiments
the sample zone is progressively more dispersed, since it has
been stacked behind the increasingly larger zone of the spacer,
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Figure 8. Penetration of sample S and reagent R zones for increasing
volume of a third (colorless) zone inserted between R and S zones as
a spacer (Sp). S, =R, = Sy, inall experiments. (A) Sp, = 0.255,,,
D,Q = 3.15, P = 0.571. Note a wide range of time intervals during
which a readout can be taken (<), and intermediate D values of both
R and S peaks. (B) Penetration of sample S and reagent R zones for
Sp, = 2.58,, D;, = 15, P= 0. Note a narrow range of time intervals
during which R and S zones penetrate (+*) and very high D values of
I, If the spacer peak had been made visible by injecting a dye, its
D value at its maximum would have been seen to be as low as 1.23.
If Sp, then, were to be the sample, its concentration, as compared
to the high D,  value, would results in a reagent limitation (S and
R)—shown in curves B, Figures 10 and 11.

becoming thus subjected to larger flow reversal and traveling
a longer distance than the reagent zone (Figure 84,B). As one
would expect, increasing the volume of the spacer zone sep-
arates the marginal zones further, causing outside zone overlap
to decrease dramatically from a partial one (P = 0.571 for Sp,
= 0.25S;/5) to a minimized one (P = 0 for Sp, = 2.5S,,).

It follows from these experiments that a two-reagent
chemistry becomes feasible in the following way. When the
sample zone is sequenced in the spacer position (Sp, Figure
8A) and the two complementing reagents are sequenced as
R and S zones, while a sample volume of 0.5S, is not ex-
ceeded, the thus sequentially stacked and injected zones will
sufficiently overlap to form a product peak which will yield
a meaningful readout. The peak maximum will be close to
the I, point, provided that the original concentrations of
injected reagents (C°,; and C°,,) are much higher than the
concentration of the sample material (C°;). Only under these
conditions will the sample zone be supplied with sufficient
excess of both reagents. Since lack of reagent will affect the
peak maximum first, the calibration curve based on peak
height measurement will not be linear, while measurement
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Flgure 9. Influence of repeated flow reversals on the mutual pene-
tration of sample and reagent zones (S, = R, = Sy, Sp, = 1.558,,).
The top arrow indicates the stacking direction, the additional arrows
indicate the number of flow reversals and their direction. The step
length had an amplitude of 1.58 ;,.

of peak areas may be influenced to a lesser extent. The
reagent deficiency, however, may be corrected by increasing
reagent concentrations or by decreasing S,.

Thus it can be luded that two-reag hemistry can
be accommodated in the sequential injection system, pro-
vided that the sample volume is kept below the Sy, value,
that the sample zone is surrounded by the reagent zones, and
that the concentrations of injected reagents are sufficiently
high.

Flow Reversal. Flow reversal (8) effectively promotes zone
penetration. It is the length of a step (I, eq 4) which causes
zone broadening more effectively than the number of steps
(V). This can be observed in all the above experiments where
all stacked zones have undergone a single flow reversal but
experienced different step length, due to insertion of spacers
and reagent zones of different volumes. Indeed, comparison
of peak heights and peak broadening in Figures 6-8 invariably
shows the sample zone to be more dispersed than the reagent
zone, and this trend increases with the combined length of
the imposed step. In this context, it is useful to consider an
increase of the number of reversals at a constant step length
and zone sequence composition. For this purpose a three-zone
sequence, similar to that shown in Figure 8 (S, = R, = Sy 5,
Sp, = 1.58, ) was stacked and then injected into the reactor
R2. The flow was then reversed to return the mixed zones
into R1 and was reversed again to inject the zones through
R2 into the detector. During this cycle the composite zone
experienced three reversals (N = 3). In contrast to previous
experiments, the penetration of all three zones was recorded
in a single double-humped curve for each cycle (Figure 9). As
expected, increasing the number of flow reversals indeed in-
creases mutual zone penetration (P = 0.383 for a single reversal
(curve A), while P = 0.738 for seven flow reversals (curve D)).

However, it is the first flow reversal and its length which
is most effective in providing mutual zone penetration, and
since multiple flow reversals increase overall dispersion—and
time to complete a measuring cycle—their use will remain
restricted for difficult solution handling tasks, such as mixing
of zones of very different viscosities.

Resolution. Zone penetration as investigated above in a
series of dispersion experiments can be evaluated in several
ways. Thus eq 1 can be further refined. First, a simple ratio
of zone overlap W, and sample W, can be used. The thus
defined P, = W,/ W, value will describe sample zone pene-
tration only, disregarding the excess of reagent used. Thus,
while the P value of zone overlap shown in Figure 7A is only
0.796 (Table II), the P, value for the same experiment will be
1.0 as defined for complete overlap. However, it should be
noted that exact and complete overlap of both reagent and

Table II. Calculation of Zone Penetration

S, =R, = R, =58y S, =R, =8,
xSuz S, = xsx/z Sp, = J551/2
x P % P % P

0.25 0.796 0.25 0.806 0.25 0.571
0.5 0.712 0.5 0.690 0.5 0.497
1.0 0.595 1.0 0.700 1.0 0.319
15 0.562 15 0.643 15 0.228
2.0 0.502 2.0 0.559 2.0 0.023
2.5 0.498 2.5 0.518 2.5 0

sample zone will yield a value of 1 in both cases. Since the
purpose of suggesting a P value is optimization of the system
design, including reagent economy, the P value rather than
the P, value was used above. Also, in analogy with chroma-
tography, other ways of measuring P can be based on con-
sidering over.apping peak areas, rather than their widths, and
also considering peak asymmetry using further approxima-
tions. Yet, since P is to be used in conjunction with D only
as a guideline for system design, the differences these different
ways of defining between P values are not significant in this
context.

Verification of Design Principles by R t
Assays. Colorimetric determination of chloride and phos-
phate were chosen as test chemistries to validate the above
postulated guidelines. When flow injection analysis was first
introduced, successful implementation of these two assays (3)
became a proof of applicability of this then unproven tech-
nology to a wide range of reagent-based chemistries. The
reason for this choice is that these two chemistries differ
considerably: chloride assay is based on a single-reagent fast
chemistry, and the measured product is a soluble complex,
while phosphate assays requires two reagents (the formation
of the product to be measured occurs in two steps), and the
product of a relatively slow second step is a colloidal heter-
opolycomlex. Since these chemistries are also widely used in
conventional flow injection configurations, it is believed that
their implementation into the sequential injection system will
serve as a proof of viability of SI and verification of the
guidelines outlined above.

Single-Reagent Assay. Colorimetric measurement of
iron(II) thiocyanate complexes is the basis for determination
of chloride, via reaction of the analyte with a reagent con-
taining a mixture of mercury(II) thiocyanate with iron(III)
nitrate in slightly acidic medium. Adaptation of this assay
into the sequential injection format turned out to be
straightforward. By variation of sample/reagent/spacer
configuraticns and volumes, response curves followed the
pattern predicted by the guidelines derived from dispersion
experiments. Selected from a wide range of investigated
configurations, only two extreme cases are discussed here.

Nearly complete zone overlap (S, = 0.5S;/; and R, = Sy5,
P = 0.690) using an excess of reagent (see Experimental
Section) was investigated by injecting a series of standard
chloride solutions. These injections, monitored at 480 nm,
yielded a typical flow injection response curve, while the re-
sulting calibration graph was a straight line, with a small blank
offset typicel for chloride reagent chemistry. The results were
highly reproducible (better than 1% RSD), and the slope of
calibration curve was similar to that obtained by a conven-
tional flow injection technique (Figure 2.1 of ref 3).

Minimized zone overlap was obtained by injecting a spacer
plug made of carrier solution (R, = S, = Sy/5, Sp = 25y, P
= 0.023), while reagent and sample concentrations remained
the same as in the previous experiment. As predicted, the
sensitivity of determination decreased dramatically, since only
the trailing edge of the chloride zone was penetrated by the
front of the reagent zone (similar to zone overlap shown in

R d
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Figure 8B). For reasons discussed in conjunction with Figure
7B, the reproducibility of determination was somewhat lower
(2-5% RSD), and the calibration line had a slight tendency
to curve upward from linearity at high sample concentrations.
In cases when there is a need for extensive sample dilution,
as in process control, this approach may find applications.
That is, partial zone overlap is a useful technique allowing
assay of highly concentrated samples, as in Figure 7B.

Double-Reagent Assay. Colorimetric measurement of re-
duced phosphomolybdate complexes (molybdenum blue) is
the basis for determination of phosphate, via reduction of the
previously formed phosphomolybdate by a second reagent
containing a reducing agent. Since the molybdate reagent is
incompatible, on storage, with reductants such as ascorbic acid,
two separate reagents must be sequentially used. When the
phosphate sample was inserted as a central zone, sandwiched
between two reagent zones of equal volumes (R, = 0.5S, s,
molybdate zone at rear, ascorbic acid up front, i.e., close to
the valve), a sequence typical for a spacer experiment (as
shown in Figure 8A) was stacked into reactor 1 and then
injected through reactor 2 into a detector, which was tuned
to 660 nm. Since in the three-zone configuration the spacer
volume and reagent concentrations are the critical parameters,
experiments showing their influence are discussed here.

A sequence with a short sample zone (S, = 0.55) ;) sand-
wiched between reagent zones of high concentration (0.01 M
ammonium heptamolybdate and 1.4% ascorbic acid) gave a
response curve and calibration graph which very closely re-
sembled conventional flow injection readouts of comparable
sensitivity and linearity (Figure 6.3 of ref 3). The same zone
configuration with a longer sample zone (S, = 1.0S, ;) and
a lower reagent concentration (0.005 M ammonium hepta-
molybdate and 0.7% ascorbic acid) resulted in a calibration
curve of much lower slope and nonlinearity, due to a reagent
limitation at higher analyte concentration. This nonlinearity
was also observed in all other zone configurations (e.g., sample
zone first, followed by two reagent zones), where insufficient
zone penetration, combined with low concentration of injected
reagents, led to reagent deficiency in the element of fluid
corresponding to the peak maximum. Finally, replicate
phosphate determinations by sequential injection at optimized
conditions (that is, S, = 0.5S,, or less, sandwiched between
two reagent zones of at least 0.5 Sy, and reagent excess)
yielded reproducible results (typical(y 1% RSD).

CONCLUSION

This study confirms the feasibility of performing single and
multireagent chemical assays in a sequential injection system.

Remarkably, all dispersion experiments and two quite dif-
ferent chemistries were performed in the same single-channel
flow system, without the need for physical reconfiguration.
Thus, unlike conventional flow injection, where transition from
chloride assay to phosphate assay requires replumbing of an
entire manifold, the single-pump, single-valve, and single-line
system is capable of accommodating diverse chemistries and
sample concentrations by reconfiguring the zone sequence
from a computer keyboard. Since the sinusoidal pump used
is a piston pump and since the flow channel and flow cell are
filled with wash solution between measurements and during
the standby period, the entire system can be closed down and
restarted without the need for servicing, such as washing or
pump tube adjustment (there are no pump tubes). Additional
assets of the sequential injection system combined with the
sinusoidal flow pump have been discussed previously (2) and
are summarized in Table I of that reference.

There are presently two drawbacks of SI to be mentioned.
First, since the aspiration of the wash and sequencing of the
zones in reactor 1 takes some time (typically 30 s), the sam-
pling frequency of the SI system is presently half that of a
conventional FI system, where filling of the injection valve
is a matter of a few seconds. Secondly, SI requires specialized
software, since the sequencing, injection, and data collection
are entirely computer driven. This, however, is not an obstacle
to using the technique.

Still much remains to be explored and optimized. The
influence of flow rates and manifold dimensions has not yet
been investigated. The presently used configuration is not
necessarily optimized, since the channel dimensions may be
further decreased.
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Determination of the Diffusion Coefficients of lodine in
Porphyrin Thin Films by Utilization of the Battery Effect in

Schottky Barrier Devices

W. Andrew Nevin!

Department of Electrical and Electronic Engineering, Trent Polytechnic, Burton Street,

Nottingham NG1 4BU, England

A novel method for measuring the diffusion coefficlent of a
volatile dopant In an org Iconductor Is described,
which utilizes the dark battery surface effect found In thin-film
Schottky barrler structures containing aluminum as the barrier
metal. The method Is used to determine the diffusion coef-
ficlents of iodine in a serles of tetraphenylporphyrin (TPP)
films with varying central substituent, Mg, Zn, H,, Cu, and Ni.
Diffusion coefficients of the order of 10~ cm?/s are observed,
and with the exception of CuTPP, the diffusion coefficient
Increases exponentially with Increasing ring-oxidation potential
of the porphyrin. The results Indicate that the diffusion is
largely governed by charge-transfer interactions between the
lodine and porphyrin molecules. In addition, a close rela-
tionship is found between the measured diffusion coefficient
and the quantum efficiency for charge-carrier photogeneration
In the materlals.

INTRODUCTION

Recently, there has been considerable interest in the doping
of organic semiconductors, such as porphyrins and phthalo-
cyanines, with electron-acceptor dopants, in particular the
halogens. At high concentration, the acceptor enhances the
dark conductivity of the materials up to the metallic range
(1), while at low levels, the acceptor has been found to produce
large increases in the photovoltaic efficiency of organic solar
cells by enhancing the charge-carrier photogeneration (2—4).
The effect is thought to be due to the formation of a
ground-state donor-acceptor charge-transfer complex between
the organic semiconductor and dopant molecules, the extent
of transfer increasing with increasing concentration of dopant.
It is therefore of fundamental interest to obtain information
about the diffusion of the dopants within the organic materials,
since this can aid in understanding the nature of the inter-
actions occurring between the dopant and semiconductor
molecules. However, measurements of this type are generally
difficult with thin films by using normal gravimetric tech-
niques, because of the low diffusion coefficients encountered
and the small amounts of dopant incorporated into films.

In this paper, a novel technique is presented which allows
measurement of the diffusion coefficient (D) of a volatile
dopant at low concentration in an organic semiconductor thin
film. This utilizes the dark battery surface effect found in
Schottky barrier sandwich structures containing an aluminum
electrode as the barrier metal. The method has been used
to determine, for the first time, the diffusion coefficients of
iodine in a series of tetraphenylporphyrins (TPP) with central
substituents of Mg, Zn, Hy, Cu, and Ni. The diffusion coef-
ficient is found to be closely related to the quantum efficiency

! Present address: Central Research Laboratories, Kanegafuchi
Chemical Industry Co. Ltd., 2-80, 1-chome, Yoshida-cho, Hyogo-ku,
Kobe 652, Japan.

for charge-carrier photogeneration in this series of compounds,
thus illustrating the usefulness of this type of measurement
in analyzing and predicting organic semiconductive and
photoconductive behavior.

THEORY

Diffusion processes in organic solids have been compre-
hensively reviewed by Rogers (5). In the simple case of
“Fickian” diffusion of a dilute component in a second com-
ponent, the diffusion over the initial stage of sorption or
desorption occurs in a semiinfinite medium and often follows
the relationship (5)

M,/M, = 4D'21/2 /71/2d )

where d is the sample thickness, and M, and M., are the
cumulative masses sorbed or desorbed at times ¢t = ¢ and ¢
= o, respectively. M., is attained when there is no sensible
change in mass over a time interval comparable to the interval
required to attain that value. D can therefore be calculated
from the initial slope of a plot of M,/M. vs t'/2/d, if this is
linear. Alternatively, at longer times, when M,/M.. > ca. 0.4,
the diffusion can be described by

In (.- M,/M.) = In (kg/x% - Dxt/d®  (2)

so that D can be calculated from the slope of a plot of In (M.,
—M,) vs t/d% D can also be obtained from the time (t,/5) at
which M,/M.. = 0.5, according to

ty2/d? = ~(1/7°D) In [(?/16) - (1/9)(=?/16)]]  (3)
ie.
D = 0.04939/(t,/2/d?) 4

If the diffusion coefficient is dependent upon the concen-
tration of the diffusing species, for example, as a result of a
change in the host material film structure, then the value of
D obtained from eqs 1-4 is the integral diffusion coefficient
over the range of concentrations (c) studied in each case (i.e.
from ¢, to ¢.). It will be shown below that M,/M., and (M.,
— M,) can be obtained from analysis of the time dependence
of the short-circuit dark current (Jg) during pumping out of
a volatile dopant from an organic semiconductor thin film in
a Schottky barrier device.

Previous work on p-type organic Schottky barrier or met-
al-insulator-semiconductor (MIS) devices containing an
aluminum electrode as the barrier contact has shown that in
the presence of an atmosphere of electron-acceptor dopant,
such as oxygen/water vapor or iodine vapor, a dark battery
effect is observed, manifested in the appearance of a high dark
current and dark voltage (6). It is thought that this is due
to an increase in the surface conductivity of the semiconductor
as a result of the adsorption of a high concentration of dopant
molecules. Conductive pathways are formed directly between
the Al and ohmic contact along the surface of the organic layer,
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leading to the occurrence of a battery effect as a result of an
electrochemical reaction at the Al electrode. On evacuation
of the system, the dark battery effect is rapidly reduced due
to the desorption of the surface dopant molecules. In the
method described here, this effect is utilized, by exposing the
organic layer to excess dopant during its deposition, and
subsequently observing the decay of the dark current as the
dopant diffuses out of the film under continuous vacuum
pumping. The level of dark current is then determined by
the concentration of dopant molecules at the surface at any
given time, which is, in turn, determined by 1he rate of dif-
fusion of the dopant from the bulk of the film.

It has been shown previously that the dar< conductivity
(04) of an organic semiconductor for low amounts of adsorbed
dopant gas or vapor follows the relationship (7)

aq = A exp(am) (5)

where m is the amount of gas or vapor adsorbed and A and
« are constants. At high concentration, this -elationship is
lost, so that an important feature in the methcd is to restrict
the concentration of adsorbed dopant to low snough values
to obey eq 5 but large enough to form weakly conductive
pathways across the surface of the organic ‘ilm to give a
significant dark current. This was carried out by continuing
the diffusion pumping of the chamber during exposure to the
dopant. From eq 5, the surface concentration (M) of dopant
molecules is then related to the short-circuit dark current
according to

M < In Jg (6)

Since the concentration at the surface at a1y time ¢ will
depend upon the diffusion of the dopant molecules from the
bulk of the film, it follows from eq 6, that the concentrations
of dopant in the film at times ¢ = 0, ¢ and =, respectively, are
given by My = In Jy, M,” = In J;, and M.’ « In J.,, where J,
is the initial short-circuit dark current, J; is the dark current
at any time ¢, and J, is the value of decayed dark current at
a time «, when there is no sensible change in current over a
time interval comparable to the time required to reach that
value. The amounts of dopant diffused out of the film at times
t and «, M, and M., respectively, are then given by

M, = M,- M/’ (W)
M. =M,-M. (€]

Hence, it follows that
M, /M. =(nJy-Ind)/(nJy—1InJ.) )
M.-M,=[(InJy-InJ,)-(UnJy-nd)] (10)

The diffusion coefficient can then be determined by combining
eq 9 with eq 1 or 4, or eq 10 with eq 2.

EXPERIMENTAL SECTION

The tetraphenylporphyrins were prepared and purified using
standard procedures, as described previously (3, 4). A final pu-
rification was carried out by sublimation onto glass wool imme-
diately before fabrication of the devices. Iodine crystals were
purified by sublimation in air onto a cold glass surface.

The vacuum deposition apparatus in which the devices were
fabricated and tested has been described previously (3). The main
feature was a rotatable evaporation source, so that devices could
be prepared and tested in situ, under high vactum, without
moving at any stage. Electrical output was measured via an
electrical feedthrough into the vacuum chamber, using a Keithley
Model 616 electrometer. Exposure to iodine vapor was carried
out by releasing the vapor from a test tube containing iodine
crystals, positioned at ca. 10 cm from the substrate, to give a
pressure of 1 X 1073 Torr in the vacuum chamber, under con-
tinuous diffusion pumping (3). The substrates were 2 mm X 50
mm diameter polished Pyrex disks, cleaned by soaking in 5%

ive
area

Al Al,05 TPP  Au Pyrex

film substrate

film film

(b)

Figure 1. Schematic diagram of the device structure: (a) top view;
(b) side view.
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Figure 2. Evolution of the short-circuit dark current (J4) with time after

deposition of the Au electrode, for MgTPP (@) and H,TPP (A) cells,
normalized to the initial MgTPP value.

5

Decon-90 solution, followed by heating to red-hot in a roaring
gas/air flame for several seconds (8). The devices were MIS
sandwich structures, formed by overlapping films of Al, Al;05,
TPzP' and Au, as shown in Figure 1, with an active area of ca. 5.6
cm?

The procedure for device fabrication and testing was as follows:
two tinned Cu wires were first attached to the surface of the
substrate with molten indium metal, using a soldering technique.
These were connected to the external measuring circuit, to allow
measurement of the cell output immediately after fabrication.
Deposition of films was carried out at a base pressure of ca. 1078
Torr. A 6-nm film of Al was evaporated over one In contact, and
a layer of ca. 3-nm Al;O3 was then grown on this by exposure to
a controlled mixture of oxygen/water vapor (9). A layer of this
type has been found to give additional stability to the fabricated
devices (10, 11). Following pumpdown to 107 Torr, a 130 nm thick
porphyrin film was deposited at a rate of 10 nm/min. During
its evaporation, the film was exposed to I, vapor periodically for
a few seconds each time, with a total exposure time of about
20-120s. A 10 nm thick Au layer was then immediately deposited
onto the porphyrin, to cover the second In contact, and the decay
of Jg followed as the I, diffused out of the device. Measurements
were taken discontinuously in order to minimize any degradation
of the Al electrode by the battery effect: since high photovoltaic
responses were observed for these devices, any such degradation
would appear to be negligible. In this study, the metal electrodes
were kept thin enough to be semitransparent, to allow mea-
surement of the photovoltaic properties. However, thicker
electrodes could be used, if necessary. All measurements were
made at a substrate temperature of ca. 20 °C.

RESULTS AND DISCUSSION
Figure 2 shows the change of Jg with time for typical
MgTPP and H,TPP cells, normalized to the initial value of
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Figure 3. Plots of M,/M.. vs t"2/d for MgTPP (@), ZnTPP (), and
H,TPP (A) cells.

Table 1. Diffusion Coefficients (D) of Iodine in
Tetraphenylporphyrin Thin Films®

MgTPP CuTPP ZnTPP

D (10 1.1 (*42%) 1.5 (£6%) 2.3
cm?/s)

9Values for MgTPP, CuTPP, and H,TPP are averages of six,
two, and six devices, respectively.

H;TPP  NiTPP
5.1 (£39%) 8.2

the MgTPP cell. The current decreases rapidly initially, from
a value of the order of 1071° A/cm? measured at 2 min after
deposition of the Au electrode, toward a saturation level of
around 10712 A/cm? after 24-48 h under vacuum. Notably,
the initial rate of decrease is much larger for the H,TPP cell.
The ratios M,/ M., were calculated using eq 9, by taking J;
as the current measured at 2 min after deposition of the Au
electrode, and J., as the saturated current measured at a time
of 24-48 h. For example, for the cells of Figure 2, the values
of Jy and J,, were 140 and 157 pA/cm? and 1 and 4 pA/cm?,
for MgTPP and H,TPP, respectively.

Plots of M,/M.. versus t*/2d for MgTPP, ZnTPP, and
H,TPP devices, measured over the initial period, are shown
in Figure 3. Good straight-line plots are obtained in each
cage, with least-squares fit regression coefficients of 0.999,
0.989, and 0.998 for MgTPP, ZnTPP, and H,TPP, respec-
tively. Values of D, calculated from the slopes using eq 1, are
1.2 X 1075, 2.3 X 1075, and 5.2 X 107%5 cm?/s, respectively,
for these cells. Deviation from linearity occurred at times
longer than about 50 min (H,TPP) to 4 h (MgTPP), corre-
sponding to M,/M.. values of ca. 0.5-0.7, in good agreement
with the behavior expected for ideal Fickian diffusion (5). A
total of six devices for each of MgTPP and H,TPP, two of
CuTPP, and one for each of ZnTPP and NiTPP were analyzed
in this study. Table I lists the average values of D, calculated
from the slopes over the initial time period, together with the
total range of values observed for each compound. The dif-
fusion coefficient is found to increase in the order of central
substituent Mg < Cu < Zn < Hy < Ni. Calculation of D by
using eqs 2 and 4 generally gave good agreement with the
values listed in Table I, within a variation of about 5-30%.

As far as the author is aware, diffusion coefficients of
halogens in porphyrins have not been reported previously.
However, the measured values are in good agreement with a
value of D = 5 X 10715 cm?/s for the diffusion of oxygen in
lead phthalocyanine single crystals, obtained by extrapolation
to 300 K of the results of Yasunaga et al. (12), which were
measured at 465-515 K. They are also around the same order
as values of D = 107%-10""7 cm?/s measured for I, diffusion
in conducting polyacetylene films (13).

It has been shown that the stability of a charge-transfer
complex is proportional to the energy of the ground-state
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Figure 4. Semilog plot of the measured diffusion coefficient (D) of
iodine vs the porphyrin first ring-oxidation potential (E ;) for MgTPP
(six cells) (@), ZnTPP (one cell) (M), CuTPP (two cells) (¥), H,TPP (six
cells) (A), and NiTPP (one cell) (®). The error bars show the range
of values obtained for each compound. The line is the least-squares
fit through the data points except CuTPP (regression coefficient =
0.995).

complex (W) minus the ionization potential (I,) of the donor
molecule, according to the relationship (2)

stability « exp[(Wy — I,) /kpT] (11)

Hence, if the diffusion of iodine in the thin film is controlled
primarily by charge-transfer interactions with the porphyrin
molecules, the diffusion coefficient would be expected to be
an exponential function of the porphyrin ionization potential.
In the series of tetraphenylporphyrins studied here, I; should
be approximately proportional to the first electrochemical
oxidation potential of the porphyrin ring. This is plotted (14)
versus the logarithm of the measured diffusion coefficients
in Figure 4. With the exception of CuTPP, a good linear fit
is obtained, indicating that the diffusion is indeed governed
largely by charge-transfer interactions. This is also implied
by the low values of D, which are closer to those measured
for dopant diffusion in inorganic semiconductors than for the
usual diffusion of noninteracting gases and vapors in organic
materials (5, 13). From Figure 4, CuTPP shows a value of
D much lower than expected from its oxidation potential. It
has also been noted that this compound shows a lower than
expected charge-carrier photogeneration efficiency compared
to the other porphyrins in the series (15). However, it is
presently difficult to explain this seemingly anomalous be-
havior. Possibly, the lower D may be due to a relative en-
hancement c¢f the porphyrin-iodine charge-transfer interac-
tion, as a result of coupling between the unpaired electron in
the Cu d,2_2 orbital and that on the oxidized porphyrin ring
(14). The lower photogeneration efficiency of CuTPP may
be the result of its shorter excited-state lifetimes compared
with MgTPP, ZnTPP, and H,TPP (15).

Since these devices are also photovoltaically active, it is
possible to compare the photovoltaic performance with the
diffusion properties. This is of interest, since it has been
suggested that a weak charge-transfer complex is important
in the charge-carrier photogeneration mechanism in organic
photovoltaic cells (2, 15, 16). Figure 5 shows a log-log plot
of the diffusion coefficient versus the peak (Soret band)
charge-carrier photogeneration quantum efficiency (¢,), re-
ported previously for devices fabricated under similar con-
ditions (15). Again with the exception of CuTPP, an excellent
fit is obtained, according to the relationship ¢, = 1/D*% This
close relationship between D and ¢, therefore provides direct
evidence for an important role of dopant-semiconductor
charge-transfer interactions in the operation of organic pho-
tovoltaic devices. In addition, the diffusion coefficient can
be seen to be a useful parameter in predicting the design of
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Figure 5. log-log plot of the diffusion coefficient (D | of iodine vs the
charge-carrier photogeneration quantum efficiency (¢ .) for MgTPP (@),
ZnTPP (M), CuTPP (V), H,TPP (A), and NiTPP (#) I-doped devices.
The line is the least-squares fit through the data poin's except CuTPP
(regression coefficient = 1.00).

organic semiconductive materials which might have high
photovoltaic efficiency.

In summary, the use of a novel method, by following the
decay of the short-circuit dark current in I,-exposed Schottky
barrier MIS devices, has enabled the comparison of the dif-
fusion coefficients of iodine in a series of tetraphenylporphyrin
thin films as a function of the porphyrin central substituent.
The method should be applicable to other volatile dopant/
organic semiconductor systems and appears particularly
suitable for the low values of diffusion coefficient found for
electron-acceptor dopants in organic semiconducting materials.
Although this study has been restricted to the use of an
electron-acceptor dopant with a p-type semiconductor, there
appears no reason why the method could not also be extended
to the measurement of diffusion coefficients of donor gases
and vapors in n-type organic semiconductors.
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Multichannel Amperometric Detection System for Liquid
Chromatography and Flow Injection Analysis
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A multielectrode amperometric detection system has been
developed for use In flow sy The main purp of this
work was to Improve the information content relative to sin-
gle- and dual-working-electrode detectors, without making any
concesslons to the attalnable detection limits. The system
consists of a centrally Injected detector with a circular array
of 16 working electrodes In a parallel configuration, 1 refer-
ence electrode, and 1 auxiliary electrode. A computer-con-
trolled, multichannel potentiostat has been constructed to
provide for setting each working electrode at a different po-
tentlal and measuring the resulting currents independently.
Adequate individual Input-current offsets and low-pass filters
allow measurements at 100 pA full scale. In the prototype
arrays, glassy carbon, gold, gold-amalgam, and (modified)
carbon paste (CP) have been used as electrode materlals.
For a 16-electrode CP detector applied in the detection of
catecholamines In liquid chromatography, a linearity over a
range of 10-°-10~°" M and a detection limit for epinephrine of
approximately 0.1 pg Injected have been achieved. A pre-
viously unreported feature of a multichannel amperometric
detection system Is the use of different electrode materials
In one electrode array. The possibliities are demonstrated by
the detection of glutathi

fow Inlact el
In /! ysis.

INTRODUCTION

Amperometry is widely used for detection of electrochem-
ically oxidizable and reducible substances in liquid chroma-
tography (LC) and flow-injection analysis (FIA). An am-
perometric detector typically consists of a working electrode
(WE), a reference electrode (RE), and an auxiliary electrode
(AE). The potential applied to the working electrode is kept
constant with respect to the potential of the reference elec-
trode and is—for maximum sensitivity and reproducibility—
preferably chosen in the limiting current range of the sub-
stance(s) to be detected. The detection potential is generally
derived from a hydrodynamic voltammogram. This requires
the repeated injection of the sample at a number of detection
potentials, which is usually time-consuming.

Several efforts to obtain three-dimensional information
(current as a function of both time and potential) have been
made. This provides information about the electrochemical
characteristics of the eluting substances and the possibility
to detect each component in a mixture at an optimum de-
tection potential in a single chromatographic run. It is possible
to apply fast-scanning voltammetric detection, instead of
amperometric detection (I-4). Serious drawbacks, however,
are the significant increase in background (mainly charging
current) and the shift of the voltammetric wave/peak toward
more extreme potentials if the electrode reactions are not fast.
These problems can partly be overcome by application of a
more sophisticated technique like square-wave voltammetry
(5-9) and coulostatic compensation of charging current (10-12)
and/or by the use of microelectrodes (9, 13, 14). Another
approach is the use of a potential scanning technique with
a series configuration dual-electrode detector. The potential

is scanned at the upstream electrode, and the current is
monitored amperometrically at the downstream electrode (15,
16). However, in all mentioned cases, the detection limits are
2 or 3 orders of magnitude higher than those obtained by
conventional amperometric detection systems.

Another step toward three-dimensional information is the
use of more working electrodes set at different potentials.
Although the expressions “multichannel” and “multielectrode
or multiple-electrode detection” have been used quite fre-
quently in the past, nearly all these contributions involve two
working electrodes in a series or parallel configuration
(dual-electrode detection).

As far as we know, at present only three publications de-
scribe real multichannel electrochemical detection systems
(more than two independently controlled working electrodes)
for applicaticn in flow analysis (17-20). In all designs, arrays
of working electrodes in a series configuration have been
applied.

Matson et al. (17, 18) described an electrochemical detection
system with up to 16 separate Coulometric flow-through cells
in series. Each working electrode, having its own reference
and auxiliary electrode, is controlled by a separate potent-
iostat, enabling different potential settings. In this approach,
neurotransmitters and associated compounds could be char-
acterized at picogram levels. Matsue et al. (19) described the
design of a multichannel electrochemical detection system with
a microelectrode array flow cell and a homemade computer-
controlled 16-channel potentiostat. By applying a sequence
of five potential steps to each of the working electrodes,
current respcnses at 80 different potentials could be obtained
in 1 cycle of 0.27 s, as was demonstrated for ferrocene de-
rivatives in a FIA setup (detection limit: 20 pmol injected).
The design of a multichannel, computer-controlled detection
system with an array of 32 gold working electrodes in a
thin-layer flow cell has been reported by DeAbreu (20). Apart
from the construction of the flow cell (21), up to now no results
with that system have been published in the literature.

Additionally, some designs of a multichannel potentiostat
for other electrochemical purposes have been published
(22-24). In 1980, Schwabe et al. (22) described a multichannel
potentiostat for six working electrodes for corrosion research.
Dees and Tobias (23) applied a micromosaic electrode in
mass-transfer studies. For that purpose, they used a com-
bination of a conventional potentiostat and a specifically
designed 120-channel current follower to monitor independ-
ently the currents of 100 electrically isolated segments of the
micromosaic electrode. In their design, all segments had to
be kept at the same potential. More recently, Harrington et
al. (24) published a detailed description of a general purpose
multiple-electrode (11 working electrodes) potentiostat. Po-
tential steps and scans can be used with their design with the
same regime for all working electrodes.

In this paoer, we report on a multichannel amperometric
detection system. Its development involves (a) a multielec-
trode detector cell (parallel configuration), (b) a multichannel
potentiostat for up to 16 working electrodes, 1 reference
electrode, and 1 auxiliary electrode, and (c) hard- and software
for control, data acquisition, and data processing. The system

0003-2700/91/0363-2418$02.50/0 © 1991 American Chemical Society
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Figure 1. Top view (drawn to scale) and cross section of the 16-
electrode detector cell.

has been used in liquid chromatography for detection of
catechol- and indoleamines and related compounds. Arrays
of 4 and 16 equivalent electrodes, set at different potentials,
have been used. The detection limit for epinephrine is 100
fg injected. The system has also been used wirh an array of
electrodes which are different in material and/or modification,
for the detection of glutathione in a FIA systera. This dem-
onstrates a new feature of the multichannel émperometric
detection system.

EXPERIMENTAL SECTION

Detector Cell and Electrode Arrays. For the multi-work-
ing-electrode version, a modification of a homemade detector cell
(PB-2) has been used. Design, construction, and ckaracterization
of the electrodes, as well as the hydrodynamics and mass-transfer
characteristics of the detector, have been described previously
for the one-working-electrode version (25, 26). A minor modi-
fication in the design of the multielectrode version has been made:
a stainless steel capillary (i.d. 0.25 mm) was mounted in the center
of a holder that contains the circular array of working electrodes
(Figure 1). The reference electrode was a saturated calomel
electrode (SCE), placed downstream. The auxiliary electrode was
a glassy carbon (GC) disk of 10-mm diameter, sezled in a glass
holder. Silicon was coated on the side of the glassy carbon disk
by chemical vapor deposition to ensure a leak-free seal between
the electrode material and the glass holder (25). The holder for
the working electrodes has been made of poly(trifluorochloro-
ethylene) (Kel-F). Glassy carbon rods of 1-mm diameter (Sig-
radur-K, Sigri GmbH, Meitingen, Germany) and gold wire of
1-mm diameter (Drijfhout & Zn. BV, Amsterdam, The Nether-
lands) were press-fitted in the Kel-F holder at a distance of 2.5
mm from the center (four-electrode arrays). To pravent leaking
of electrolyte, a stainless steel ring was pressed arourd the slightly
tapered outer end of the holder. The 16-working-electrode arrays
were constructed by drilling 16 holes of 0.8-mm diameter in the
holder, symmetrical around the capillary at a distence of 4 mm
from the center. The holes were filled with carbon paste (graphite
and liquid paraffin 2:1 w/w). Electrical contact was made by
copper disks at a depth of 3 mm. Working and auxiliary electrode
holders were set at a distance of 50 um by using & three-point
poly(vinyl chloride) (PVC) spacer, thus forming 1 50-um gap
separating the opposing walls of the flow channel (see Figure 1).
The cell was placed in a Faraday cage, and all cables were shielded
to diminish environmental noise.

Multichannel Potentiostat. The compute-controlled,
modular potentiostat has been designed to control independently
the potential of up to 16 working electrodes, with a common
reference and auxiliary electrode. The potentiostat consists of
a power supply, an AE/RE board, a decoder board, and an i/E
converter module for each of the 16 channels. The potentiostat
is fully computer-controlled. Each i/E module contains the
following: (a) an i/E converter with an OPA 128 (Analog Devices)
as the current follower; the output voltage of the i/ E converter
is £5 V full scale; (b) a double-channel DAC (2 X 12 bits, AD 7547);
one channel is used to convert digital signals from the computer
into an analog polarization voltage (Uy,) between 2.0 and +2.0
V vs the reference electrode potential (resolution ca. 1 mV); the
other DAC channel is used to control an input current offset
(maximum =+ 0.2 pA, resolution ca. 50 pA); (c) a digitally ad-
dressable array of relays to control the sensitivity ¢t which the
currents are measured (1 mA to 1 nA, 7 decades); ths sensitivity

COMPUTER

——————— Deto Chennel
Digital /0 | serection Selection Unit
Multiplexed |

/D Conver

l

Figure 2. Block scheme of the multichannel electrochemical detection
system.

Figure 3. Basic circuit of the multichannel potentiostat.

chosen, however, is identical for each channel; (d) an analog
low-pass (third-order Bessel) filter with a cut-off frequency of 3.2
Hz; the filter unit can be switched off for application of potential
scans and measuring undistorted voltammograms.

The digital input and analog output signals are bused through
the backplane to interface boards in the personal computer. The
basic schematic diagram of the multichannel potentiostat is shown
in Figure 2. Figure 3 shows the electronic scheme of an i/E
converter module.

Computer Hard- and Software. For data acquisition and
control of the multichannel potentiostat, an IBM-AT personal
computer was used. The computer was equipped with a Burr-
Brown PCI-20000 interface. This interface consists of a carrier
(containing 32 1-bit digital I/O ports) and a module, providing
for 16-channel multiplexed analog input (12-bits ADC), and a
software-selectable gain of 1, 10, 100, or 1000. Digital I/O is used
for controlling the sensitivity range, the input current offset, and
the potential of the working electrodes. The software-selectable
gain of the input module allows for fast autoranging over 3 decades
and expansion of the effective sensitivity range to 10 pA full scale.
For timing of the data acquisition and for the potential scan-rate
control, the programmable interval counter and timer chip of the
IBM-AT is used.

Software for control, data acquisition, storage, display, and data
processing has been developed in-house and has been written for
the main part in Turbo-Pascal V 5.0 (Borland). Several routines
have been written in Assembler language. Three different ex-
ecutable programs have been developed: one for electrode pre-
treatment/ conditioning with a sequence of potential steps and/or
scans, one for multichannel amperometric detection, and one for
data processing and representation.

Liquid Chromatography and Flow-Injection Analysis.
The LC system consisted of a Bruker LC 21B pump, an injector
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with a fixed 20-uL sample loop (Rheodyne 7125), and a 100 X
3.0-mm i.d. column with 5-um ChromSphere C18 (Chrompack).
The mobile phase was 0.1 M acetate buffer, pH 3.8, with 5%
methanol, containing 3 mM heptanesulfonic acid and 0.3 mM
EDTA. For elution of both catechol- and indoleamines with their
derivatives, a linear methanol gradient was applied between ¢t =
5 min (5% methanol) and ¢ = 15 min (35% methanol). The flow
rate was 0.7 mL/min.

The eluent for LC was filtered through a 0.45-um membrane
filter (Type SM27, Sartorius) and sonicated. During chroma-
tography, the eluent was degassed with helium.

The FIA measurements were done with a constant-flow plunger
pump (Labotron 134, Gelting, Germany), an injector with fixed
20-uL sample loop (Rheodyne 7125), and a single bead string
reactor consisting of PTFE tubing (1.8 m X 1.5-mm i.d.) filled
with glass beads (1.0-mm diameter). The carrier was 0.1 M
phosphate buffer, pH 7.0. A flow rate of 0.5 mL/min was used.

Chemicals. All reagents and solvents were of analytical grade
and used as received. All aqueous solutions were prepared with
water obtained from a Milli-Q system (Millipore). Solutions of
the electroactive substances were made freshly every day. Ascorbic
acid (AA), norepinephrine (NE), epinephrine bitartrate (E), do-
pamine hydrochloride (DA), D-(+)-tryptophan (TRP), 3,4-di-
hydroxyphenylacetic acid (DOPAC), 4-hydroxy-3-methoxy-
phenylacetic acid (homovanillic acid, HVA), 5-hydroxytryptamine
(5-HT, serotonine), 5-hydroxyindole-3-acetic acid (5-HIAA), 3-
methoxytyramine hydrochloride (3-MT), glutathione (reduced
form, GSH), 1-heptanesulfonic acid (sodium salt, HSA), and
ethylenediaminetetraacetic acid (disodium salt, EDTA) were all
from Sigma and were used as received. Graphite (99.999%) was
from Le Carbone Lorraine (Gennevilliers, France), and liquid
paraffin (spectroscopic quality, Uvasol) was from Merck. Cobalt
phthalocyanine was from Aldrich and mercury(II) acetate from
Baker.

Procedures. The glassy carbon electrode array was polished
with 6-um diamond spray on a polishing cloth, and the working
electrodes were electrochemically pretreated by potential scans
from 0 to +1.5 V vs SCE as described earlier (27). The electro-
chemical pretreatment was applied by using the pretreatment/
conditioning program. The carbon paste electrodes were elec-
trochemically pretreated in the same way as the glassy carbon
electrodes. Gold electrodes were conditioned by applying a po-
tential step regime (+0.8/0.0/-0.6/0.0 V vs SCE, 4 X 2 s, 10 cycles)
using the pretreatment/conditioning program.

A modified paste was prepared containing 2% (w/w) cobalt
phthalocyanine (CoPC) (28, 29). A gold-amalgam electrode was
prepared by the deposition of mercury on the gold electrode by
electrochemical reduction at -0.5 V vs SCE of a solution of
mercury(Il) acetate (several 20-uL injections of a 1 mM solution
in 1 M KNOy), using the FIA system described above.

RESULTS AND DISCUSSION

System Design. Multielectrode Cell. The centrally in-
jected detector contains hydrodynamically equivalent working
electrodes in a parallel configuration. The working electrodes
are placed in a circle, equidistant from the inlet capillary
(Figure 1). Compared to a single-electrode detector, with the
working electrode placed in the center and opposite the ca-
pillary, there is some loss in sensitivity due to decreased mass
transfer. For the 16-electrode CP detector, it can be calculated
that the sensitivity per electrode is approximately one-third
of the sensitivity that could have been obtained with one
working electrode of the same dimension placed in the center,
opposite the capillary, assuming a laminar flow profile (26).

Several working electrode arrays have been constructed.
Because arrays of carbon paste electrodes can be constructed
relatively easy, initially the 16-electrode versions have been
made of this type. Several 4-working-electrode arrays have
also been made with glassy carbon or gold as the electrode
material. In the construction of the latter electrode arrays,
special care must be taken to prevent leakage from electrolyte
solution in gaps between electrodes and the holes in the Kel-F
holder, in which the electrodes are pressed. Otherwise,
background and noise level may be excessive (25).

Multielectrode Potentiostat. A multichannel potentiostat
is required for setting each working electrode at a different
potential and measuring the resulting currents individually.
Design and dsvelopment of the electronics for a modular
potentiostat for up to 16 working electrodes and a common
reference and auxiliary electrode resulted in a circuitry that
differs from that used in conventional (bi)potentiostats. In
the generally used circuit to achieve potentiostatic control in
a three-electrode system (one WE), the working electrode is
connected to the inverting input of a current follower and is
virtually grourded. A feedback system, including the reference
and auxiliary electrodes, makes the potential of the reference
electrode equivalent to the source voltage, which is added to
the control araplifier (AE/RE board). Because the working
electrode remains at virtual ground, the voltage difference
between working and reference electrodes is equal to the
source voltage.

The simultaneous control of two working electrodes requires
a bipotentiostat. Usually, one electrode is controlled in the
way described above for a single-working-electrode system.
WE2 is connected to a second current follower, which receives
at its noninverting input a potential that is the difference of
the source voltages for the two working electrodes. So, WE2
is offset with respect to WEL.

The concept to control more than two working electrodes
is as follows. Separate current followers are used for each
working electrode. Each of these receives its own source
voltage (Uy,) at the noninverting input. The AE/RE circuit
is essentially the same as used in a conventional potentiostat.
However, no source voltage is added to the control amplifier.
A potential waveform, affecting all working electrodes in the
same way, however, could be applied, in just the same way
as is done in conventional circuits. In broad outline, the same
setup has been used by Matsue et al. (19) and by Harrington
et al. (24).

Software. Multichannel electrochemical detection is
difficult to perform without computerized instrumentation.
Therefore, both the control and data acquisition are fully
computerized. To reduce and standardize the amount of data,
the number of data sampled per run and per channel is
predetermined at 1000. This implies that the sampling fre-
quency is variable and dependent on the selected duration
of the run. The time required to obtain a 16-point voltam-
mogram and an on-line screen display of the 16 chromato-
grams/FIA -esponses is 30 ms. So, the minimum time for a
standard run is ca. 30 s, which is short enough for most FIA
applications.

The menu-driven data-acquisition program provides for
autoranging over 3 decades. One of the options in the program
automatically switches all channels off after overload con-
ditions that exceed a predetermined time interval. All re-
sponses are displayed on-line (i vs t) with different colors. The
sampled data is stored on a hard disk in a binary data file.

The data-processing and -representation program has been
designed to provide for spike rejection, smoothing (digital
filter), baseline correction, calibration of the signals, and peak
analysis (determination of retention times, peak heights, and
peak areas). Several data representation formats are available.
The graphical representation includes three-dimensional plots
of current vs time and potential, plots of current vs time and
channel number, or two-dimensional plots of the currents of
one or more selected channels vs time (chromatogram/FIA
response) or vs potential (hydrodynamic voltammogram).
Numerical representation includes tables with channel num-
bers, potentials, calibration factors, and—per channel and per
peak—the retention times, peak heights, and peak areas.
Processed files can be stored on a disk; graphical results can
be presented on a plotter or laser printer.
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Figure 4. Radial response diagram for the 16-electrode carbon paste
array: ca. 400 ng (2 nmol) of epinephrine injected.

Performance of the Multielectrode System. Equality
of Responses. Ideal behavior of the multielectrode detector
would include an equivalent response (signel, noise, and
background) of all channels with the working =lectrodes set
at the same potential, no cross-talk between the individual
channels, and signal-to-noise ratios comparable with con-
ventional single-electrode amperometric detectors. Equality
of the responses is determined by the hydrodynamics and
mass-transfer characteristics of the cell, by electrode and
detector geometry, by electrode kinetics, and by proper con-
figuration/adjustment of the electronics in the potentiostat.
The electrode and detector geometry and the design of the
electronic circuitry meet these requirements. A software
program has been developed for pretreatment; conditioning
of the working electrodes. With this program, a regime of
potential steps and/or scans can be applied to all working
electrodes in the same way. Its main purpose is to remove
as much as possible any inequalities due to differences in
electrode kinetics. It can also be used to improve the per-
formance of the electrodes by removing impurities and/or
increasing the electron-transfer rates.

The equivalence of the channels has been investigated by
comparing the responses of 16 channels—each set at +0.6 V
vs SCE—after injection of a standard sample of epinephrine
in the LC system. A typical result is plottec in a radial
response diagram (Figure 4). The relative standard deviation
of the average response was 4.5%. The same lavel of inac-
curacy is obtained by regenerating a fresh carbon paste surface
for an individual electrode. Therefore, the observed inho-
mogeneity of the response pattern in Figure 4 is not the result
of differences in geometry or mass transfer. The observed
small differences in response can be compensated for by
software, as they remain constant as long as the detector is
not reassembled. A calibration procedure is inc/uded in the
data-processing program for that purpose.

Noise and background currents did show larger differences
between the individual channels, both for the 16-channel CP
and the 4-electrode GC arrays. Probably, there are differences
in the quality of the individual electrode surfaces on a mic-
roscale that are not expressed in the magnitude of the signal
responses. Application of the pretreatment procedure did not
diminish these differences.

Cross-talk between individual channels, with the working
electrodes at different potentials, has never been observed,
neither at a high nor at a low sensitivity range, at flow rates
of 0.25 mL/min and higher.

Detection Limits. By using the built-in input current offset
in each channel, the highest sensitivity at which current could
be measured in practice (at E < +0.9 V vs SCE for CP and
at E < +1.3 V vs SCE for GC) turned out to be 100 pA full
scale. By the application of the digital filter (Savitzky-Golay
type) in the data-processing program, only a minor im-
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Figure 5. Chromatograms of ca. 4 pg (20 fmol) of epinephrine injected:
16-electrode carbon paste array, £ = +0.6 V vs SCE. The first two
peaks are injection peaks, the third one is epinephrine.

Table I. Comparison of Detection Limits per Channel for
Smoothed Data®

channel ip DA s, pA det limit,? pg
1 52 0.5 0.10
2 60 0.6 0.10
3 57 0.5 0.10
5 62 0.4 0.08
6 51 0.7 0.17
T 57 0.8 0.17
9 55 0.7 0.15
10 58 0.6 0.12
12 60 0.6 0.12
13 57 0.5 0.10
14 57 0.6 0.13
15 64 0.6 0.11
av 57.5 0.6 0.12

Injections of ca. 4 pg (20 fmol) of epinephrine, in duplicate.
®Quantity for which i, = 3s (i, is the peak height, s is the standard
deviation of the noise).

provement in the signal-to-noise ratios could be obtained
(factor 1.5). Figure 5 shows a set of 12 digitally filtered (13-
point smooth) chromatograms of 4 pg of epinephrine injected
(20 L of a 1 nM solution). Four of the 16 channels have not
been plotted, because the noise or background was signifi-
cantly larger than the average value for all channels. The
average detection limit for epinephrine detected at an indi-
vidual working electrode (n = 12) was calculated as 0.12 pg
or 25 pM (for a signal equal to 3 times the standard deviation
of the noise). Some characteristics are shown in Table I.

The low detection limits obtained with the described system
are probably due to a combination of well-designed electronic
circuits, and the choice of the carbon paste electrode material.
Previous (unpublished) work done by us using a circular gold
electrode array, constructed with thick-film technology, re-
vealed relatively high background currents, more noise, and
a worse reproducibility compared to the carbon paste electrode
array.

Linearity. The linearity of the 16-channel carbon paste
detector has been evaluated from log-log plots of peak height
vs concentration. Epinephrine solutions ranging from 10 uM
to 1 nM were used, and two injections at each concentration
were measured. Table II shows the slope, standard error of
slope, and correlation coefficient obtained from log-log plots
of peak height vs concentration for the 16 channels. The
log-log plots were all linear, and the slopes were not deviating
very much from unity, indicating linearity of response over
4 decades. Intercepts from lin-lin (linear-linear) plots in the
same concentration range showed no statistically significant
deviations from zero.
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Table II. Linearity of the 16-Electrode Carbon Paste
Detector®

channel slope® corr coeff
1 0.976 £ 0.003 0.9998
2 0.972 £ 0.002 0.9998
3 0.978 + 0.003 0.9998
4 1.000 % 0.003 0.9997
5 0.968 % 0.002 0.9998
6 0.974 % 0.003 0.9997
7 0.977 £ 0.002 0.9998
8 0.988 + 0.002 0.99998
9 0.991 + 0.002 0.9998
10 0.978 + 0.002 0.999998
11 0.975 + 0.001 0.99997
12 0.997 + 0.001 0.999 9998
13 0.986 + 0.001 0.9999994
14 0.978 + 0.001 0.999998
15 0.985 + 0.001 0.999997
16 0.977 £ 0.001 0.999 9994

2log-log plots, range 4 pg to 40 ng of epinephrine injected
(10°-10% M), in duplicate. °The tabulated errors are standard
errors of slope.
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Figure 6. Chromatograms of a mixture of 2 nmol of AA, NE, DOPAC,
E, 5-HIAA, HVA, TRP, 5-HT, and 3-MT. Detector: 4-electrode glassy
carbon array, E1 = 500 mV, E2 = 700 mV, E3 = 900 mV, and E4
= 1100 mV vs SCE. Gradient elution.

Application in LC. The 4-electrode GC and the 16-elec-
trode CP arrays have been applied in the amperometric de-
tection of catecholamines, indoleamines, and some precursors
and metabolites. An example is shown in Figure 6 for de-
tection with the 4-electrode GC array. In Figure 7a, the
resulting responses from 16-electrode CP detection have been
plotted in a three-dimensional way. From the latter data, the
i/ E relations (equivalent to hydrodynamical voltammograms)
can be derived (Figure 7b). The nonideality of the shapes is
probably related to the carbon paste electrode material used.

Application in FIA. An advantage of the chosen configu-
ration is that electrode arrays can be used consisting of dif-
ferent electrode materials and/or modifications. Because each
electrode may respond differently to a particular substance,
the information content is further improved relative to the
same detector with only one type of electrode material or
modification. To explore this possibility, a 4-electrode array
was fabricated consisting of a gold (Au), a gold—amalgam
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Figure 7. (a, top) Thr i chr g of a mixture of
2 nmol of AA. NE, DOPAC, DA, 5-HIAA, and HVA. Detector: 16-
electrode carbon paste array. Isocratic elution, 5% methanol. (b,
bottom) i/E relations of the six components: AA (O), NE (@), DOPAC
(A), DA (A), 5-HIAA (+), and HVA (V).

(Au-Hg), a carbon paste (CP), and a cobalt phthalocyanine
modified carbon paste (CoPC-CP) electrode (Figure 8a). This
array was used in the detection of glutathione (GSH), a
thiol-containing tripeptide, in a FIA system. As can be seen
in Figure 8b, each of the four electrodes responds in a different
way to the thiol. Unmodified CP is not suitable for the de-
tection of glutathione, while the modified CP is (28, 29). The
small response at the gold electrode is probably related to
adsorption and decreases upon repeated injections. The
gold~amalgam electrode yields the largest response, which is
due to the oxidation of mercury, catalyzed by the thiol group.

CONCLUSIONS

The described system is superior to earlier reported po-
tential scanning methods in terms of data—-acquisition time
for the voltammograms and in terms of detection limits. It
is superior to single- and dual-working-electrode systems in
terms of information content, while it is comparable to these
systems in terms of detection limits. Detection limits in the
range reported by us have not yet been reported for a true
multichannel electrochemical detection system, as far as we
know.

The use of a variety of electrode materials and/or modi-
fications can further enhance the information content of
multichannel electrochemical detection, relative to a single
electrode material/modification. This is a new feature of a
multichannel electroch 1 detection sy not previously
demonstrated.

Future work in our laboratory will include the construction
of 16-electrnde glassy carbon and platinum arrays, the de-




ANALYTICAL CHEMISTRY, VOL. 63, NO. 21, NOVEMBER 1, 1991 « 2423

. 60
&
S_)
x S0
<
= 4.0
2.0
2.0 E (V vs. SCE)
o.s00 CP
1.0 0.s060 CP-CoPC
0.050 Au
L 0-050 Ay/Hg

D 25 S0 75 100 125

time (s)

Figure 8. (a, top) Top view of the array of four different electrodes
(drawn to scale). (b, bottom) FIA response of 20 nmol of glutathione.

termination of neurotransmitters in biological samples, the
application of statistical approaches for the evaluation of the
information content in the data (i.e., multivariate resolution
of peaks), and the development of multienzyme amperometric
biosensors, using different enzymes coated on the working
electrodes.
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This work establishes the fundamentals of the H-point stand-
ard-additions method (HPSAM) to kinetic data for the si-
multaneous determination of binary mixtures or the calculation
of analyte concentrations, completely free from bias error.
Two variants of the method are proposed; one Is applied when
the reaction of one component Is faster than that of the other
or the latter does not take place at all; the other Is used when
the rate of the two ponents are time-depend

Also It Is demonstrated that the shown accuracy of the me-
thod allows Hts application as a dlagnostic tool for the rellabllity
of lytical lts. The method was applied to the deter-
mination of manganese and vanadium by simultaneous oxi-
dation of Pyrogallol Red and also to the determination of
creatinine In serum samples and to the simultaneous deter-
mination of creatinine and albumin by the Jaffé method.

INTRODUCTION

The development of methods for the simultaneous deter-
mination of binary occassionally ternary mixtures of closely
related species on the basis of differences in their rates of
reaction with a common reagent is one of the great successes
of kinetic analysis. The evaluation of kinetic data obtained
by a kinetic method of analysis based on the reaction of a
mixture of substances with a given reagent depends on the
ratios between the rate constants of the different reactions
involved.

For a binary system consisting of two species X and Y that
react with a common reagent R, if the reaction of X is faster
than that of Y and the former finishes at a fixed time while
the other continues to take place or if the difference between
the rates of the two reactions is large enough, component X
can be accurately determined in the presence of Y. On the
other hand, if the rate of the reaction between Y and R is quite
low but conditions can be changed on completion of the re-
action of X, then the reaction of Y can be sped up and this
component determined as well (1).

The kinetic determination of the more reactive species in
a binary mixture is subject to a positive error arising from the
slow reaction that takes place in parallel. The magnitude of
such an error will depend both on the rates of the reactions
involved and on the concentration ratio of the reactants in
the mixture.

Some compounds react at a similar rate with a given
reagent, so they have to be determined by differential reac-
tion-rate methods.

The literature abounds with differential rate procedures,
many of which were reported in the last few years. Most of
such methods are aimed at the determination of inorganic
species in general, and to transition metal ions and non-metal
anions in particular (I).

Logarithmic-extrapolation, single-point, tangent, propor-
tional-equation, and linear graphical methods are some of the

*To whom correspondence should be addressed.

differential kinetic methods most frequently used to determine
two-component mixtures from rate measurements (2). Of
these, the proportional-equation method appears to be the
most flexible for simultaneous determinations; however, it
involves the accurate evaluation of rates and proportionality
constants and is only applicable in the absence of synergistic
effects.

On the other hand, we recently developed a modified
equilibrium standard-addition method called the “H-point
standard-additions method” (HPSAM) (3, 4) for the deter-
mination of unbiased analyte concentrations in the event that
the presence of a direct interferent and/or the total Youden
blank (TYB) is known. The method relies on the use of
multipoint signal data (analytical signal data obtained at two
accurately selected wavelengths) to transform otherwise un-
correctable to correctable errors and evaluate the analyte and
interferent concentrations. The HPSAM has been applied
with analytical spectroscopy to resolve mixtures of two com-
ponents with extensively or fully overlapped spectra (5). One
modification of the HPSAM uses absorbance increments as
analytical signals as these only depend on the analyte con-
centration (6). Such a modified method is of special use when
only the analyte concentration is to be calculated or only the
overall sample spectrum is available, and in applying the
single-standard calibration method.

This work was aimed at establishing the fundamentals for
application of the HPSAM to kinetic data for the simultaneous
determination of binary mixtures or the calculation of analyte
concentrations completely free from bias errors. For this
purpose we used two variants of the HPSAM: one is applied
when the reaction of one component is faster than that of the
other or the latter does not take place at all; the other is used
when the rate constants of the two components are time-de-
pendent.

Theoretical Background. (A) Analysis of Two Species
of Which Only One Evolves with Time. The HPSAM as
applied to equilibrium and spectrophotometric data allows
the determination of two species X and Y in a mixture, even
if their spectra are completely overlapped or only the analyte
concentration free of bias error when the spectrum of the
sample matrix is known.

The determination of the concentration of X by the
HPSAM under these conditions entails selecting two wave-
lengths A, and ), lying on each side of the absorption maxi-
mum of Y—and at the same distance if the peak is regularly
shaped—such that the absorbances of this latter component
are the same at both. Then, known amounts of X are suc-
cessively added to the mixture and the resulting absorbances
are measured at the two aforesaid wavelengths. The two
straight lines thus obtained intersect at the so-called “H-point”
(—Cy, Ag), where —Cy (=—Cy) is the unknown concentration
of X and Ay (=Ay) is the analytical signal of Y in the former
case and represents the constant bias error of the sample in
the latter.

The foundation of the HPSAM for the treatment of kinetic
data under the assumption that only one of the species, X,

0003-2700/91/0363-2424$02.50/0 © 1991 American Chemical Society
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Figure 1. (a) Required shape of the At curves for X and Y in case A (see text). (b) Plot of the H-point standard-additions method for case A.

C,** is the added concentration of X.

evolves with time, is exposed below. In this case, the variables
to be fixed are two times ¢; and ¢, at which the species Y,
which does not evolve with time or over the range between
these two times, should have the same absorbance, rather than
two wavelengths A\; and XA, as in the HPSAM as applied to
analytical signals obtained at equilibrium (3, 4).

The absorbances of X at a given wavelength A and two times
t; and t, will be b; and A; (Figure 1a), while those of Y under
the same conditions will be b and A—equal in this case. They
will be related through the following equations:

X) A;=b+mt; (G =t<tyi=0,1,n.) (1)
(Y) A'=b+mt; (m=0) )

where the subscripts i and j denote the different solutions for
n additions of the X concentration prepared to apply the
HPSAM and for a time comprised in the ¢;—¢, range, re-
spectively. Thus, the overall absorbances of the X-Y mixture
at t, and t, will be A, = b; + b, and A,, = A; + A’, respectively.

On the other hand, application of the HPSAM at the two
aforesaid times will yield

A, =by+b+MC; 3)
A,=AL+ A+ MG 4)
which intersect at point H (-Cy, Ap) = (Cx, Ay) (Figure 1b).
At the intercept
bo+b+ M Cy=As+A'+ My (5)
Hence
Cy = [(A7=b) + (4o - b))]/ (M, - M) ©)

As species Y is assumed not to evolve over time, then A’ =
b and

Cy = (Ao~ bo) /M, - M,) (7

which is equivalent to the existing Cx (=by/M,, = A¢/M,,).
Likewise, substitution of Cx into eq 3 yields Ay = b.

As the method of standard additions entails calculating the
unknown concentration by extrapolation at a zero ordinate,
taking into account that, according to the HPSAM 4; = f(t;]

DAy,

-Cy=-Cyx

G

Figure 2. Plot of the H-point standard-additions method using absor-
bance increments for case A.

= 0, then b; = 0 and m; = m = 0, this will be the H-point, at
which the slope of the A vs X concentration plot equals that
of species Y.

The overall equation for the absorbance at such a point will
thus simplify to

A'=b=Ay= Ay )

The intercept of the straight lines represented by egs 3 and
4 will thus directly yield the unknown X concentration (Cx)
and the analytical signal of species Y (Ay) corresponding to
t, and t, in the original samples, as the two times were chosen
in such a way that the latter species had the same absorbance
at both. This analytical signal will enable calculation of the
concentration of Y from a calibration curve, as this corre-
sponds to the zero point in the calibration curve of the analyte
in the presence of the sample according to the basis of the
standard-addition method (MOSA).

If the version of the HPSAM involving the use of the ab-
sorbance increment as analytical signal is employed by use
of A4, _,, instead AA, _,, (6), the resulting graph will be similar
to that shown in Figure 2 and will allow the analyte concen-
tration, Cyx, to be calculated with no systematic, constant, or
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Figure 3. (a) Shape of the A—t curves for X and Y in case B. (b) Plots of the H-point standard-additions method for case B treated according

to case A.

proportional error thanks to the intrinsic features of the
HPSAM and the nature of the MOSA. This variant should
be of use whenever only the analyte is to be determined or
when the A-t curve rather than the composition of the matrix
is known. It should also be useful to apply the single-standard
calibration method, which features greater simplicity and
rapidity. This version can often be comparable with the
classical kinetic method based on the AA v8 C 1, plot. This
method can also be used to diagnose the occurrence of in-
terferences with a given analytical procedure as, in the absence
of errors, the plot of any AA, _,, against the added analyte
concentration will have a common point (-Cy, 0).

(B) Analysis of Two Species with Overlapped Time
Evolutions. When the two species in a mixture, X and Y,
evolve with time, Cx and A, can be calculated as shown below
by plotting the analytical signal AA,_,, against the added
concentration of X at two wavelengths A, and ), provided
the abhsorbances of the Y component at these two wavelengths
are the same (Ay), and so are thus the AA, ,, values. Below
are described the HPSAM bases that apply under these
conditions, namely the use of two times ¢, and ¢; and two
wavelengths A; and \,, additivity of absorbances and absence
of synergistic effects. Thus, if the absorbance is plotted at
the two above times and wavelength A;, and X is assumed to
react faster than Y (Figure 3a), the intercept of the lines
described by eqs 3 and 4 will not yield the data pair (-Cx, A;),
but rather larger values of these parameters, as can be seen
from Figure 3b. By plotting AA,_,, against Cx*¥% at A, one
obtains the straight line shown in Figure 4. The intercept
of the line can be arranged to

AAg=(Ag+ A) - (b +b) = (Ag - by) + (A’-Db) =
AAX® + AAY° (9)
which would correspond to the analytical signal obtained from

the solution containing the sample alone. The analytical signal
for any other solution would be given by

AA™ = AAg" + AAy" = AAx™ + AAY (10)
Thus, the intercept with the x axis (—C’%) will provide a

concentration equivalent to the sum of the concentrations of
the two species, X and Y, while the intercept with the y axis

AA..

S}

(Ao*A) - (Do+d)

Gy oo

Figure 4. Plot of the H-point standard-additions method using absor-
bance increments between t, and f, for case B at A,.

will be equivalent to the sum of absorbance increments (AA).
This plot (Figure 4) provides information complementary to
that supplied by Figure 3b.

The application of an analogous procedure at A, will yield
absorbance values and plots of these against the added analyte
concentration similar to those in Figures 3 and 4 and similar
nonconclusive results.

The problem can be solved by considering the results ob-
tained at \; and )y, jointly as these two wavelengths are chosen
in such a way that Y has the same absorbance and hence the
same AA,_,, value at both, as can be seen from Figure 5. This
figure is similar to Figure 1, with the exception of the analytical
variables. Point H in Figure 5 corresponds to the intercept
of the straight lines

(A4, )\ = AAX™ + AAYOMMC,- (11)
(A4, )\ = AAR" + AAYM, C; (12)
with
Cy = (AAx% - AL / (M, - M) (13)
or

Cx = A"/ M, = A" /M,
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Figure 5. (a) Required shape of the A4, ,, vs A, graphs in case B. (b) Plot of H-point standard-additions method for case B.

Table I. Results for Different Mixtures of Manganese and Vanadium

mean concn found and std dev, mg/L

true concn,
mg/L proportional egs
Cy Cota Cy S Cotn S
0.20 0.55 0.22 0.04 0.57 0.04
0.20 1.10 0.21 0.04 112 0.04

HPSAM
5 min 10 min
C'v S CM,, S CM:: S
0.24 0.05 0.56 0.04 0.56 0.04
0.26 0.06 1.19 0.06 1.18 0.04

Likewise, species Y can be determined from AAy® = AAy
by one of two procedures, namely (a) by using AAy and a
calibration graph for Y [AAy = f(Cy)] at either of the chosen
wavelengths (A; or A;) or (b) by using the plot of A, or 4,,
against the added concentration of X (Figure 3b). As can be
seen from the figure, point H can be located at either wave-
length by calculating the difference (A’ b) and subtracting
it from the analytical signals obtained at t,; i.e. by subtracting
the calculated value AAy°® = AAy we will obtain the A; + b
values and hence be in a position to apply the H-point method
when the absorbance of species Y is constant. Thus, by tracing
a parallel to the straight line obtained at ¢,, we shall obtain
the actual H-point as the intercept with the straight line at
t;, the intercepts on the x and y axis will be -Cx = Cy; and
A’=b = Ay, respectively. From a calibration curve for Y at
t,, one can readily calculate the concentration of this species.

Some Representative Examples. Manganese and vanadium
can be determined simultaneously by oxidation of Pyrogallol
Red (PGR) using an equation system in which the absorbance
at a fixed time is assumed to be proportional to the overall
concentration of the two elements and their effects on the
absorbance of PGR to be additive (7). This simultaneous
determination can also be accomplished by using the above-
described procedure A, as between 5 and 10 min the oxidation
of PGR is due to vanadium exclusively and the oxidation of
manganese is finished in less than 5 min. Accordingly, the
HPSAM was applied to two samples containing 0.20 mg/L
V(V) and 1.10 mg/L and 0.55 mg/L Mn(VII), respectively.
The procedure applied was described in detail elsewhere (7).
The analyte, V(V), was added at a concentration up to 1.63
mg/L, the absorbance was read after 5 and 10 min, and five
replicates were run in every case. The application of the
HPSAM allowed us to calculate the concentration of vana-

dium directly from the intercept of the two straight lines
obtained by measuring the absorbance of the different solu-
tions at 5 and 10 min. )

A calibration graph and the Ay value allowed the concen-
tration of manganese to be calculated. The results obtained
are listed in Table I, which also gives those obtained by using
the proportional equations given in ref 7. As can be seen, the
two sets of results are quite consistent. The HPSAM will
prove to be advantageous when there are bias errors, which
it takes due account of, and when only vanadium is to be
determined and thus no calibration graph for manganese needs
to be run.

Another example of the application of the HPSAM (case
A) is the simultaneous determination of creatinine and al-
bumin with alkaline picrate (6.6 X 10~ M in picric acid and
0.2 M in NaOH) by measuring the absorbances at 45 and 180
s and a wavelength of 485 nm at 25 °C (8). Creatinine is added
up to a concentration of 16.6 mg/L. We assayed a mixture
of 8.3 mg/L creatinine and 15.4 g/L albumin; the concen-
tration of the former was directly calculated from the intercept
of the straight lines obtained at 45 and 180 s on application
of the HPSAM. On the other hand, the albumin concentration
was obtained from Ay and its calibration curve, i.e. from

Ags = 0.068 + 8.05 X 103C (g/L albumin) (r =
0.9995)

Ay = 0.075 + 7.98 X 10%C (g/L albumin) (r =
0.9995)

The results obtained, namely 8.9 mg/L creatinine and 14.5
g/L albumin, were consistent with the amounts added.

The HPSAM based on the use of absorbance increments
as analytical signals should be of use in determining creatinine
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Table II. Equations of the MOSA Method in the Reading Interval 45-180 s®

creatinine concn, mg/L

At.s

vol of serum, mL no. of runs 180 - 45 60-15 180 - 15 120 - 60 60 - 10
0.4 1 1.8 14 1.6 17 14
2 1.6 14 1.5 15 14
3 1.5 14 1.5 1.5 15
4 18 1.7 13 1.5 1.5

C+s 1702 1.5+02 1.6 +£0.1 1.6+£0.1 1.4£01
0.6 1 2.3 2.3 2.4 2.1 2.4
2 2.1 2.0 18 2.2 18
3 2.1 2.1 19 2.2 2.1

Cxs 2.21 + 0.08 20+0.3 2.21 £ 0.08 2.16 £ 0.05 2.1£0.3

4Conditions: creatinine added 0-8 mg/L, picric acid 6.6 X 10 M, sodium hydroxide 0.2 M, and 25 °C.

AA
a
180-18
1.0
180-48
80-10
L 6016
120-60
o
9 4 8 12 18 20
-1
Cadded\ mg U
AA
180-15
1.0 4
180-30
180-45
05 4
90-30
120-60
80-30
o
0 4 8 12 18 20

Cadded \ mg L*
Figure 8. AA vs added creatinine concentration at different time
intervals and 486 nm for (a) serum 1 and (b) serum 2. Conditions:
ation of added creatil 0-20 mg/L, volume of serum 0.6
mL, picric acid 6.6 X 10-% M, sodium hydroxide 0.2 M, and 25 °C.

by the Jaffé method; in this case, the HPSAM could be
comparable with the classical AA-C method, but the inherent
features of the HPSAM allow one to draw some conclusions
on the accuracy of the method on analyzing the results ob-
tained. In this work we used the variant reported elsewhere
(8, 9), a picric acid and NaOH concentration of 6.6 X 10~ and

AA ) T

0.8 488
. 484

506

520
0.4

o 4 8 12 18 20

Cadded \ mg "

AA

486
484

s08

520

[ 3 8 12 18 20
-1
Cadded \ mg L

Figure 7. AA vs added creatinine concentration. Conditions: 0.4 mL
(a) and 0.6 mL (b) of serum, concentration of added creatinine 0-20
mg/L, picrate 6.6 X 10~ M, sodium hydroxide 0.2 M, and 25 °C.

0.2 M, respectively, a reading interval of 45-180 s, a wavelength
of 484 or 486 nm, a temperature of 25 °C, a serum volume of
0.4 or 0.6 mL in the cuvette, an overall volume of 2.5 mL, and
calibration by the standard-addition method. We assayed two
sera with creatinine contents liable for transfusion and used
an HP-8452A diode-array spectrophotometer as the detector.

Application of the HPSAM yielded plots in which the
H-point provided the creatinine concentration and the con-
stant systematic error introduced by the sample, which could
not be attributed to a specific component as the analytical
signal (Ay) would correspond to the sum of the contributions
from the species making up the mixture. The application of
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Table III. Standard-Additions Method: Concentrations of Creatinine for Different Intervals of Time®

concn of creatinine, mg/L

At,8 concn of creatinine
vol of serum, mL 180 - 15 180 - 30 180 ~ 45 90 - 30 120 - 60 60 - 30 mean values (n = 6), mg/L
0.4 18 1.76 1.79 1.74 1.77 1.76 = 0.03
0.6 24 2.6 2.7 2.6 2.7 26 £0.1

¢ Conditions: concentration of added creatinine 0-8 mg/L, picric acid 6.6 X 10 M, sodium hydroxide 0.2 M, and 25 °C.

Table IV. Concentration of Creatinine at Different
Wavelengths, in the Interval of Time 45-180 s*

vol of conen of creatinine, mg/L
serum, 484 486 500 506 520
mL nm nm nm nm nm
0.4 1.8 1.9 1.8 1.8 15
C=18%£0.1
Coorum = 11.3
0.6 2.1 2.6 21 27 2.4
C=26+0.1
Coorum = 10.8

¢ Conditions: picric acid 6.6 X 108 M, sodium hydroxide 0.2 M, and
25 °C. Volume of serum: 0.4 and 0.6 mL. Concentration of added
creatinine: 1.7-8 mg/L.

the HPSAM in its AA, ,,~C,qqeq variant yields the concen-
tration of creatinine directly from the intercept on the y axis.
However, in order to ensure the absence of constant and
proportional errors from the calculated concentration, all the
possible AA, _,,~Cqqgq lines for creatinine should intersect at
the same point, namely that corresponding to the unknown
concentration, Cy, as this would indicate that the time evo-
lution of the matrix would be a horizontal line. This was the
actual result of the determination of the two scra assayed,
irrespective of the serum volume used in the reading cuvette
(Figure 6). As can be seen from Tables II and III, the
creatinine contents found in sera 1 and 2 were independent
of the reading time chosen, the most probable value being 9.4
+ 0.9 and 11.0 % 0.5 mg/L for serum 1 and 2, respectively.
In view of these results, one could also calculate the creatinine
content from the intercept of the AA, ;,~Cypy®*®? lines. The
result thus obtained would also be the most probable, as it
would be calculated from a larger number of analytical data.
The results obtained by this procedure were identical with
those given above.

The kinetic spectrophotometric determination of creatinine
by the Jaffé method can also be accomplished according to
the above-described HPSAM procedure (B) by choosing two
wavelengths at which the interferent (the sample matrix in
this case) has the same absorbance and hence identical (or
similar) AA,_,, values. The results obtained in the deter-
mination of creatinine at the wavelengths of interest (484-486,
500, 506, and 520 nm) are shown in Figure 7 for serum 1 and

listed in Table IV for serum 2. All the lines intersect at a point
of zero ordinate, which indicates that, over the wavelength
range 484-520 nm, the spectrum corresponding to the sample
matrix is horizontal and therefore does not evolve with time,
consistent with the HPSAM bases for case B. The creatinine
concentrations found by this procedure are similar to those
given above.

All this allows one to assume that the determination of
creatinine in sera from normal patients will be free from
systematic errors provided it is conducted under the conditions
described elsewhere (8, 9), since the concentration obtained
is independent of the serum volume taken, the time interval
considered, and the wavelength set, consistent with the above
HPSAM bases.

The demonstrated accuracy of the method is such that it
is of analytical utility.

The method has been developed for the kinetic-spectro-
photometric analysis but it could also be applicable to other
methods of analysis using time as one of the measurement
dimensions. HPLC with a diode-array detector and unre-
solved peaks (both spectroscopic and chromatographic) could
be incorporated with the HPSAM. Work in this sense is in
progress.

Registry No. Manganese, 7439-96-5; vanadium, 7440-62-2;
creatinine, 60-27-5.
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Simultaneous Determination of Elemental Ratios in Coal by
Direct Powder Injection into a Helium Microwave Induced

Plasma

Jay M. Gehlhausen' and Jon W. Carnahan*

Department of Chemistry, Northern Illinois University, DeKalb, Illinois 60115

Milligram amounts of solld, particulate coal are Injected di-
rectly Into a 500-W helium microwave induced plasma. Both
discrete and continuous sample Injection modes are exam-
ined. Upon the introduction of coal to the plasma, molecular
emission from C,, CN, N,, and OH Is characterized. Line
emission of C, H, Cl, and S Is examined for elemental analysis.
Ratios of C and H are accurate to within 10% f simultaneous
determinations are performed and the coal standards are
similar to the samples in composition.

INTRODUCTION

Carbon hydrogen, sulfur, and chlorine contents of individual
coals ultimately deterine their usefulness. Carbon-to-hydrogen
ratios (C/H) are associated closely with the volatility and rank
of coals (1, 2). Coals of low volatility and high C/H ratios
typically burn “cleaner” and produce more energy per unit
mass. These coals are classified as high-rank coals. Lower
rank, high-volatility, and low C/H ratio coals tend to produce
less complete combustion and less energy per unit mass.
Because the combustion process converts sulfur in coals to
S0, and these gaseous emissions are linked to acid rain pro-
duction, the determination of the sulfur content of coal is
critical.

Because sensitive and simultaneous elemental determina-
tions are possible, atomic emission spectrometry has the po-
tential for rapid analysis of the elemental constituents. The
ability of the helium microwave induced plasma (He-MIP)
to produce intense elemental emission from nonmetals makes
this source a possible candidate for direct coal analysis. The
development of moderate and higher power He-MIPs facilitate
mist introduction for the direct analysis of nonmetal con-
taining solutions (3-5). Therefore, extension to solid samples
seems feasible.

A number of techniques have been utilized for the direct
analysis of solids by atomic spectrometry. For example, an
electrical discharge has been used to thermally dislodge
particles from the surface of a sample (6). Subsequently, these
particles were directed to an inductively coupled plasma.
Ishizuka and Uwamino (7) investigated laser ablation as a
method for the direct introduetion of solids into an inductively
coupled plasma. Mohamed and Fry (8) used a V-groove
nebulizer to determine Cu, Mn, and Zn in animal tissue
slurries by flame atomic absorption.

A number of advantages exist for the direct introduction
of solid particulates for elemental analysis. These advantages
include reduced analysis times, minimal contamination
problems due to sample preparation, and the absence of
sample dilution. Two approaches have been investigated:
continuous introduction and direct injection. Guevremont
and DeSilva (9) investigated a fluidized-bed device for con-

1Present address: Mallinckrodt Speciality Chemicals Co., Mal-
linckrodt and Second Sts., P.0. Box 5439, St. Louis, MO 63147.

Table I. Specifications of Equipment

tor 580-W output (Micro-Now
Model 420B, Chicago, IL)

described in ref 13

described in ref 15

0.35-m scanning monochromator
(GCA/McPherson Model EU-700,
Acton, MA); for the 200-800-nm
experiments, a 1200 groove/mm
holographic grafting
(Schoeffel/McPherson Part No.
8181-3319-0, Acton, MA); for the
800-1300 m/nm experiments, a 600
groove/mm grating blazed at 1000 nm
(Schoeffel/McPherson Part No.
8181-3315-0)

0.75-m Rowland circle based
polychromator (Applied
Chromatography Systems Limited
Model MPD 850 AG organic analyzer,
Luton, Bedfordshire, England)

Ph Itiplier tubes biased at —800 V in
the UV-vis (RCA Model 1P28,
Lancaster, PA) and —1100 V in the NIR
spectral regions (Hamamatsu Model
R406, Middlesex, NJ)

Kaypro 286 (Microsolutions, DeKalb, IL)
equipped with an analog-to-digital
convertor (MetraByte Corp. Model
DAS-8 Taunton, MA)

microwave g:

TMy,, cavity
plasma torck
monochromator

polychromator

Itipliers

computer

tinuous sample introduction. Dagnall and co-workers (10)
evaluated this approach as well as a “swirl cup” design. Several
direct injection designs have been studied. Ng and co-workers
(11) used direct powder injection to determine metals in coal
fly ash by Ar-ICP-AES. Pfannerstill and co-workers (12) used
a dispersion device with an inflatable balloon to create a
powder aerosol for Ar-ICP introduction.

This paper presents an evaluation of a 500-W He-MIP for
the determination of C, H, Cl, and S directly in coal partic-
ulates. This application represents the first report of direct
solid sampling with the He-MIP; this capability is the result
of the robust nature of the 500-W plasma. Two solid sampling
devices were utilized. The first device allows for the contin-
uous introduction of sample. This approach was used to
obtain background spectral characteristics. A second device
involved discrete sample injection for the determination of
coal elemental ratios.

EXPERIMENTAL SECTION

Details of the plasma, optics, and data acquisition systems are
listed in Table L.

Plasma System. The resonant cavity was a modified Bee-
nakker TMy,, cavity. This design was described by Michlewicz
et al. (13) and was similar to the resonant cavity described by Haas
et al. (4). The torch was identical with that used by Michlewicz
and Carnahan (15). The generator had maximum output of 580
W at 2.45 GHz and was operated with a power output between
450 and 500 W for these experiments.

0003-2700/91/0363-2430$02.50/0 © 1991 American Chemical Society
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Table II. Sample Bank and Experimental Argonne Premium Coal Sample Data: Determination of Factors Affecting

Response
designation, seam, and rank® % C % H % O
POC-Pocahontas no. 3 low vol bit. 91.0 4.44 2.5
UF-Upper Freeport med vol vit. 85.5 4.70 7.5

PITT-Pittsburgh no. 8 high vol bit. 83.2 5.32 8.8
WYV-Lewiston Stockton high vol bit. 82.6 5.25 9.8

UT-Blind Canyon high vol bit. 80.7 5.76 116
IL-Illinois no. 6 high vol bit. TLT 5.00 135
WY-Wyodak Anderson subbit 75.0 5.35 18.0
ND-Beulah Zap lignite 72.9 4.83 20.3

%S %Cl C/H° C/H®(%A) %C° % He(a)
066 020 205 142(-30.7)  89.2 62 (+L8)
232 000 182 164 (-9.6) 850 5.2 (+0.5)
219 012 156  17.3(+109) 837  48(-0.5)
071 012 157 157 (—) 826  52(—)

062 003 140 162 (+160) 814  5.1(-0.7)
483 006 155 166 (+6.8) 780 4.7 (-0.3)
063 003 140  91(-352) 724 80 (+26)
080 004 151  96(-363) 704 7.3 (+25)

¢Low vol bit. indicates low volatibility bituminous coal; med vol bit. indicates medium volatility bituminous; high vol bit. indicates high
volatility bituminous; subbit indicates subbituminous; lignite indicates coal of a lower grade. ®All data, except that for sulfur (% C, % H,
% 0, and % Cl), are quoted as moisture and ash free (MAF). These are the data for which the oxygen content had been determined.
However, these MAF values were not representative of the total sulfur in coal, as the pyritic sulfur was excluded. Therefore, the value for
sulfur is the value for dry coal. ¢These carbon to hidrogen mass ratios are based on the coal bank data. ¢These experimental carbon to
hydrogen mass ratios were determined by using response factors obtained with the WV coal. The percent errors (%A) are relative errors
calculated by subtracting the sample bank ratio fror: the experimental ratio and dividing by the sample bank ratio. The resulting values
were converted to percentages by multiplying by 100. ¢These experimentally determined % C and % H values are based on the assumption
that the sum of the material which is not hydrogen o- carbon is known. This information was obtained from the sample data bank. Errors
(a) are absolute % H errors and were obtained by subtracting the sample bank values from the experimental values.

Microwave

T Generator
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Salid Sample
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(NIR)
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—

Figure 1. System diagram. The inset shows the cavity and optical
mount for the focusing lens and fiber optic.
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Fiber Optc Cable
L

. 30em

Spectroscopic Systems. There were three spectrometer
arrangements used for these studies. (i) A 0.35 m focal length
spectrometer (f/8.6) was used to obtain background spectra, to
evaluate emission line suitability, and for initial solid sampling
studies. With the appropriate grating and photomultiplier tube,
either the ultraviolet-visible (UV-vis) or the near-infrared (NIR)
spectral regions could be monitored. Light was focused onto the
entrance slit with a 2.5 cm diameter, 20 cm focal length fused-silica
lens (Oriel Corp., Stratford, CT). Slit widths were set at 50 and
150 um for the UV-vis and NIR studies, respectively. (i) A
polychromator (f/13) allowed for simultaneous elemental de-
terminations. The utilized channels of the polychrcmator were
the 486.1-nm H I, 247.9-nm C I (second order), and 479.5-nm Cl
1I emission lines. A General Fiber Optics UV silice fiber optic
bundle (1.5 mm diameter X 1 m, Part No. 17-0150-1) was used
to direct radiation from the plasma to the spectrometer. A fo-
cusing lens was used to focus plasma radiation onto the fiber optic.
At the terminus of the fiber optic, focusing onto the entrance slit
was accomplished with the “built-in” lens of the polychromator.
Figure 1 illustrates this experimental arrangement (with a bi-
furcated fiber optic and an extra NIR spectrometer). (iii) The
polychromator was used in conjunction with the 0.55-m mono-
chromator to monitor sulfur emission. A General Fiber Optics
all-silica bifurcated fiber optic bundle (1 m, Part No. 3B-3.2-1.0)
was used for this purpose.

Data Acquisition. Data were obtained with a Metra Byte
DAS-8 system installed in a Kaypro 286 computer. Data collection
was controlled by the program Labtech Acquire Version 1.22
(Laboratory Technologies Corp., Wilmington, MA)

Reagents and Samples. Helium used for these studies was
99.999% pure from Rockford Welding Supply Co. (Rockford, IL).

Teflon Connector
— Plasma Torch
fime e
O-Ring————— =

Sample ==
Fritted Glass Disk

Figure 2. Continuous sample introductive device.

A 532 ppm mixture of gaseous dimethyl sulfide in 99.9995%
helium (Scott Specialty Gases, Troy, MI) was used for various
spectral studies.

Coal Characteristics. The eight coal samples were provided
by the Argonne Premium Coal Sample Program (APCSP). These
coals, listed in Table II, represent a variety of coal types and
possess a range of concentrations for the major constituents. The
first seven columns list elemental content data compiled at Ar-
gonne National Laboratory (16). This information is the moisture
and ash-free (MAF) data. Oxygen content was available only with
the MAF values. “Dry” data (including ash) were tabulated for
sulfur because a large fraction of the sulfur is represented in the
ash and, thus, the samples analyzed in this study. Two particle
sizes are available for each sample, 100 and -20 mesh. The last
three columns of Table II represent experimental data and will
be detailed in the Results and Discussion.

RESULTS AND DISCUSSION

Spectral Characterizations. The “continuous” coal
sampling device used for spectral characterizations is shown
on Figure 2. A powdered coal sample of about 2 g (=100 mesh)
was deposited onto the fitted glass disk. Helium was directed
through the disk at a rate of 0.8-1.2 L/min and created a
fluidized-bed. This procedure allowed coal particles to be
carried continuously to the plasma. The rate of coal intro-
duction was on the order of 1 mg/s and decreased somewhat
with time. While not useful for quantitative determinations,
the device served to obtain useful qualitative spectral infor-
mation.

Spectra in the 250-600-nm region were obtained by using
the “continuous” sampling device with and without coal.
These spectra are shown in Figure 3. The introduction of
coal caused a large increase in molecular band emission for
carbon-containing species such as CN and C,. However,
molecular background emission near the carbon (247.9 nm),
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Figure 4. Selected spectral regions during the introduction of coal with
the continuous sampler. Sulfur as dimethyl sulfide. Regions
include the 247.9-nm region of C I, 486.1-nm of H I, 479.5

600 550 500 450 400 350 300 250

Wavelength in Nanometers
Figure 3. Spectra of helium plasma. Lower spectrum = helium
plasma with no analyte introduction. Upper spectrum = helium plasma
during the introduction of coal from the continuous sampler.

hydrogen (486.1 nm) and chlorine (479.5 nm) atom emission
lines was not significant. At the commonly utilized sulfur
emission line (545.4 nm), sulfur emission was not discernable.
The combination of weak sulfur emission intensity at this
wavelength and overlapping C, emission caused this behavior.
However, molecular band interferences were not seen in the
near-infrared spectral region of sulfur emission. Sulfur
emission from coal was weak but discernable from the back-
ground at the 921.3-nm line. To best illustrate sulfur emission
and for wavelength calibration purposes, 6 ug/min of dimethyl
sulfide was introduced as a gas mixture. Emission spectra of
these results are presented in Figure 4.

Direct Powder Injection. Direction injections of milli-
gram amounts of coal were examined. The injection device
is shown in Figure 5. A Teflon stopcock (8 cm long with a
15 mm bore) with a Pyrex housing was used to control the
injections. With the stopcock closed, 1-mg samples were
loaded into the upper chamber. The sample size represents
a compromise between effects of plasma loading and con-
venience. After replacement of the airtight cap, the chamber
was purged of air with a flow of helium (1.4 L/min). Upon
rotation of the stopcock to the “open” position, the positive
pressure in the upper chamber directed the sample to the
plasma torch. A Pyrex stop was used to prevent over-rotation
of the stopcock and ensure injection reproducibility. With
this device, 30-40 samples could be injected per hour. Studies
demonstrated that the bulk of the sample was injected into
the plasma if the injector flow rate was maintained greater
than approximately 0.5 L/min. A small amount of sample
collects between the glass and Teflon of the stopcock, but this
material could be removed easily by closing and opening the
stopcock three to five times to eliminate loose particulates.
Periodically, the valve was di bled and cl d. This

nm of Cl 1], 545 nm of S II, and 921.3 nmof S L.

- c
*+— He
— Stop
Sample
O-Ring — Stopcock

Teflon Sonnector
Plasma Torch

10cm
Figure 5. Discrete sample injection device.

cleaning step could be performed without destabilizing the
plasma.

Elemental Ratios. Initial studies with the direct powder
injection demonstrated poor sample-to-sample precision.
Relative standard deviations, based on integrated carbon
emission intensities, were approximately 20%. The dominant
source of this imprecision is related to the sampling factor (F).
This factor represents the fraction of analyte which reaches
the plasma and emits radiation.

Elemental atomic emission intensity ratios were investigated
as a method to compensate for sampling imprecision. Si-
multaneous elemental analysis allows sampling variations to
be canceled out by the use of elemental ratios. The source
of this improvement may be seen in the following discussion.
Equation 1 represents the obtained C/H ratio if sequential

C _ RcMFilc
H  RyM,Foly
determinations of C and H are made. C/H represents the

experimentally obtained ratio. M; and F; are the sample mass
and sampling factors for samples 1 and 2. R; represents the

(1)
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Flgure 6. C/H peak intensity ratio as a function of helium flow rate
using the discrete sample injection device.

response factor and I; is the emission intensity at the C and
H channels, respectively. If the statistical behavior is assumed
to be random, the error (S) in the determined C/H ratio may
be estimated by taking the partial derivative of eq 1 with
respect to each term. Note that each term follcwing the S
values indicates the source of that error.

MFI\ (R
S{(C/H) = [(M;F_;If{) sz(R—:) +

RoMF, )2 RoMyFIg |
L Ve + | 2l ) sey) +
(RHMzeIH & RyM,FoI} -
RoFI, )2 RM.FiIg \2
O Vo) + [ =2 ) samy) +
(RHMZFJH W)+ \ Ropaot ) M
RMiI; \2 RM,F I \2 e
00 Ve + | =222 ) oy, 2
(RHMzeIH (Fy) TRYAA (Fy) 2)

In this determination, measurements of intensities and sample
mass are straightforward. However, the sampling factor errors
(F;) are dominant. Reasons for this problem reside in the
difficulties of reproducibly sampling solid powders. Also,
because the response factors (R;) are determined in the
presence of this inherent sampling problem, these values
exhibit high uncertainties.

In contrast, if carbon and hydrogen are determined si-
multaneously from the same injection, a dramatic improve-
ment in the precision is expected. Calculation of C/H for this
case is as described in eq 3. The F; and M; terms of eq 1

C_ERl
H RHI H
cancel because a single injection is used. The error for this

case is described in eq 4 and is related only to the spectro-
metric measurements and the response factors. Provided

sac/m = | (22 )5 Be Re Yo
A= B P ) * s | T

Rl \* e
RLFC) sm)] o

HYH

3)

adequate standards are available, the errors in the response
factors may be reduced by simultaneous C and H determi-
nations.

Operating Parameters. The effect of injection helium
flow rate is shown in Figure 6. The IL coal sample was
injected at four flow rates between 1.5 and 2.3 L/min. From
1.5 to 2.0 L/min, there is minimal effect on the measured C/H

0.5

0.4

03

0.2

C/H Intensity Ratio

01

0.0 - L T

0 3 6 9 12

Sample Mass (mg)
Figure 7. C/H peak intensity ratio as a functions of sample mass.

ratio and the precision is good. However, at 2.4 L /min, there
is an increase in the C/H intensity ratio and the standard
deviation increases dramatically. The precision at high flows
becomes worse due to plasma instability induced by the
high-mass flow rate of the sample. Therefore, sample flows
were maintained in the range 1.5-2.0 L/min.

The effects of the sample mass on C/H peak height and
area ratios are shown in Figure 7. Three important points
can be made concerning this plot. First, the C/H intensity
ratios decrease slightly with increasing sample mass. Second,
the peak height and area ratios follow the same trend. Third,
the ratios do not change dramatically within small mass
variations. At high sample masses, the plasma is adversely
affected by the introduction of solids. The injection of rela-
tively large samples (5-10 mg) caused the plasma to become
unstable for 5-10 min. At the other extreme, small samples
(less than 0.5 mg) were difficult to quantitatively transfer. The
sample size chosen for the remainder of this study was 0.8-1.2
mg. Within this mass range, the samples are manipulated
easily, the plasma is not affected adversely, and variations of
intensity ratios with respect to sample mass should not be a
critical parameter.

Peak Height and Peak Area Based Calculations, For
the —100- and —20-mesh coals, both peak height and peak areas
were examined as a mearis for quantitation. Although the
variances tended to be lower when peak heights were used,
the differences tended to be not significantly different.
Therefore, peak height was used for the remainder of these
studies.

Choice of Standard and Effects of Composition on C/H
Response. A coal had to be chosen to calibrate the response
of the instrument and determine the value of Rc/Ry defined
in eq 3. Table II lists the eight Argonne Premium Coal
Samples in order of highest to lowest carbon content. This
order is consistent with quality in terms of rank. Low-vola-
tility bituminous POC is of the highest rank of the group
(91.0% C) and lignite ND is of the lowest rank (72.9% C). The
oxygen contents follow the opposite order; lower oxygen
content is indicative of higher rank. Lewiston-Stockton WV
coal, a coal of intermediate rank, carbon content, and oxygen
content was chosen as the standard.

The eighth column of Table II lists the experimentally
determined C/H ratios. These ratios are based on response
factors using WV coal as a standard. The number in par-
entheses indicates the percent error in the C/H ratios. For
four of the seven coals (the standard is not included in this
set), the errors in the C/H ratios are 16% or less. These four
are the medium- and high-volatility bituminous UF, PITT,
UT, and II coals with carbon contents in the 77.7-85.5% range
and oxygen contents in the 7.5-13.5% range.

To gauge potential effects of these errors on elemental
analysis, calculation of carbon and hydrogen contents were
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Table III. Comparison of Results with Dried and Untreated Coals

data bank untreated coal dried coal
coal % C % H C/H % C % H () C/H (% a) % C % H (a) C/H (%)
UF 85.5 4.70 18.2 85.0 5.2 (+0.5) 16.4 (-9.6) 84.8 5.4 (+0.7) 15.7 (-13.7)
PITT 83.2 5.32 15.6 83.7 4.8 (-0.5) 17.3 (+10.9) 83.1 5.4 (+0.1) 154 (-1.3)
wv 82.6 5.25 15.7 826 52 (—) 15.7 (—) 82.6 5.2 (—) 15.7 (—)
UT 80.7 5.76 14.0 81.4 5.1 (-0.7) 16.2 (+15.7) 80.8 5.7 (-0.1) 14.3 (+2.1)
IL T 5.00 15.5 78.0 4.7 (-0.3) 16.6 (+6.8) 71.4 5.2 (+0.2) 14.7 (-5.2)

made on the basis of a priori knowledge of the non-carbon
and hydrogen contents of the coals. As an example, it is known
that the non-carbon and hydrogen content of UF coal is 9.8%
from the APCSP data bank. On the basis of the MIP-de-
termined C/H mass ratio of 16.4, the remaining 90.2% of the
coal can be calculated to be 85.0% C and 5.2% H. Although
the percent error of the ratios is relatively large for the UF
coal (9.6%), the absolute errors in the carbon and hydrogen
contents are small at 0.5%. This trend is similar for all of
the aforementioned four coals.

In contrast to the four aforementioned samples, the ratio
errors for POC (low-volatility bituminous), WY (subbitumi-
nous), and ND (lignite) were in the 30% error range. These
errors yielded low C/H ratios in every case. As well, the %
C calculation yielded results that were approximately 2.5%
low. These trends are explainable if one examines the nature
of these three coals compared to the standard WV coal. The
WY and ND coals have oxygen contents in the 18-20% range.
The low values for the C/H ratios are probably a result of the
inability of the plasma to efficiently atomize carbon in the
presence of excess oxygen. The carbon—-oxygen bond strength
is the greatest known at 11.2 eV. Low % C values for the POC
coal may be a result of the low volatility of this particular coal.
During vaporization-atomization processes in the plasma, it
is likely that the more volatile fraction of the coal is selectively
sampled. Because the less volatile components in coal tend
to be of higher carbon content (aromatic structures, etc.), the
sampled fraction may contain a higher hydrogen content than
that of the bulk sample (more characteristic of aliphatic type
compounds), resulting in low C/H ratios.

These observations indicate that, for like coals, accurate
results may be obtained by using a standard coal of known
composition. To ensure greatest accuracy, care must be taken
that the standard has characteristics similar to those of the
samples. Factors that significantly affect results include coal
volatility and oxygen content.

Effects of Coal Mesh Size. Coals of ~100 and —20 mesh
were compared in terms of suitability of analysis. Results with
the —100-mesh samples from Table II yield a variance of 11%
for the five similar coals and 24% if POC, WY, and ND are
included. Using —20-mesh samples produced similar results
for the five samples with a variance of 13%. However, the
variance increased to 32% if the POC, WY, and ND coals are
included. This increase is due primarily to an increase in the
ND and WY C/H ratio errors from the 35% range to the 55%
range. Again, the behavior can be related to the high oxygen
content of these coals. It is likely that the larger particle size
of the —20-mesh coals accentuates the carbon atomization
effects of oxygen, since a smaller fraction of the larger particles
are atomized. In this case, the carbon content of the vapor-
ized /atomized fraction is less than in the case with the small

The percentages of carbon and hydrogen were determined
for the five similar coals after drying in a 110 °C oven for 1
h. The data are presented in Table III. In all cases but one,
the absolute errors were lower for the oven-dried coal. The
average absolute error was reduced by a factor of 2. The
variance in the C/H ratio errors were reduced from 11.2 to
7.4%. From these results, it is clear that moisture content
is significant and drying is helpful in minimizing errors.

Chlorine and Sulfur in Coal. As seen in Figure 4, intense
chlorine emission was detectable during the direct injection
of coal samples. With the present system, it was not possible
to obtain similar spectra for sulfur in coals. While deter-
minations of S and Cl in coals yielded linear increases in
atomic emission with increasing mass, the emission signals
were small relative to the coal-induced background shifts. It
is presently not possible to accurately quantify S and Cl with
direct coal injection.

Conclusions. Initial results with direct coal injection into
the moderate power He-MIP were encouraging. Carbon,
hydrogen, and chlorine in coals produced intense atomic
emission signals. It was possible to accurately determine C/H
mass ratios on the basis of simultaneous spectroscopic de-
terminaticns. Mandatory was the use of standards similar
to the cosls being analyzed. Sample oxygen content and
volatility appear to play important roles in response. Although
accurate d.rect determinations of sulfur and chlorine were not
possible, initial results are promising. Investigations are now
directed to enhance the capabilities of the system even more
with an emphasis on improving sample decomposition by
improving plasma-analyte contact.

Registry No. H;, 1333-74-0; C, 7440-44-0; Cl,, 7782-50-5; S,
7704-34-9; C,, 12070-15-4; CN, 2074-87-5; N,, 7727-37-9; OH,
3352-57-6.
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Automated Model Selection for the Simulation of Carbon-13
Nuclear Magnetic Resonance Spectra of Cyclopentanones and

Cycloheptanones
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Linear equations capable of simulating the carbon-13 nuclear
magnetic resonance spectra of cyclopentanones and cyclo-
heptanones are developed. The equations relate structural
descriptors to *C NMR chemical shifts. These descriptors
encode the topological, geometrical, and electronic environ-
ment surrounding each carbon atom. Due to the conforma-
tional flexibllity of these compounds, the significance of the
geometrical descriptors, In particular, was evaluzted. When
used together, the models can simulate the chemical shifts
of the 36-compound data set with an average spectral error
of 1.12 ppm. The models are now included in a spectral
simulation database containing 71 predictive equations. This

study also Invol ing the existing model datab
and the aut: ted model selection p dure used to probe
the database. The new model selecti h d

model sultabllity based on a similarity measure between a
query carbon and all of the carbon atoms used to develop the
datab dels In pr studies. This enhancement
dramatically improves the prediction results for an eight-
compound external prediction set containing cyclopentanones
and cycloheptanones.

INTRODUCTION

Carbon-13 nuclear magnetic resonance spectroscopy is a
valuable analytical tool widely used for the identification of
unknown organic compounds. However, limited reference
spectra are available to aid the analytical chemist in this
process. Therefore, the ability to simulate accurate 3C NMR
spectra has become an extremely useful technique. Two
common methods used for 3C NMR spectra simulation in-
clude database retrieval and empirical modeling techniques.

Database retrieval methods require access to a large data-
base containing structurally diverse atoms and their corre-
sponding chemical shifts. In order to predict the chemical
shift for an atom using this technique, the most structurally
similar atom contained in the database along with its chemical
shift must be retrieved. This retrieved shift is then used
directly as the simulated shift for the query atorr. The ac-
curacy of these predictions is highly dependent on the quality
of the database as well as the similarity metric employed.

Empirical modeling techniques involve the development
of linear mathematical models relating the chemical shifts to
various numerical atom-based structural parameters (de-
scriptors) (I). Such models have the form

S = by + biXy + bXy + .o + byXy

where S is the chemical shift of an individual carbon atom,
the X;’s are the descriptor values, the b;’s are the coefficients
determined by multiple linear regression analysis, and d in-
dicates the number descriptors used in the model. Unlike
database retrieval methods, this approach provides for the
interpolation of chemical shift predictions. However, empirical

modeling techniques do not possess the predictive breadth
of database retrieval methods. The predictive ability of the
models generated with this approach is typically limited to
atoms that are structurally similar to those used to generate
the models (2).

The goal of this research is to develop the capability to
simulate *C NMR spectra for a wide variety of organic com-
pounds by combining the features of both database retrieval
and empirical modeling techniques. The creation of a spectral
simulation database containing predictive equations for prior
simulation studies was recently reported (3). Prior to this
study, the database consisted of 66 regression models capable
of simulating *C NMR spectra of linear and branched alkanes
(4), cycloalkanes (5), cyclohexanols and decalols (6), hydrox-
ysteroids (7), cyclopentanes and cyclopentanols (8), nor-
bornanols (9), cyclohexanones and decalones (10), piperidines
(11), polychlorinated biphenyls (12), alkyl-substituted benz-
enes and polyaromatics (13), ketosteroids (3), and quinolines
and isoquinolines (14). A complete summary of the current
model database is shown in supplemental material Table VII.

In order to use this simulation database effectively, a model
selection algorithm must be employed to search the database
and retrieve the most appropriate model for each chemical
shift prediction. The original model selection routine, MOS
(15), uses a similarity metric based on six topological de-
scriptors (16) which encode the chemical environment of a
carbon atom.

Recently, the effectiveness of MOS was investigated using
a set of ketosteroid molecules (3). The carbon atoms in the
ketosteroid molecules are structurally similar to the atoms
used to develop models for hydroxysteroids, cyclohexanones,
and decalones. As expected, MOS successfully chose appro-
priate models capable of simulating the chemical shifts for
the ketosteroid carbons in most cases. Exceptions occurred
when the carbonyl moiety was located on the five-membered
ring in the steroid backbone. Poor predictions were obtained
in those instances because models capable of simulating 1*C
NMR spectra for five-membered rings containing the carbonyl
moiety had not yet been developed.

This gap in the database indicated a need for the devel-
opment of linear models capable of simulating the *C NMR
chemical shifts for cyclopentanones. In addition, no models
have been developed for atoms contained in seven-membered
rings. In an attempt to broaden the predictive ability of the
database and to investigate the ability of one set of models
to predict accurately the chemical shifts of atoms in two
different ring systems, models capable of simulating the 13C
NMR spectra for both cyclopentanones and cycloheptanones
were generated. The procedure for developing these models
will be reviewed along with a detailed analysis of the models’
strengths and limitations. In addition, the importance of
including geometrical descriptors in these models will be
discussed.

As a result of this study, the database was enlarged to 71
models, including five new models developed for cyclo-
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Figure 1. Prediction set compounds with the unique carbons num-
bered.

pentanones and cycloheptanones. The database was also
significantly enhanced to include information on every carbon
atom used to generate the 71 models. This enhancement
provided the means to perform many new automated model
selection experiments. The new approach to model selection
will be described and compared to the previously reported
model selection and database retrieval techniques.

EXPERIMENTAL SECTION

A total of 36 pounds, 13 cyclop 1es and 23 cyclo-
heptanones, with known chemical shifts served as the training
set and were used to develop the predictive models. Three cy-
clopentanones and five cycloheptanones were not included in this
training set, and they comprised the eight-compound external
prediction set. These 44 compounds are listed in Table I. The
structures for compounds 37-44, the prediction set compounds,
are shown in Figure 1 with their unique carbon atoms numbered.

The values for the 3C NMR chemical shifts for all 44 com-
pounds were obtained from three references. Chemical shifts for
16 of the methyl-substituted cyclopentanones were reported by
Stothers and Tan (17). These spectra were recorded relative to
TMS with a Varian XL-100-15 system operating at 25.2 MHz in
the Fourier transform mode. Chemical shifts for 21 methyl-,
isopropyl-, and tert-butyl-substituted cycloheptanones were
compiled from a study by Heathcock and co-workers (18). The
13C NMR spectra for these compounds were determined with a
Nicolet TT-23 spectrometer at 25.14 MHz and a UCB 180
spectrometer at 45.28 MHz. The chemical shift values were
reported relative to TMS. The remaining compounds used in
this study, seven methyl-substituted cycloheptanones, and their
corresponding 1*C NMR chemical shift values were obtained from
the work of Christl and Roberts (19). The spectra were recorded
at 15.08 MHz with a digital frequency sweep spectrometer. Since
these shifts were recorded relative to carbon disulfide, a 192.8
ppm offset was added to each shift in order to convert the shifts
to a value relative to TMS.

The ADAPT software system (20-22) was used to enter the
structures and their corresponding 3C NMR chemical shift values
into computer disk files. The approximate three-dimensional
coordinates were obtained using an interactive molecular me-
chanics routine (23), and these coordinates were further refined
using Allinger's MM2 program (24, 25). All of the software used
in this study is written in FORTRAN and is installed on a Sun 4/110
workstation operating at Penn State University.

RESULTS AND DISCUSSION

Need for Cyclopentanone and Cycloheptanone Models
in Database. In order to verify that models capable of sim-
ulating the *C NMR spectra for cyclopentanones and cy-
cloheptanones would be important in expanding the predictive
ability of the existing database, the spectra for the eight

Table I. Compounds Used in the Study

Training Set Compounds

1 cyclopentanone®
2 3-methylcyclopentanone®
3 cis-2,3-dimethylcyclopentanone®
4 trans-2,3-dimethylcyclopentanone?®
5 cis-2,4-dimethylcyclopentanone®
6 trans-2,4-dimethylcyclopentanone®
7 cis-2,5-dimethylcyclopentanone®
8 trans-2,5-dimethylcyclopentanone®
9 trans-3,4-dimethylcyclopentanone®
10 2,4,4-trimethylcyclopentanone®
11 2,2,4-trimethylcyclopentanone®
12 2,24 &tetramethylcyclopentanone‘
13 2,2,5,5-tetrameth D
14 cycloheptanone"
15 2-methylcycloheptanone®
16 3-methylcycloheptanone?
17 4-methylcycloheptanone?
18 2,2-dimethylcycloheptanone®
19 3,3-dimethylcycloheptanone®
20 4,4—dimethy1cycloheptanone’
21 cis-3,5-dimethylcycloheptanone®
22 trans-3,5-dimethylcycloheptanone®
23 cis-3,6-dimethylcycloheptanone®
24 trans-3,6-dimethylcycloheptanone®
25 cis-3,4-dimethylcycloheptanone®
26 trans-3,4-dimethylcycloheptanone®
27 trans-3-methyl-4-tert-butylcycloheptanone®
28 trans-3-tert-butyl-4-methylcycloheptanone®
29 cis-3-methyl-5-tert-butylcycloheptanone®
30 trans-3-methyl-5-tert-butylcycloheptanone®
31 trans-3-tert-butyl-5-methylcycloheptanone®
32 cis-3,5-di—tert—butylcycloheptanone‘
33 cis-3-methyl-6-tert-butylcycloheptanone®
3 trans-3- methyl &tert-butylcydoheptanone‘
35 3-isoprop hylcycloheptanone
36 tmn.s~3— ,uu“' 6 hylcycloheptanone®
Prediction Set Compounds
37 2-methylcyclopentanone?®
38 cis-3,4-dimethylcyclopentanone®
39 2,2,5-trimethylcyclopentanone®
40 cis-3-tert- butyl 4—methylcyclohept:‘zmonec
41 is-3-tert-butyl
42 trans-3,5-di-tert-| butylcycloheptanone‘
43 cis-3,6-di-tert-butylcycloheptanone®
4 trans-3,6-di-tert-butylcycloheptanone®

4Shifts taken from ref 17. ®Shifts taken from ref 19. °Shifts
taken from. ref 18.

prediction set compounds were simulated using models se-
lected by the MOS model selection routine. The MOS routine
was recently described (3) and will be only briefly reviewed
here. The concept behind this technique is that atoms in
structurally similar chemical environments should have
chemical shifts that can be predicted with the same model.
To measure structural similarity, each regression model is
represented by a cluster in a six-dimensional space described
by six specially designed topological descriptors, and each
query atom is represented by a point in the same space. Model
selection is then accomplished by determining to which cluster
the query point most likely belongs.

Models selected by MOS were used to predict the shifts of
the 61 unique atoms in compounds 37-44. The detailed results
are shown in supplemental material Table VIII. Models that
were developed with atoms in cyclic ketones were selected for
every prediction. Although these were appropriate choices,
poor prediction results were obtained. A summary of each
compound’s standard error of estimate, which is the root-
mean-square error adjusted for the correct degrees of freedom,
is shown in Table II. The mean standard error of estimate
for the prediction of these eight compounds was 5.65 ppm
which was considerably above the target of 1.00 ppm.



Table II. Standard Errors of Estimate (ppm) for the
Prediction Set Compounds

using MOS using MOS
and limited  and extended  using most
database (66  database (71 appropriate
compd models) models) models
37 5.17 1.94 0.95
38 6.95 2.76 1.32
39 4.04 2.02 0.81
40 4.96 5.44 211
41 5.58 5.48 1.33
42 6.23 6.23 2.45
43 6.75 5.99 1.20
44 5.49 5.10 0.78
av 5.65 4.37 1.37

Therefore, a gap existed in the database. The ability to sim-
ulate accurately the 1*C NMR spectra for cyclopentanones and
cycloheptanones using the existing models was lacking. Thus,
models capable of simulating the spectra for both classes of
compounds were developed.

Definition of the Data Set. In order to develop models
capable of simulating shifts for cyclopentanones and cyclo-
heptanones, 36 compounds (compounds 1-36, Table I) along
with their corresponding %C NMR spectral data were obtained
from three references (17-19). These 36 compounds, which
included 13 cyclopentanones and 23 cycloheptanones con-
taining methyl, isopropyl, and tert-butyl side groups, formed
the training set. It is essential to include only -he unique
carbon atoms contained in the training set when generating
regression models. Unique carbon atoms give rise to unique
chemical shifts. If a unique carbon atom along with its

hemical shift is repr ted more than once in the training
set, the regression models may become skewed or biased. The
36 compound training set contained 253 unique carbon atoms.
It is important to note that these 253 atoms did r.ot contain
any tert-butyl carbons because there were not enough carbons
in this environment in the data set to generate a statistically
valid model. Therefore, these atoms were excluded from the
modeling process.

In addition to the 36 compound training set, the chemical
shifts for the prediction set (compounds 37-44, Table I) were
obtained from the same three references. These eight com-
pounds contained 61 unique carbon atoms (49 if the tert-butyl
carbons were excluded). The purpose of the prediction set
was to test the external predictive ability of the models gen-
erated from the training set.

Atom Subsetting. The training set consisting of 253
unique carbon atoms is a large and heterogeneous set of atoms
existing in a wide variety of structural environments. It is
difficult to generate one model capable of simulating accurate
chemical shifts for such a large, diverse set of carbon atoms.
Therefore, it is essential to divide the pool of unique carbon
atoms into smaller, more manageable and more homogeneous
sets of carbon atoms. Two criteria that have heen used
previously for subsetting are based on an atom’s location
relative to a functional group (i.e. the number of bonds re-
moved) or an atom’s connectivity (primary, secondary, etc.).
In this study models developed using the following two sub-
setting schemes were analyzed.

Subsetting Scheme 1. Scheme 1 involves subsetting by
location. In previous studies involving the carbonyl moiety,
subsetting by location was found to be successful in generating
high-quality models with sound predictive ability (3, 10). In
these studies, subsets were divided into carbony! carbons,
carbons located one bond from the carbonyl, carbons located
two bonds from the carbonyl, etc. Utilizing this method of
subsetting, the 253 unique carbon atoms in this study were
divided into four subsets: 36 carbonyl carbon atoms, 64
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Figure 3. Principal components plot for the 153 unique training set
carbons located more than one bond from the carbonyl carbon.

carbons located one bond from the carbonyl, 77 carbons lo-
cated two bonds from the carbonyl, and 76 carbons located
three or more bonds from the carbonyl.

Subsetting Scheme 2. Scheme 2 employed an entirely new
method of subsetting. This scheme combined subsetting by
connectivity and location. This unique subsetting scheme was
developed through the use of principal component projection
plots of six-dimensional E vectors (16). Initially, the six-di-
mensional E vectors, which encode the topological environ-
ment surrounding an atom, were calculated for all 253 unique
carbon atoms in the training set. A principal component
transformation (26) was performed on the E vectors to obtain
the best two-dimensional projection of the data. The result
of this transformation is shown as a principal component
projection plot in Figure 2. The first two principal compo-
nents account for 99.2% of the variance present in the original
six dimensions. This plot contains three distinct clusters: the
cluster in the upper right-hand corner corresponds to the 36
carbonyl carbon atoms; the middle cluster is due to 64 carbons
located one bond from the carbonyl; and the cluster in the
upper left-hand corner depicts 153 carbons located two or more
bonds from the carbonyl. These three clusters represented
the initial three atom subsets. A model capable of simulating
accurate chemical shifts for the subset containing 153 carbons
located two or more bonds from the carbonyl could not be
developed. Therefore, it was further divided into smaller,
more structurally similar sets of atoms.

Further subsetting was accomplished by performing a
principal components transformation on the six-dimensional
E vectors for the 153 carbon atoms located two or more bonds
from the carbonyl. The resulting principal component pro-
jection plot for these 153 atoms is shown in Figure 3. The
two principal components in this plot account for 99.6% of
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Table III. Model Statistics for Subsetting Sch 1
w/out geom with geom
descriptors (1) descriptors (1G)
atom subset N d R s,ppm d R s ppm
C=0 3 6 0992 058 6 0992 0.58

1 away from C=0 64 10 0972 1.10 10 0978 0.98
2 away from C=0 77 11 0973 229 11 0978 2.06
>3 away from C=0 76 12 0981 191 12 0985 1.68

mean std error of est 1.58 ppm 1.33 ppm

the variance in the original six-dimensional space. This plot
again gives rise to three distinct clusters. The cluster on the
left contains data points corresponding to 46 primary carbons,
the middle cluster depicts 64 secondary carbons, and the
cluster on the right corresponds to 39 tertiary and four qua-
ternary carbons. Therefore, the subset containing 153 carbons
located two or more bonds from the carbonyl was divided into
three smaller subsets.

Model Development. Scheme 1 contained four carbon
atom subsets, and scheme 2 contained five carbon atom
subsets. The carbonyl atom subset and the subset containing
atoms located one bond from the carbonyl were present in
both subsetting schemes. Therefore, the two subsetting
schemes contained a total of seven unique carbon atom sub-
sets.

The models developed with this empirical approach relate
chemical shifts to various atom-based structural parameters.
One class of these parameters encodes the geometrical en-
vironment surrounding each atom. These geometrical de-
scriptors are calculated from the one low-energy conformation
determined by molecular mechanics. However, cyclo-
pentanones and cycloheptanones are flexible molecules and
can exist in a number of different conformations. Calculations
indicate that the most stable conformation of cyclopentanone
is the half-chair position, with the maximum puckering oc-
curring at the 3- and 4-positions (17, 27). The most stable
conformation for cycloheptanone is similar to the chair con-
formation in a six-membered ring (28). Although this is the
most probable conformation for cycloheptanone, it is likely
that it can exist as a conformational mixture (27). Therefore,
there is an added degree of error associated with these geo-
metrical descriptors, since cyclopentanones and cyclo-
heptanones exist in more than one conformation at room
temperature. Models were developed for all seven subsets
using two approaches: excluding and including geometrical
descriptors in the models. A total of 14 models were developed
in all.

In order to generate each model, a number of procedures,
which have been previously described (1), were performed for
each subset. Initially, atom-based descriptors were calculated
for each atom contained in each atom subset. Next, the
atom-based descriptors for each subset were screened in order
to assure their statistical significance before being submitted
to multiple linear regression analysis. The goal of the de-
scriptor screening step was to reduce the number of descriptors
submitted to regression analysis, while simultaneously re-
taining as much information as possible. Finally, the most
orthogonal set of descriptors was submitted to multiple linear
regression analysis to yield linear mathematical models that
relate the chemical shifts to various atom-based descriptors.

Model Evaluation. The goal of the model evaluation step
was to choose the most suitable set of models capable of
simulating accurate 3C NMR spectra for cyclopentanones and
cycloheptanones. The most suitable set of models is defined
as the set which gives rise to the lowest standard errors of
estimate and the best library search results for both the
training set and prediction set compounds. Four independent

Table IV. Model Statistics for Subsetting Sch 2
w/out geom with geom
descriptors (2) descriptors (2G)

atm subset N d R sppm d R s ppm
Cc=0 36 6 0992 058 6 0992 0.58
1 away from C=0 64 10 0972 110 10 0.978 0.98
1°, 22 from C=0 46 7 0953 158 6 0975 114
2°, 22 from C=0 64 9 0978 174 10 0990 1.17
3° and 4°, 2 from 43 7 0953 250 7 0962 2.26
mean std error of est 1.41 ppm 1.12 ppm
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Figure 4. Training set results for atom subsetting scheme 1.
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Figure 5. Training set results for atom subsetting scheme 2.

sets of models were evaluated: model set 1 included models
developed for the atom subsets in scheme 1 when geometrical
descriptors were not used; model set 1G comprised models
generated for the atom subsets in scheme 1 when geometrical
descriptors were used; model set 2 contained models for the
atom subsets in scheme 2 when geometrical descriptors were
not used; and model set 2G consisted of models developed for
the atom subsets in scheme 2 when geometrical descriptors
were used. Table III indicates the statistics for the models
contained in model sets 1 and 1G, and Table IV displays the
statistics for the models in model sets 2 and 2G. In these
tables, N denotes the number of observations in the atom
subsets, 4 indicates the number of descriptors used in the
models, R is the multiple correlation coefficient, and s is the
standard error of regression.

Evaluation of the Training Set Results. The purpose of
this model evaluation step was to choose the set of models,
1, 1G, 2, or 2G, which simulates the most accurate spectra for
the training set compounds. Tables III and IV show that
model set 2G possesses the best statistics. In general, the
models in model set 2G have the highest multiple correlation
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Table V. Summary of Model Evaluation Results

meansid library searching
model set  error, ppm  top match top 5
training set ;8 1.58 24/36 33/36
1G 1.33 29/36 35/36
2 141 22/36 33/36
2G 112 32/36 35/36
prediction set 1 2.48 3/8 5/8
1G 2.62 3/8 6/8
2 2.21 3/8 6/8
2G 1.57 5/8 6/8

coefficients, R, and the lowest standard errors of regression,
s. Using model sets 1, 1G, 2, and 2G independently, the entire
13C NMR spectrum was simulated for training set compounds
1-36. Figure 4 illustrates the results for model sets 1 and 1G,
and Figure 5 displays the results for model sets 2 and 2G.
Figures 4 and 5 show that the results improve upon the ad-
dition of geometrical descriptors for both subsetting schemes.
These figures also indicate that model set 2G, models which
include geometrical descriptors, produced the lowest mean
standard error of estimate for the 36 training set compounds,
1.12 ppm.

In addition to analyzing the standard errors of estimate,
library searching was utilized to further assess the accuracy
of the simulated spectra. The five closest spectral matches
for each simulated spectrum were retrieved frorm a library
containing 835 reference spectra. The library or reference
spectra included the 36 observed spectra for the compounds
in the training set. The results for this library search are
shown in Table V. Model set 2G yielded the best library
search results for the training set.

Although model set 2G produced the best library search
results, a top five match could not be found in all instances.
The observed spectrum was chosen from the library as the
top match to the simulated spectrum for 32/36 compounds.
In addition, the observed spectrum was chosen as a top three
(shown as top five in Table V) match for 35/36 simulated
spectra. A top five match could not be found for compound
82. This is primarily due to the inability of the database
models to simulate the shifts for tert-butyl groups. This
molecule contains four unique atoms in the two tert-butyl side
groups. Therefore, the simulated spectrum was missing four
peaks and could not be matched properly with its observed
spectrum. Four of the top five library retrievals for this
molecule, however, were cycloheptanones containing a single
tert-butyl side group, which were reasonable choices.

On the basis of the training set analyses, it appeared that
model set 2G was the most suitable in simulating accurate 1*C
NMR spectra for cyclopentanones and cycloheptanones.
However, the most important diagnostic test in determining
the most suitable set of models is their external predictive
ability. The models are tested for their accuracy in simulating
the shifts for atoms in the prediction set, atoms that were not
used in the development of the models.

Evaluation of the Prediction Set Results. Using the four
sets of models developed from the 36-compound training set,
the 3C NMR spectra for the eight-compound prediction set
(structures 37-44) were simulated. The results are displayed
in Figures 6 and 7 and compare the standard errors of estimate
using models excluding geometrical descriptors versus using
models including geometrical descriptors for schemes 1 and
2 respectively. As illustrated by Figures 6 and 7, the pre-
dictions improved when models which included geometrical
descriptors were utilized. In addition, these figures indicate
that model set 2G generated the most accurate predictions:
the mean standard error of estimate for compounds 37-44
using model set 2G was 1.57 ppm.
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Figure 6. Prediction set results for atom subsetting scheme 1.
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Figure 7. Prediction set results for atom subsetting scheme 2.

In order to evaluate further the accuracy of the simulated
spectra for the prediction set using the four sets of models,
library searching was performed. For each simulated spectra,
the five closest spectral matches were retrieved from a library
of 835 reference spectra containing the observed spectra for
the eight prediction set compounds. As Table V indicates,
the best library searching results were obtained using model
set 2G. Model set 2G simulated spectra which retrieved the
observed spectra as a top match for five of eight compounds
and a top five match for six of eight compounds. The two
compounds that did not produce a top five match were com-
pounds 40 and 42. These compounds contained tert-butyl
carbons whose shifts were not simulated.

Model Evaluation Summary. Model set 2G, models de-
veloped for scheme 2 using geometrical descriptors, produced
superior results for all the evaluation tests. The model
evaluation results are summarized in Table V. This set of
models yielded the lowest mean standard error of estimate
for the training set and prediction set, 1.12 and 1.57 ppm,
respectively, and produced the best library searching results
for both the training set and prediction set. Hence, these
models were found to be the most suitable for simulating the
13C NMR spectra for cyclopentanones and cycloheptanones
and were subsequently added to the existing database con-
taining 66 models, to yield an updated database containing
71 models. A list of the descriptors, coefficients, and additional
information regarding these five new regression models are
shown in Table IX, supplementary material.

Geometrical descriptors were found to be useful in simu-
lating the 3C NMR spectra for cyclopentanones and cyclo-
heptancnes. 3C NMR chemical shifts are highly dependent
on geometry. For example, in cyclopentanones and cyclo-
heptanones, the chemical shift of a particular atom can vary
up to 8 ppm depending on whether it exists in a cis or trans
isomer. Topological and electronic descriptors alone cannot
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encode differences in geometry such as axial and equatorial
attachments or cis and trans isomerism. However, as indicated
by the performance of model set 2G, models including geo-
metrical descriptors are capable of encoding such features and
are subsequently capable of simulating 3C NMR spectra more
accurately.

Spectral Prediction Improvement with Expanded
Model Database. The updated database (71 models) was
searched using MOS for the most appropriate models to
simulate the 3C NMR spectra of the prediction set com-
pounds. The results for the prediction of all 61 carbons are
displayed in Table X, supplemental material. The results for
these predictions are summarized in Table II. Table II shows
that the predictions improve slightly when the extended da-
tabase is searched instead of the limited database. The mean
standard error of estimate for the eight predictions is 4.37 ppm
using the extended database and 5.65 ppm using the limited
database. Even though the new cyclopentanone and cyclo-
heptanone models were present in the extended database, the
predictions did not improve significantly. In most cases, the
models selected were developed from the cyclohexanones and
decalones study rather than from the current one. These
models were certainly appropriate, but obviously not the most
appropriate, since new models developed for cyclopentanones
and cycloheptanones were available in the model database.

Table II also indicates the results that would be obtained
for the eight predictions if the most appropriate models were
selected. The cyclopentanone and cycloheptanone models
were determined to be the most appropriate for all atoms
except for the atoms contained in tert-butyl groups. As
previously mentioned, models were not developed for the
tert-butyl side group carbons on cyclopentanones and cyclo-
heptanones, because there were not enough of these atoms
in the data set to generate statistically sound models.
Therefore, the models originally developed for branched al-
kanes (4) were used to predict the chemical shifts of the
tert-butyl carbons. Using these most appropriate models, the
mean standard error of estimate for the prediction of the eight
compounds was 1.37 ppm.

Models are now present in our database which can accu-
rately simulate the 1*C NMR spectra for both cyclopentanones
and cycloheptanones; however, the existing model selection
routine, MOS, is not able to select these models effectively.
One of the primary reasons for these model selection errors
was detailed in a recent paper (3) in which similar model
selection errors were noticed. In that paper the model se-
lection errors were attributed to cluster overlap. In other
words, the query atom, when plotted in the six-dimensional
space, occupied a point that belonged to more than one model
cluster. It is this situation which is probably causing MOS
to select a reasonable, yet not the most appropriate, model
for the atoms in the prediction set compounds. Therefore,
a new model selection algorithm is necessary if this problem
is to be averted.

Atom-Based Approach to Model Selection. One possible
modification to the MOS model selection scheme would be
to represent each model as a set of individual points in the
six-dimensional descriptor space, rather than as one cluster
of points. Each six-dimensional point would correspond to
the six environment descriptor values calculated for each atom
used to develop a model contained in the database. Then,
as proposed in a previous paper (3), the nearest neighbor to
the query carbon would be used to determine the most ap-
propriate model. The model selected to predict the chemical
shift of the query atom would be the one developed with that
nearest-neighbor atom.

There are many advantages to using the atom-based ap-
proach to model selection. The primary advantage is that the

Table VI. Standard Errors of Estimate (ppm) for the
Prediction Set Compounds

seven-descriptor atomic
environment

six-descriptor atomic
environment

model database model database

compd selection retrieval selection retrieval
37 0.95 (0.95)°  1.70 (1.70) 0.95 (0.95) 1.70 (1.70)
38 1.32 (1.32) 3.68 (3.68) 1.32 (1.32) 3.68 (3.68)
39 0.81 (0.81) 1.59 (1.59) 0.81 (0.81) 1.59 (1.59)
40 2.98 (2.36) 394 (3.29) 2.71(2.36) 3.27 (3.29)
41 £.04 (1.48) 451 (4.26)  4.11 (1.48) 3.96 (4.26)
42 4.01 (3.15) 7.36 (5.92) 4.01 (3.15) 6.88 (5.92)

43 26.01 (29.33)
44 24,16 (30.80)

av ".66 (8.78)

9.87 (10.77) 2.38 (1.52) 5.56 (6.84)
8.62(8.82)  1.87 (0.97) 4.12 (4.87)

5.16 (5.00)  2.27 (1.57) 3.84 (4.02)

4The valuss in parentheses were calculated without the tert-bu-
tyl carbons included.

new scheme removes the cluster overlap problem. In addition,
the new approach will provide increased flexibility in the
atomic environment characterizations by allowing the query
and model development atoms to be represented by an op-
timized set of up to 20 descriptors. The new selection scheme
also has the possibility for implementing a variety of model
selection algorithms to select the most appropriate model, the
simplest being to select the model associated with the near-
est-neighbor atom. However, it may be of interest to consider
the distance to the nearest-neighbor point or the residual of
the nearest-neighbor atom in its model as a factor. Another
possible algorithm may select the appropriate model to be the
one most often represented among the top five or ten nearest
neighbor atoms.

The software necessary to implement this atom-based ap-
proach to model selection was written and incorporated into
the 1C NMR spectral prediction software system in our
laboratory. Additionally, software was developed to predict
chemical shifts in a much more automated fashion.

Comparison of Nearest-Neighbor Model Selection and
Database Retrieval Techniques. The newly developed
software was used to select appropriate models and generate
chemical shift predictions for all 61 unique carbon atoms
contained in the eight prediction set compounds. The first
model selection experiment involved the new atom-based
approach in which the query and database atoms were rep-
resented by the same six descriptors that were used in the
MOS scheme and the selection criterion was simply the model
associated with the nearest-neighbor atom. In the special case
when twc or more models were developed with the same
database atom (8-11, 13), the model that fit the database atom
with the smallest residual was the one selected to predict the
query atom. The standard errors (s) for the eight compounds
are shown in Table VI. The complete prediction results for
each atora are shown in Table XI, supplemental material.

The prediction results improved for six of the eight com-
pounds compared to the MOS results. The appropriate cy-
clopentanone/cycloheptanone model was selected from the
extended model library for each of the 18 cyclopentanone
carbons and for 29 of the 31 non-tert-butyl cycloheptanone
carbons. The only exceptions were the tertiary carbons in
compounds 43 and 44. A secondary carbon in compound 31
was selected as the atom with the most similar atomic envi-
ronment to these two query atoms. Therefore, a model de-
veloped for secondary carbons was used to predict the chem-
ical shifts of the two tertiary carbons, resulting in prediction
errors in excess of 50 ppm. These errors severely skewed the
results, causing the mean standard error to be greater than
that obtained by MOS. In addition, since the tert-butyl
carbons in this study were excluded from the model devel-
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opment procedure, no similar carbon environments existed
in the database, and the prediction results for these 12
tert-butyl cycloheptanone carbons were poor. The models
selected were reasonable in that they all resided in cyclic
ketone structures; however, none of the models were developed
with tert-butyl carbons. Table VI also illustrates the negative
effect of the tert-butyl carbon predictions on the overall s value
for each cycloheptanone structure.

An added benefit to enhancing the database for the new
model selection procedures is that database retrieval exper-
iments can also be performed and compared with model se-
lection results. While the database is currently limited in size
and scope, most of the carbon atom environments being
predicted have very similar matches in the database. For
many of the carbons being predicted, the corresponding atom
in the cis-trans isomer was selected as the closest match. For
example, the four unique database carbons in compound 9
were selected as the closest match to the four query carbons
in compound 38. For this compound, using the chemical shifts
directly from the most similar atomic environment led to a
standard error of 3.68 ppm, whereas using the models de-
veloped with those atoms to predict the query atom chemical
shifts led to a standard error of 1.32 ppm. This trend can be
observed in Table VI for the other prediction set compounds
as well. Therefore, the models which have interpolative ability
did better than the database retrieval techniques.

Another advantage of this new model selection procedure
is that the atomic environment characterizations are not
limited to the six descriptors that are used by MOS. In an
attempt to improve the atomic environment descriptions,
Randié’s atomic ID descriptor (29) was calculated for every
atom in the database, in addition to the original six descriptors,
and the model selection experiments described ebove were
repeated. The results for the seven-descriptor atomic envi-
ronment experiments are also shown in Table VI. The com-
plete prediction results are provided in Table XII, supple-
mental material. No change in the prediction results was
observed for the cyclopentanones, and in general, the results
for the cycloheptanones did improve both in the model se-
lection and in the database retrieval experiments. Most no-
tably, atom 6 in compound 33, which is a tertiary carbon, was
selected as the most similar atomic environment to the tertiary
carbons in compounds 43 and 44, which is a more appropriate
choice.

The new model selection procedure improved the prediction
set results significantly over MOS. The average standard error
for the eight compounds was 4.37 ppm using MOS (Table II)
and 2.27 ppm using the nearest-neighbor approacih with the
seven-descriptor atomic environment (Table VI). The new
approach selected the models developed for cyclopentanones
and cycloheptanones in all cases except for the tert-butyl side
groups. When the tert-butyl side groups were excluded from
the predictions, the nearest-neighbor approach was capable
of simulating the spectra of the eight prediction set compounds
with an average error of 1.57 ppm (Table VI). These results
indicate a need for the development of models capable of
simulating the *C NMR chemical shifts for atoms existing
in side chains off cyclic compounds. All previous studies
involving cyclic ketone compounds excluded atoras in side
chains during the model development phase of the study.

Future Model Selection Improv ts. The software
now exists to perform 3C NMR spectral predictions in an
efficient manner utilizing all of the previously ceveloped
models from earlier spectral simulation studies. However, a
few enhancements could be made to improve the current
model selection capabilities. The most obvious improvement
would be to find a better set of descriptors for the atomic
environment characterizations of a wide variety of carbon atom

environments. The seven descriptors used in the experiments
detailed above were effective, but they were certainly not the
best or most effective. The second improvement would be
to find a more effective model selection algorithm in that
optimized descriptor space. The third and most practical
improvement to the model selection procedure would be to
develop a prediction confidence value based on model statistics
and the distance between the query atom point and near-
est-neighbor database point in the n-dimensional space. This
would also indicate if the prediction was an interpolation of
an existing model or an extrapolation.

CONCLUSIONS

High-quality models capable of simulating accurate 3C
NMR spectra for cyclopentanones and cycloheptanones were
developed. Since one model was unable to simulate accurately
the chemical shifts for all 253 unique carbon atoms in the data
set, the atoms were divided into smaller and more homoge-
neous groups. Two different subsetting schemes were exam-
ined: one based on the number of bonds from the carbonyl
carbon and one combining the number of bonds from the
carbonyl carbon with connectivity information. In addition,
the effect of including geometrical descriptors in developing
predictive models for conformationally flexible molecules was
also evaluated. The five models developed using the second
subsetting scheme and including geometrical descriptors was
determined to be the most effective set. These models pre-
dicted the chemical shifts of the 36-compound training set
with an average spectral error of 1.12 ppm. These models were
then added to the spectral simulation model database.

The model database was not only enlarged as a result of
this study, but it was also improved to include information
about the atomic environment of every atom used to develop
the models in the database. Additionally, this enhancement
provided the necessary information in the database to improve
the model selection procedure as well. A model selection
procedure is designed to search the database for the most
appropriate model to use in the prediction of a query atom’s
chemical shift. The new method makes this selection on the
basis of an atomic environment similarity measurement be-
tween the query atom’s environment and the environment of
every atom used to develop the 71 predictive models contained
in the database. This new procedure improved the simulation
results for an eight-compound external prediction set, and it
has the broad applicability to be useful in the pursuit of the
overall goal of this research, which is the development of an
automated system capable of simulating the 3C NMR spectra
of organic compounds.
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I btained by ing electrochemical micr
(SECM) were Improved (deblurred) by use of digital Image
processing techniques, l.e., a linear combination of Laplaclan
and Gausslan filtering. Image Improvement of repetitive
structure (minigrid; Interdigitated arrays) and an irregular
structure (the bottom surface of a Ligustrum sinense leaf) is
described.

INTRODUCTION

In the last decade, microscopes other than conventional
microscopes (e.g., light or electron microscopies that are based
on the use of electromagnetic radiation) have been devised
by scanning a small tip on or near the surface of interest. For
example, the scanning tunneling microscope (STM) (1) has
led to several variants, such as the atomic force microscope
(AFM) (2) and the ion-conductance microscope (3).

In scanning electrochemical microscopy (SECM), a micro-
voltammetric tip electrode (with a microdisk geometry and
a tip radius of 0.1-12.5 um) is rastered in close proximity to
the substrate to be imaged in a solution containing an elec-
troactive species (4-6). Previous reports from this laboratory
described imaging of surfaces by employing the feedback

!Current address: Division of Chemistry and Chemical Engi-
neering, California Institute of Technology, Pasadena, CA 91125,

mode, where the steady-state tip current, i, controlled by an
electrochemical reaction at the tip electrode, is a function of
the solution composition, tip-substrate distance, d, and the
nature of the substrate itself. The measurement of iy can thus
provide information about the topography of the sample
surface as well as its electrical and chemical properties;
electrodes (e.g., minigrids and interdigitated electrode arrays)
(6-8), polymer and oxide films on electrode (7, 9), and bio-
logical materials (10) have been imaged. Thus SECM allows,
at least in favorable circumstances, analysis of surface features
with high spatial resolution. Other groups have used a mi-
crodisk electrode to monitor a substance generated at the
substrate (11, 12) or a hemispherical microelectrode to measure
the local flux of electroactive ions across a porous membrane
(13).

Resolution in SECM depends upon the perturbation of the
tip currert by substrate features and is controlled by the size
and shape of the tip electrode and the ability to bring it into
close proximity with the substrate surface (d < 4a, where a
is the radius of a tip) (14). Submicron resolution in SECM
has been demonstrated using a tip electrode with a diameter
of 0.2 pm (8). This paper deals with the improvement of
resolution in SECM by the application of image processing
techniques. Such techniques have been applied in a number
of areas since its early use in restoring the transmitted moon
images in the early 1960s (15, 16). This study demonstrates
that the resolution of the SECM images can be substantially

0003-2700/91/0363-2442$02.50/0 © 1991 American Chemical Society
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Figure 1. Schematic diagram of the preparation of the inverse indium
tin oxide (ITO) grid structure.

improved using this technique. Improvement of the image
is shown qualitatively by comparing the raw image with that
of the image after processing or that using a smaller tip
electrode.

EXPERIMENTAL SECTION

Apparatus and Materials. Instrumental details and oper-
ational procedures for the SECM were described praviously (6).
Milli-Q reagent water (Millipore) was used to prepare aqueous
solutions of K,Fe(CN)g, Ru(NH3)Cls, K,S0,, KCI, HySO,, and
phosphate-citrate (McIlvaine) buffers. All chemicals were of
reagent grade and were used as received. A carbon-microdisk
electrode tip (radius 5.5 um) and a platinum-microdisk electrode
tip (radius 1 um) were fabricated as described (4). Image-pro-
cessing calculations were performed on a Sun 3/260 work station
and an IBM PC compatible 386 computer.

Preparation of Substrates. A schematic diagram of the
method of preparation of the inverse indium tin oxide (ITO) grid
structure is illustrated in Figure 1. A piece (1 cm X 1 cm) of Cu
minigrid screen (25 pm periodicity; Ted Pella, Inc., Redding, CA)
was placed on a Au film (ca. 400 nm thick) that was sputtered
on a glass slide. A second glass slide, with a circular hole (2-mm
diameter), was clamped over the Cu minigrid screer. The ITO
structure was formed by sputtering about a 20-nm-ttick layer of
ITO over the screen. This leaves a structure consis-ing of ITO
mounds separated by a less conductive inverse replica of the
minigrid. The previously obtained SECM image of the lower
surface of a Ligustrum sinense leaf (10) was used as another
sample to test our program. Pb/Cu sandwich electrodes were
constructed by interleaving sheets of 50-um-thick Pb and 18-
um-thick Cu foil. The interleaved sheets were compressed and
potted in EPON 828 epoxy (Shell Chemical Co., Houston, TX).
The epoxy/foil assembly was ground and polished to expose the
foil edges. Before use, the Pb/Cu sandwich electrode was polished
with 0.05-um alumina. All the Pb and Cu foil she:ts were in
electrical contact. The interdigitated electrode array (IDA)
electrode was a generous gift from Melani Sullivan, University
of North Carolina at Chapel Hill. The IDA consists of 3-um-wide
platinum bands spaced by 5-um widths of silicon dioxide insulator.

THEORY

Image-processing techniques (15, 16) are widely used in
scanning tunneling microscopy. Generally, these involve
treatment of the image by low- or high-pass filters, or Fourier
transformation followed by attenuation of certain frequencies
and inverse transformation. Since image formation in SECM
depends upon electrochemical processes at feacures, the
process which causes blurring is a diffusional one. Thus the
approach taken here was to restore (deblur) the image by
considering the diffusion process, i.e., using an analogue of
Fick’s law, eq 1, where g(x,y,t) is the two-dimensional image,

Vgl = = glrt) @

t is a function of time, and V is the Laplacian operator. g-
(x,y,7), where 7 > 0, is the experimentally obtained :mage and
8(x,y,0) is the desired deblurred image. The tip current, in
the usual SECM experiment is a steady-state current. How-
ever, time must be considered as a parameter, since it is related
to the tip—substrate distance, d, through the diffusion equation
(t =~ d?/2D). In other words, the blurring of the steady-state
image represents how far (over a time t) mediator diffuses

Ip/nA

Figure 2. SECM scan of the boundary between Au layer (left) and
inverse grid structure (right). The potential of the tip electrode, E;, was
held at -0.38 V vs SCE in an aqueous solution containing 15 mM
Ru(NH,)eCl; and 50 mM K,SO, with a C-microdisk tip electrode (radius
5.5 um). iro ~ 15 nA.

from a feature on the substrate. If we expand g(x,y,t) at ¢t =
7 using a Taylor series and truncate the second and higher
order terms, we obtain

gyt = gluy,n) + (- 7) [% g(x,y,n] @
t=r

Substituting eq 1 into eq 2 and letting ¢ = 0, yields
&(xy,0) ~ glx,y,7) - 7V2%(x,y,7) ®)

Equation 3 implies that an approximation to the deblurred
image can be found by subtracting a constant multiple of the
Laplacian of the obtained image from that image. This
technique is commonly known as unsharp masking (16).

However, SECM images contain high-frequency noise and
the parabolic frequency response of the Laplacian operator
enhances this noise. The noise from the Laplacian operator
can be reduced by low-pass filtering of the output with a
Gaussian filter. The Gaussian filter is chosen because of its
optimal balance between spatial and spectral localization. The
linear combination of Laplacian and Gaussian filtering, which
is a band-pass filter, is the Laplacian of Gaussian (LOG) filter
often used in edge detection algorithms (7). The LOG filter,
l(x,y), has the form

i) =) 1 x? oyt -(x%+ %)
y=—|1- ex
s To* 202 . 24?

Therefore, our restoration equation becomes
8(x,y,0) = gx,y,7) — 7l(x,y)*g(x,y,7) 5)

where * represents the convolution operation. This is im-
plemented by the algorithm

&GJ) = 8GJ) - TZ§g(i -aj-b) lab) (6)

where (i,/) are discrete image coordinates, g(i,j) is the recorded
image, &(i,) is the restored (deblurred) image, I(a,b) is the LOG
operator, eq 4, and a and b are taken from (-n + 1)/2 to (n
~1)/2; the parameters n ~ 8¢ and 7 are adjustable. In this
work 7 was taken as 5.0 or 10.0 and ¢ as 1.0, so that n = 9;
l(a,b) was thus a 9 X 9 matrix indexed (-4, -3, ..., 3, 4). Further
details of this approach and choice of parameters, and a
comparison of restoration by inverse filtering are described
elsewhere (18). By empirically choosing values for 7 and o
we have improved the SECM images of either repetitive (e.g.,
minigrind structures or an IDA electrode) or irregular
structures (e.g., the bottom surface of a L. sinense leaf or a
Pb/Cu sandwich electrode).

RESULTS AND DISCUSSION

Inverse ITO Minigrid. The conductive nature of the
sample surface was probed by SECM x-y scans above the
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Figure 3. (A) Three-dimensional view of SECM scan of the inverse
grid structure. Experimental conditions were the same as in Figure
2. (B) Three-dimensional view of (A) after application of the restoration
algorithm (eq 6).

X/um

Figure 4. i; contour map of Figure 3: (A) raw experimental resuit;
(B) after application of the restoration aigorithm (eq 6).

region at the boundary between the Au film and the ITO grid
structures (Figure 2). The aqueous solution in which this
sample was immersed contained 15 mM Ru(NH3)Cl; and 50
mM K,SO,. The microdisk tip electrode (C; radius 5.5 pm)
was held at —0.38 V vs SCE where the reduction of Ru(NH;)s**
to Ru(NHj)e?* occurs. As the SECM response depends upon
surface conductivity, a positive feedback was observed (ip >
i1,», Where it is the tip current when the tip is held far from
the substrate; it was ca. 15 nA in Figure 2) when the tip was
over the Au layer because of regeneration of Ru(NHj)g** at
the substrate. A similar amount of positive feedback current
was also observed above the region where the holes of the Cu
minigrid were located, in which 20-nm-thick ITO mounds over

1, 1991

Figure 5. SECM scan of the inverse grid structure with a Pt-microdisk
tip electrode (radius 1 um). The solution and E; were the same as
in Figure 2: [A) three-dimensional view; (B) i contour map.
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Figure 6. Cross-sectional view of the SECM line scan over the 3 X
5 um IDA electrode. Tip is a 1-um-radius Pt disk held at a potential
of —0.32 V vs Ag/AgCl. Mediator solution is 2.0 mM Ru(NH,)s** in pH
4.0 buffer: (A) unfiltered scan at a tip-substrate separation, d, of 0.4
pm; (B) LOG filtered data from (A) for 7 = 5, ¢ = 1.

the Au filra were produced. A much smaller positive feedback
current was observed above the region where the lines of Cu
minigrid were located (Figure 2). The reason for the decreased
rate of oxidation of Ru(II) in the region shadowed by the Cu
minigrid i3 not clear but is an example of differential surface
reactivity imaging caused by differences in heterogeneous
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Flgure 7. Cross-sectional view of SECM line scan over the 3 X 5 um IDA electrode. Conditions are the same as in Figure 6: (A) unfiltered
scan at d = 1.4 um; (B) restored image from (A) for 7 = 10, ¢ = 1; (C) unfiltered scan at d = 3.3 um, (D) LOG filtered data from (C) for 7 =

25, 0= 1.

electron-transfer rates (7, 19, 20). Overall, the SECM scan
of this sample is the inverse of that of a Au minigrid shown
earlier (6). Note that this SECM scan shows a surface con-
ductivity map of the sample rather than the actual surface
topography.

To show the effect of image processing, the raw image of
the grid structure (Figure 3A) is compared to one processed
via the restoration algorithm (eq 6) (Figure 3B). The three-
dimensional views of the SECM images were converted to the
current contour maps (Figure 4), where improvement of edge
detection is clear. For comparison of the improvement of the
SECM resolution by this image-processing technique with that
obtained by the use of a smaller tip electrode, an SECM scan
of the same substrate with a Pt-microdisk tip electrode (radius
1 um) is shown in Figure 5. Although the resoluticn of Figure
4B is not as good as that in Figure 5B, the original SECM
image (Figure 4A) is improved to be equivalent to one obtained
with a tip 3-4 times smaller using the image-processing
technique.

Platinum IDA Electrode. The substrate here is an in-
terdigitated array (IDA) of electrodes with 3-um-wide Pt bands
separated by a 5-um-wide SiO, insulator. The thickness of
the Pt bands is about 0.15 ym. A cross-sectional view of a
SECM scan over the IDA is shown in Figure 6A. The image
was produced with a Pt tip electrode in a solution of 2.0 mM
Ru(NHy)¢** in pH 4.0 buffer at a tip-substrate separation of
0.4 um. Although the IDA periodicity of 3 X 5 um is clearly
seen, the band structure remains incompletely resolved. After
application of the LOG-based filter technique (eq 6), (r = 5,
o = 1) to the image in Figure 6A, an improvement in the
resolution is observed. Note, however, that the sides of the

band structure are still sloped. This demonstrates that the
ultimate resolution achievable is limited by the size of the
imaging tip itself. In this case, the tip is 2 ym in diameter
and, thus, gives about a 2-um resolution on the image.
The ability of the restoration algorithm (eq 6) to resolve
more diffusionally blurred images was tested by scanning over
the IDA electrode with greater tip—substrate distance, d.
Figure 7A shows a cross-sectional image taken at d = 1.4 um;
because of the greater separation, the diffusional blurring is
large. The nominal periodicity of the IDA is preserved in the
image, but the structure is unresolved. Application of eq 6
(r =10, o0 = 1) improves the resolution slightly but at the cost
of decreased signal to noise ratio. Here, the restoration al-
gorithm was unable to remove adequately the diffusional
blurring without a simultaneous increase in spurious noise.
Copper/Lead Sandwich Composite. The SECM was
used to image a substrate constructed of 50-um-thick Pb foil
sheets interleaved with 18-um-thick Cu foil. Upon immersion
of the sandwich structure in a solution of 2.6 mM Ru(NH,)¢**
and 0.5 M H,SO0,, the exposed Pb edge was passivated (pre-
sumably by formation of PbSO,) while the Ru(NHg)** was
reduced to Ru(NHj)¢?*. An image of the surface was made
with a 1-um-radius Pt tip held at an oxidizing potential to
regenerate Ru(NH;)¢®*. The gray-scale image of the surface
(Figure 8A) clearly shows a band structure corresponding to
the foil edges. Note that this image was preprocessed to
remove the scan line-to-scan line variation in the baseline
value. A positive feedback signal is observed at the active Cu
regions, while the passive Pb produces negative feedback. An
improvement in the SECM image is obtained by use of the
restoration algorithm (eq 6) (r = 5, ¢ = 1) on the image in
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Figure 8. Gray-scaled SECM scan of a 200 X 200 um section of the
Cu/Pb sandwich structure in a 2.6 mM solution of Ru(NH;)s** in 0.5
M H,SO, at a 1-um-radius Pt-disk electrode. Tip potential, £y, was
held at +0.3 V vs Ag/AgCl. The substrate was not potentiostated and
was poised at a potential of about -0.25 V: (A) unfiltered data, current
range = 2.45-3.0 nA; (B) restored image (7 = 5, o = 1), current range
= 2.2-3.2 nA; (C) unfiltered data at the same contrast level as the
restored data, current range = 2.2-3.2 nA.

Figure 84, yielding Figure 8B. As in Figure 2, a significant
improvement in edge resolution is seen, as well as improve-
ment in the resolution of other features such as the pitlike
structures observed at various places in the PbSO, layer.
Moreover, a depression running parallel to the Cu/Pb
boundary can now be observed. This depression could be due
to the thin insulating layer of epoxy joining the two materials.
However, an artifact due to the filtering process is not yet ruled
out.

Bottom Surface of a L. sinense leaf. To check the
generality of this technique, we used it on the SECM image
of the irregular structure on an insulating substrate, the
bottom surface of a L. sinense leaf (10). Figure 9A is the
SECM image obtained with a Pt-microdisk (radius 1 pm)
electrode, where the variation of iy was converted to produce
a gray-scale presentation; dark color, maximum current; light
color, minimum current. The better resolution in Figure 9B

Figure 9. Gray-scaled image of the bottom surface of a L. sinense
leaf in a 20 mM K,Fe(CN); and 0.1 M KCI solution scanned with a
1-um-radius Pt tip: scan area, 188 X 142 um; 0.73 nA < iy < 2.75
nA. Here ths dark shades represent maximum iy and larger d, and
light shades, minimum / and smaller d: (A) raw experimental data;
(B) restored image.

was obtainad by use of eq 6, where a large craterlike feature
at middle-left showed finer structure and some stomata at the
upper-right and middle-right edges showed their structures
more clearly.

CONCLUSIONS

The application of image-processing techniques involving
a combination of Laplacian and Gaussian filtering improves
the resolution of experimentally obtained SECM images for
conductive or insulating structures of various types. A com-
bination of this filtering technique and smaller tip electrodes
should bring the resolution of SECM to the 100-A level.
However, our best resolution at this time was obtained with
tips with a 0.1-um radius (8). For higher resolution, smaller
metal tips surrounded by insulators, such as those described
for use in STM for samples immersed in liquids (21, 22) might
be useful in SECM. Such very high resolution SECM will
require more precise micropositioning devices and greater
attention to the minimization of thermal drift and vibrations.
Moreover, the application of small tips will involve very close
(~tip radius, a) spacings between tip and substrate, which
implies that a constant current feedback mode, such as that
frequently employed in STM, will be more appropriate. This
becomes especially challenging for imaging of surfaces showing
both insulating and conductive regions. These aspects of
SECM are currently under investigation in this laboratory.
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Quantitative Surface Analysis of Organic Polymer Blends Using
a Time-of-Flight Static Secondary lon Mass Spectrometer

Patrick M. Thompson

Surface Science Section, Research Laboratories, Eastman Kodak Company, Rochester, New York 14650-2132

The surface composition of organic polymer blends can be
determined using X-ray photoelectron spectroscopy (XPS)
provided that each component in the blend has a unique
element or functional group p H , for blends not
amenable to XPS, a relatively new technlque with greater
molecular specificity called static secondary lon mass spec-
trometry (SSIMS) holds the potential for determining the
degree of surface segregation. Although SSIMS is generally
considered to be a semiquantitative technique ai best, argu-
ments will be presented along with results showing that en-
ergy-focusing time-of-flight (TOF) mass spectrometers can
overcome some of the possible instrumental artifacts asso-
clated with polymer surface analysis done by quadrupole
SSIMS and that the SIMS matrix effect Is not necessarlly a
major problem when organic polymer blends are analyzed.
In this sludy, the surface composmons of an immiscible and
a miscible p rb blend were determined
by TOF SIMS and XPS and these results were compared.
The results for these two blends suggest that the accuracy
for both TOF SSIMS and XPS can be within £0.1 monomer
fraction, while the typical precision of the TOF SSIMS results
were primarily determined by counting statistics and were
generally better than those from XPS.

INTRODUCTION

The application of static secondary ion mass spectrometry
(SSIMS) toward the qualitative analysis of inorganic and
organic surfaces has been well documented (I-6). Success has
been achieved with SSIMS as a semiquantitative or quanti-
tative technique for organic surface analysis wher calibrated
by an independent technique such as X-ray photoelectron
spectroscopy (7, 8).

Briggs et al. have shown that SSIMS alone can do semi-
quantitative if not quantitative surface analysis on random

copolymers of ethyl methacrylate/hydroxyethyl methacrylate,
thus showing the potential for its use on other random co-
polymers (9). In random copolymers the surface composition
should be similar to that of the bulk, therefore only a set of
known bulk composition standards would be required to
calibrate the SSIMS results.

In a study reported by Bhatia et al., XPS was used to
calibrate static SIMS measurements made on a miscible blend
of polystyrene and poly(vinyl methyl ether) (10). In that paper
a sensitivity factor was calculated using XPS results which
related the molar concentration of constituents to appropriate
ion intensity ratios. This sensitivity factor was assumed to
be independent of blend composition. These results suggested
that matrix effects may be negligible in certain cases of
miscible polymer blends.

In this paper a quantitative analysis scheme is proposed
which uses the advantages of an energy-focusing time-of-flight
mass spectrometer for determining the surface composition
of miscible and immiscible organic polymer blends without
necessarily requiring calibration by other surface-sensitive
techniques. Similarly to Bhatia et al., this analysis scheme
assumes that matrix effects are independent of the blend
composition (10). In this paper some consideration is given
to how matrix effects can effect the observed results depending
on the type of instrument used and why they may be relatively
independent of organic polymer blend composition.

Most methods proposed for SSIMS semiquantification and
quantification involve comparisons of intensities of appro-
priately selected mass peaks, usually through a procedure
involving their relative peak intensities (RPIs). In the simplest
case, such as a two-component polymer blend, a RPI could
be obtained between two different mass peaks, each primarily
composed of a fragment ion or ions of the same nominal mass
that uniquely represent one of the two polymers. By pro-
duction of a series of blend compositions, a plot of the bulk
composition versus RPI could be made. This plot would have

0003—2700/91/036'!—2447302 50/0 © 1991 American Chemlcal Society
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limited utility however, because the bulk composition seldom
reflects the surface composition in organic polymer blends.
In addition, major changes in the degree of surface segregation
can be made by changing the polymer-processing conditions
(i.e., different solvents, drying conditions, curing conditions,
molecular weights of the polymer components, etc.).

To improve the quantification, an established method of
surface analysis, such as X-ray photoelectron spectroscopy
(XPS), could be used to independently determine the surface
composition of the blend. It has been demonstrated that the
surface sensitivity of glancing-angle XPS is close to that of
SSIMS (top 2 nm of surface) (7, 11). By plotting appropriate
RPIs versus the surface compositions determined by glanc-
ing-angle XPS, one obtaines a standard curve that can be used
to establish the surface composition for this polymer blend
system that should be independent of any processing con-
ditions.

Unfortunately, XPS has certain limitations, such as the
requirement for each component in the blend to have a unique
element or functional group present. For example, XPS can
easily distinguish between a blend composed of a simple po-
lyester and polyurethane based on the atomic percent of ox-
ygen and nitrogen at the surface or the relative amounts of
ester carbon functionality and urethane carbon functionality
at the surface. With this hypothetical polymer blend, these
XPS results could be compared for internal consistency.
However, when the blend is composed of two similar polymers
such as poly(methyl methacrylate) and poly(ethyl acrylate),
there are no XPS-distinct elements or functionalities present
to separate the two components and, thus, the XPS technique
would fail. SSIMS, however, does have the specificity to
separate these two polymers based upon the unique secondary
ions emitted. In this type of case the SSIMS results would
have to “stand alone” in order to establish the surface com-
position of the blend.

Stand-alone quantitative SSIMS analysis of inorganic and
organic surfaces is difficult for many reasons; however, only
the three most important will be discussed here. The first
involves the well-known and often strong matrix effect, where
the secondary ion yield for the same secondary ion can vary
over several orders of magnitude depending upon the chemical
bonding and type of environment with which the presecondary
ion was associated. Unfortunately, methods developed to
minimize this matrix effect in dynamic SIMS analyses (i.e.
the production of similar composition standards, by generating
an internal standard through ion-implantation technology,
etc.) do not usually apply in the case of SSIMS. This matrix
effect can also change the secondary ion energy distribution
for a given ion (12, 13); with potentially important conse-
quences to be discussed later. Atomic secondary ion energy
distributions are generally broad with the maximum in the
distributions typically between 5 and 15 eV, but it can be
anywhere from near 0 out to ~50 eV. The high-energy tail
of this energy distribution can extend out to the energy of the
primary ion beam. In general, atomic secondary ions have
broader energy distributions than molecular secondary ions.
Molecular secondary ions have the maximum in their energy
distributions that are typically between 0 and 10 eV, a width
of a few electronvolts, and a shorter high-energy tail than
atomic ions.

Unfortunately, very little can be done at this time to
minimize the matrix effects in SIMS unless some type of
positionization scheme is employed. (At this time, most po-
sitionization methods are not suitable for obtaining quanti-
tative information on organic systems because they induce
further fragmentation.)

A second problem involves instrument specific artifacts. For
example, in a quadrupole-based SSIMS (QSSIMS) instru-

ment, whick: is probably the most common type, the relative
intensities obtained for the various mass peaks in a spectrum
are dependent on how the instrument is “tuned up” for each
sample analyzed. This mainly results from the ion-energy
requirements of the quadrupole mass filter, which can only
effectively mass separate secondary ions with fairly low en-
ergies (<15 eV). Therefore, because of the inherently broad
secondary ion energy distributions, some type of secondary
ion optical column incorporating an electrostatic energy an-
alyzer or “prefilter” (ie., parallel plates, hemispherical or
spherical sector analyzers, cylindrical mirror analyzer, etc.)
must be utilized in order to transfer the correct energy sec-
ondary ions from the sample into the entrance of the quad-
rupole mass filter. In QSSIMS instruments, these ion optics
have fairly well defined transmission characteristics, with the
incorporated prefilter functioning as an “energy window” with
a typical ion pass energy centered between 5 and 15 eV and
a typical width in the range 2-5 eV. The “band-pass” of a
prefilter is the energy range over which secondary ions will
be transmitted through the prefilter and is equal to the pass
energy = (width/2).

There are at least two common methods employed to
“tuneup” a QSSIMS instrument. The first involves tuning-up
on a single m/z peak. In this method the maximum in the
secondary ion energy distribution for a selected secondary ion
is “moved” onto the pass energy of the prefilter by electrically
biasing the sample. This should maximize transmission
through the ion optics and, ultimately, maximize the detected
signal for that ion.

The second method uses the quadrupole in the rf-only
mode, which allows all ions to pass through the QMS in-
strument without mass filtering. This gives a total ion signal
which is msximized in an analogous manner as the single-ion
optimizaticn described above.

In general, any method of tuneup used requires some re-
tuning of the lenses in the ion optics, and there is no guarantee
that the maximized signal is the global maximum for all of
the potential instrument variables.

When the QSSIMS instrument is tuned, the signals from
the other secondaryions are usually not at a maximum because
of their different secondary ion energy distributions. Even
small energy shifts in the energy distribution can move por-
tions of the secondary-ion energy distributions in or out of
the band-pass of the prefilter. Thus, as the composition of
the binary blend changes, the actual matrix effect may not
be large, but it may have a significant effect on the RPIs
obtained. Even if the RPIs are reproducible for each sample
analyzed in a QSSIMS, this RPI may not be equal to the RPI
obtained if the measured ion intensities better represented
their total secondary ion energy distributions, and not just
the portions allowed through the prefilter. The analytical
method to be described in this paper requires having RPIs
which are reproducible and represent the total secondary ion
energy distributions or have secondary ion energy distributions
which are not affected by the sample matrix for the chosen
ions.

How usable the RPIs obtained on a QSSIMS instrument
are depends on how insensitive the secondary ion energy
distributions are to the matrix, the widths of the secondary
ion energy distributions of the chosen ions, and the width of
the energy window of the prefilter. Small matrix effects,
narrow secondary ion energy distributions, and a wide energy
window will produce more usable RPIs.

The final problem to be considered is sample charging.
Many samples that are analyzed are not conductive. Without
some type of “charge compensation”, the ion signal obtained
from insulators on a QSSIMS instrument is very low, due to
the secondary ion energy distribution being shifted far outside
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of the band-pass of the prefilter. The most common method
employed to minimize the effects of charging is the use of an
electron flood gun. The flood gun is used to focus electrons
having a few hundred electronvolts of energy onto or near the
sample in order to reduce the primary ion beam induced
positive charge.

For “tuning-up” on nonconductive samples, an iterative
technique is used, where the current, location, and perhaps
electron energy of the flood gun is adjusted while the primary
ion beam location and current is held constant in order to
maximize the desired secondary ion signal. Maximizing the
secondary ion signal results from moving the maximum in the
secondary ion energy distribution of the chosen secondary ion
or, if the QMS is used in the rf-only mode, the maximum of
the convoluted secondary ion energy distributions back onto
the pass energy of the prefilter. Ideally, this charge com-
pensation would lead to a uniform and stable potential on the
surface of the sample. However, differential sample charging,
where different areas of the sampled area have slightly dif-
ferent levels of charge, and any drift in the ion-gun and
electron-gun supplies could change the intensity of the de-
tected signal or move the secondary ion energy distributions
relative to the energy window of the prefilter.

Considering the above, it can be seen why a standard
QSSIMS instrument is not necessarily a good cendidate for
potential quantitative surface studies. Some QSSIMS systems
now have the ability to scan the sample potential while doing
data acquisition. This scanning of the sample potential helps
to minimize the possible ch in RPIs di d earlier.
This procedure does not necessarily correct the problem en-
tirely, however, because the secondary ion transmission may
not be constant over the energy range scanned and there will
usually be loss of ion intensity as the ion energy exceeds some
value primarily determined by the characteristics of the
secondary ion transfer optics.

A potentially better choice of instrument for quantitative
studies on insulators would be a double-focusing mass-spec-
trometer-based system because it can accept a larger spread
(~100 eV) of ion energies than a quadrupole. Thus, mini-
mizing any problems associated with changes in the secondary
ion energy distributions. When operating with a large energy
window, the double-focusing instrument will suffer some loss
in its mass resolution, but it would still be beiter than a
QSSIMS system. However, charge compensation of insulating
samples is still a problem because the samples are normally
held at a constant high voltage of several kiloelectronvolts
during the entire analysis. This requires the electron gun used
for charge compensation to be biased at an appropriate po-
tential in order to have the correct quantity and energy of
charge-compensating electrons at the proper location on the
sample surface.

Another instrument that can accept a large range of ion
energies while allowing for sufficient charge compensation is
the energy-focusing time-of-flight (TOF) mass spectrometer.
There are two principal types of energy-focusing irstruments:
the reflectron (14) and the Poschenrieder (15) design. Both
instruments can accept ions with energies up to a few hundred
electronvolts, with the Poschenrieder type excepting a slightly
larger energy spread than the reflectron instrument. This
virtually minimizes the problems associated with shifting
secondary ion energy distributions because typically more than
95% of the molecular secondary ion emitted have energies
less than 100 eV. The problems associated with charge com-
pensation are minimized through the use of a pulsed low-
energy electron flood gun in a method pioneered by Bennin-
ghoven’s group (16), where a self-compensating sample charge
is maintained during the analysis. Even if the remaining local
charge on the sample is nonzero, because of incomplete charge

compensation or differential charging, the detected signal is
virtually unchanged because of the energy acceptance of these
TOF analyzers.

Now, what can be easily done to minimize the matrix effect?
Perhaps not much at this time. However, there is a large class
of very important materials for which the matrix effects appear
be small. This class is composed of organic polymer blends.
These can be broken down into at least two general cases for
quantitative TOF SSIMS analyses.

The first case, and probably most common, would be a
blend of two immiscible polymers where phase separation
would occur with separate phase domains of 0.1-10-um di-
ameter in the bulk material. The surface of the immiscible
blend could be composed entirely of one of the two compo-
nents; therefore, no matrix effect should be observed. It is
possible that there could be changes in the secondary ion yield
of some fragments if the emission processes are sensitive to
the surface orientation of the polymer resulting from different
crystallinity or hydrogen bonding, etc. However, it may be
possible to choose appropriate secondary ions that are in-
sensitive to these secondary effects.

Immiscible blends could also have the surface composed
of separate domains of each component with an unknown size
distribution. If the domain areas are large, compared to the
boundary areas, there may be an insignificant contribution
from matrix effects. A case will be made shortly where the
expected matrix effect at the boundary areas may be negligible
also.

The second general case is that of a miscible polymer blend.
In a thermodynamically equilibrated miscible polymer blend
the material with the lowest surface energy will be the major
component at an uncontaminated surface. The amount of the
other blend constituents at the surface, to a first approxi-
mation, would depend on the balance between the lowest
surface energy component and the entropy of mixing. The
thickness of these segregated layers varies from case to case.
Angle-resolved XPS has shown that the change from surface
to bulk composition occurs within the upper 10 nm of the
surface in many cases. In other cases the change is more
gradual. In real samples, produced under nonequilibrium
conditions, the actual surface compositions seldom reflect the
equilibrium case.

In miscible polymer blends, matrix effects would be ex-
pected to be more important because of the interactions be-
tween groups on the different neighboring chains. It is sug-
gested that the matrix effect in miscible polymer blends may
be small because of the “general” elemental and chemical
similarities in organic polymers. To introduce this idea, some
of the major properties affecting secondary ion desorption
yields in organic and inorganic systems will be compared in
a brief discussion.

From polymer to polymer, the energy required to break one
bond (typically 3-5 V), but more usually two bonds (6-10
eV), desorb (~1 eV), and ionize (6-13 eV typical) the same
organic fragment will likely vary. Any variations in this energy
result primarily from the electronic environment at or near
the bond to be broken. As an example, the energy required
to produce the same m/z = 55 fragment ion CH=CH—C=
O* from poly(ethyl acrylate) would likely be different than
that from Nylon-6 (17). However, the amount of this energy
for each case should be nearly independent of the neighboring
polymer chains.

Making a case for negligible matrix effects resulting from
near-neighbor interactions with the other components in a
blend is not a clear-cut matter. The large changes observed
in the secondary ion yield for an atomic or molecular ion in
inorganic systems is mainly from the different bond energies,
coordination number, crystal field potentials, and other types
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of short- and long-range interactions that are part of, or result
from, the preions environment. In organic polymers the
chemical functionalities, composed mainly of C, H, O, N, and
occasionally S, have a smaller range of bond energies and
ionization energies when compared to the much wider range
for these properties in inorganic materials. In addition, the
short-range and long-range interactions are generally smaller
than those observed in inorganic systems. Therefore, the only
obvious perturbation resulting from the different interchain
neighbors should be a small change in the energy required for
desorption, which is already small compared to the energy
required for the intrachain breaking of one or two bonds and
the ionization step. As mentioned before, there should be no
relative changes in secondary ion intensities from this ch

in desorption energy if an energy-focusing TOF instrument
is used.

If the surface is composed of a “true” blend of miscible
polymers, as opposed to very small domains, then the ability
of the surface to form a crystalline structure should be min-
imized and the majority of the area sampled should be
amorphous. How important these secondary effects are in
determining changes in secondary ion yields is unknown at
this time.

The small (m/z <500) fragments useful for quantitative
analysis should experience minimal entanglement interactions,
or at least these interactions may be similar in the blends and
pure polymers. It is generally believed that physical entan-
glements in polymer systems do not become important until
the molecular weight of the polymer is near m/z 10000.

If the above considerations are valid, then an attempt to
quantify the surface composition of binary polymer blends
using TOF SSIMS can be made. A set composed of an im-
miscible and a miscible polymer blend series was chosen for
this work in order to test the argued suitability of a TOF SIMS
instrument and the validity of the assumptions made con-
cerning possible matrix effects. The immiscible binary
polymer blend was composed of bis(phenol)-A polycarbonate
(BPAPC) and polystyrene (PS), while the miscible blend was
composed of tetramethylbis(phenol)-A polycarbonate (TMPC)
and PS. BPAPC and TMPC are immiscible over the entire
concentration range. The structures of these polymers are
shown in Figure 1. These three polymers have similar surface
energies; therefore, any obvious prediction as to which material
will segregate to a surface is difficult. In addition, the car-
bonate functionality allows for the independent determination
of the surface compositions using XPS.

EXPERIMENTAL SECTION

Instrumentation. The TOF SSIMS spectra were obtained
on a VG-Scientific (Formerly VG-Ionex) time-of-flight instrument
of the Poschenrieder design. Most of the characteristics of this
instrument have been described elsewhere (18); therefore, only
the details necessary for this paper will be discussed.

The mass-filtered Ga liquid—metal primary ion gun was op-
erated at 30 keV and supplied a continuous ®Ga* ion current of
2 nA. This gun was pulsed at a frequency of 10 kHz with a
square-wave-equivalent pulse width of 5.6 ns for a total of 9.6 X
108 pulses during the acquisition of each spectrum. The sampled
area was ~0.09 mm?, which gives a total-ion dose of ~9 X 10%
ions/cm? for each spectrum acquisition, well within the accepted
value of <10 jons/cm? for static SIMS conditions. The polymer
samples were always mounted in the same standard VG TOF
SIMS sample stub for each acquisition. These stubs have a
spring-loaded plate which forces the sample up against the back
of a flat grid arrangement which helps define the proper extraction
conditions. Near the center of this grid arrangement are four ~1
mm X 1 mm grid openings. It was important to use the same
area within the same grid opening for each acquisition because
different absolute signal intensities are obtained if areas are
sampled which are located under different grid openings or if
different sample stubs are used. This apparently results from
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Figure 1. Chemical structures of the three polymers used in this
investigation.

slight differences in the extraction field over the front of the
sample stub.

The pulsed electron gun is similar to that used by Briggs et
al. (19). Two modifications have been made to the as-supplied
system. The VG Model No. 401 flood gun supply has been
modified to produce ~-18-eV (with respect to ground) electrons
instead of the original -14 eV. This increased the available current
at the sample by ~50% at most levels of filament emission
current. The Kodak VG TOF SIMS also has a quadrupole SIMS
system attached to the main analysis chamber. It was found that
when the first electrode of the secondary ion transfer optics (VG
Model No. HTO 2001) was biased ~—20 V, that the continuous
electron current striking the sample stub could be increased by
~17 times over the unmodified system. With the above changes
the continuous electron current striking the sample stub was
increased by ~10 times. During the static SIMS acquisition the
sample stub is not dropped to ground, but rather an ~+125 V
de potential is placed on the stub in order to draw more electrons
to the sample surface. When positive-ion SIMS spectra are being
taken and the sample stub potential is being pulsed at an ~1-kHz
rate, the sample stub reaches this ~+125 V level. However, when
negative-ion SIMS spectra are being acquired at the same fre-
quency of sample stub pulsing, the sample stub only reaches a
potential near ~+125 V. This is probably due to an resist-
ance—capacitance (RC) time constant that does not allow for the
full ~+125-V value to be obtained during the short charge
compensation period. With this slightly modified system ~70
nA (at 0.5-mA emission current on the VG 401 unit) of ~150-eV
electrons is supplied to a ~7-mm? area of the sample surface. This
current is being measured as a inuous current; h , the
electron gun is being pulsed at ~1 kHz (*/;oth the ion gun pulse
frequency) at a pulse width on the order of tens of microseconds.
Thus, a sufficient quantity of electrons should be in the proxzimity
of the area sampled by the primary ion beam to maintain the
sample potential within the acceptance energies of the TOF mass
spectrometer.

The mass spectra were acquired over a mass range of m/z
1.5-1000. Mass resolution at the instrumental conditions used
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was M/AM ~ 500 fwhm at m/z = 100. Base pressure of the
instrument is <107 Torr. Pressure during the analyses was <5
X 1071 Torr.

The high-resolution C 18 XPS spectra were acquired using a
HP 5950A X-ray photoelectron spectrometer equipped with a
monochromatized 1486 eV Al Ka X-ray source. The mono-
chromatic source minimizes sample damage due to excessive X-ray
irradiation. Details of this instrument have been published
elsewhere (20). Where appropriate, 18 and 38° electron take-off
angles (ETOAs) were used in acquiring the XPS spectra for the
blends. The maximum sampling depth at the 18 and 38° ETOA
sampling depths are ~2 nm and ~5 nm, respectively. All
measurements were made using a Surface Science Laboratory
Model 259 angular-rotation probe, Surface Science Laboratories,
Mountain View, CA. The electron acceptance solid angle of the
electron lens was reduced from 3.5 to 2.8° by altering the mag-
nification of the lens from —5.0 to —2.3. A low-energy (<10 eV)
electron flood gun was used to minimize sample charging. The
maximum temperature measured on the sample probe during
these analyses was 40 °C. This temperature was well below the
glass-transition temperatures for these blends. The base pressure
in the instrument is ~10® Torr. Pressures during the spectral
acquisitions were <5 X 107 Torr. The neutral hydrocarbon peak
was assigned a value of 284.6 eV. A background-corrected
Gaussian peak-fit routine, written by Surface Science Labs,
Mountain View, CA, was used to deconvolute the X PS spectra.

Differential scanning calorimetry (DSC) results were obtained
on a DSC 7 instrument, manufactured by The Perkin-Elmer Corp.,
Norwalk, CT. The sample heating rate was 10 °C/min.

Contact-angle ts were made, using water and di-
iodomethane, on the dried films with a Ramie’-Hart Goniometer,
Ramie’-Hart Inc., Mountain Lakes, NJ. Surface energies were
calculated using the Good—Girafalco-Fowkes—-Young equation (21).

For the BPAPC/PS blends, the XPS and SSIMS analyses were
done on the polymer surface at the polymer/air interface. Un-
fortunately, the TMPC/PS blends were found to have varying
levels of a polydimethylsiloxane (PDMS) type material at the
polymer/air interface even after numerous attempts to purify the
starting materials and to control the coating process. The surface
composition, as determined by XPS, of a polymer/sir interface
of the TMPC/PS blends did not exhibit a uniform trend, pre-
sumably because of the presence of PDMS. However, the polymer
blend/polyethylene interface did not have PDMS at the surface
and therefore, the XPS and SSIMS results in this paper are for
the TMPC/PS surface that was in contact with the polyethylene
during the drying process.

Sample Preparation. The polystyrene (M,, ~250000) was
purchased from Pressure Chemical Co., Pittsburgh, PA. Non-UV
stabilized bis(phenol)-A polycarbonate (Makralon 5700, M, ~
45000) was obtained from Mobay Chemical Co., Germany.
Tetramethylbis(phenol)-A polycarbonate (M, ~65000) was ob-
tained from General Electric Co., Schenectady, NY.

The two series of blend compositions obtained were produced
on the basis of weight percents, blended in 10 wt % increments,
of the two polymers. The films were made by dissolving ap-
propriate amounts of the two polymers in methylere chloride,
then, using a 7-mil blade, a knife coating was made on a clean
(determined using XPS and SSIMS) polyethylene sheet. These
coatings were then dried at 70 °C for 0.5 h. The final coatings
were approximately 15 um thick.

The intent of this study was to test the feasibility of doing
quantitative SSIMS analyses of organic polymer blends; therefore,
no attempt was made to anneal the coatings above their ctiv

Binding Energy, eV

Figure 2. High-resolution carbon 1s XPS spectra of the (a) BPAPC,
(b) TMPC, and (c) PS showing the deconvoluted peaks and locations
of the neutral carbon (-CH,-) at 284.6 eV, the methoxy carbon (CO)
at ~286.1 eV, the carbonate carbon [-O(C=0)0-] at ~290.3 eV,
and the m—m* shake-up (due to delocalization of the w-electrons in the
aromatic rings) at ~291.3 eV.

respectively. The deconvoluted high-resolution C 1s spectra
for the pure BPAPC, TMPC, and PS are shown in Figure 2
(only the carbonate and shake-up peaks are shown for clarity).
These spectra were normalized to the neutral carbon peak at
284.6 eV. The binding energy and peak width obtained for
the carbonate carbon was constrained during the fitting
procedure for the blends. In accordance with the molecular
structures of these polycarbonates, the area ratio between the
carbonate carbon and methoxy carbon was also constrained
to a value of two. The position and width of the shake-up
peak in the blends changed in a manner consistent with those
of the pure components. For each sample, a ratio was then
obtained between the best-fit carbonate peak area (corrected
for number of scans) for the blend and the best fit carbonate
peak area of the appropriate pure components. This ratio,
within experimental fitting error (~%10%), is equal to the
“average” monomer fraction of the polycarbonate within the
XPS pling depth for each sample.

Ty in order to reach their thermodynamically stable surface
composition.

RESULTS AND DISCUSSION

The following method was used to determine the fraction
of BPAPC and TMPC at the surface of each sample from the
XPS results. The binding energy and peak width of the
carbonate carbon in BPAPC and TMPC were experimentally
identical (290.3 eV, 1.3 eV fwhm). The carbon =—* shake-up
peak had a width of 2.1 eV fwhm for all three polymers;
however, the binding energy of the shake-up peak varied and
was at 291.6, 291.3, and 291.1 eV for BPAPC, TMPC, and PS,

Calculating the mole fraction of the BPAPC and TMPC
at the surface of the blends from the SSIMS results is more
difficult than that from the XPS results. The major as-
sumption made in order to facilitate the calculations was, as
explained earlier, that the matrix effects are negligible and,
therefore, the secondary ion yield of the fragment ions do not
change for either component in the blends. For an n com-
ponent blend, a minimum of » mass fragments or peaks would
be required to determine the relative amounts of each com-
ponent using n - 1 RPIs. The n mass peaks are chosen on the
basis of the relative contribution of each component to the
total peak intensity. If the intensity contribution to each
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Figure 3. Static SIMS spectra of the 100-150 amu range of (a)
BPAPC and (b) PS.

fragment ion is directly related to the amount of that com-
ponent (actually the polymer repeat unit) at the surface, then
linear additions of the appropriate percentages of peak in-
tensities (integrated counts) from the pure components at each
mass can be used to calculate a “total” intensity at each m/z
value chosen. These theoretical intensities are then used to
calculate the theoretical RPIs. Ideally, if the above as-
sumptions held, RPIs would not have to be used, but rather,
individual m/z intensities could be used. However, the uti-
lization of a ratio helps minimize any problems associated with
instrumental drift, signal attenuation from any nonuniform
surface contamination that may build up after the samples
are prepared, etc.

A mass peak is considered a potentially good candidate for
this analytical scheme if it has a large contribution from only
one component and minor contributions from the remaining
components. It should also have negligible contributions from
any fragment ions arising from contaminating species that may
be on the surface. Therefore, it is best if the mass peaks
chosen are greater than m/z 100 in order to minimize the
contributions from any simple aliphatic surface contaminants
present. Another criterion that should be met, if possible, is
to have a sufficient number of counts in each peak so that any
statistical counting errors are not significant. Picking peaks
that are relatively close together may further reduce any
effects from differential surface charging or transmission and
detection inefficiencies for widely different mass ions.
(Theoretically, these effects are negligible for this type of
instrument for m/z <5000.)

Figures 3 and 4 show the positive-ion mass spectra of the
m/z 100-150 region of pure BPAPC and PS and the m/z
150-200 region of pure TMPC and PS, respectively. The
intensities of the PS peaks used in the following analyses were,
within experimental error, identical at both interfaces.
Therefore, only the portion of the PS spectrum from the
PS/polyethylene interface is shown.

Positive-ion mass spectra were used in this study because
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Figure 4. Static SIMS spectra of the 150-200 amu range of (a) TMPC
and (b) PS.

the PS does not have an electronegative heteroatom to sta-
bilize the negative charge of the larger (m/z >100) negative
ions and the lower mass fragment ions of PS are not very
unique. However, it has been shown that for many polymers
containing electronegative heteroatoms, such as the poly-
carbonates used here, the negative-ion spectra often show more
polymer-specific fragments (22, 23). It is generally more
difficult to obtain reproducible negative-ion spectra because
the negative extraction potentials remove the secondary
electrons along with the negative secondary ions. Therefore,
the flux of charge-compensating electrons required for ob-
taining negative-ion spectra must be higher than when ac-
quiring positive-ion spectra. If the absolute intensities and
RPIs of the peaks chosen in the negative-ion spectra of the
pure components are not reproducible, then the analysis
scheme described in this paper would not be applicable. The
same obviously holds true for the positive-ion spectra.

For the BPAPC/PS blend the peaks chosen for the analyses
were m/z 115 and 135. The 115 fragment has relatively equal
intensity in both the BPAPC and PS spectra. While the 135
fragment is primarily from the BPAPC, suitable mass peaks
for the TMPC/PS blends are 163 and 165, where the 163 peak
represents primarily TMPC and the 165 peak has contribution
from TMPC and PS. Suggested structures of the PS and
BPAPC fragments are shown in Figure 5 (17). The TMPC
assignments were an extension of the BPAPC assignments.

Unfortunately, the PS spectrum is very similar to the
BPAPC and TMPC spectra and, therefore, the choices for
useful mass spectral peaks were unusually limited. It would
be desirable to pick several combinations of RPIs for any one
blend in order to have an internal comparison as to the
suitability of the chosen ratios. For example, if most of the
mass combinations yield similar surface compositions, then
any combinations that differ greatly may be due to contri-
butions to a few of the peak intensities from other materials
at the surface, such as from ambient contamination. It is also
possible that the production of some ions may be more sus-
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Table I. Summary of Physical Data and Results for BPAPC/PS Polymer Blends

surface energy, ergs/cm?

T, °C
bulk wt %¢ bulk monomer fraction BPAPC /PS8

100 1.00 156/na®
90 0.79 d
80 0.62 d
70 0.49 156/ 102
60 0.38 157/104
50 0.29 155/ 104
40 0.21 156/103
30 0.15 156/:03
20 0.09 157/103
10 0.04 d

0 0.00 na/103

BPAPC =451+ 1.3

PS=450+11 PE=41.0%14
SSIMS surface
XPS® SSIMS RPI + ¢ monomer
38° (3 replicates) fraction
1.00 0.33 £ 0.01 1.02
0.89 0.31 % 0.01 0.96
0.76 0.27 £ 0.02 0.82
0.76 0.14 £ 0.08 0.43
0.47 0.05 £ 0.01 0.14
0.25 0.02 £ 0.02 0.04
0.17 0.01 £ 0.01 0.01
0.10 0.02 £ 0.01 0.03
0.00 0.02 % 0.01 0.03
0.00 0.02 + 0.01 0.04
0.00 0.01 £ 0.00 0.00

2Weight percents and monomer fractions are based on BPAPC in BPAPC/PS blend. °Absolute errors on the XPS values are between

0.05 and 0.1 monomer fraction. “na = not applicable. 4No t was made.
a) Fragment ions from. bi A (BPAPC) smallest relative standard deviations (rsd) for these two blends
would be for the BPAPC blend, with the pure PS RPI having
et an rsd of ~0.1 and pure BPAPC RPI having an rsd of ~0.01.
T | The rsd of these average intensities are generally only slightly
miz = 115 may be 5 e larger than would be expected from the statistical counting
::’:‘“/lsa'“fl 55"':‘;:‘“’:3 l error [(counts)'/2/counts]. Therefore, the repeatability of the
(see poTysl,fene below) CHy intensities is considered to be adequate for this work.
i Parts a and b of Figure 6 are plots of the calculated theo-
retical RPIs versus the mole fraction of BPAPC and TMPC.
" T - N . For graphical simplification, the error bars for each data point
L. ‘Fragmentiong rom GMEC) were omitted. The simplest appropriate least-squares fits
- - obtained for the two curves are
o y=82x-0031 r=0998, for BPAPC/PS (1)
3
o
Ic - I y = 0.25x% + 0.14x — 0.011 -
. 0—C—0+
| r? = 0.999, for TMPC /PS
S where x and y are the RPI and monomer fraction of the
CH CHa BPAPC or TMPC, respectively.
miz = 163 miz = 165 Table I contains the bulk monomer fraction of the BPAPC

c) Fragment ions from polystyrene (PS)

Sy

miz = 115 miz = 165
Figure 5. Suggested structures of the dary ion frags chosen
from the (a) BPAPC, (b) TMPC, and (c) PS mass spectra.

ceptible to possible matrix effects than others and this com-
parison would help to identify matrix-sensitive RPIs.

Because this proposed analysis scheme requires the use of
theoretical RPIs calculated from the experimentally measured
intensities of the pure components, it should be obvious that
the most important spectra are those of the pure components.
Therefore, great care should be taken to obtain these spectra
under identical experimental conditions and to statistically
confirm their suitability.

The average (three different sampled areas from the same
sample) experimentally determined integrated peak inten-
sities, and their standard deviation, for m/z 115 and 135 for
the pure BPAPC and PS are 38713 + 231 and 12701 £ 150
counts and 39856 + 241 and 389 + 35 counts, respectively.
Integrated peaks intensities for m/z 163 and 165 for the pure
TMPC and PS are 15531 + 53 and 8940 = 121 counts and 627
+ 41 and 4666 + 88 counts, respectively. The largest and

in the BPAPC/PS blends calculated from their known mo-
nomer molecular weights and wt %, the glass-transition
temperatures of the blends from the DSC results, surface
energies for the pure materials, the surface compositions of
the analyzed samples calculated from the XPS data, the av-
erage experimental RPIs (including the standard deviation
and number of replicates), and the surface compositions
calculated from the average experimental RPIs using egs 1
and 2, as appropriate. Table II contains the corresponding
information for the TMPC/PS blends.

Parts a and b of Figure 7 are plots of the surface monomer
fraction of BPAPC and TMPC, respectively, as a function of
their bulk monomer fraction as determine by XPS and
SSIMS.

I. Immiscible BPAPC/PS Blends. As would be expected
for an immiscible polymer blend, the DSC results show two
separate T, values (Table I) in all of the BPAPC/PS blends
analyzed.

From Figure 7a several trends are readily noticeable. The
SSIMS results show an inflection point at ~0.5 bulk monomer
fraction of BPAPC (~0.4 surface fraction) with a quick change
in surface composition from mostly BPAPC at higher fractions
of BPAPC to virtually pure PS at the lower BPAPC fractions.
This change at ~0.5 bulk monomer fraction appears to be
explainable on the basis of the immiscibility of the two com-
ponents and their comparable surface energies (refer to Table

.It is interesting to compare the rsd of the RPIs for these
blends. The 0.49 monomer fraction sample had the largest
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Table II. Summary of Physical Data and Results for TMPC/PS Polymer Blends

surface energy, ergs/cm?

T %0
bulk wt %¢  bulk monomer fraction TMPC /PS

100 1.00 196
90 0.75 179
80 0.57 c
70 0.44 160
60 0.34 ¢
50 0.25 142
40 0.18 ¢
30 0.13 124
20 0.08 c
10 0.04 110

0 0.00 103
2 Weight p and

and 0.1 monomer fraction. *NO measurement was made.

TMPC = 44.4 £ 0.8

18°

0.95
0.83

0.51

aooa

PS=450=%=11 PE =410+ 14
SSIMS surface
Xps® 2 SSIMS RPI + ¢ monomer

38° (3 replicates) fraction
1.00 1.74 £ 0.03 0.99
0.9¢ 1.70 £ 0.03 0.95
0.7¢ 1.45 £ 0.03 0.72

c 1.25 + 0.04 0.55
0.78 1.20 + 0.03 0.52
0.57 1.00 + 0.04 0.38

¢ 0.91 + 0.04 0.32
0.38 0.77 £ 0.05 0.25

¢ 0.60 + 0.05 0.16
0.10 0.50 £ 0.05 0.12
0.00 0.13 £ 0.01 0.01

fractions are based on TMPC in TMPC/PS blend. ®Absolute errors on the XPS values are between 0.05
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Figure 8. Theoretical monomer fractions of (a) BPAPC and (b) TMPC
in the blends as a function of calculated 135/115 and 163/165 peak
intensity ratios, respectively.

“replicate” variability with much smaller variability at the
higher and lower fractions. This is probably due to large
differences in the degree of surface segregation of BPAPC over
the surface of the 0.49 monomer fraction sample. This sug-
gests that the surface segregation of two immiscible polymers
with similar surface energies can strongly depend on localized
differences in processing conditions. If the BPAPC and PS
are immiscible then there should be separate domains of each
material at the surface; particularly for the samples with
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Figure 7. Comparison of the surface monomer fractions of (a) BPAPC
and (b) TMPC to their respective bulk fracti in the two

blends as determined by SSIMS (O) and XPS at a 18° (O) and 38°
(W) ETOA.

BPAPC monomer fractions near 0.5. The size of these do-
mains for the 0.49 BPAPC monomer fraction sample should
be comparable to the ~300 X 300 um sample area used for
the SSIMS analyses. The XPS analysis area was ~1 mm X
6 mm; therefore, the XPS results would reflect more of an
“average” surface composition.

The low signal intensity and lack of sufficient “contrast”
of the intensity contributions of BPAPC and PS to the m/z
135 peak precluded any ion imaging of surface domains using
positive-ion SSIMS. However, BPAPC contains oxygen while
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Figure 8. 256 X 256 pixel O~ SSIMS image of the 0.49-monomer
fraction BPAPC/PS sample showing BPAPC (light areas) and PS (dark
areas) surface domains. Field of view is ~750 um.

PS does not. This allowed for O imaging of the separate
surface domains of the 0.49 monomer fraction sample by
SSIMS. For a flat sample like this, a higher loczl concen-
tration of oxygen from BPAPC will show up as a brighter area
in the image. Figure 8 shows one of the 256 X 256 pixel O~
images obtained (field of view is ~750 um total ion dose <102
ions/cm?). Many of the imaged domains had “lengtts” greater
than 1 mm and “widths” ranging from 0.1 to 0.5 mm. The
~T50-um field of view images always showed some BPAPC
present at the surface. There was no obvious trend in the
direction of the BPAPC (bright areas) and PS (dark areas)
domains when different areas were compared. The ~300-ym
field of view images ranged from nearly black to nearly white
with boundaries between light and dark areas ranging from
sharp to diffuse; indicating that the areas being sampled
ranged from ~0 to ~100% BPAPC.

The SSIMS results appear to be in excellent agreement with
the XPS results when the various forms of error and the
different sampling depths are considered. The data at the
18° ETOA produced the closest agreement with the SSIMS
results, providing surface compositions with slightly less
BPAPC at bulk BPAPC fractions greater than 0.5 end larger
surface fractions of BPAPC at bulk BPAPC values under 0.5.
This is in agreement with comparable surface sensitivities for
SSIMS and glancing-angle XPS.

There is some suggestion from the XPS and SSIMS results
that the gradient, in going from the surface composition to
the bulk composition, is less steep (distance from surface to
bulk compositions is >5 nm) at higher values of the bulk
BPAPC fraction, while the change from surface to bulk com-
position is occurring rapidly (<5 nm) at low bulk fractions
of BPAPC.

II. Miscible TMPC/PS Blends. The DSC dasa (Table
1I) shows a smooth transition between the T, of PS and
TMPC, as would be expected from miscible polymers. Both
the XPS and SSIMS results (Figure 7b) show & smooth

transition from pure TMPC to pure PS at the surface, with
a higher-than-bulk concentration of TMPC at the surface for
all of the blends. Although the errors associated with the
surface energy measurements do not allow for a definitive
comparison between the measured surface energies, the
measured surface energy value for TMPC is lower than that
of PS. If the TMPC surface energy is actually lower than that
of PS, then this could explain the observed segregation of the
TMPC to the polyethylene surface.

The agreement between the XPS and SSIMS results are
very good if the known errors are considered. Only three XPS
spectra were recorded using the 18° ETOA, with very similar
results to the corresponding 38° ETOA, suggesting that the
charge from surface to bulk concentrations starts to occur
deeper (>5 nm) than the XPS sampling depth. However,
there is the suggestion of a trend in the XPS results showing
a higher concentration of TMPC at the surface, particularly
at the lower TMPC fractions, when compared to those ob-
tained from SSIMS. On the basis of the XPS results and the
sampling depths of the two techniques, it would be expected
that the XPS and SSIMS results should overlap. There are
at least two obvious possibilities for this. Perhaps the peak
intensities for pure PS may be incorrect, because the unknown
errors that could bias the calculated values below those cal-
culated from the XPS results. In addition, there may be some
bias generated from added contributions to these peak in-
tensities from surface contamination that increases as the
surface concentration of PS increases. Another possibility is
that matrix effects, such as surface orientation, polymer in-
teractions, etc., are reponsible for the observed bias, and
therefore the validity of the negligible matrix effect assump-
tion may be questioned. Of course the “validity” of this as-
sumption would depend on the desired accuracy for any given
study of polymer-blend surface compositions.

CONCLUSION

The results of this comparative XPS and SSIMS study
suggest that SSIMS may hold the potential for becoming a
“stand-alone” technique for the quantitative surface analysis
of organic polymer blends.

With an energy-focusing TOF mass spectrometer nearly the
entire secondary ion energy spread can be accepted during
the secondary ion extraction step while compensation of
sample charging is accomplished when the extraction potential
is removed.

From these preliminary findings, it appears that the matrix
effects in organic polymer blends may be negligible due to the
similar requirements for the production of organic fragment
ions. However, these results, particularly those for the miscible
blend, suggest that additional studies are required to accu-
rately predict the extent to which matrix effects may or may
not be negligible. Perhaps, by the study of an appropriate
series of miscible polymer systems, correlations can be made
between the “lack of fit” of the XPS and SSIMS results with
“known” polymer interaction parameters in order to better
understand matrix effects in these types of systems. This
understanding may allow for a correction of the SSIMS data
to agree with the XPS results and, ultimately, to obtain ac-
curate SSIMS results for systems that XPS is incapable of
studying. One such parameter may be the Flory-Huggins
interaction parameter, X, which describes the free energy of
mixing in polymer blends. Polymer chemists have found this
interaction parameter to be very useful in quantifying and
predicting miscibility in polymer blends.
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Determination of the Concentration and Stable Isotopic
Composition of Nonexchangeable Hydrogen in Organic Matter

Arndt Schimmelmann

University of California at San Diego, Scripps Institution of Oceanography, La Jolla, California 92093-0215

The hydrogen stable Isotope ratlo of organic matter containing
hydrogen that Is not solely conservative, nonexchangeable,
carbon-bound hydrogen depends on ple preparation, be-
cause organic hydrogen bound to oxygen and nitrogen may
exchange Isotoplcally with ambient-water hydrogen. The
method described here permits the determination of the
concentration and stable Isotoplc composition of the nonex-
changeable hydrogen In complex organlc mauer, such as

hemicals and blological and ar logical organic ma-
Ierlals Aliquots of organic substrates were Independently
equilibrated with water vapors of different hydrogen isotopic
compositions, followed by determinations of the bulk D/H
ratios. Mass-balance calculations permit eliminating or min-
imizing the Interference of exchangeable hydrogen. The
precision of the calculated stable isotope ratio of nonex-
changeable hydrogen can be better than +3 per mil, de-
pending on the precision of the ed values for bulk
hydrogen. The accuracy of D/H ratios of nonexchangeable
hydrogen was improved over that of previously available

as sh for nitrate.

INTRODUCTION

Stable hydrogen isotope ratios of modern and fossil organic
matter bear potentially valuable geochemical, environmental,
dietary, and climatic information (I-4). The problem of un-
controlled isotopic exchange between organic hydrogen bound
to oxygen (O-H) and nitrogen (N-H) with ambient-water

hydrogen limits the usefulness of measuring total D/H ratios
in most organic compounds. Notable exceptions are hydro-
carbons and lipids, nitrated cellulose, and chemical derivatives
of chitin (5-9), all of which ideally contain only isotopically
conservative, nonexchangeable, carbon-bound hydrogen (C-
H).

A method is described for the determination of the con-
centration and stable isotopic composition of the nonex-
changeatle hydrogen in organic matter, based on controlled
isotopic 2quilibrations of O-H and N-H with isotopically
distinct water vapors. Standard techniques are then employed
for the determination of the stable isotope ratios of the re-
sulting bulk hydrogen (10, 11).

After isotopic equilibration of an organic substance with
water hydrogen, the deuterium in total organic hydrogen is
the sum of the deuterium in the nonexchangeable and the
exchangeable hydrogen pools, or

= (1= f)0, + foldw + ©) ¢H)
bp = 80~ febn + fee + fodw @

where 67 = isotopic composition of total organic hydrogen,
f. = fraction of total hydrogen which is exchangeable, 6, =
isotopic composition of nonexchangeable hydrogen, éy =
isotopic composition of water, and ¢ = isotope fractionation
effect between exchangeable organic hydrogen and water
hydrogen, in per mil. Equation 2 is of the form y = a + bz,
where y is analogous to 1, a to (8, — f.8, + f.¢), b to f,, and
x to dw. A calculation of &, is possible based on the basis of
two isotopic equilibration experiments, with knowledge of (1)
the dw values of two different water vapors used for equili-
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QUARTZ AMPULE e

of deionized water (with known isotopic composition; head space
and evaporative isotope fractionation are avoided by employing
an air-free, collapsible, medical-type infusion container).

—i1cm

NITROGEN

Figure 1. Apparatus for the isotopic equilibration of exchangeable
organic hydrogen with water vapor. Quartz or Vycor ampules are filled
with (a) quartz wool, (b) copper(II) oxide and silver foil, (c) organic
substrate, and (d) copper wool or foil and are additionally furnished with
a segment of Teflon shrink tubing (e). The arrangement within the oven
consists of several filled ampules that are connected via shrink tubing
(e), Teflon capillary tubing (f), Teflon manifold (g), stainless steel capillary
(h) coiled within an aluminum heating block, and a Teflon capillary (i)
to a port outside of the oven. The port receives either dry nitrogen
gas or deionized water.

bration, (2) the resulting &y values of the equilibrated organic
substrates, and (3) the isotope fractionation effect e for ex-
changeable hydrogen present in the substrate. Isotope effects
¢ are temperature-dependent and can be determined exper-
imentally (shown below for cellulose) or can be calculated for
different types of bonds (12-17). Chemically complex sub-
strates with no precise stoichiometry do not permit a precise
calculation of . Each molecule of kerogen, for example, would
have a unique set of hydroxyl, carboxyl, amino, etc. groups
with exchangeable hydrogen. A value ¢ for all exchangeable
hydrogen can be estimated in the form of a “mean fraction-
ation effect”, by first calculating the various fractionation
factors for individual functional groups and then using an
overall weighted average according to the relative abundances
of the functional groups in the substrate.

The presented method is applicable to organic comounds
that are chemically stable in water vapor at a chosen equil-
ibration temperature, regardless of the ratio of C-H versus
O-H and N-H. Caution should be exercised with compounds
containing high concentrations of sulfur, because sulfur has
been shown to decrease the hydrogen recovered after the
combustion and may thus introduce isotopic artifacts (18).

EXPERIMENTAL SECTION

Apparatus. Samples (3-12 mg) are loaded together with
quartz wool, approximately 1 g of copper(II) oxide wire, a few
square millimeters of 0.025 mm thick silver foil, and approximately
300 mg of copper foil or wool in a Vycor or quartz ampule (o.d.
9 mm) that has an open tip (o0.d. approximately 2 mm, length 6
cm) at one end (Figure 1). The organic sample can be wrapped
in quartz wool or another gas-permeable, inert material to avoid
contact with CuO, if necessary. All inorganic materials, except
Cu foil, are precombusted at 550 °C. The tip of the ampule is
fitted with a 1 cm long segment of Teflon shrink tubing (o.d. 3
mm,; Cole-Parmer; shrunk 5 mm onto tip), and the ampule receives
a constriction at the other end. The shrink tubing is then con-
nectecd to Teflon capillary tubing within an oven. Several am-
pules are connected to a Teflon manifold. The temperature-
controlled oven with fan-forced air convection holds an aluminum
heating block kept at a temperature of 150-200 °C, with a stainless
steel capillary (i.d. 0.8 mm) coiled within. The Teflon manifold
connects via stainless steel and Teflon capillaries to a port outside
of the oven. The port can be linked either to a supply line of dry
nitrogen gas or to a Teflon capillary leading to a raised reservoir

R Distilled deuterium-depleted water (from Athabasca
Glacier, Canada) and various additions of D,0 to distilled San
Diego tap water yielded five waters for the exchange experiments,
with 6D values of —-157, —87, +112, +286, and +704 per mil.
Cellulose and the corresponding cellulose nitrate were prepared
according to standard techniques by Sternberg (19). Purified
cotton was obtained from medical supplies. Humic acid and
protokerogen from Recent marine sediment from the Santa
Barbara Basin (20) and kerogen from the Miocene Monterey
Formation were exhaustively demineralized (21, 22). Chitin from
a lobster (Homarus americanus) was prepared via decalcification
and deproteinization of the carapace (23). Reagent grade oxalic
acid diammoniun salt was obtained from Sigma.

Procedure. Figure 1 describes the preparation of ampules
containing organic samples. The connected ampules are con-
tinuously flushed with dry N, while the oven temperature is raised
to the desired degree, in this study between 104 and 156 °C. After
switching from nitrogen to distilled water, the steam pressure and
overall flow rate are regulated by adjusting the height at which
the water reservoir bag is positioned above the heating block
(=vaporizer) level. Average water consumption over 20 h of
operation was approximately 10 mL at 0.1 bar water vapor
pressure. At the end of the equilibration period, the samples are
again flushed with dry N, for at least 3 h while the oven is allowed
to cool during the last 2 h. While a positive pressure is still
maintained with dry Ny, the samples are then sequentially sealed
off with a torch, close to the Teflon connections. The 9 mm o.d.
openings are temporarily sealed with parafilm to exclude moist
air. Angular break seals are formed at the sealed tips (Figure 1),
using a fine torch. After removal of the parafilm, the samples
are immediately evacuated on a vacuum line and finally sealed
under vacuum. The subsequent processing of the samples and
the conversion of water to Hy follow routine methods (10, 11).
Engel and Maynard’s (24) observation regarding the possibility
of carbon isotope fractionation within combusted ampules after
cooling is likely to be valid for hydrogen as well, via formation
of hydrated sulfates (18) and hydrated copper carbonates (24).
All samples need to be processed on a vacuum line within a few
hours following combustion. Gas yields are measured manome-
trically.

Isotopic results are expressed in 6Dgpyow notation in per mil
referring to standard mean ocean water (SMOW) isotope standard:

D/Hssmple
oD )= =——-1) x10%
smow (per mil) (D i m—

The mass spectrometric precision of the measurements is 2
per mil for 6Dgpow values.

RESULTS AND DISCUSSION

The isotopic responses of various organic comounds to
equilibrations with five isotopically different water vapors at
114 °C and 20 h are shown in Figure 2. The slope of a linear
regression line connecting data from a given compound reflects
a measure of the substance’s overall hydrogen isotopic ex-
changeability [in percent of total hydrogen; this study uses
functional GM linear regressions which take into account that
both variates are subject to error of measurement (25)]. For
example, a slope of 45° would indicate that all hydrogen in
a sample is exchangeable. A slope of zero would identify the
y intercecpt as the 6D value of the conservative D/H ratio
of a compound with no exchangeable hydrogen.

Case Study of Cellulose versus Cellulose Nitrate. The
slope of the cellulose regression line in Figure 2 translates into
an exchangeability of 26.7% at 114 °C, or f, = 0.267 in eqs
1 and 2 (linear regression coefficient R = 0.999, n = 8). In
theory, 30% of the hydrogen in the biopolymer [C¢H;0,(0OH;],,
is O-H and thus potentially exchangeable, but in practice,
cellulose is a fibrous, closely knit agglomerate of biopolymers
in which not all O-H are physically accessible (26). This
cellulose can be compared with its nitrated counterpart,
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Figure 2. 3Dgyqy values of isotopically equilibrated organic materials
versus 8Dgyow Values of the waters used for the equilibration at 114
°C over 20 h.

cellulose nitrate, in Figure 2. Even exhaustively nitrated
cellulose still contains some hydroxyl hydrogen (27), resulting
here in a 3.9% exchangeability, or f, = 0.039 (R = 0.991, n
=17).

The algebraically calculated intersection Z (Figure 2) of the
regression lines for cellulose and cellulose nitrate falls on ~157
per mil on the x axis (6D of water, dy,) and —77 per mil on
the y axis (6D of equilibrated substrate, éy,). Using eq 2, we
can fill in the known 47, f,, and dy values for both cellulose
and cellulose nitrate, yielding two equations with two un-
knowns (8,, €) and permitting the calculation of §,, = —77 per
mil and ¢ = 80 per mil. As expected for higher temperatures,
the ¢ value falls in the lower range of hydrogen isotopic
fractionation for organic O-H bonds [for example, ethanol 110
per mil, benzyl alcohol 100 per mil, phenol 70 per mil; all
calculated for 25 °C (12)].

The x and y coordinates of the intersection Z of the re-
gression lines describe unique equilibration conditions when
water of —157 per mil is used: The isotopic composition of
the exchangeable hydrogen, after equilibration with water of
—157 per mil, is identical with the isotopic composition of the
nonexchangeable hydrogen (-77 per mil). The isotope frac-
tionation effect ¢ between water hydrogen and cellulose hy-
droxyl hydrogen accounts for 157 — 77 = 80 per mil. By
rearranging eq 2 to

brs = 0y + fole + bw, — 8,) @)

we see that the expression in the bracket is always zero (80
- 157 + 77 = 0 in the numerical example). It follows that ér,
is dependent only on 6,. Therefore, f, can be chosen freely
between 1 and 0 (for non-nitrated cellulose and completely
nitrated cellulose, respectively) without effect on the locus
of Z. In other words, we can substitute any number of hy-
droxyl groups (equilibrated to ~77 per mil) with nitrate groups
without changing the overall isotopic composition of —77 per
mil. The extent of nitration determines the slope of the
cellulose nitrate line, but it does not influence the location
of the intersection Z of the cellulose and cellulose nitrate lines.
Moreover, all celluloses, regardless of their C-H isotopic
compositions d;, have their Z intersections of respective lines
of their non-nitrated and nitrated forms falling on a 45° line
marked “C(H,0),,” in Figure 2. Note that “C(H,0),”, following
the formula y = x + @, or d7 = dw + ¢, is valid for a specific

temperature only, here 114 °C, because ¢ is responsible for
the position of the line along the x axis.

A “C(H,0)," line is valid for all celluloses, and possibly for
all carbohydrates as well, as long as they express the same ¢
value, for z given equilibration temperature. For example,
with knowledge of ¢ the determination of the isotopic com-
position of C-H of an organic compound is possible by opting
for one of the following strategies: If the relative amount of
exchangeable hydrogen and the slope of the equilibration line
are well-known, it may be sufficient to equilibrate one aliquot
of a sample, determine its overall 6D value, and construct the
intersection of two lines as in the cellulose example. Higher
precision could be achieved by multiple equilibrations with
various water vapors in combination with regression analyses.
If the isotopic exchangeability of a compound is not known,
one needs at least two D/H exchange reactions to construct
such a line. For cotton, which represents almost pure car-
bohydrate, the y coordinate of the intersection with “C(H,0),”
in Figure £ suggests a 6D value of C-H of -31 per mil (ex-
changeability 16.1%; R = 0.997, n = 17). In terms of accuracy
of D/H ratios of C-H in cellulose, the equilibration method
outperforms the use of nonequilibrated nitrated cellulose,
because the isotopic influence of even small amounts of re-
maining exchangeable hydrogen in nitrated cellulose is taken
into account.

Implications for Non-Carbohydrate Substrates. A
suitable line parallel to the “C(H0),” line is valid for all
organic comopunds with the same e value, for a given equil-
ibration temperature. The “C(H,0),” line would need to be
shifted along the x axis to account for differences in the isotope
factionation effect e. The displacement can either be deter-
mined experimentally by chemical replacement of ex-
changeable hydrogen with inert groups (e.g., nitration, if
chemically possible), or can be calculated on the basis of the
knowledge of stretching and bending force constants (12-17).
For example, Bigeleisen and Ishida’s simple first-order cal-
culation of isotope effects, particularly applicable to deuterium
substitution, reflects the relative importance of bending and
stretching forces to the isotope effect as a function of tem-
perature (14). Unlike all other theoretical methods, Polyakov
(17) uses o and (3 factors in an innovative approach based on
Galimov’s (28) theory of thermodynamically controlled in-
tramolecular isotopic ordering. One may also choose com-
pounds for comparison that contain only one kind of hydrogen
bond, such as N-H, for example in ammonium oxalate (N-
H,)3(COO), (Figure 2). In crystalline ammonium oxalate,
98.1% of the hydrogen was found to be exchangeable. A
graphical evaluation, similar to the one discussed for cellulose
O-H, yields a N-H fractionation of 17 per mil, at 114 °C. For
comparison, Bigeleisen’s (12) calculated values for N-H at 25
°C vary between —4.5 (ammonia) and +110 per mil (aniline).

Chemically complex kerogen, humic compounds, bulk or-
ganic tissuss, etc. do not permit chemical replacement of O-H
and N-H and would require the use of a calculated O-H and
N-H mean isotope effect. The calculation could be aided by
'H NMR and IR data on the distribution and abundance of
different types of functional groups bearing exchangeable
hydrogen. Figure 2 does not attempt the determination of
8, for complex compounds, but it documents different degrees
of exchangeability. The decline of exchangeability from
Recent humic acid (18.8%; R = 0.999, n = 7) over Recent
protokerogen (11.4%; R = 0.979, n = 6) to Miocene kerogen
(6.3%; n == 2; see also Table I) is consistent with decreased
abundancss of functional O-H and N-H containing groups
in that order (29).

Effect of Temperature on Isotopic Equilibration.
Table I illustrates the effect of temperature on the observed
hydrogen exchangeability in various organic compounds.
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Table I. Hydrogen Isotopic Exchangeability (in Percent of
Total Hydrogen) in Various Organic Compounds That
Were Equilibrated for 20 h at 104, 114, 140, 143, and 156 °C*

exchangeability, %

corapd 104°C 114°C 140°C 143°C 156 °C
cellulose 23.1(2) 267(8) nd nd 26.8 (2)
chitin nd 158(2) 16.4(2) nd 17.2 (2)
cotton 15.7 (3) 16.1(17) nd 19.2 (6) nd
humic acid nd 188(7) 20.7(2) nd nd
kerogen nd 63(2) 84(2 nd 9.1 (2)

%The number of 4D values used for calculation is given in par-
entheses; nd = not determined.

Isotopic equilibrations were performed over 20 h at 104, 114,
and 143 °C in water vapors with 3D values of -157, —87, and
+704 per mil. At higher temperatures, exchangeability is
larger, because isotopic exchange is kinetically controlled by
diffusion of hydrogen species through the substrate. The
exchange rate may widely vary depending on chemical com-
position and structure. Future studies of specific classes of
compounds (e.g., crystalline or amorphous substrates, bio-
polymers, geopolymers, etc.) would be required o establish
a temperature dependence and time regime for isotopic
equilibration that achieves reproducible exchangeability while
not compromising the chemical stability.

For the isotopic equilibration of temperature-sensitive
substrates the oven temperature could be set below 100 °C
if a regulated vacuum oven is used that can avoid having a
liquid water phase in contact with the samples. One should
bear in mind that even temperatures of a few degrees above
boiling point, below critical temperature, may permit the
existence of liquid water in porous samples, due to reduced
vapor pressure within narrow pore spaces. Soluble constitu-
ents in the sample have a similar effect by forming solutions
with lower vapor pressure. Any hydrous liquid phase in
contact with a sample would be enriched in deuterium and
would thus cause increased D/H ratios compared to properly
equilibrated samples.

CONCLUSIONS

The determination of the D/H ratio of nonexchangeable
hydrogen in organic substrates via controlled isotopic equil-
ibration of the exchangeable hydrogen pool is applicable to
a large variety of materials. The equilibration method is the
only approach feasible for those oxygen- and nitrogen-con-
taining compounds that do not permit a chemical replacement
of all their hydroxyl, amino, etc. groups by nitrate or other
inert groups. Paleodietary, paleoclimatic, and paleoenviron-
mental stable isotope studies can utilize the hydrogen isotopic
composition of chemically complex substrates, for example
collagen from bone, amino acids, lignin, and various solid fossil
fuels and biogeochemical isolates. Further use of the isotopic
equilibration method might be extended to inorganic sub-

strates, for example phyllosilicates and zeolites.
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The dynamic response of the membrane probe in flow injec-
tion/membrane Introduction mass sp y has been
studied theoretically. A mathematical model Is formulated to
obtain analyte concentration profiles in the flow chamber and
Inside the membrane and to calculate the analyte flux across
the membrane. For Ideal input perturbations such as block
and step inputs, analytical solutions are provided; for nonlinear
input perturbations an efficient and robust computational
procedure for obtaining numerical soluti Is pr d to
account for mixing of the analyte sample in the flow conduit
before entering the flow chamber. The effect of some system
par s and oper | variables on the dynamic be-
havior of the probe Is investigated. This information should
help in the design of new membrane probes and In the se-
lection of new membranes.

INTRODUCTION

Membrane introduction mass spectrometry (MIMS) has
received considerable attention recently for identification and
quantification of organic compounds in aqueous media (1-6).
The technique is based on the preferential pervaporation of
analytes as opposed to the solvent across the membrane.
When the membrane probe is inserted directly into the mass
spectrometer ion source, better performance is achieved in
terms of response time and sensitivity compared to mem-
branes that are located at a greater distance (7-11). For
process monitoring and control, rapid and continuous mea-
surements of the concentrations of target compounds in the
analyte solution are essential. The use of MIMS with flow
injection analysis (FIA) sampling is appropriate to achieve
this requirement. This technique has been demonstrated
successfully for on-line monitoring and control of fermentation
processes for the production of optically active isomers of
2,3-butanediol (12-15).

The membrane probe has two main parts; a flow chamber
and the membrane (Figure 1). The flow chamber allows direct
contact of the analyte with the membrane, while the mem-
brane itself allows pervaporation, a process which includes
adsorption of analyte onto the membrane surface, diffusion
through its body, and release from the inner surface into
vacuum. The major concerns in the selection of polymeric
materials for the membrane probe are achievement of the
maximum flux across the membrane and the time required
to complete the analysis of one sample. The first determines
the response sensitivity and the second determines the sam-
pling frequency. The desired membrane will be the one that
gives a high sampling frequency with high sensitivity to all
the analytes, while simultaneously rejecting solvent.

* Corresponding author.
10On leave from the Technical Research Center of Finland, Chem-
ical Laboratory, Biologinkuja 7, 02150 Espoo, Finland.

This work presents a theoretical analysis of the dynamics
of the operation of the membrane probe in the FIA/MIMS
system. Although theoretical analyses of membrane transport
and flow injection sampling has been intensively studied in
the past (15-19), these topics have been dealt with separately
and the combination of both phenomena in the FIA/MIMS
system has not yet been analyzed. Therefore, this paper
provides analytical tools to fill this gap and so provide a better
understanding of the time-dependent phenomena associated
with use of this type of probe.

A mathematical model has been formulated and solved
analytically for block and step inputs (defined in Figure 1)
and numerically for any arbitrary inputs. The method of
Laplace transforms was employed to obtain the analytical
solution, and the orthogonal collocation (20) and Gear’s stiff
method (2) were used to obtain the numerical solutions. The
effect of each system parameter on the dynamic responses is
investigated and discussed.

THEORETICAL CONSIDERATIONS

Figure 1 shows a simplified schematic diagram of the
membrane probe. The analyte solution is pumped through
the flow chamber, in which the analyte is dissolved, and
analyte diffuses through the membrane. Obviously, the
concentration of analyte in the flow chamber largely affects
its mass flux across the membrane, especially when the sample
volume is comparable to the volume of the chamber and
mixing in the chamber is negligible. Therefore, we also con-
sider the variation of analyte concentration in the flow
chamber in obtaining results from the model. The model
shown below is the simplest one, which assumes that the fluid
inside the chamber is well mixed and the analyte transport
across the membrane is one-dimensional. Also, the film model
is employad to account for mass transfer between the fluid
phase and the membrane phase. If we further assume that
the effective diffusivity (D) in the membrane and the partition
coefficient (H) between solution and the membrane surface
are constant over time, then the governing equations can be
expressed as follows:

dc Cu

Frae v(C;-C) - K,aa(C “" x=0) (1)

dCy 3C,
—=D— @

at dx?

with initial and boundary conditions
t=0 C=0 Cp=0 ®)
=0 Dacm-K g-= @

- ot ® Hl.o

x=1L Cp,=0 5)

where C = concentration of analyte in the chamber, C,, =
concentration of analyte inside the membrane, C; = concen-

0003-2700/91/0363-2460$02.50/0 © 1991 American Chemical Society
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Figure 1. Schematic diagram of a membrane probe.

tration of analyte in the inlet, H = partition coefficient, C,/C,
K, = interphase mass-transfer coefficient, cm/s, a, = ratio of
total membrane surface to chamber volume, cm™, D = ef-
fective diffusivity of sample solute in the membrane, cm?/s,
t = response time, s, x = spatial coordinate, cm, L = thickness
of membrane, cm, v = ratio of inlet liquid flow rate o chamber
volume, s. Note that eq 5 holds only when the downstream
side of the membrane is under vacuum, which is true for the
system in which we are interested.

The sample concentration in the inlet can be any arbitrary
input perturbation, i.e.

Ci(t) = Cy, £(2) (6)

in which f(¢) is the normalized input perturbation. The
function f{¢t), which accounts for mixing of samp.e solution
between the sample injection port and the flow chamber, is
experimentally measurable. For ideal input perturbations such
as the step or the block function, eq 6 becomes

Ci(t) = Ciolua(t) — uy(t)] (7

in which u, and u, are unit step functions startiny from ¢t =
a and t = b, respectively. When b approaches infinity, the
input perturbation becomes a step change.

Equations 1 and 2 give concentration profiles of analyte in
the flow chamber and at each position of the membrane.
However, the quantity in which we are interested is the total
analyte flux at the downstream side of the membrane, i.e.

J| DA . ®)

|x=L - Ox s
in which A is the membrane surface area. Note that «J],-; also
represents the total flux of analyte entering the ion chamber.
Since the response of the mass spectrometer (ion current) is
proportional to the mass flux inside the ion chamber, the
dimensionless flux shown in eq 9 will be the same as that
Jn = L_ ©)

R ™ J,, (step change)
obtained from the mass spectrometer; i.e. this is the ratio of
the flux for any arbitrary input to the steady-state flux (J)

for the step input perturbation.

The governing equations can be solved analytically when
the input perturbation is a block or step input; however, they
can only be solved numerically when the input perturbation
is any arbitrary nonlinear function. Both cases are detailed
below.

Analytical Solution. Equations 1-5 and 7 are solved
analytically by the method of Laplace transforms. First, these
equations are transformed from the time domain, ¢, into the

Laplace domain, S, through the following transformation:

C(s) = j; oSt C(r) dt 10)

Co(x,S) = j:e‘s‘ Cp(x,t) dt (11)

The transformed equations are then solved simultaneously
to obtain the following Laplace domain solution:

vGC;, K,/H S
— 2 (p7eS —bS —_—
3 (e )(\/35 tanh \/;L + 1)

c(S) =
(K“/Hta h\/§L+1)(S+ ) + K,
n = v Qs
VDS D

(12)

Cn(x,9) =

vC;
Pl s 09 =

K /H S
tanh L +1)(S +v) + K,
cosh x sinh v‘
(13)
cosh sinh v—_

Then, the time domain solution is obtained by inverting eqs
12 and 13 using the inversion theorem for Laplace transform
and Cauchy’s residue theorem. Since eqs 12 and 13 are
analytic in the S domain except the poles at S =0 and S, =
—(D/L)\2 (n =1, 2, ..., =), the analytical solution is simply
the summation of the residues evaluated at these poles. Note
that A, is the eigenvalue at pole S,, which was obtained from
the following characteristic equation:

sinh L

Olw

X

<ro\ UIUJ

DH
S, +v+ Kga,
Notice that eq 14 was derived by letting the denominator of

eq 12 or 13 equal zero. After complicated mathematical
manipulations, the time domain solution is obtained as follows:

0<t<a C(t)=Cplxt) =0 (15)

KL
(S, + U)('— + 1) + Ka,

Apcot A, — 1=~ (14)

a<t<b Ct) = Cy+ T A,0\,)eS (16)
n=1

cos ()\n%) sin ()\,%)

Culx,t) =

m Sq(t-a)
Cal) + EA () cos (A,) sin (A,) e
17)
t>b C(t) = i A, (\,) (e5:0) — Salt-b)) (18)
n=1
e iAm \ cos ()\,%) sin ()\,%)
m(5t) = p=1 7 cos (\,)  sin ()

(eS.(l—u) = eS.(z—b)) (19)
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where

A (\) = [uCio(e—as. . —bSa)( ;i;l): tan A, + 1)] /

S, K’Lta)\+1+
YSe\ B, O e

L(s + ) I—M (20)
2HD cos? \, 4 2\,

KL
m, = ' (p~6Sa — oS, &
AZ(\,) [vC,o(e e75%) D, sin )\,,]

S, KL N+EL)+
vSo\ HD, B0 M

K, [ sin (2>\,,)”
S, +o|1-—=211] ¢

2HD cos® \, 2\,
 uC(K,/H)L/D) + 1
» = J(K./BL/D) + 1] + K, @)
o eGR@L/D) i)
G2 = &M@/ D) + 1+ Ka\' L =)

In the case of a block input perturbation, the total analyte
flux at x = L can be derived as follows:

- DAL\
> Aw,,)( —")[tan (M) + cot (A,)](eSe(-0) — gSalt-b))

n=1 L
(24)

Since AZ(A,) is linearly related to C;, (eq 21), it is obvious that
the total flux at any time should be linearly dependent on Ci,.
Therefore, the peak height should be linearly related to C;,.
This conclusion is also true even for any arbitrary inputs. This
can be easily shown by nondimensionalizing the governing
equations (eqs 1 and 2) to factor out C;,. After carrying out
the same analysis procedure, the factor Cj, is brought back
to the results again. Since Cj, can be always factored out of
the equations, the flux is, therefore, always linearly dependent
on the initial analyte concentration in the inlet. Notice that
C, and C%(x) are steady-state solutions of C(¢) and Cy,(x,t),
respectively, when the step input perturbation is employed.
The steady-state solutions are the residues evaluated from
the pole at S = 0. Here, the total analyte flux at x = L was
obtained as

J. = UCioKsA
=~ o[(K/H)(L/D) + 1] + K,a,

It shows that the steady-state flux depends on all the system
parameters. When the diffusion process is the rate-deter-
mining step, eq 25 is reduced to the following equation directly
derived from Fick’s diffusion law under steady-state condi-
tions:

(25)

DH P
Jss|x=L = A(T)Cio = AZCio (26)
in which P (=DH) is the permeability of the analyte across
the membrane.

Numerical Solution. Equations 1-6 can be solved nu-
merically if the input perturbation is any nonlinear function.

Analyte in the Chamber Inlet
———  Analytein Flow Chamber
Analyte on Membrane Surface
————  Analyte Flux

Dimensionless Concentration
=
b4
T
1
°
=
Dimensionless Flux

] L 9
0 20 4 60 80 100

Response Time, Sec.
Figure 2. Typical dynamic responses for a block input with K, = &
X 102 cm/s, H = 1.0, L = 0.025 cm, h = 0.2 cm, membrane
diameter = 0.6 cm, D = 5.0 X 10~® cm?/s, and F = 1.0 cm®/min.

In this case, a powerful and robust numerical procedure was
employed to solve these equations. First, eq 2 was transformed
into N ordinary differential equations (ODE) by the orthog-
onal collocation method, which has been shown to be a very
efficient and accurate numerical approach in solving the
diffusion equation (20). Then, the transformed equations were
combined with eq 1 to form an ODE system that was solved
by Gear’s stiff method (21). This approach is efficient even
under stiff conditions.

RESULTS AND DISCUSSION

Computer Simulation. Two FORTRAN programs have been
developed on the SUN 4/280 and IBM PS/2 30286 computers.
One program is used to obtain the analytical solution for block
and step inputs, and the other is used to obtain the numerical
solution for any type of input. Both programs are efficient
and robust even on the low-end IBM PS/2 30286 machine.
The programs provide the following data: analyte concen-
trations in the flow chamber and on the upstream membrane
surface, the analyte concentration profile inside the membrane
at the specified response time, and the analyte flux on the
downstream membrane surface. For the analytical solution,
the use of the first 200 eigenvalues in the calculation are
sufficient to provide accurate solutions in most cases. For the
numerical solution, the order of approximation (N) in the
orthogonal collocation method was set to 7 and that also
provides accurate solutions. The results shown below are
based on these two choices.

Input Perturbation. The input perturbation gives the
analyte concentration profile at the inlet to the flow chamber,
which directly affects the dynamic responses of the probe.
When mixing between the sample injection port and the en-
trance of the flow chamber is negligible, the input perturbation
resembles either the block function (dotted line in Figure 2)
or the step function (dotted line of Figure 3) input selected.
However, when mixing is important, the input perturbation
gives a dispersed profile at the membrane surface. It should
be pointed out that the block and step inputs are ideal;
however, they provide a basis for understanding the dynamic
behavior of the probe. The dispersed input is close to the real
situation, represented by the experimental data shown in
Figure 4, which are actual measurements taken by UV ab-
sorbance on an aniline sample using the membrane intro-
duction mass spectrometry system developed in our laboratory
(22).

Typical responses for three different input perturbations
are shown in Figures 2-4, respectively. These figures clearly
show that the addition of mass-transfer resistances, such as
interphase mass transfer and diffusion across the membrane,
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Fligure 3. Typical dynamic responses for a step input with conditions
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Figure 4. Typical dynamic responses for a dispersed input with con-
ditions the same as In Figure 2 except that D = 5.0 X 10~ cm?/s.
The probe configuration and the system employed in the study was
detalled in ref 11. The data were obtalned by using an ISCO absor-
bence detector (Model 228; 254 nm) connected to the chamber Inlet.
Anliine was used as a model compound in this study.

delays the response of analyte (flux) that can be dstected by
the mass spectrometer. Note that the mass-transfer resistance
includes contributions from both diffusion across the mem-
brane and interphase mass transfer, i.e., transfer from solution
to the membrane surface. Comparing Figure 2 with Figure
3, we can easily deduce that the use of a block input is superior
to the step input in terms of the time required for analysis
of one sample; however, it is inferior to the step input in the
aspect of response sensitivity, i.e., the magnitude of the re-
sponse.

Figure 4 shows the effect of dispersed input on the analyte
flux detected by the mass spectrometer. In this case, the input
perturbation gives a highly dispersed peak even though the
sample coming from the injection port was a block input that
lasted for 15 s. This unexpected result is simply due to the
high dispersion of the analyte sample in the flow conduit
between the sample injection port and the flow charaber. The
dispersion of sample in the flow conduit results in the pro-
longation of response time and the decrease of analyte flux
across the membrane as compared to the block input.
Therefore, the probe system performance is reduced if the
dispersion in the flow conduit is high and this is a significant
factor which could easily be overlooked.

When a block input or any arbitrary input is employed, it
can be easily shown that the peak height is proportional to
the analyte tration in the le when the experimental
conditions are kept the same, provided the assumption of

12

L =0.005cm

Dimensionless Flux

L =0.025cm

0 1 ! B/ L 1 i
0.001 0.002 0.003 0.005 0.01 0.02 003 0.05 0.1

Ks (cm/sec)
Figure 5. Effect of interphase mass-transfer coefficient (adsorption
at membrane surface) on the analyte fiux across the membrane with
H= 1.0, h= 0.2 cm, D= 8.0 X 10 cm?/s, and membrane diameter
= 0.6 cm. The dimensionless fiux is based on the fiux in the case of
L = 0.005 cm and K, = 0.1 cm/s.

constant partition coefficient holds. This proves the appli-
cability of using the impulse method for chemical analysis in
the FIA/MIMS system.

Liquid/Membrane Interphase Mass Transfer. Figures
24 also show that the interphase mass-transfer resistance is
significantly smaller than the resistance resulting from dif-
fusion across the membrane under the probe configuration
we simulated. Unless the membrane surface area and the
membrane thickness (Figure 5) are much smaller than those
chosen in this probe configuration, the interphase mass-
transfer resistance will not contribute significantly to the probe
dynamics.

The effect of interphase mass-transfer coefficient on the
analyte flux across the membrane is shown in Figure 5. The
results are based on the step input under the steady-state
conditions (eq 25). It can be seen that interphase mass
transfer only becomes important when the membrane thick-
ness is much reduced. This is because the reduction of
membrane thickness decreases the mass-transfer resistance
from the diffusion process. Therefore, for thin membranes
the resistance from the interphase mass transfer becomes
comparable to the resistance from diffusion and may affect
the probe performance significantly.

It is well-known that a major effect of inlet liquid flow rate
is on analyte flux across the depletion zone, i.e. the stagnant
liquid film between the bulk liquid and the membrane surface.
In other words, an increase in the flow rate reduces the
thickness of the stagnant liquid film, resulting in an increase
of mass-transfer coefficient as well as increasing analyte flux
across the by The same conclusion was also reported
by LaPack et al. (19), using a hollow-fiber membrane and
varying the inlet liquid flow rate.

Diffusion in Membrane. Typical results with different
effective diffusivities are shown in Figure 6 with the input
perturbation the same as Figure 4. They clearly show that
effective diffusivity is one of the major factors that determine
both the maximum analyte flux and the response time. The
smaller the effective diffusivity, the longer the response time
and the smaller the maximum analyte flux. The effective
diffusivity can be enhanced by increasing the probe operation
temperature (11) or modifying the membrane.

Partition Coefficient. The partition coefficient is the ratio
of analyte concentration in the bulk fluid to that inside the
membrane at equilibrium. It largely affects the magnitude
of analyte flux across the membrane, as shown in eq 25 or 26
in the steady-state cases. Figure 7 shows results of simulations
in which the partition coefficients range from 0.5 to 2.0 with
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Figure 7. Effect of partition coefficient on the probe dynamics with
other conditions the same as in Figure 2. The dimensionless flux is
based on the flux at the peak tip of the case H = 2.0.

other conditions the same as Figure 2. The variation of analyte
flux profiles among these cases also demonstrates that a high
partition coefficient gives a high analyte flux under the dy-
namic conditions. Notice that the dimensionless fluxes are
based on the maximum flux for the case H = 2.0.

The partition coefficient is a system parameter that directly
relates to the chemical interaction between membrane and
analyte. Therefore, modification of the membrane to give
better compatibility between membrane and analyte, will
certainly increase the partition coefficient and response sen-
sitivity. This prediction is yet to be tested in practice.

Chamber Volume and Liquid Flow Rate. Figure 8 shows
the effect of chamber volume on the response of the probe
for a block input that lasts for 15 s. It is obvious that the larger
the flow chamber, the worse the probe efficiency in terms of
response sensitivity and sampling frequency. Therefore,
minimization of the chamber volume is essential to increase
probe efficiency. The considerations which underlie this result
parallel those that are obtained for chromatography detectors.

The effect of liquid flow rate on the probe dynamics can
be discussed from two different aspects: (1) the dispersion
between the sampling port and the chamber inlet and (2)
interphase mass transfer and diffusion across the membrane.
It has been well documented that an increase in flow rate
changes the liquid flow in the conduit from laminar flow to
turbulent flow. This results in increased dispersion of the
liquid sample before entering the flow chamber, and thus
increases the response time and decreases the response sen-
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Figure 8. Effect of chamber volume on the probe ics with other

conditions the same as in Figure 2. The dimensionless flux is based
on the flux at the peak tip of line 1.
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Figure 9. Effect of flow rate on the probe dynamics with other con-
ditions the same as in Figure 2.

sitivity (16). Therefore, there is no advantage to be gained
from this factor in FIA analysis by increasing the liquid flow
rate. In our system, the liquid flow rate is typically 1.0
mL/min, and the conduit diameter is only 0.5 mm. Therefore,
laminar flow for these conditions is assured judging from the
Reynolds number.

Figure 9 shows the effect of liquid flow rate on the probe
dynamics. In this study, a block input is chosen to concentrate
the effect of liquid flow rate on the second aspect mentioned
above. As shown in the figure, the increase in the inlet flow
rate shortens the residence time of analyte in the flow chamber
(dash-dotted lines), which results in a decrease of response
sensitivity and response time.

Combining the conclusions from both aspects, we deduce
that the increase of flow rate decreases the response sensitivity
and the response time, as compared to the case of block input.
The need to balance these two factors makes the selection of
a suitable flow rate for the particular system important. Note
that the above conclusions are valid only when the same
volume of analyte sample is employed in each case. When
large (essentially unlimited) sample volumes are available, as
can be the case in many process monitoring experiments, high
flow rates are desirable since they avoid the creation of a
depletion zone near the membrane surface and allow maxi-
mum responses to be achieved. Quantification using external
standard solutions may be best achieved at intermediate flow
rates which represent a compromise between response time
and magnitude of response.

Sample Size and Membrane Thickness. Figure 10 shows
the effect. of sample size on the dynamics of the membrane
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Figure 10. Effect of sample size on the probe dynamics with other
conditions the same as in Figure 2.

Table I. Effect of Some System Parameters and
Operational Variables on the Peak Height and Response
Time®

max flux response

param /variable (peak height) time
membrane thickness +++ +++
diffusion coeff +++ +++
partition coeff +++ +
sample size ++ ++
sample concn +++ +
mixing in the flow chamber ++ #+h
dispersion in the flow conduit ++ ++
chamber vol ++ ++
flow rate ++ ++
interphase mass transfer ++ ++

9Key: (+++) highly interrelated; (++) interrelated; (+) weakly
interrelated.

probe with the introduction of sample as a block iriput to the
probe chamber. When the sample size is increased, the analyte
duration in the flow chamber is prolonged. This results in
an increase of analyte flux across the membrane; however, it
also increases the time needed to analyze one sample.

The membrane thickness affects the probe performance
significantly (Figure 5). Reduction of membrane thickness
decreases the transport resistance of analyte molecules across
the membrane and, hence, increases the analyte flux and
response sensitivity.

Probe Design. As mentioned above, a well-designed
membrane probe for the FIA/MIMS system should possess
high analyte sensitivity and sampling frequency. The sen-
sitivity analysis shown above provides information on the
relative importance of each system parameter or operational
variable on the probe performance. Table I summarizes this

analysis, which should help in designing suitable probes for
particular uses. It should be pointed out that the analysis is
based on the assumption of constant partition coefficient and
is valid only when the concentration of analyte is low. Al-
though the analysis is only for a single analyte, it is also valid
for multiple analytes in one sample as long as the assumption
of constant partition coefficient for each analyte holds true
and interference among analytes is negligible.

CONCLUSIONS

The dynamics of the membrane probe in the FIA/MIMS
system have been simulated. An analysis of the simulation
provides insights into the complexzity of the probe dynamics
and provides essential knowledge needed for design of a
membrane probe. The results show that membrane thickness,
partition coefficient, and effective diffusivity play the most
important roles in the probe performance.
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Supercritical Fluid Chromatography and Time-of-Flight
Secondary lon Mass Spectrometry of Poly(dimethylsiloxane)
Oligomers in the Mass Range 1000-10000 Da

Birgit Hagenhoff, Alfred Benninghoven,* Herbert Barthel,! and Wolfgang Zoller!
Physikalisches Institut der Universitit Miinster, Wilhelm-Klemm-Strasse 10, D-4400 Miinster, FRG

Both supercritical fluid chromatography (SFC) and time-of-
flight dary lon mass sp: try (TOF-SIMS) provide
well-resolved signal Intensities of low molecular welght poly-
(dimethylsil ) (PDMS) olig s. To Ine the

t y of these Independent analytical methods,
a direct comparison was performed on PDMS oligomers In the
mass range from 1000 to 10000 Da. Results obtained by
SFC and TOF-SIMS fit well up to mass 3000 Da whereas
remarkable differences occur for higher masses due to mass
discrimination effects. These have been found to be more
pronounced for SFC than for TOF-SIMS.

1. INTRODUCTION

In the last 4 decades siloxanes have found important in-
dustrial applications. Methylsiloxanes, in particular poly-
(dimethylsiloxanes) (PDMS), cover a major part of organo-
silicon compounds. Low molecular PDMS are well-known as
silicone oils and provide the main intermediates for most
silicone additives and silicone rubbers.

For industrial use methods of characterization of PDMS
are most commonly based on rheological data (I, 2). Gel
permeation chromatography (GPC) (3) and 2°Si NMR spec-
troscopy provide additional information about the average
molecular weight.

Due to the condensation process, low molecular weight
PDMS, however, consist of both cyclic and linear siloxanes
that are poorly resolvable by GPC and 2°Si NMR methods.
Therefore certain classes of high molecular weight substances
have additionally been analyzed by high-temperature gas
chromatographic (GC) methods (4). These methods, however,
are only capable of analyzing substances with boiling points
ranging from 650 to 750 °C corresponding to e.g. PDMS ol-
igomers of masses between 1000 and 1200 Da.

Supercritical fluid chromatography (SFC) (5) and time-
of-flight secondary ion mass spectrometry (TOF-SIMS) (6)
have proved to be valuable methods for the analysis of oli-
gomeric species. Both offer comparably good resolutions of
individual oligomeric species of PDMS (7-9). Therefore the
detection of resolved individual PDMS species and even a
distinction between cyclic and linear low-mass PDMS oli-
gomers is available. So far, however, little has been known
about the accuracy of average molecular weight determinations
performed by SFC. In the case of TOF-SIMS, comparisons
have only been carried out for poly(styrenes) and per-
fluorinated polyethers (comparison with GPC (8, 10)). In this
report, we describe a comparison of SFC and TOF-SIMS of
PDMS in order to determine the achievable accuracy of both
methods. Standards of individual oligomeric species covering
the mass range from 1000 up to 10000 Da are not available.
We therefore compared three low molecular weight PDMS
samples with different molecular weight distributions.

!Wacker Chemie GmbH, D-8263 Burghausen, FRG.

Table I. Kinematic PDMS Sample Viscosities (at 25 °C)
and Number Average Molecular Weights from #*Si NMR
Data

viscosity, molecular weight
sample mm?/s (cSt) M,, Da
1 20.7 1724
2 25.1 2216
3 413 3449

Table II. Parameters of Operation of the SFC Instrument

instrumentation Lee Scientific Model 501 SFC
detn FID at 350 °C, makeup gas N, at 30 mL/min

column 10 m X 50 pm i.d. X 0.25 um SB methyl 100

restrictor frit restrictorr

injection 2 uL of 20% PDMS in n-hexane, flow splitting,
split capillary 15 pm i.d. 18 cm, autosampler

carrier CO, pressure programmed (see Table III)

temp 100 °C, hold 20 min, rate 1.5°/min to 250 °C

Table III. CO; Pressure Program

irit 99.00 bar

hold 8.00 min

ramp 5.50 bar/min 110 bar
ramp 5.00 bar/min 185.00 bar
ramp 1.80 bar/min 194.00 bar
ramp 1.40 bar/min 201.00 bar
ramp 1.60 bar/min 217.00 bar
ramp 1.80 bar/min 235.00 bar
ramp 2.00 bar/min 255.00 bar
ramp 2.40 bar/min 279.00 bar
ramp 3.20 bar/min 295.00 bar
ramp 3.50 bar/min 312.50 bar
ramp 3.90 bar/min 332.00 bar
ramp 4.50 bar/min 354.50 bar
ramp 5.00 bar/min 369.50 bar
hold 30.00 min

In addition to the average molecular weight, the polydis-
persity of the distribution, in particular the amount of higher
mass oligomers, is a point of major interest. Thus special
attention has been paid to the inherent mass discrimination
effects of these methods.

2. EXPERIMENTAL SECTION

2.1. Sample Preparation. Three samples of a,w-bis(tri-
methylsiloxy)poly(dimethylsiloxanes) (PDMS) were prepared from
three different industrial grade silicone oils (Wacker Silicone Fluid
AK, Wacker Chemistry, Munic, West Germany) by vacuum
destillation. The samples were characterized by viscosimetry and
Si NME spectroscopy. Data are presented in Table 1.

2.2. Instrumentation and Methods. 2.2.1. SFC. A com-
mercially available instrument (Lee Scientific) was used for the
SFC investigations. Typical parameters of operation are listed
in Tables II and IIL.

2.2.2. TOF-SIMS. The TOF-SIMS measurements were
performed with an instrument built at the University of Miinster
in 1982 (T'OF I (11)). It consists of a pulsed primary ion source,
a Poschenrieder-type multiple (energy and angle) focusing
time-of-flight analyzer, and a single-ion counting registration

0003-2700/91/0363-2466$02.50/0 © 1991 American Chemical Society



ANALYTICAL CHEMISTRY, VOL. 63, NO. 21, NOVEMBER 1, 1991 ¢ 2467

o o =
& © b
1
1

o
N

detection efficiency

"I\

10 keV
02t 1
\ 5 kev
01

dig L . . L 3 . . .
0 1000 2000 3000 4000 5000 600C 7000
mass (Do)
Figure 1. Detection efficiency D as a function of secondary ion mass
for different postacceleration voltages (72).

system. The primary ion source generates short mass-separated
ion packets (10 ns, 12-keV Ar*) hitting the sample in an area of
about 1 mm? (typical primary ion current density 100 pA/cm?).
Secondary ions generated at the sample surface are accelerated
to 3 keV before entering the flight path. They are detected by
a channel plate, scintillator, photomultiplier combination. Since
the ion—electron conversion at the channel plate as the first step
of ion detection is a velocity-dependent process (kinetic ion in-
duced electron emission), the detection efficiency decreases with
increasing mass. In order to obtain sufficiently high secondary
ion velocities, secondary ions can be postaccelerated up to an
energy of 20 keV. Figure 1 shows the detection efficiency as a
function of secondary ion masses for different postacceleration
voltages (12). The data were obtained for Cr-cluster icns. Recent
investigations have shown (13) that these data also represent the
detector-dependent mass discrimination effects for PDMS oli-
gomers. A computer program based upon the curves for 10 and
20 keV can be used to correct secondary ion intensities for mass
discrimination effects.

For the TOF-SIMS investigations, 0.5 uL of a 1 mg/mL solution
in toluene was deposited onto about 80 mm? of an etched silver
substrate (monolayer p tion) and sub: ly dried in the
airlock of the TOF-SIMS instrument. Typical spectra aquisition
times are 100 s, which leads to total ion doses in the range of 10
ions (static conditions).

2.2.3. Determination of Average Molecular Weights. For
the calculation of the number and weight average molecular
weights M, and M, respectively, peak areas of the linear PDMS
oligomers were used.

SFC. The calculation of average molecular weights from SFC
peak areas has to take into account the mass-dependent signal
generation of the FID detector:

M, =ZL/Z@/M) Mg, = TIM/Y

with I; = peak area at a retention time of a PDMS species with
mass M;.

TOF-SIMS. For TOF-SIMS average molecular weights were
determined as follows.

1. Determination of all peak areas ((M; + Ag)*, see 3.2) with
background subtraction. Metastable decay of secondary ions in
the acceleration gap leads to an exponentially decreasing back-
ground in SIMS spectra of organic materials. Therefore back-
ground integral values were taken in the direct neighborhood of
the respective peak.

2. Computer-based correction of peak areas for loss in detection
efficiency (see 2.2.2).

3. Determination of number (M,) and weight (M,,) average
molecular weights according to the equations

M, = ZIM/ZL M, =ZIM?/ZIM,

with I; = corrected peak area for mass M;.
The repeatability is in the order of 1% for both methods.

3. RESULTS AND DISCUSSION
3.1. SFC. A typical SFC chromatogram of PDMS sample
2 is given in Figure 2. The chromatogram shows two series
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Figure 3. TOF-SIMS spectrum (positive secondary ions) of PDMS
sample 2.

of consecutive repeating peaks. The main peaks are due to
linear PDMS end-capped by trimethylsiloxy groups. The
distribution of peak intensities ranges from oligomers con-
taining 13 up to 57 silicon atoms with a maximum peak area
at an oligomer with 21 silicon atoms.

A second series of peaks occurs with lower intensities. A
comparison with GC-MS and Si NMR spectroscopy as well
as investigations on standards of pure PDMS cycles have
shown that these homologics must be assigned to cyclic oli-
gomers of PDMS. Cyclic and linear oligomers were separated
up to a chain length of 30 silicon atoms per oligomer molecule.
The amount of cyclic PDMS resolved was calculated by SFC
(internal standard method) as 0.48% (sample 1), 0.48%
(sample 2), and 0.17% (sample 3).

3.2. TOF-SIMS. Figure 3 shows the corresponding
TOF-SIMS spectrum of PDMS sample 2. As in the case of
SFC two different series of peaks can be distinguished. The
most abundant peaks are due to intact linear PDMS oligomers
cationized by the attachment of Ag* from the substrate. Cyclic
oligomers (also Ag* cationized) are responsible for the second
weaker series. The series are clearly separated up to a mass
of about 3300 Da, which corresponds to oligomers containing
45 silicon atoms. The portion of cyclic oligomer peak areas
referring to the summarized peak areas is in the order of 15%.
The distribution of linear oligomers ranges from molecules
containing 14 up to 91 silicon atoms. The maximum peak area
is found for the oligomer containing 20 silicon atoms. Further
peaks of very low intensities are due to fragmentation (M
- CHy)*, M*, or (M + H)*).

3.3. Comparison of SFC and TOF-SIMS. A comparison
of the results from the SFC chromatograms and the TOF-
SIMS spectra is given in Table IV. The masses M, of peaks
with maximum intensities agree for sample 1 and differ no
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Table IV. Comparison of SFC and TOF-SIMS Data®

sample 1 sample 2 sample 3
SFC TOF-SIMS SFC TOF-SIMS SFC TOF-SIMS

M, 1542 1650 1923 2080 2278 2748
M, 1674 1814 2095 2324 2433 3191
M, /M, 1.09 1.10 1.09 113 1.07 1.16
M, 830 978 978 1062 1126 978

M, 1274 1274 1571 1497 1942 1869
My 3648 5056 4093 6541 4389 8103

@M,: number average molecular weight (Da); M,: weight average molecular weight (Da); My;,: mass of oligomer peak with lowest mass
(>0.1%) (Da); Mp: mass of oligomer peak with 100% (Da); My,,,: mass of oligomer peak with highest mass (>0.1%) (Da).

more than the mass of one dimethylsiloxy group (74 Da)
within samples 2 and 3. Figure 4 shows a comparison of
relative peak area distributions for SFC and TOF-SIMS. The
curves fit well for sample 1. But SFC and TOF-SIMS data
of PDMS samples 2 and 3 show remarkable differences for
the distributions of the peak areas. In the range from 2000
to 3000 Da, SFC provides higher relative intensities than
TOF-SIMS. Above 3000 Da SFC relative intensities decrease
sharply and show lower values than those of TOF-SIMS.
Especially the curve shapes are different.

Two factors may contribute to these observed differences
of peak area distributions produced by an identical molecular
weight distribution: (a) mass dependence of the detection
systems and (b) effects inherent in the different separation
processes. The process of signal detection of SFC instruments
is based on a flame ionization detector (FID). Therefore the
signal intensity of molecules to be detected should increase
proportionally with the mass of the oligomers (14). A rough
correction of SFC peak intensities I(i) is possible by calculating
the mass independent SFC peak area I,

Lo @) = I(G) /NG)

with N(i) = number of Si atoms in the PDMS chain. As shown
in Figure 4 this simple correction fairly well explains the
observed differences of curve shapes between SFC and
TOF-SIMS up to a mass range of about 3000 Da. The cor-
rection corresponds to the formula used for the calculation
of M, and M,, out of SFC data in Table IV since N(i) is
proportional to the mass of the oligomer M;.

The mass discrimination effect of the TOF-SIMS detection
system has already been described in section 2.2.2.

So far little has been published about mass discrimination
in SFC. Capillary SFC with combined temperature/pressure
programs may enlarge the application area to higher molecular
weights (15). Even with this technique there is a significant
decrease of relative signal intensities in SFC for PDMS with
molecular weights greater than 3000 Da. The interpretation
by a particular mass discrimination of SFC is confirmed by
the distribution of corrected SFC peak areas (Figure 4). At
masses of about 3000 Da a sharp decrease of relative SFC
intensities is observed compared to TOF-SIMS and therefore
leads to lower average molecular weights.

Although TOF-SIMS results are corrected for loss in de-
tection efficiency, no signals could be detected above 10000
Da. Calculations, however, show (12, 13) that secondary ion
velocities are still high enough for a detection. Therefore the
process of ion formation itself has to be considered. In
TOF-SIMS analysis the total number of detectable ions Ng(X)
of a species X is defined as

Ny(X) = N(M) X PM — X) X T(X) x D(X)

where N(M) is the number of analyte molecules in the ana-
lyzed area, T(X) is the geometrical transmission of the in-
strument for X, D(X) is the detection efficiency for X, and
P(M — X) is the probability that the molecule M sputtered
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Figure 4. Comparison of the distributions of the relative peak areas
in SFC and TOF-SIMS of the PDMS samples 1 (a, top), 2 (b, middle),
and 3 (c, bottom): (/box) TOF-SIMS, (+) SFC, (<n) SFC corrected.

from the surface is emitted as a certain secondary ion species
X (transformation probability). Since T(X) is constant for
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the whole mass range and D(X) is known (see 2.2.2), the
influence of P(M — X) has to be considered. P(M — X) has
been found to be a function of mass and substance. For
poly(styrene) oligomers it decreases from 3 X 10~ at 2000 Da
to 2 X 107 at 7000 Da. Extrapolation up to 12000 Da leads
to transformation probabilities in the range of 1 X 1077 (8).
Further investigations must show whether this effect is due
to a hindered desorption (e.g. cross-linking effects) or results
from reduced cationization efficiencies. Taking into account
that the number of molecules which can be deposited in the
analyzed area decreases with increasing chain length and that
a minimum number of 300 molecular ions per peak is nec-
essary for an unambiguous peak identification, the detection
limit for intact oligomers under these experimental conditions
is in the range of 10000 Da. Better results have been obtained
for fluorine containing polymers, e.g. perfluorinated polyethers
(16). Fragmentation is only a subordinated process and the
decrease of the transformation probability with increasing
mass is the same for fragments and oligomers (/7). An in-
fluence of fragmentation on the shape of the molecular weight
distribution curves can therefore be neglected.

Compared to the SFC results the portion of cyclic oligomers
detected by TOF-SIMS is significantly higher. Therefore
different transformation probabilities for linear and cyclic
oligomers have to be assumed. Future investigations on iso-
lated individual linear and cyclic oligomers will offer further
quantification of this effect.

To obtain an estimation on the accuracy of both the SFC
and the TOF-SIMS data additional measurements using ®Si
NMR spectroscopy have been performed. 2°Si NMR spec-
troscopy provides the number average molecular weight by
counting the integral of dimethylsiloxy moieties in relation
to the end-capping trimethylsiloxy moieties. This value will
include high-mass oligomers despite their discrimination by
SFC and TOF-SIMS but also cyclic low-mass PDMS. The
content of cyclic compounds has been determined to be less
than 0.5% of the total PDMS, as mentioned above (see section
3.1). Therefore 22Si NMR spectroscopy in our report will
provide the ber average molecular weights of the linear
PDMS within a reasonable error. 2Si NMR spectroscopy (see
Table I) results in higher ber average molecular weights
compared to those calculated from SFC or even TOF-SIMS
(see Table IV). The observed difference is particularly re-
markable for the highest molecular weight PDMS lsample 3)

TOF-SIMS and SFC maximum peak i ities are

gives higher average molecular weights which are in better
accordance with data obtained by NMR spectroscopy. Above
4500 Da no intact oligomers could be detected by SFC whereas
TOF-SIMS yields signals up to 10000 Da. Further investi-
gations will focus on expanding the mass range accessible to
TOF-SIMS above this mass limit by (a) improvement of
sample preparation and bombardment conditions in order to
enlarge the transformation probability and (b) assessment of
larger fragments which do or do not contain oligomer end
groups. From ratios of such fragments the average molecular
weight can be derived (18).

In contrast to NMR spectroscopy both methods SFC and
TOF-SIMS give information on number as well as weight
average molecular weights of PDMS oligomers, and therefore
the polidispersity of a molecular weight distribution can be
assessed.

By SFC individual cyclic and linear PDMS species in the
mass range 100-1500 Da can be determined. Up to a mass
range of 3000 Da, SFC is useful for quality control and routine
analysis without a remarkable mass discrimination.

However, the applicability to other polymer classes, the
small amount of sample material necessary for an analysis,
the short times of measurements, and the ease of operation
makes especially TOF-SIMS a unique analytical tool in the
mass range up to 10000 Da.
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The chemicalk d molecular weights of a varlety of
native and conlugatod monocional antibodles, ~ 150 000,
were ed by matrix-assisted UV-laser desorption/ioni-
zalloﬂ mass speclromolry The average mass of the carbo-
p tina lonal antibody was estimated from
H\edlﬂmebelwmﬂwmemmdmmomnmmdona!
antibody and the mass of the protein present In the mono-
clonal antibody computed from the amino acid translation of
the DNA sequence. The loading of chelators and anticancer
drugs jugated to a lonal antibody was quantitated
from the difference In the measured masses for the conju-
gated and untreated lonal antibody relative to the ex-
pected mass change upon conjugation of 1 mol of chelator
or drug. The loading results obtalned by mass spectrometry
were consistent In most cases with measurements obtained
by radioactivity trace assay or UV spectrometry. Similar
matrix-assisted UV-laser di p izatlon mass sp:
metric studies were also made after reducing untreated and
conjugated monoclional antibodies with dithiothreitol to de-
termine the distribution of carbohydrate and chelator bet
the light and heavy chains of the molecules. Matrix-assisted
UV-laser desorption/ionization mass spectra were used to
compute loading values for covalently bound drugs and pro-
telns, while the loading values obtained by use of gel-fitiration
HPLC and UV spectrometry cannot distinguish between co-
valently and noncovalently bound drugs and proteins.

INTRODUCTION

Matrix-assisted UV-laser desorption/ionization mass
spectrometry (LDI-MS) has recently been demonstrated to
be a powerful technique for producing abundant molecular
ions of molecules with molecular weights of up to 300000 with
nearly no fragmentation (1-15). In this technique, analyte
molecules are embedded in a large molar excess of a matrix
substance, isolating the analyte molecules from one another
thereby reducing their intermolecular forces. Energy from
a laser beam is absorbed by the matrix, resulting in the dis-
integration of the condensed phase. Photochemical processes
with the matrix are thought to enhance or even induce analyte
ionization (I). The analytes of interest in this paper are IgG
monoclonal antibodies and their derivatives, which have
molecular weights of about 150000. Monoclonal antibodies
are homogeneous preparations of antibodies produced in large
quantities by hybridoma technology (16). They are glyco-
proteins made from two identical light chains (LC, MW

~24000 each) and two identical heavy chains (HC, MW ~
50000 each) that form a Y-shaped molecule held together by
disulfide bonds. The heavy chains typically contain carboh-
ydrates while the light chains generally do not (17). Tradi-
tionally, biochemical techniques have been used to generate
knowledge of the structure and function of antibodies. In this
paper, we will demonstrate how modern mass spectrometric
methods coupled with chemical methods can be used to derive
useful structural information of monoclonal antibodies and
their derivatives.

We have used the technique of matrix-assisted UV-laser
desorption/ionization mass spectrometry and have generated
the mass spectra of a variety of purified monoclonal antibodies.
The monoclonal antibodies were also analyzed after being
treated with dithiothreitol (DTT) to reduce the disulfide
bonds, thereby generating reduced light chain monomers and
reduced heavy chain monomers. The average mass of the
carbohydrate present in a monoclonal antibody, a reduced
light chain or a reduced heavy chain, can be computed from
the respective differences between the measured masses by
using LD[-MS and the predicted masses of the amino acid
sequence derived from the DNA structure. In this way, the
general location of the carbohydrate in the monoclonal an-
tibody (MoAb) can be identified.

A pharmaceutical use of monoclonal antibodies actively
being developed worldwide is for the targeting of imaging
reagents and anticancer drugs to the sites of tumors (18, 19).
The imag:ng reagents may be radioactive metal ions that bind
to chelating agents. These small chelator or drug molecules,
typically having molecular weights between 300 and 1500, are
chemically conjugated to either the lysines or the carbohy-
drates present in the monoclonal antibody. The average
number ¢f moles of chelator or drug conjugated to a mono-
clonal antibody is referred to as the loading value of that
chelator or drug on the conjugate. Presently, radioactivity
trace assay (20-22) or UV spectrometry (23-25) is principally
used to cuantitate the loading of the imaging reagents or
anticancer drugs to monoclonal antibodies. A number of
assumptions and experimental difficulties are associated with
both techniques that may result in inaccurate loading values.
An assumption made in the radioactivity trace assay is that
the binding constants for pure and contaminated radioactive
metal ions are identical for both the free and conjugated
chelators. Deficiencies with UV spectrometry are that che-
lators and drugs conjugated to monoclonal antibodies cannot
be quantitated accurately when their absorptivities are low
or occur in the protein absorption region and that the ab-
sorptivity of the UV chromophore may change upon conjua-
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tion. In addition, both radioactivity trace assay and UV
spectrometry methods cannot distinguish between covalently
and noncovalently bound compounds. To overcome these
difficulties, matrix-assisted UV-laser desorption/ionization
mass spectrometry was investigated as an alternative method
for obtaining the loading data for the small molecules con-
jugated to monoclonal antibodies. Normally, under the ex-
perimental conditions used, only covalently bound conjugated
molecules are detected in the LDI-MS spectra. Noncovalently
bound molecules dissociate from the monoclonal antibody
because the energy needed for desorption and ionization is
greater than the dissociation energy for such systems. Also,
LDI-MS should be routine, accurate, and free from all the
limitations described above for radioactivity trace assay and
UV spectrometry. The LDI-MS loading value is the average
number of conjugated molecules per monoclonal antibody
molecule and is determined from the mass difference between
the conjugated and untreated monoclonal antibodies when
divided by the expected mass change upon conjugation with
1 mol of chelator or anticancer drug. Any other changes in
the mass of the monoclonal antibody due to cheraical treat-
ments during conjugation must also be considered when the
loading values are calculated. To obtain the data needed for
computing the LDI-MS loading values, matrix-assisted UV-
laser desorption/ionization mass spectra were generated from
a variety of monoclonal antibodies either when unmodified
or when chemically conjugated to low molecular weight che-
lators and anticancer drugs. The LDI-MS loading values were
computed from the peak centroids and the distribution in the
number of small molecules conjugated to the monoclonal
antibodies determined from the widths of the peak contours.
The LDI-MS loading values were also compared to the re-
spective loading values obtained by either radioacrivity trace
assay or UV spectrometry.

EXPERIMENTAL SECTION

The mass spectrometer used for analyzing the monoclonal
antibodies was a reflector-type time-of-flight microprobe in-
strument (LAMMA 1000) equipped with a Q-switched (7 ns)
frequency-quadrupled Nd-YAG laser (Quantel YG 660S), which
operated at a wavelength of 266 nm. The laser was focused at
the sample surface to spot size diameters of 10-50 um with ir-
radiances between 10*% and 10*” W/cm?. The ions gencrated were
accelerated to a potential of 3 kV in the ion source and postac-
celerated to a potential of 20 kV for detection with a secondary
ion multiplier (EMI 9643). To detect all ions from 1 to 250000
Da in a single spectrum, a window of arrival times from 3 us to
1.5 ms must be recorded. Registration of the analog signal was
performed with a PC-board (PC-SOPE T12840, IMTEC Inc.,
FRG) or a transient recorder (LeCroy 9400) with 40 or 50 ns/
channel resolution, which corresponds to about 15 Dia/channel
at a mass of 150000 Da. The spectra acquired consisted of the
sum of 20-30 single acquisitions. The centroids of the peaks
appearing in the spectra were computed from all the data above
the spectral noise level for each peak. The whole process of sample
preparation, data acquisition and analysis, typically takes from
10 to 15 min. All the spectra illustrated in this publication are
the acquired raw data. No manipulations of the data such as
smoothing or background subtraction were performed. The
molecular weights reported for all the measured high-mass com-
pounds are the isotopically averaged chemical masses because the
mass resolution, defined as m/ém, where m is the mass of the ion
and om is the full width of the peak envelope at half maximum
height (FWHM), was limited to only 50-100 for the time-of-flight
mass spectrometer in the high-mass range of interest.

The time (¢) axis for the spectra produced on the time-of-flight
mass spectrometer was calibrated as a function of mass (m) using
the signals of two or more ions of known mass accorcling to the
relation

t=A+ B(m)'/? 1)

When more than two calibration peaks were used, A and B were
determined by a least-squares fit procedure. The protonated ions

of the singly and doubly charged parent molecule of horse heart
cytochrome ¢ (MW 12 360) and its singly charged dimer as well
as in some cases the parent molecular ion of the aglycosyl chimeric
B72.3 (¢ B72.3) monoclonal antibody (MW 143919) were used
as calibration peaks. The mass of cytochrome ¢ was computed
from the published sequence, and the mass of the aglycosyl
chimeric B72.3 monoclonal antibody was computed from the
protein structure derived from its DNA sequence (26). Typical
values for A and B are —0.35 us and 3.075 us Da ™/, respectively.
Under matrix-assisted UV-LDI-MS experimental conditions,
proteins tend to produce molecular ions as well as matrix adducts
of the molecular ions (12, 13). For mass calibrations using proteins
of known mass to yield correct results for unknown samples, one
must assume that the probability for binding of matrix related
ions to the protein increases in proportion to the mass of the
protein. This will result in a constant fractional mass increase
m’/m (where m’is the mass of the protein plus the sum of all
adducts and m is the mass of the pure protein), which is inde-
pendent of the specific protein structure. Control experiments
with several different proteins of known mass support this as-
sumption to a first-order approximation. Earlier calibration
measurements utilized the low-mass ions Na* and K* and several
nicotinic acid matrix ions. Calibration with cations or matrix ions
will lead to protein masses that are systematically too high because
the flight time of these ions will be determined by the mass of
the protein plus that of the matrix adduct. Under the assumption
of constant fractional mass increase due to adduct formation, as
described above, it can be rigorously shown that the earlier mass
calibrations can be corrected for adduct formation by leaving
unchanged the factor A of eq 1 and using the new factor B’ =
B(m/m)"/2. Therefore, all the unknown masses measured with
the earlier calibrations are then multiplied by the same factor
to obtain the corrected mass. Hence, all mass data reported in
this paper are based upon a calibration using protein signals.
Investigations of a number of proteins of known mass, including
the determination of the mass for aglycosyl chimeric B72.3 mo-
noclonal antibody, revealed that a precision and accuracy of
typically £0.1%, viz., about £150 Da for a monoclonal antibody
of mass ~150000 Da, is achieved under these conditions. This
value is determined by the limited mass resolution of only 50-100
for the instrumentation used, resulting in limited precision for
the peak centroid, particularly in the high-mass range, as well
as the assumed condition of constant fractional mass increase due
to adduct formation. The mass accuracy achieved is quite fa-
vorable for the absolute mass determination of large molecules
but still needs to be improved in cases where the mass difference
between two large molecules is relatively small, such as occurs
occasionally in the measurements for the carbohydrate content
of monoclonal antibodies or the determination of the loading
values in conjugation studies.

Nearly all the monoclonal antibody samples were prepared in
a nicotinic acid matrix in the following manner for analysis by
UV-LDI-MS. Subsamples of the monoclonal antibodies were
dissolved in ultrapure water to a concentration of 0.10-0.75
mg/mL. Aliquots of the samples (0.5-1.0 uL) were mixed with
equal volumes of 0.05 M nicotinic acid (Serva Biochemicals, USP
XX grade), deposited on silver substrates and air-dried for sub-
sequent LDI-MS analysis. Nicotinic acid has been used as a
matrix in nearly all the experiments because signal quality was
highly superior to any other matrix in the mass range above
100000 Da. Whereas a high tolerance toward low molecular weight
contaminants was reported for sinapinic acid, where admixtures
of 1 M NaCl or urea did not have any effects on the spectral
quality (13), samples analyzed with nicotinic acid have to be
exhaustively purified to remove all salt and buffer contamination.
In adulteration experiments where known quantities of salts, up
to concentrations in the millimolar range, were added to purified
monoclonal antibodies in nicotinic acid matrix, the resulting peaks
in the spectra were very broad with lower signal-to-noise ratios
relative to the pure monoclonal antibody. Sample purity in the
LDI-MS experiment was judged acceptable if the Na* and/or K*
ion signals in the low-mass range were very small or absent.

The monoclonal antibodies analyzed by LDI-MS and their
corresponding sources, indicated in parentheses, were as follows:
B72.3, chimeric B72.3, aglycosyl chimeric B72.3, CTMO1,
MOPC21, MAC68 (Celltech Ltd., Berkshire, UK); LYM1, LYM2
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(Techniclone International, Santa Ana, CA). The purified mo-
noclonal antibodies were exhaustively dialyzed against 10 mM
ammonium acetate buffer (pH 7) using an ~8000-Da cutoff
membrane to remove salts and low molecular weight contaminants
in order to prevent peak broadening. The monoclonal antibody
samples showed no detectable light chain by analytical biochemical
methods. For dissociation studies, DTT was added into dialyzed
monoclonal antibody solutions (1-3 mg/mL) to a concentration
of 1 or 10 mg/mL. The mixture was incubated for ~2 h at 37
°C to reduce the disulfide bonds, thereby producing reduced light
and heavy chains of the monoclonal antibodies. The pure and
reduced monoclonal antibody samples were then lyophilized and
stored at —20 °C. Because of the normal variability in the car-
bohydrate content of monoclonal antibodies from batch to batch,
the conjugated monoclonal antibodies were prepared, when fea-
sible, from the same batches of purified lonal antibodies
used as controls in the LDI-MS experiments.

The chimeric B72.3 monoclonal antibodies conjugated with
chelating agents at lysine residues which were studied by ma-
trix-assisted UV-LDI-MS are illustrated as structures 1-4 in Table
I. The conjugated chelating agents were derivatives of DTPA
(diethylenetriaminepentaacetic acid) in 1, macrocycle 12N4
(1,4,7,11-tetraazacyclododecane tetraacetic acid) in 2, macrocycle
12N4 with maleimide (a maleimide derivative of 1,4,7,11-tetaa-
zacyclododecane tetraacetic acid) in 3, and macrocycle 12N4P4
(1,4,7,11-tetr yclodod tetraphosphinic acid) in 4. The
DTPA conjugate, 1, was prepared according to the method re-
ported in ref 20. For conjugates prepared by using macrocycles
12N4 and 12N4P4, 2 and 4, the chelating agents were attached
directly to the e-NH, group of lysines in the antibody by reaction
of them with p-nitrophenol ester derivatives of the chelator-linker
molecules, used at a predetermined molar excess. Conjugates
prepared with macrocycle 12N4 with maleimide, 3, required the
antibody to be chemically modified by 2-iminothiolane, to generate
thiol groups that were then reacted with maleimide derivatives
of 3. The conjugates were purified by gel-filtration (Sephadex
G25 [PD10] in 0.1 M potassium acetate, pH 6). Samples of these
conjugates were prepared for LDI-MS studies by desalting on a
PD10 column, eluting with water, and lyophilizing. The LDI-MS
loading results were compared with those obtained by radioactivity
trace assay studies (20-22) for compounds 1, 2, and 4 and by
titration assay for compound 3. The radioactivity trace assay was
performed according to the method of ref 21. Briefly, an aliquot
of the reaction mixture of conjugated and unreacted chelating
agent was labeled with ~10 uCi of In3*. The mixture was then
analyzed by gel-filtration HPLC (Zorbax GF250 column in 0.2
M sodium phosphate buffer, pH 7) and the number of chelators
per antibody determined from the labeling efficiency of the an-
tibody conjugate and the molar excess of chelating agent employed
in the original reaction. The estimated error in the loading values
based upon this radioactivity trace assay was approximately 10%.
The titration assay, performed for conjugated chelator 3, involved
the determination of the difference in the numbers of available
thiol groups before and after the reaction of the maleimide de-
rivative of macrocycle 12N4 with the monoclonal antibody
modified with 2-iminothiolane. The titration of the free thiol
group utilized 4,4’-dithiodipyridine (Ellman’s reagent) (27). The
estimated errors in the titration assay for the loading values of
3 were approximately 20%.

The monoclonal antibodies conjugated with anticancer drugs
that were studied by matrix-assisted UV-LDI-MS are illustrated
as structures 5-10 in Table I. The conjugated anticancer drugs
were derivatives of mitoxantrone in 5, calicheamicins in 6-9, and
methotrexate in 10. The anticancer drugs that were conjugated
to the carbohydrate of the monoclonal antibodies were prepared
as hydrazide derivatives. The carbohydrate was prepared for
conjugation by oxidizing the sugar cis-diols with periodic acid to
the corresponding aldehydes to which the hydrazide derivative
of the drug was reacted. To block any unreacted aldehyde, the
conjugated monoclonal was exhaustively reacted with acet-
hydrazide. For conjugating an anticancer drug to a lysine group
present in the monoclonal antibody, the drug was prepared as
an N-hydroxysuccinimide derivative and reacted directly with
the monoclonal antibody. The purified and conjugated mono-
clonals were dialyzed, lyophilized, and prepared for LDI-MS
analysis as described above. The LDI-MS drug loading values

were computed as defined above at the end of the Introduction.
In the case of a drug conjugated to carbohydrate, the net change
in mass per drug molecule was decreased by an additional 74 Da
to account for the displacement of one acethydrazide group for
each drug molecule bound to the monoclonal antibody. The
LDI-MS loading values were compared to the loading values
obtained by UV spectrometry for the respective conjugated
monoclonal antibodies. The estimated errors in the UV loading
values for mitoxantrone and methotrexate derivatives, intensely
colored materials, are relatively small, ranging from 2% to 5%,
while those for the calicheamicin derivatives, very poor UV ab-
sorbing materials, range from 5% to 15%.

RESULTS AND DISCUSSION

Matrix-Assisted UV-LDI-MS Results for Character-
izing Pure and Reduced Monoclonal Antibodies. Figures
1A and 2A illustrate typical matrix-assisted UV-laser de-
sorption/ionization mass spectra of a purified monoclonal
antibody and that of a DTT-reduced monoclonal antibody,
respectively. The intense peaks observed in the pure mono-
clonal antibody spectra correspond to M!*, M2+, M**, and
LC*. The weak peaks observed were 2M!*+, 2M3*, LC?**, and
3M?*. Since aggregate was absent from the samples, the weak
dimer peaks most probably originated from the association
of the high levels of monomer present in the aqueous solution.
These signals are typically found in LDI mass spectra and
facilitate correct mass assig ts. The pr of the LC
peak was unexpected since no LC was observed in the sample
by traditional bioanalytical methods and because fragmen-
tation even of disulfide bonds has never been unequivocally
observed before under matrix-assisted UV-LDI-MS conditions.
The strong peaks observed in the spectra of the monoclonal
antibodies when treated with DTT were LC'* and LC?**. The
weak peaks observed were (M — LC)!*, (M - 2LC)'*, (HC +
LOY, (HC + LC)?*, 2LCY, HC, and HC?*. Under the DTT
treatment conditions, the monoclonal antibodies appeared to
be reduced to different degrees and in no case did the mo-
noclonal antibodies seem to be completely reduced. This was
apparently due to reoxidation of reduced samples. Freshly
reduced samples treated with N-ethyl maleimide to block free
sulfhydryl groups were prepared and analyzed by LDI-MS.
LC and HC peaks were mainly produced, both slightly broader
than those observed in the untreated samples. Presumably
all interchain disulfides had been reduced and blocked, but
not all intrachain disulfides, resulting in mass heterogeneity
and peak broadening. The appearance of the 2LC'* peak is
dependent on the analytical concentration in the aqueous
phase and is, therefore, most probably caused by cluster
formation already in solution. The 2LC'* peak appeared as
a weaker shoulder on the low-mass side of the weak HC'*
peak, thereby reducing the mass accuracy for each of the ions.
A feature in the spectra of the DTT-reduced monoclonal
antibodies generally observed is that the intensity of the LC**
peak is significantly more intense than that of the HC'* peak
in spite of the fact that both components were of equal molar
concentrations and by taking into account the decreasing
detector sensitivity with increasing molecular mass. This is
not due to the carbohydrate presence or heterogeneity on the
heavy chain since the same results were observed with agly-
cosyl chimeric B72.3 monoclonal antibody, where no carbo-
hydrate is present on the heavy chain. The disparity in the
relative intensities of the LC and HC peaks in the LDI mass
spectra for a variety of dissociated monoclonal antibodies was
also observed in recently acquired electrospray ionization mass
spectra for related studies (28) further supporting the as-
sumption that physicochemical reasons, e.g., ionization effi-
ciency, account for these phenomena.

To calculate the best estimate of the parent molecular mass,
all peaks in the spectrum above the noise level were mass-
calibrated. The masses of those peaks that could unambig-
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Table I. Structures of Moqoclonal Antibody (MoAb) Chelator and Drug Conjugates
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Table II. Masses of Monoclonal Antibodies and Their Respective Light and Heavy Chains M d by Matrix-Assisted
UV-Laser Desorption/Ionization Mass Spectrometry and Peptide Translatior of the DNA Sequence
FWHM of reduced bound
molecular reduced HC LC + HC
MoAb exp molecular mass® mass reduced LC mass® mass® mass®
aglycosyl ¢ B72.3 LDI¢ 144070 £ 50 2350 23650 + 20 48520 NO*
(23430 = 10°) (48430°)
DNAJ 143919 23433 48543 71974
¢ B72.3 LDI 147400 + 30 2080 23490 = 10 50090 + 10 74060 + 210
DNA! 143891 23433 48529 71960
B72.3 LDI 147470 + 190 2480 23630 + 80 49900 = 20 73680 + 10
(147320 = 509)
DNA* 143757 23603 48311 71912
LYM1 LDI 147820 + 100 3750 23510 + 10 50290 + 20 73900 = 10
DNA/ 145022 23450 49061 72509
MOPC21 LDI 147430 + 90 2400 23510 £ 20 50060 NO
(148430 + 30
DNA¢ 143952 23639 48355 71992
CTMO1 LDI 149610 + 50 2540 24170 £ 10 50460 = 60 74770 = 10
(149470 £ 40%)
LYM2 LDI 150490 + 70 2690 23730 % 20 51390 + 70 75180 = 40
(150420 # 25%)
MACé68 LDI 150070 £ 20 2800 24140 £ 10 50800 + 20 75010 + 10

(149980 + 20%)

2 LDI values were computed from the average value of z*M?**, z = 1, ..., 4, where = is the charge number and M** is the mass-to-charge
ratio of the (multiply charged) molecular ion, observed in the analysis of the pure monoclonal antibodies. ®LDI values were computed from
the average mass of the respective ions observed in the analysis of the dithiothreitol (DTT) reduced monoclonal antibodies. The results
from two DTT concentrations were averaged. °First analysis of monoclonal antibody used as LDI mass reference standard with molecular
mass assigned to the DNA value. These data are from the second analysis of monoclcnal antibody (spectrometer not optimized). 9Periodic
acid oxidized and acethydrazide blocked carbohydrate. ¢DTT reduced and sulfhycryls blocked with N-ethyl maleimide. /Jones, T. R.;
Muzithras, V. P.; Gluzman, Y. Personal communication, Jan 1990, American Cyanamid Co. #[For refs g—j: Paper = Whittle, N.; Adair, J.;
Lloyd, C.; Jenkins, L.; Devine, J.; Schlom, J.; Raubitschek, A.; Colcher, D.; Bodmer, M. Protein Eng. 1987, 1, 499-505. Book = Kabat, E. A.;
Wu, T. T.; Reid-Miller, M.; Pery, H. M.; Gottesman, K. S. Sequences of Proteins of Immunological Interest, 4th ed., U. S. Department of
Health and Human Services; National Institutes of Health: Bethesda, MD, 1987.] MOPC21: LC, Book p 109 column 105, p 282 column 20;
HC, Book pp 235, 296, 303, 310, 317 column 72. #B72.8: LC, Paper Figure 1b, Book p 288 column 11; HC, Paper Figure 1a, Book pp 296,
303, 310, 317 column 70. ‘c B72.3: LC, Paper Figure 1b, Book p 282 column 1; HC, Paper Figures 1a, Book pp 295, 302, 309, 316 column 46
with the following amino acid assignment changes: A349 S, P350 S, T359 A. /Aglycosyl ¢ B72.3: LC same as for ¢ B72.3; HC same as ¢
B72.3 with the following amino acid change: N314 Q. *Not observed.

Table III. Masses of Carbohydrates Present in M lonal Antibodies C ted from Matrix-Assisted UV-Laser
Desorption/Ionization Mass Spectrometry Data and the Protein Translatmn of the DNA Sequence
(LDI - DNA) 2(LDI - DNA) 2(LDI - DNA) 2(LDI - DNA) av
molecular reduced LC reduced HC reduced bound carbohydrate
MoAb (pred carbohydrate mass?) mass mass mass LC + HC mass mass®
aglycosyl ¢ B72.3° (MW 0, 150 230 -40 NO*
no carbohydrate)
¢ B72.3 (MW 3616%) 3510 120 3130 4200 3620 % 540
.3 3710 40 3170 3540 3470 £ 280
LYM1 2800 120 2450 2790 2680 % 200
MOPC21 3480 -260 3410 NO 3450 + 50

2Based upon the average mass of the calculated carbohydrates for the LDI measured masses of the molecular ion (column 2), reduced
heavy chain (column 4), and the sum of the reduced bound light and heavy chains (column 5). °A fully sialylated carbohydrate structure for
antibodies accounts for a mass of 5104 Da/antibody. °First analysis of monoclonal antibody used as LDI mass reference standard. Data
from second analysis of sample (instrument not optimized). ¢Determined by Raubitschek (32) from a carhohydrate analysis. ¢Not observed.

uously be identified as integer multiples of the parent mo- bohydrate ranges from 2600 to 3600 Da. The carbohydrate
lecular mass (oligomers of parent molecules), fractions thereof present in these monoclonal antibodies is of lower mass than
(multiply charged parent molecules), and combinations of the the general carbohydrate structure for antibodies (where all
two (multiply charged oligomers) were multiplied by the ap- structures are assumed to be fully sialylated) which has a mass
propriate factor and averaged to yield an average mass and of 5104 Da (30). This is expected from the observed disti-
a standard deviation. Table II summarizes the LDI-MS and butions of carbohydrates in antibodies and may account for
DNA data for the measured and calculated masses, respec- some of the chemical and biological properties of these mo-
tively, for the M, LC, HC, and LC + HC components. The noclonal antibodies (31).

masses for the LC’s compare favorably with those previously Raubitschek (32) measured the saccharides present in the
observed in liquid secondary ion mass spectra (29). Table III chimeric B72.3 monoclonal antibody and found it to contain
summarizes the mass differences between the LDI-MS and principally two fucose units, eight N-acetylglucosamine units,
DNA values for the respective components. These mass two galactose units, and six mannose units. The mass of the

differences are attributed to the average mass of carbohydrate carbohydrate formed from these saccharides corresponds to
present in the respective monoclonal antibodies. These data 3616 Da. This mass correlates reasonably well with the
indicate that the carbohydrate is principally present on the measured value by LDI-MS of 3620 + 540 Da. These results
HC and absent from the LC. The average mass of the car- demonstrate that matrix-assisted LDI-MS can be used to
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Figure 1. (A) Matri i UV-aser desorptk mass spectrum of ohlmsrlc B72.3 ibody. (B) Matri: isted UV-laser

desorption/ionization mass spectrum of chimeric B72.3 i

d with macrocycle 12N4-maleimide chelator, 3, with an

LDI-MS Ioadlng value of 6.5. The mass regions 70000170000 Da are eprded in the primed figures (A’ and B'). Note the mass shifts between
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peak widths for the cc

d monoclonal

singly and doubly charged molecular ion peaks (AM) and the larger

ly versus the untreated sample. (C) Fit of the molecular ion LDI-MS peak of chimeric B72.3

monocional antibody to Lorentzian and Gaussian peak shapes. (D) Fit of the molecular ion LDI-MS peak of macrocycle 12N4-maleimide chelator
conjugated with chimeric B72.3 monoclonal antibody, 3, with an LDI-MS loading value of 6.5, to Lorentzian and Gaussian peak shapes.

estimate in a very simple set of mass spectrometric mea-
surements the mass of the carbohydrate present in a mono-
clonal antibody when the DNA sequence of that antibody is
known.

Matrix-Assisted UV-LDI-MS Results for Character-
izing Chelators Conjugated to Monoclonal Antibodies.
Figure 1B illustrates a typical matrix-assisted UV-laser de-
sorption/ionization mass spectrum of a monoclonal antibody

conjugated to a chelator. The intense peaks observed corre-
spond to M**, M?*, and M?*. The weak peaks observed were
LC', M*, 2M™, and 2M?*. Also illustrated in Figure 1B,
with an exploded view in Figure 1B/, are the mass shifts for
the M'* and M?* peaks between a typical conjugated and
untreated monoclonal antibody. Figures 1C and 1D illustrate
the fit of the molecular ion peaks for unreacted and conjugated
monoclonal antibodies, respectively, to a Lorentzian band
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Table IV. Masses and Loadings of Monoclonal Antibodies C d to Chel A t:
mass LDI-MS
change FWHM "
ong conj mass shift: loading value
conjuga- conj MoAb MoAb pure MoAb conj—pure radioac-
strructure  MoAb conj chelator tion mass® mass mass® mass® LDI-MS tivity
1 ¢B72.3 DTPA® 375.3 148530 + 60 2690 147430 £ 50° 1100+ 80 2.9+0.2 1.8
1 ¢B72.3 DTPA? 375.3 149680 + 80 3580 147430 £50° 2250+ 90 6.0 0.2 4.0
2 c¢B72.3 12N4? 557.6 148560 + 30 2390 147430 £ 50° 1130+ 60 20+£0.1 1.9
2 ¢B72.3 12N4® 557.6 149430 + 60 2780 147430 £ 50¢ 2000 £80 3.6%0.1 2.1
2 c¢B72.3 12N4® 557.6 149620 £ 40 4040 147400 £ 30° 2220+ 50 4.0%0.1 35
2 c¢B72.3 12N4® 557.6 150420 + 40 2780 147430 £ 50° 2990+ 60 54 +0.1 2.7
2 c¢B72.3 12N4® 557.6 151630 + 200 4770 147430 £ 50° 4200 £ 200 7.5+ 0.4 1.0
3 ¢B72.3 12N4-maleimide® 727.8 152180 + 50 4770 147430 £ 50° 4750+ 70 6.5+ 0.1 (4.7%)
3 ¢ B72.3 12N4-maleimide® 727.8 152760 + 60 3980 147430 £50¢ 533080 7.3+0.1 (4.7%)
4 ¢ B72.3 12N4P4® 693.6 149530 + 40 3580 147430 £ 50° 210060 3.0+0.1 49

2 LDI-MS values were computed from the average value of z*M?*, z = 1, ..., 4, where z is the charge number and M** is the mass-to-charge
ratio of the (multiply charged) molecular ion, observed in the analysis of the pure or conjugated monoclonal antibodies. ?Lysine conjugate.

¢FWHM 1790 Da. 4FWHM 2480 Da. °Titration assay.
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Figure 2. (A) Matrix-assisted UV-laser desorption/ionization mass

spectrum of chimeric B72.3 monoclonal antibody treated with dithio-
threitol. (B) Matrix-assisted UV-laser desorption/ionization mass
spectrum of chimeric B72.3 monoclonal antibody conjugated with
macrocycle 12N4-maleimide chelator, 3, treated with dithiothreitol with
an LDI-MS loading value of 6.5. Note the mass shifts between the
conjugated-reduced and reduced monoclonal antibodies for the cor-
responding light chain (ALC), heavy chain (AHC), and bound LC + HC
peaks (A[LC + HC]).

contour and not a Gaussian band contour. These results
suggest that added signal intensity on the low- and high-mass
sides of the peak centroids transformed the expected Gaussian
peak shape into the observed Lorentzian peak shape. The
added intensity on the low-mass side of the peak centroid may
be due to metastable ions and the loss of small mass fragments
from the molecular ion, and on the high-mass side, due to salt
and matrix adduct formation (33). Table IV summarizes the
measures masses and peak widths for a number of chelators
conjugated to chimeric B72.3 monoclonal antibody and com-

pares the LDI-MS loading values with ones obtained by ra-
dioactivity trace assay measurements. The LDI-MS loading
values follow the trends observed in the radioactivity trace
assay loading values but tend to be higher. The peak widths
at half maximum height are larger for the conjugated mono-
clonals versus the untreated monoclonal antibodies and are
indicative of the distribution of the chelators conjugated to
the monoclonal antibodies. A clear trend is observed, that
as the loading increases the peak widths at half maximum
height of the conjugated molecular ions increase, indicating
the broadsning of the chelator distribution as loading in-
creases.

The chelator loading values measured by the radioactivity
trace assay were, in nine out of ten cases, lower than the
corresponding LDI-MS values. Two factors might contribute
to this. Firstly, the reaction of radioactive metal with the
chelator may become partially hindered once the chelator is
bound to the surface of the protein. The LDI-MS-derived
loading values could then be higher because total conjugated
chelator is measured whether or not it is available for chelation
with a radioactive metal ion. Secondly, if during the conju-
gation reaction of chelator with monoclonal antibody the
chelator was contaminated with nonradioactive metal, a step
in which the reference chelating agent was not processed, the
radioactivity trace assay loading values will be lower than the
LDI-MS loading values since possible sites for radioactive
metal ions were already occupied with nonradioactive metal
ions.

The conjugated chelators, listed in Table IV, were treated
with DTT to dissociate the chimeric B72.3 monoclonal an-
tibody into reduced light and heavy chains. Figure 2B il-
lustrates & typical LDI mass spectrum of a monoclonal an-
tibody corjugated with a chelator reduced with DTT. Also
illustrated in Figure 2B are the mass shifts between a con-
jugated and untreated monoclonal antibody for the LC, HC,
and bound LC + HC peaks. The masses of the conjugated
light and heavy chains were individually measured to deter-
mine the distribution of the chelator between the two chains.
(See Table V, subentries labeled LC and HC.) The average
distributions of the chelators 12N4-maleimide, 12N4, and
12N4P4 between the light chains/heavy chains were 30% /
70%, 50 = 10%/50 = 10%, and 54% /46%, respectively.
Since chimeric B72.3 monoclonal antibody has 12 lysines on
the light chain and 33 lysines on the heavy chain, the predicted
distribution for the chelator should be 27% on the light chains
and 73% on the heavy chains. A molecular model of chimeric
B72.3 was constructed and suggested that of the exposed
lysines about 33% were present on the light chain and 66%
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Figure 3. (A) Matrix-assisted UV-laser desorphonhomzatnon mass spectrum of CTM01 monoclional antibody. (B) Matrix-assisted UV-laser
desorption/ionization mass spectrum of er drug icin N-acetyl v, propionyl (“aggregate”) conjugated with CTMO1 monocional
antibody, 8, with an LDI-MS loading value of 2.6. Note the mass shifts (AM) between the corresponding singly, doubly, and triply charged molecular
ion peaks of the conjugated and untreated monoclonal antibodies and the larger peak widths for the conjugated monoclonal antibody versus the
untreated sample. (C) Fit of the molecular ion LDI-MS peak of CTM01 monoclonal antibody to Lorentzian and Gaussian peak shapes. (D) Fit
of the molecular ion LDI-MS peak of calicheamicin N-acetyl v,' propionyl (“aggregate”) conjugated with CTM01 monocional antibody, 8, with
an LDI-MS loading value of 2.6, to a Lorentzian peak shape and deconvoluted with peak shapes corresponding to CTMO01 monocional antibody
loaded with from zero to nine drug molecules.

140,000 150,000 160,000 170,000 mz

on the heavy chains. Given the small numbers of samples a number of monoclonal antibodies conjugated to anticancer
analyzed and the experimental errors observed, the measured drugs and the drug loadings computed from the LDI-MS and
distributions of chelators are not inconsistent with a mecha- UV data. Also included in Table VI are the full peak widths
nism of random attachment to lysine sidechains. Sampling at half maximum height for the conjugated monoclonal an-
of additional preparations will be required to assess this tibodies that systematically increase as anticancer drug loading
further, to reveal any small differences in distritution that increases. These results are consistent with a broadening in
might be due to steric effects, for example. Also cbserved in the distribution of conjugated molecules to the monoclonal
the spectra of the DTT-treated conjugated and untreated antibodies with increasing drug loading. The molecular ion
samples were peaks corresponding to bound LC + HC chains. peak for unreacted and conjugated monoclonal antibodies fit
The mass shifts between the conjugated and untreated sam- the Lorentzian peak shape, rather than a Gaussian peak shape,
ples were measured, and the loading values corrclated rea- as illustrated in Figure 3C,D, respectively. In addition, the

sonably well with the loading values for the whole monoclonal conjugated monoclonal antibody peak shape, Figure 3D, was
antibody, serving thereby as an internal check on the LDI-MS deconvoluted by using the Lorentzian peak shape parameters
loading values. (See Table V, subentries labeled 1.C + HC.) for the unreacted monoclonal antibody by a weight multi-

Matrix-Assisted UV-LDI-MS Results for Character- variable minimization procedure to illustrate the individual
izing Anticancer Drugs Conjugated to Monoclonal An- contibutions to the peak shape of the monoclonal antibody
tibodies. Figure 3B illustrates a typical matrix-assisted conjugated with from zero to nine anticancer drug molecules.
UV-laser desorption/ionization mass spectrum of an anti- No bimodal distibutions have been detected; however, the
cancer drug conjugated to a monoclonal antibody. (The LDI-MS technique would be capable of detecting them, which
spectrum of the corresponding unmodified monoclonal an- would not be possible with the HPLC, UV or any other me-
tibody, Figure 34, is illustrated to show the mass shifts of the thod now in use. These kinds of bimodal distributions could
singly and doubly charged molecular ions of the monoclonal arise from the use of monoclonal antibody batches with
antibody upon conjugation.) The intense peaks observed in heterogeneities that are generally unlikely but possible.
the spectra of anticancer drugs conjugated to monoclonal In order to accurately determine the LDI-MS drug loading
antibodies were M'*, M2*, M3*, and LC'*. The weak peaks values, a control (reference) sample should be prepared and
observed were M**, 2M!*, 2M3*, and LC?*. The masses of chemically treated in the same manner as was the conjugated
the untreated and conjugated monoclonal antibodies were monoclonal antibody excluding, of course, the reaction of the
computed from the average values of the measured masses drug with the monoclonal antibody. The control sample for
for the molecular ion and the multiply charged molecular ions anticancer drugs conjugated to the carbohydrate should be
when multiplied by the appropriate charge numbers. Table the purified monoclonal antibody, which was reacted with

VI summarizes the LDI-MS measured molecular masses for periodic acid followed by an exhaustive reaction with acet-
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Table V. Masses and Loadings of Monoclonal Antibody F: Conj d to Chel Agent:
A LDI-MS
S it LDI-MS loading values
conjuga- measd conj frag  pure frag  conj-frag pred obsd
structure MoAb conj chelator tion frag type mass mass mass measd frag? MoAb MoAb
1 ¢ B72.3 DTPA® 375.3 LC 23660 23510 150 0.40 (43%) 1.9% 6.0 £ 0.2
HC 50300 50100 200 0.53 (57%)
2 c¢B72.3 12N4¢ 557.6 LC 23720 23510 210 0.38 (42%) 1.8% 20£0.1
HC 50400 50100 300 0.54 (58%)
2 c¢B72.3 12N4° 5567.6 LC 24320 23490 830 1.5 (64%) 4.6° 4001
50530 50090 440 0.8 (36%)
LC + HC 74860 74060 790 14 2.8°
2 ¢B72.3 12N4¢ 557.6 24140 23510 630 1.14 (58%) 4.0 54+01
C 50570 50100 470 0.84 (42%)
LC + HC 74730 73880 850 1.5 3.1°
2 ¢B72.3 12N4° 557.6 LC 24150 23510 640 1.15 (58%) 4.0 7.5+ 04
HC 50570 50100 470 0.85 (42%)
3 ¢ B72.3 12N4-maleimide® 727.8 LC 24130 23510 630 0.86 (29%) 5.9% 6.5+ 0.1
HC 51600 50100 1500 2.07 (711%)
LC + HC 75830 73880 1950 2.7 5.4°
3 ¢B72.3 12N4-maleimide® 727.8 LC 24330 23510 820 1.13 (31%) 7.3% 7301
HC 50300 50100 200 2.53 (69%)
LC + HC 76290 73880 2410 31 6.2°
4 ¢ B72.3 12N4P4° 693.6 LC 24130 23510 620 0.90 (54%) 3.4% 3.0+£0.1
HC 50650 50100 550 0.79 (46%)
LC + HC 74760 73880 880 13 2.5°

Lysine conjugate. ®Computed MoAb Ioadmg

HC)). 4The percentages refer to the rel hel

on the related LC and HC pairs.

[2(reduced LC + reduced HC)]. ”Computed MoAb loading =

[2(reduced bound LC +

hyrazide. The increase in mass due to acethydrazide reaction
with aldehyde should be compensated, in some part, by losses
in mass due to oxidative cleavage of sialic acids, galactoses,
and mannoses. Peptide residues may also undergo small mass
changes but peptide bond cleavages resulting in significant
mass loss do not occur under such mild conditions. When
monoclonal antibodies B72.3, CTM01, LYM2, and MAC68
were oxidized and blocked in this way, very small mass changes
versus the untreated sample were measured (<-150 Da), which
was within the experimental mass error. (See Table II, entries
in parentheses, under “molecular mass” values.) Therefore,
the measured masses for these untreated monoclonal anti-
bodies were used, except in the first two entries of Table VI,
where calculations using both untreated and chemically
treated monoclonal antibody reference compounds were
performed. No significant differences in the loading values
were observed. (An unusual exception to small mass changes
upon oxidation and blocking was the mass change of +1000
Da observed for monoclonal antibody MOPC21.)

The LDI-MS anticancer drug loading values computed for
the mitoxantrone derivatives were reasonably consistent with
those measured by UV. (See Table VI, first six entries.) On
the other hand, the LDI-MS loading values for the cali-
cheamicin derivatives were much lower than the UV values
and do not correlate well with them. (See Table VI, entries
seven through twelve.) These low LDI-MS loading values are
independent of the matrixes used (nicotinic acid, 3-nitrobenzyl
alcohol, and 2,5-dihydroxybenzoic acid) and the chemical
method of conjugation, i.e., whether the calicheamicin de-
rivatives are conjugated to lysines or to the carbohydrate.
Although it can be argued that the LDI-MS loading values
are low because only covalently bound drug was measured and
the UV loading values are high because noncovalently bound
drug was also measured, this is unlikely. The higher UV
loading values appear to be consistent with the observed
activity of the conjugated drug when administered in in vitro
cytotoxicity assays and in in vivo animal testing (34, 35). After
carrying out the standard dialysis, lyophilization, and storage
procedures on the monoclonal antibody conjugates, the sam-
ples were reconstituted in water and also in nicotinic acid

solutions. These samples were found to be soluble, very stable,
immunoreactive, and monomeric. Nearly all drug was still
conjugated to the monoclonal antibody. Therefore, the con-
jugates were unchanged until inserted into the laser desorp-
tion/ionization mass spectrometer. Two possibilities asso-
ciated with the laser desorption/ionization experiment may
explain these low loading values for the calicheamicin deriv-
atives. Either the drug conjugate degraded while in contact
with the silver substrate sample holder or upon exposure to
the UV irradiation as was described earlier (see first paragraph
of Results and Discussion) where it was proposed that cleavage
of disulfide bonds during the LDI-MS experiments of pure
monoclonal antibodies may account for the measurable
amounts of light chain observed. The disulfide bonds found
in the conjugated calicheamicin derivatives are more labile
than those found in monoclonal antibodies such that the silver
metal or UV radiation may easily trigger the cyclization re-
action of the enediyne group in the calicheamicin derivatives,
thereby aromatizing and releasing the molecule from the
monoclonal antibody (36). Calicheamicin compounds readily
fragment in matrix-assisted UV-LDI-MS experiments as was
also observed in fast atom bombardment MS experiments (36).
In the low- -mass reglon of the LDI mass spectra (100—1300 Da)
of calich in conjugates, a ber of fr. t ions are
observed but in no case have all of them been unamblguously
assigned to the calicheamicin derivatives. These ions could,
however, be a result of yet unidentified fragmentation pro-
cesses of low ionization yield, in part, perhaps, due to the high
absorptivity of the drug at the wavelength studied. Bio-
chemical and instrumental procedures are presently being
evaluated in order to stabilize the drug during LDI-MS
analysis.

In order to investigate the role of the sample substrate in
the LDI-MS analysis, sample holders besides silver were made
from gold and quartz and used to evaluate conjugated mo-
noclonal antibody structures 7 and 9. The results were in-
conclusive as to the best material for the substrate. The
loading results for conjugate 9 are listed in Table VI (third
from last structural entry) suggesting that the highest loading
values obtained were in the order gold > quartz > silver.
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Table VI. Masses and Loading of Monoclonal Aatibodies C d to Anti Drugs
— LDI-MS
change FWHM
on conj mass shift: &
conjuga-  conj MoAb MoAb  pure MoAb  conj-pure _ loading value
structure  MoAb conj drug tion mass® mass mass®® mass® LDI-MS UV
related to 5 B72.3  mitoxantrone analogue? 428.5 148950 + 230 4820 147470 £ 190 1480 £300 35+£0.7 23
(MW 502.5) [148950 % 230 4820 147320 + 50° 1630 + 240 3.8+06 23]
related to 5 B72.3  mitoxantrone analogue’ 4285 149090 + 330 4770 147470 £ 190 1620 =380 3.8+ 0.9 3.7
(MW 502.5) [149090 + 330 4770 147320 £ 50° 1780 £330 4.1+0.8 3.7]
related to 5 LYMI mitoxantrone analogue® 428.5 149920 + 330 4590 147820 £ 100 2110 £ 340 49+0.8 4.1
(MW 502.5)
related to 5 CTMO1 mi(r.oxantrone analogue® 4285 151420 £ 160 4800 149610 £ 50 1810+ 170 4.2+04 3.7
MW 502.5)
5 LYM1 mimxantrone)dihydrazideb 598.6 149 260 + 350 4090 147750 £ 190 1510 £ 400 2.5+ 0.7 3.8
(MW 672.7
5 CTMO1 mizﬁwantrone dihydrazide® 598.6 150820 + 250 4320 149640 £ 130 1170 £ 280 2.0%0.5 4.4
672.7)
6 CTMO1 calicheamicin N-acetyl v, 1404.5 150090 + 230 4090 149560 + 30 530 £ 230 0.4 +02 2.1
dimethyl propionyl
hydrazide® (MW 1478.5)
7 CTMO1 calicheamicin a3 dimethyl 1205.2 150800 + 170 3110 149560 +£ 30 1240+ 170 1.0+ 0.1 2.1
propionyl hydrazide®
(MW 1279.2)
related to 6 CTMOL calicheamicin +y,! analogue® 1435.6 149960 + 320 3800 149560 = 30 400 £320 0302 1.8
(MW 1509.6)
8 CTMO1 calicheamicin N-acetyl v, 1418.4 149720 £ 10 4480 149560 % 30 170+ 30 0.12 %0.02 3.0
propionic acid?
(“monomer”) (MW
1436.4)
8 CTMO1 calicheamicin N-acetyl ;! 14184 153200 + 10 8010 149560 + 30 3640 = 30 257 £0.02 6.5
propionic acid?
(“aggregate”) (MW
1436.4)
9 CTMO1 calicheamicin N-acetyl 7, 1460.4 150600 + 20/ 4100 149560 £ 30 1040 £ 40  0.71 £ 0.03 2.0
dimethyl butyric acid? 150150 + 10# 4200 149560 + 30 590 £30  0.40 £0.02 2.0
(MW 1478.4) 149820 + 40* 4100 149560 + 30 260 = 50 0.18 £ 0.03 2.0
10 LYM1 methotrexate hydrazide® 408.5 149510 + 90 4000 147470 £ 190 1720 £ 210 4205 49
(MW 482.5)
10 B72.3 methotrexate hydrazide® 408.5 147100 + 240 4370 147340 £ 80 -230 £ 250 —0.6 £ 0.6 5.1
482.5)

9LDI-MS values were computed from the average value of 2*M?*, z = 1, ..., 4, where z is the charge number and M** is the mass-to-charge
ratio of the (multiple charged) molecular ion, observed in the analysis of the pure or conjugated monoclonal antibodies. ®Carbohydrate
conjugated. °Carbohydrate periodic acid oxidized and blocked with acethydrazide. ¢Lysine conjugate. ©See Table II for FWHM values.

/With gold substrate. #With quartz substrate. »With silver substrate.

Nevertheless, the highest LDI-MS loading value was still lower
than that obtained by UV spectrometry, suggesting that ad-
ditional factors are affecting the LDI-MS analysis of these
conjugates.

Matrix-assisted UV-LDI-MS was used to differentiate be-
tween covalent and noncovalent association of proteins. Two
species of conjugates of calicheamicin N-acetyl v,' propionyl
conjugated to monoclonal antibody CTMO1, 8, were separated
by gel-filtration HPLC and collected. They are referred to
as the “monomer” and “aggregate” forms. The apparent
molecular weight of the “aggregate” (based upon the gel-fil-
tration HPLC retention time) indicated that two or three
drug-loaded monoclonal antibody molecules were bound to-
gether. The UV and LDI-MS loading values were cletermined
and found to be lower for the monomer and higher for the
aggregate form; however the absolute loading values were
significantly lower for the LDI-MS values than for the UV
values. (See Table VI, entries ten and eleven). The significant
feature of the LDI-MS spectra for these samples is that both
samples produced only monomeric molecular ions. Thus, the
LDI-MS spectra indicate that the aggregate is no! made-up
of drug-loaded monoclonal antibodies covalently bound to-
gether but rather is held together by weaker chemical and
physical forces. Concentration and gel-electrophoresis studies
subsequently performed were consistent with these LDI-MS
results.

The strongest case for using LDI-MS to readily differentiate
between covalently and noncovalently bound drug to mono-
clonal antibodies is illustrated in the following example.
Methotrexate conjugated to monoclonal antibody LYMLI, 10,
was initially found to have a UV loading value of 9.5. However,
the corresponding LDI-MS loading value was only 4.2. (See
Table VI, next to last entry.) Since it was suspected that the
high UV loading value was due to noncovalently bound drug,
the sample was extensively dialyzed versus buffers. This
slightly reduced the UV loading value to 9.1. When harsh
denaturing treatments were applied followed by dialysis, to
rigorously remove noncovalently bound drug, a UV loading
value of 4.9 was measured, consistent with the reported
LDI-MS loading value. These data illustrate that the UV
loading values can include both covalently and noncovalently
bound drug while the LDI-MS loading values are consistent
with only covalently bound drug. A sample of methotrexate
conjugated to monoclonal antibody B72.3, 10, produced an
unexpected negative LDI-MS loading value. (See Table VI,
last entry.) This result is considered an anomoly. The UV
drug loading value was high enough to suggest strongly that
covalent attachment of methotrexate to the monoclonal an-
tibody occurred. Most likely, losses in mass of the monoclonal
antibody occurred during conjugation and/or the sample
degraded during preparation and storage. Other types of
methotrexate conjugates have produced consistent LDI-MS



2480 « ANALYTICAL CHEMISTRY, VOL. 63, NO. 21, NOVEMBER 1, 1991

and UV loading values.

CONCLUSIONS

Matrix-assisted UV-LDI-MS has been used in a routine
fashion to acquire molecular weight data on a variety of un-
treated monoclonal antibodies and monoclonal antibodies
conjugated with chelators and anticancer drugs. From the
relative differences in mass between the conjugated and un-
treated monoclonal antibodies, the loading of chelators and
anticancer drugs on the monoclonal antibodies were readily
computed. Likewise, from the differences in mass between
the pure monoclonal antibodies and the aglycosylated
structures of the monoclonal antibodies derived from the DNA
sequence for the antibody, the mass of the carbohydrate
present in the monoclonal was estimated. The LDI-MS
method is well-suited for obtaining accurate estimates of
glycoprotein carbohydrate content, as shown by the estimation
of chimeric B72.3 carbohydrate content. The method is also
suitable for estimation of loading of chelator on antibody-
chelator conjugate preparations. The variance between
LDI-MS-derived and alternative assay-derived estimations
is probably due to a combination of variations in both assay
methods. Lability in the molecule, as seen with antibody-drug
conjugates, may exacerbate this and lead to greater assay
differences. Despite these variances, the LDI-MS method for
obtaining loading values is useful as a means for rapid, non-
radioactive estimation of covalently bound chelators and drugs
conjugated to antibodies. Likewise, this method should be
useful for obtaining meaningful loading values for any ion-
izable high mass molecule provided of course that the mass
shift between the conjugated and unconjugated molecules is
greater than the experimental errors in the mass measure-
ments, viz., greater than ~0.1% relative mass error with the
present technology.

The following trends were observed in the LDI-MS studies
of the conjugated monoclonal antibody samples. As the
loading of conjugated chelator or anticancer drug increased,
the distribution of the drug in the monoclonal antibody in-
creased, as measured by the increase in the mass spectral peak
widths at half maximum height. The peak shapes appeared
to be Lorentzian rather than Gaussian. The loading values
obtained by radioactivity trace analysis were consistently
slightly lower than the corresponding LDI-MS loading values
for conjugated chelators. For anticancer drugs, on the other
hand, the loading values obtained by UV and LDI-MS cor-
related well with conjugated mitoxantrone compounds, while
for conjugated calicheamicin compounds, the UV loading
values tended to be higher than the corresponding LDI-MS
values. The suggested overall conclusion for the conjugation
studies is that the LDI-MS loading values are reliable for
conjugated stable molecules (such as the chelators, mitoxan-
trone, and methotrexate) but not as reliable for conjugated
labile molecules (such as calicheamicin). Presently, we are
developing methodologies for obtaining more reliable LDI-MS
data with conjugated labile molecules.

The coupling of chemical methods with LDI-MS will be
necessary for obtaining useful detailed structural information
of high-mass molecules. DTT-treated samples of monoclonal
antibodies, namely, mixtures of light and heavy chains, can
also be routinely analyzed via matrix-assisted UV-LDI-MS.
This information provides subtle structural details of the
monoclonal antibody. Results obtained in these studies de-
termine the distribution of chelator between the light and
heavy chains and confirm that the majority of the carbohy-
drate present in the monoclonal antibodies studied were bound
to the heavy chain. If reoxidation (reformation of disulfide
bonds) of the DT'T-treated monoclonal antibodies generates
detectible aggregates in the LDI mass spectra, treatment with
N-ethyl maleimide may be advisable. Alternatively, storage

of DTT-treated samples in oxygen-free environments, e.g.,
under an argon atmosphere, should minimize reoxidation
processes that cause aggregation without the problems of peak
broadening due to N-ethyl maleimide treatment.

At present, matrix-assisted LDI-MS is the method of choice
for mass determinations of large molecules, viz., those with
molecular weights in excess of about 65000. A feature that
makes LDI-MS so successful is that molecular ions are directly
produced rather than highly multiply charged molecular ions
as in electrospray ionization mass spectrometry (ESI-MS).
This is significant for high-mass molecules, which generally
are not pure single components but rather heterogeneous
mixtures. For example, in monoclonal antibodies the protein
content is homogeneous (except for any aggregate and prod-
ucts of posttranslational modification, such as deamidation)
but the carbohydrates are heterogeneous. In LDI-MS, the
singly charged molecular ion peak of the monoclonal anti-
bodies is broadened by the carbohydrate heterogeneity and
is well resolved from the doubly charged molecular ion peak.
The centroids of these peaks can be easily computed to obtain
the average mass of the molecules. Likewise, when the mo-
noclonal antibodies are conjugated with chelators or anticancer
drugs, the distribution of the conjugate on the monoclonal
antibody imposes a second-order heterogeneity on the chem-
ical system. In spite of this additional broadening of the
molecular ion peaks, the observed peaks can be resolved and
accurately centroided. In the case of ESI-MS, the hetero-
geneity of the chemical system has imposed upon it an ad-
ditional heterogeneity of multiple charges. This multiple
charged chemically heterogeneous system generates a very
broad, unresolvable envelope of ions from which it is im-
possible to compute the loading values for the conjugated
monoclonal antibodies. To overcome this problem in ESI-MS,
the molecule must be degraded or dissociated into lower
molecular weight fragments for indirect loading measurements
(28).

The application of LDI-MS to the study of small molecules
covalently conjugated to much larger ones has now been in-
itiated. There are experimental situations, described above,
that require refinement. Despite this, many of the LDI-MS
studies correlated well with nonmass spectrometric methods
and produced meaningful results. LDI-MS should therefore
be used as an additional alternative method to analytical
techniques in general use for determining the loadings of
substances conjugated to large molecules. Even more accurate
quantitative loading results and chemical details will be ob-
tained with the anticipated future improvement in matrix-
assisted LDI-MS instrumentation and techniques. Improved
resolution will permit the direct measurement of the distri-
butions of carbohydrates and conjugates in the molecular ions.
Improved matrixes (I, 11, 37-40) and the availability of a
variety of UV (12) and IR (40, 4I) laser frequencies and ir-
radiances should make the matrix-assisted LDI-MS technique
even more successful in generating molecular ions from in-
tractable samples.
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Direct Introduction of Large-Volume Urine Samples into an
On-Line Immunoaffinity Sample Pretreatment—Capillary Gas

Chromatography System

A. Farjam, J. J. Vreuls, W. J. G. M. Cuppen, U. A. Th. Brinkman,* and G. J. de Jong'
Department of Analytical Chemistry, Free University, De Boelelaan 1083, 1081 HV Amsterdam, The Netherlands

An immunoatffinity precolumn containing immobilized antibo-
dles ralsed against the synthetic sterold hormone (3-19-nor-
testosterone, has been used for the automated sample pre-
treatment of urine samples containing 5-19-nortestosterone
or the related steroids norethindrone and norgestrel. The
sample pretreatment system was coupled on-line to a capll-
lary GC. The on-line tion bety the Immunoaffinity
precolumn and the capliiary GC was realized with an Interface
that consisted of a 10 mm X 2 mm i.d. reversed-phase pre-
column and a diphenyt hyldisii d ivated GC
retention gap. After p ation on the | ffinity
precolumn the analytes were eluted and reconcentrated on
the reversed-phase precolumn. Subsequently, this precolumn
was desorbed with 75 uL of ethyl acetate, which was directly
Introduced Into the retention gap by using partlally concurrent
solvent evaporation. The system allows the automated pre-
tr and GC lysis of 5-25-mL urine samples for the
ppt-level determination of 19-norsteroids. The general ap-
plicabliity and potential of on-line immunoaffinity—caplllary GC
systems are discussed.

1Present address: Duphar BV, Analytical Development Depart-
ment, P.O. Box 900, 1380 DA Weesp, The Netherlands.

INTRODUCTION

Sample pretreatment is often the most time-consuming part
in the quantitative chromatographic analysis of complex
samples. In order to automate this step, precolumns have been
used as an efficient tool for many years. In applications where
utmost selectivity is needed, as for example in trace-level
analysis of biological samples, precolumns containing immo-
bilized antibodies, so-called immuno precolumns, are gaining
importance (I-16). We recently showed that sample pre-
treatment procedures with such immuno precolumns can be
fully automated in combination with liquid chromatography
(LC) by means of LC-LC column-switching techniques (12,
14-16). In these systems an antibody is raised against the
analytes of interest, covalently immobilized to a stationary
phase, and the antibody-containing phase is packed into a
precolumn that is inserted in the automated column-switching
device. The whole analysis can be run unattendedly and
typically takes about 40-50 min.

In this study we investigate the possibility to couple an
immunoaffinity sample pretreatment system on-line to a ca-
pillary gas chromatograph (GC). This approach can be of great
interest in GC analysis: the possiblity to automatedly process
large volumes of, e.g., biological or environmental samples and
introduce them directly into the GC will greatly reduce the

0003—?700/91/0363—248‘3})2.50/0 © 1991 American Chemical Society
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cost of the sample pretreatment. In addition to selectivity,
sensitivity will also be increased by this specific antibody—
antigen interaction because it allows the injection of relatively
large volumes, of aqueous samples, on a capillary GC column.

For a coupled immunoaffinity-GC method, the same de-
sorption technique can be used as with the coupled immu-
noaffinity-LC systems. However, the aqueous methanol eluate
of the immuno precolumn cannot be introduced directly into
the GC system, due to its large volume of 1-2 mL and its water
content. This problem can be solved by using a small re-
versed-phase (RP) LC column as an interface between the
immunoaffinity system and the GC system. The analytes are,
after desorption from the immunoaffinity precolumn, first
diluted on-line with water and subsequently refocused on the
RP interface column. Next the analytes are desorbed from
the RP interface column with a small volume of ethyl acetate
and introduced into a diphenyltetramethyldisilazane-deac-
tivated GC retention gap according to the partially concurrent
solvent evaporation technique (17). With this technique, the
oven temperature during introduction of the zone eluting from
the interfacing RP precolumn is below the boiling point of
ethyl acetate. This solvent is subsequently introduced into
a suitably deactivated retention gap at a rate somewhat higher
than the evaporation rate forming a solvent film on the sur-
face. The evaporation of the solvent will start at the rear of
the front at a rate that depends on the introduction tem-
perature and the carrier gas flow rate. The relatively nonpolar
analytes spread out over the retention gap, but they are re-
concentrated at the beginning of the separation column.

The development of such a system and its performance with
standard and spiked urine samples is reported in this paper
by using 19-norsteroids as model compounds.

EXPERIMENTAL SECTION

Materials. CNBr-activated Sepharose 4B was obtained from
Pharmacia (Woerden, The Netherlands). HPLC grade acetonitrile
and HPLC grade methanol were obtained from Baker (Deventer,
The Netherlands) and Merck (Darmstadt, FRG). HPLC grade
water was prepared from demineralized water by using a Milli-Q
(Millipore, Bedford, MA) water purification system with subse-
quent filtration over an LC column filled with 40-um Baker C,qg
material. The eluents were degassed under vacuum in an ul-
trasonic bath. 8-19-Nortestosterone (8-19-NT), norethindrone
(NE), and norgestrel (NG) were obtained from Sigma (St. Louis,
MO). Stock solutions of the steroids were prepared in methanol
(1 mg/mL) and stored at 4 °C until use. Ethyl acetate was from
Baker, it was purified by distillation over a 100 X 5 cm i.d. Hempel
column filled with Raschig rings before use. All other chemicals
were of normal analytical grade quality.

Apparatus. The setup of the on-line immunoaffinity-GC
system is schematically shown in Figure 1. Pump 1 was a Kratos
(Ramsey, NJ) Model Spectroflow 400 pump. The flow rate of
this pump was controlled by a Kontron (Zuerich, Switzerland)
Model 200 programmer via a homemade interface. Pump 2 was
an Altex (Berkeley, CA) Model 100 pump, equipped with a
homemade membrane pulse damper, set at a fizxed flow rate of
5.0 mL/min and switched on and off by the programmer. Pump
3 was a Carlo Erba (Milan, Italy) Phoenix 20 pump set at a flow
rate of 25 uL/min. The switching valves were from a Kontron
MCS 670 Tracer valve switching unit and were controlled by the
programmer. A Kipp & Zonen (Delft, The Netherlands) BD 40
recorder was used. The 10 mm X 2 mm i.d. RP interface column
was packed with a 40-um Baker C,q stationary phase. The im-
munoaffinity precolumn was a homemade 10 mm X 10 mm i.d.
stainless steel precolumn equipped with 5-um stainless steel
screens and with PTFE rings at the column inlet and outlet. A
!/ ¢-in. stainless-steel capillary with an i.d. of 0.5 mm, coiled with
a helix of 5 cm, was used as a mixing coil. The Carlo Erba Model
5300 Mega GC, which was equipped with a flame ionization
detector (FID), was connected to valve 4 with a 30 cm X 75 ym
i.d. fused silica capillary. The GC contained a diphenyltetra-
methyldisilazane (DPTMDS) deactivated 5.0 m X 0.53 mm i.d.
retention gap from Carlo Erba that was connected to a 25 m X

RP INTERFACE
COLUMN

IMMUNO
PRECOLUMN

E_mp 1

95 X METHANOL

WATER WATER

Eﬂsc

ETHYL ACETATE
Figure 1. Setup of the on-line immunoaffinity-GC system. Valves
V1-V4 are all shown in position A (compare Table I). The various
parts of the system are described in the Experimental Section.

WATER SAMPLE

0.32 mm i.d. DB 5 J&W (Folson, CA) column with a press-fit
connection from ICT (Frankfurt, FRG). The injections into the
retention gap were made at a temperature of 85 °C with pump
3 during 3 min; this corresponds with an injection volume of 75
pL. After the start of the injection (6.5 min), which corresponds
with the tail of the solvent peak passing the FID, the temperature
gradient was started with 15 °C/min to 265 °C. After 6 min at
265 °C, the temperature was programmed with 4 °C/min to the
final temperature of 295 °C. The carrier gas was helium at 70-kPa
inlet pressure.

Initially, the characterization and optimization of the immu-
noaffinity precolumn was performed with the help of an immu-
noaffinity-LC system. The setup of this system was similar to
the setup of the immunoaffinity—GC system, except that the LC
column and the RP interface column were directly connected to
valve 3, so that analytes could be desorbed from the RP interface
column onto the analytical LC column in the back-flush mode
with the L.C mobile phase. The analytical column was an up-
ward-slurry (acetone using acetonitrile-water using (70:30, v/v)
after wash) packed 100 mm X 3 mm i.d. glass column filled with
5-um Lichrosorb RP-18 from Merck (Darmstadt, FRG) and was
protected with a 10 mm X 2 mm i.d. guard column packed with
the same material. The mobile phase of the LC analytical column
was acetonitrile-water (35:65, v/v). The Kratos (Ramsey, NJ)
Model Spactroflow 757 UV detector, equipped with a 10-L flow
cell, was set at 247 nm.

Proceclures. The production and purification of the anti-g8-
19-NT antiserum has been described in a previous study (12).

Immobilization of the anti-19-8-NT antibody on CNBr-acti-
vated Sepharose 4B and packing of the immunoaffinity precolumn
were performed as described before (12). IgG/ml gel (7 mg) was
used for immobilization. The immunosorbent was stored in 0.1
M phosphate buffer (pH 7.2) containing 0.02% sodium azide. The
packed immunoaffinity precolumns were stored in methanol-water
(95:5, v/v) at room temperature, if not in use. This solvent was
chosen because the immunoaffinity precolumns were relatively
stable in this solvent.

The firal on-line immunoaffinity-GC analyses were performed
with the setup described in Figure 1 according to the schedule
of Table]. The first step involves flushing of the immunoaffinity
precolumn with 15 mL of water in order to displace the metha-
nol-water (95:5, v/v) that is still present in the column from the
previous run. Next, the sample is loaded on the immunoaffinity
precolumn, followed by a 15 mL water flush that displaces residual
sample and removes weakly bound impurities. Simultaneously,
the RP interface column, which still contains ethyl acetate from
the previous run, is preconditioned with water via pump 2.
Subsequeatly, the immunoaffinity precolumn and the RP interface
column are switched in series and the immunoaffinity precolumn
is desorbed with 2 mL of methanol-water (95:5, v/v) in the
back-flush mode. The methanol-water mixture is diluted with
water via pump 2 in order to reduce the methanol content to about
8%, in order to allow reconcentration of the analytes on the RP
interface column. After transfer of the analytes, the RP interface
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Table I. Schedule of the On-Line Immunoaffinity-GC Analysis Using the Setup According to Figure 1

step

N

event

flushing immunoaffinity precolumn with water (3 min, 15 mL)

flushing stainless steel tubing with sample

flushing immunoaffinity precolumn with sample (10-200 mL, flow of 5 mL/min)

flushing stainless steel tubing with water and RP interface column with water via pump 2 (5 min, 25
mL)

flushing immunoaffinity precolumn with water (3 min, 15 mL)

flushing stainless steel tubing with methanol-water (95:5, v/v)

valve position®

valve valve valve valve

1 2 3 4

oo

precolumn with methanol-water (0.5 min, 2.5 mL)

9 displacing water from the RP interface column with pump 3 (1.05 min, 26.25 uL)
10 desorbing RP interface column with ethyl acetzte and on-column injection into the retention gap (3.0

min, 75 uL)

11 flushing RP interface column with additional ethyl acetate (10.0 min, 250 pL); start GC temperature

gradient

%Position A corresponds to the valve positions shown in Figure 1.

desorption of the immunoaffinity precolumn with methanol-water (95:5, v/v) (4 min, 2 mL) with
subsequent dilution with water (4 min, 20 mL) and reconcentration on the RP interface column
8 flush content of mixing coil to RP interface column with water and back-flushing immunoaffinity

> > > >wW> wWrw>
o > wWee PP
> > W wEm Wk
»owm> > By PPy

column is flushed with ethyl acetate. The first 26.25 uL of this
flush, which contains the water that has been displaced from the
RP interface column, is sent to waste. The next 75 uL, which
contains the analytes of interest, is injected into the retention
gap of the GC system. Finally, the RP interface column is flushed
with an additional 250 uL of ethyl acetate in order to remove
strongly bound impurities. The GC temperature program is
started 6.5 min after starting the introduction of ethyl acetate
into the retention gap.

The on-line immunoaffinity-LC analyses were performed with
the modified setup (cf. Apparatus section). The aralyses were
run according to the schedule in Table I, except that steps 9-11
were replaced by a single step, in which the RP interface column
was switched on-line with the LC column (valves 1-3 all in position
A).
The preconcentration of samples directly on the RP interface
column with subsequent on-line GC analysis was performed with
the setup of Figure 1, modified such that switching valve V1 was
directly connected to V3, thus bypassing V2, the immunoaffinity
precolumn, and pump 2. After preconcentration, the precolumn
was flushed with 5 mL of HPLC grade water and subsequently
processed according to the schedule of Table I (steps 7-11).

The urine samples used were collected from three healthy males,
pooled, divided into 100-mL fractions and stored at ~20 °C. The
samples were thawed 1 h before use.

RESULTS AND DISCUSSION

An antibody raised against the synthetic steroid 8-19-
nortestosterone is used in this study as a model system. The
antibody shows a group selectivity such that it recognizes
molecules bearing the same structure as 8-19-NT in the A and
B ring of the steroid skeleton. Two such compounds, the
synthetic steroids norethindrone and norgestrel, are of ana-
lytical interest, because they are used in oral contraceptives.
Hence, the optimization and characterization of the present
method is performed with 8-19-NT, NE, and NG as the an-
alytes.

Immunoaffinity Sample Pretreatment. The immu-
noaffinity sample pretreatment consists of the following steps:
sorption of the analytes on the immunoaffinity precolumn,
desorption, dilution, and finally, reconcentration of the ana-
lytes on the RP interface column. Since it has been shown
in previous studies that the sorption of 8-19-NT on the present
immuno precolumn is almost quantitative (>97%), in the first
instance this step was not further optimized (12).

In principle, a number of different desorption techniques
can be used such as selective methods by using cross-reacting
agents (4, 12) or nonselective methods by using, e.g., pH
changes, chaotropic agents, and organic solvents (13, 15).
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Figure 2. Recovery of 8-19-NT as a function of the amount of
methanol-water (95:5, v/v) used for desorption. A 10-mL aliquot of
a standard solution containing 2 ug/L of 3-19-NT was loaded on the
immunoaffinity precolumn and processed according to the immu-
noaffinity-LC procedure. The dilution was kept constant in all ex-
periments by setting the flow rate of pump 1 (methanol-water [95:5,
v/v] for desorption of immunoaffinity precolumn) at 0.5 mL/min, and
the flow rate of pump 2 (water for the on-line dilute) at 5 mL/min. The
amount of eluent used for desorption was varied by setting the duration
of step 7 (schedule A) to 1.5, 2, 3, 4, and 8 min. The recovery was
calculated by comparing the peak area obtained with that of a loop
injection.
Recently, it has been demonstrated that several types of im-
muno precolumns can efficiently be desorbed with aqueous
solutions containing high amounts (50-100%) of an organic
modifier (15, 16, 18, 19). It is generally accepted that, under
these conditions, all antibodies will be denatured and, thus,
release the bound analytes of interest. Methanol-water (95:5,
v/v) was chosen as the desorbing solvent in the present study.
After desorption the eluate of the immunoaffinity precolumn
was diluted on-line with a 10-fold excess of water by adjusting
the flow rates of pumps 1 and 2 (cf. Figure 1) to 0.5 and 5
mL/min, respectively. Dilution was necessary to allow the
subsequent on-line reconcentration of the analytes on the RP
interface column. Figure 2 shows the recovery of 8-19-NT as
a function of the amount of methanol-water (95:5, v/v), which
was used to desorb the immunoaffinity precolumn. In all
experiments 10 mL of a standard solution containing 2 ug/L
of 8-19-NT was loaded on the immunoaffinity precolumn and
processed according to the on-line immunoaffinity-LC pro-
cedure (see Experimental Section). The curve in Figure 2
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Figure 3. Recovery of NE and NG as a function of the delay time
between the start of the desorption of the analytes from the RP in-
terface column and the introduction of the eluate into the retention gap
(step 9 in Table I). For conditions, see text. The shaded area cor-
responds to introduction of water into the retention gap.

shows an essentially quantitative recovery if at least ca. 1.5
mL of methanol-water (95:5, v/v) is used for desorption (with
subsequent dilution and preconcentration on the RP interface
column). We used 2 mL of desorbing solution in all further
experiments. Larger volumes of methanol-water (95:5, v/v)
should not be used because this will cause breakthrough of
the analytes on the RP interface column.

The final procedure of the sample pretreatment is given
by steps 1-7 of the schedule in Table 1.

Transfer of Analytes from the RP Interface Column
to the GC. In a previous study on on-line LC-GC (17), it was
shown that ethyl acetate is a suitable solvent for the on-line
transfer of various types of trapped analytes from a sty-
rene—divinylbenzene precolumn into the retention gap of a
capillary GC. Because in the sample pretreatment procedure
described above another hydrophobic material, viz, 40-um C;g
bonded silica, was used in the RP interface column, the ef-
ficiency of the ethyl acetate desorption with this column
material had to be evaluated first. In both cases the elution
power of ethyl acetate was such that no retention at all was
observed for the analytes. To this end standard samples were
directly preconcentrated on the RP interface column (see
Experimental Section). After preconcentration, the RP in-
terface column was desorbed with 75 uL of ethyl acetate, a
volume shown to be sufficient for desorption of the analytes
from the polymeric precolumn (17). The same volume was
now found to be sufficient for desorption of the steroids from
the column containing the C;3 bonded silica. Since the initial
GC temperature and the type of retention gap were the same
as in the arlier paper, also the same speed of 25 uL/min was
chosen for desorption of the RP interface precolumn and,
consequently, introduction into the retention gap.

The only parameter still to be optimized was the delay time
between the start of the desorption of the analytes from the
RP interface column and the introduction of the eluate into
the retention gap. This delay time is necessary since the ethyl
acetate, which is not miscible with water, has to displace the
water present in the void volume of the RP interface column,
before it is introduced into the retention gap. Exact timing
of the water fraction removal is essential for the good per-
formance of the total system. If the delay time is too short
(see shaded area in Figure 3), water will enter the retention
gap and deteriorate the deactivation layer. If, on the other
hand, the introduction into the retention gap is started too
late, the first ethyl acetate fraction, which contains a signif-
icant amount of analyte, will be lost. In other words, the
correct value for the delay time between the start of the
desorption of the RP interface column and the start of solvent

oy v—»%mz E«—uagx-n—o—}—nugs—g
400 i i
3001
2004

o()\q/o&sp

° T T T T T 3

0 0 20 30 40 50 60

ng of B-19-NT detected

No. of analyses
Figure 4. Capacity of the anti-3-19-NT immunoaffinity precolumn as
a function of the number of ly For each i i
the ir ffinity p i was with 10 mL of a standard
solution containing 100 ug/L of 8-19-NT; analysis was done according
to the immunoaffinity-LC procedure. The amount of 3-19-NT was
calculated by peak area comparison with a loop injection. The dashed
lines indicate storage of the immunoaffinity precolumn at room tem-
perature in methanol-water (95:5, v/v) during one or more nights.

introduction into the retention gap must be determined ac-
curately.

Since precolumns filled with different stationary phases can
have different void volumes, the delay time had to be optim-
ized again. The results are shown in Figure 3. In all exper-
iments, 256 mL of a standard solution containing 1 ug/L of
each NE and NG were preconcentrated directly on the RP
interface column (cf. Experimental Section). Subsequently,
ethyl acetate was pumped over the RP interface column and
the displacad water was led to waste during the indicated delay
period (step 9 in Table I). Next, the ethyl acetate eluate was
injected into the retention gap (step 10). A maximum recovery
was found for a delay time of 1.05 min between the start of
ethyl acetate desorption and the start of ethyl acetate intro-
duction into the retention gap. Since the flow rate of pump
3 was set at 25 pL/min, a volume of 26.25 uL has to be
pumped to waste before ethyl acetate is introduced. The delay
time of 1.05 min was used in all further work.

The reproducibility of the on-line desorption technique was
good, with a relative standard deviation of 2.8 and 2.4% (n
= 4) for ths peak areas of NE and NG, respectively, if 25 mL
of standard samples containing 1 ug/L of the individual
steroids were preconcentrated and processed as mentioned
above. The recovery for all three steroids was over 90%.

On-Line Immunoaffinity-GC Analysis with Standard
Samples. A calibration plot for 25-mL standard samples
spiked with NE and NG was constructed by using the pro-
cedure of Table I. The plot was linear (r = 0.9997), with
recoveries for the total procedure of over 90% for both steroids
up to concentrations of 1 ug/L of each steroid (25 ng of each).
For higher concentrations the recovery decreased—reaching,
e.g., 40% for each steroid at the 4 ug/L level—due to the
limited capacity of the immunoaffinity precolumn. The 1
ug/L limit for the linear range corresponds with a total steroid
loading of about 50% of the immunoaffinity precolumn ca-
pacity.

The breakthrough characteristics of the immunoaffinity
precolumn were investigated by loading 25 ng of each NE and
NG from sample volumes of 25, 50, 100, and 200 mL. No
dependence on the sample volume was found: the recoveries
were still over 90% in all experiments. This result indicates
that a high sensitivity can be achieved because of the large
sample volumes that can be processed with this immunoaf-
finity precolumn.

The long-term stability of an immuno precolumn, obtained
by overloading it each time with 1 ug of 8-19-NT, is shown
in Figure 4. In the first 10 or so analyses, a rapid decrease
of the capacity is observed. Subsequently, it stabilizes at a
value of 100-150 ng of $-19-NT. It is not likely that this



ANALYTICAL CHEMISTRY, VOL. 63, NO. 21, NOVEMBER 1, 1991 « 2485

5 ml of aceonitnle-water
(10:90, wviv,

A 5 mi of urine diluted with
y 1

% 25 ml of unne diluted with

25 ml of acefonitrile-water
(10:90, viv)

100 mi of undiluted urine

25 ml of undiluted urine

A A 25 mi of

J water

T
0 20 40 80 80 100

recovery (%)

Flgure 5. Recoveries for NE and NG after loading of 25 ng each of
the steroids on the immunoaffinity precolumn from 25 mL of water (1),
25 mL of urine (2), 100 mL of urine (3), 25 mL of urine, diluted with
25 mL of acetonitrile-water (10:90, v/v) (4), and 5 mL of urine diluted
with 5 mL of acetonitrile—water (10: 90 v/v). The samples were pro-
cessed according to the i ffinity-GC pi e (Experimental
Section). Recoveries were calculated by peak height comparison with
a preconcentration of a NE and NG standard solution preconcentrated
directly on the RP interface column.

decrease is caused by storage of the immunoaffinity precolumn
in methanol-water (95:5, v/v) because most of the antibody
activity was lost during the first analyses. The exponential
decrease has also been found with other immunoaffinity
precolumns (10, 14, 15, 17) and most probably is due to both
irreversible denaturation and ligand leakage. This capacity
decrease will have no significant effect on the recovery, if the
amount of analytes loaded is lower than 50% of the capacity
of the immunoaffinity precolumn (cf. above). Capacity de-
terminations performed by overloading the immunoaffinity
precolumn with a mixture of NE and NG (not shown) showed
that both compounds have essentially the same affinity for
the anti-8-19-NT antibody and that the capacity of the im-
munoaffinity precolumn for these compounds is about 20%
lower than for 8-19-NT. This result is consistent with the fact
that NE and NG are merely cross-reacting compcunds and
not the hapten against which the antibody was raised.

It is interesting to note that the immunoaffinity precolumn
lost some of its capacity during storage in methanol-water
(95:5, v/v), but slowly regained activity when in use. Ap-
parently, the repeated water flushes during the daily operation
slowly restore the activity of the antibodies. A similar effect
was observed with a monoclonal anti-aflatoxin immuno pre-
column (15). In that study an essentially linear relationship
between the water-flushing time, employed for regeneration
of the immunoaffinity precolumn (corresponding to step 1 in
Table I), and the capacity has been observed. Since not the
water volume but the contact time was the critical parameter,
it was concluded that the regeneration was a slow process with
that antibody. We therefore checked whether the capacity
of the present immunoaffinity precolumn would also improve
upon increasing the time of flushing with water. Since a
substantial increase in contact time from 3 to 15 min flushing
(15 mL of water in both cases) did not substantially increase
the capacity, the shorter—i.e., 3 min—flushing time was
preferred for the final procedure. Obviously, the regeneration
kinetics are an antibody-specific parameter, which has to be
evaluated with every new type of immunoaffinity precolumn.

Optimization of the Immunoaffinity-GC Analysis
with Urine Samples. Figure 5 compares the recoveries of
spiked standard and spiked urine samples that were processed

100
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Figure 6. Recovery of 3-19-NT-spiked urine samples. A 10-mL aliquot
of a pooled male urine sample spiked with the indicated amount of
B-19-NT and diluted with an equal volume of acetonitrie-water (90:10,
v/v) was processed according to the immunoaffinity-GC procedure.
Recoveries were calculated by peak height comparison with a pre-
concentration of a 3-19-NT standard solution performed directly on the
RP interface column.

according to the final schedule of Table I. Buffering of the
urine samples was not necessary because the pH hardly in-
fluenced the sorption of the analytes onto an immunoaffinity
precolumn. All samples contained 25 ng of each NE and NG,
but the loading volume and/or matrix composition was dif-
ferent. Loading the steroids from 25 mL of urine (Figure(2))
showed a 50% lower recovery compared to the 25 mL standard
sample (Figure 5(1)). Obviously, competitive and/or other
physicochemical interactions by the urine components ad-
versely affect the antibody-antigen interaction. This became
also evident if, instead of a 25-mL urine sample which con-
tained 25 ng of each NE and NG, a 100-mL sample containing
the same absolute amount of analytes was loaded on the
immunoaffinity precolumn and analyzed. The recoveries for
NE and NG decreased from 37 to 21% and from 33 to 24%,
respectively (cf. Figure 5(2,3)). In contrast to the analysis of
aqueous samples, where no breakthrough effects were seen
for sample volumes of between 25 and 200 mL, now, with urine
samples, breakthrough effects became evident upon sample
volume increase. This was unexpected because no significant
difference was found for spiked standard and urine samples
in earlier immunoaffinity-LC studies with the same antibody
(12). However in the present study an immunoaffinity pre-
column with a capacity of only 100-150 ng was used as against
250 ng in the previous study. There can be several reasons
for this lower capacity. First of all, less antibody, 7 mg instead
of 10 mg/g of CNBr-Sepharose, were used for the immobi-
lization. Secondly, in the present study the antibody was not
immobilized directly after isolation, but stored for about 2
years in a lyophilized form at 20 °C before immobilization
was performed. The long storage may well have reduced the
antibody activity.

In order to solve the problems, the urine samples were
diluted with acetonitrile-water (10:90, v/v), which—in a
previous study due to reduction of nonspecific interactions
(12)—proved to be superior to dilution with pure water;
secondly, the sample volume was reduced. Figure 6 shows an
increased recovery for NG if the 25-mL urine sample was
diluted with an equal amount of acetonitrile-water (10:90,
v/v), compared to the analysis of 25 mL of undiluted urine
(cf. Figure 5(2,4)). If in addition to this dilution step the total
urine sample volume is reduced to 5 mL, a recovery of about
60% was achieved for NE and NG (cf. Figure 5(5)). Dilution
of 5 mL of urine with an equal amount of acetonitrile-water
(10:90, v/v) was chosen as the standard procedure for the
processing of urine samples.
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Figure 7. (a, b, c) Immunoaffinity-GC~FID chromatograms of (a)
HPLC grade water, (b) urine, and (c) urine spiked with 0.5 ug/L of
B-19-NT or with 4 ug/L of both NE and NG. Chromatograms a, b, and
C were obtained by diluting 5 mL of sample with an equal volume of
acetonitrile-water (10:90, v/v) and processing the samples according
to the immunoaffinity—GC procedure. (d) GC-FID chromatogram ob-
tained by loading § mL of the diluted urine sample directly on the RP
interface column. Chromatograms a and b and the $-19-NT chro-
matogram in ¢, which have been digitally recorded, are also shown
in a closeup where the x axis is stretched by a factor of 5 and the y
axis by a factor of 33.3, respectively.

Analytical Data. The recovery as a function of the
amount of 8-19-NT in spiked urine is shown in Figure 6. If
5 mL of urine were analyzed—i.e. 10 mL of diluted urine—a
constant recovery of 60% was found up to 8-19-NT amounts
of 20 ng (corresponding to 4 ug/L in urine). If higher con-
centrations were analyzed, the recovery slowly decreased. The
relatively poor capacity of the immunoaffinity precolumn used
in this study was the cause for the short linear detection range.

The high selectivity of the system is revealed in Figure 7.
All chromatograms show the analysis of 5 mL of sample di-
luted with an equal volume of acetonitrile-water. Parts a and
b of Figure 7 show the chromatograms of an automated
analysis of a 5-mL HPLC grade water sample and a 5-mL
blank urine sample, respectively, showing the selectivity of
the system, and the number and amount of the impurities
introduced by the reagents. The chromatograms are virtually
identical in the region in which §-19-NT, NE, and NG elute,
i.e. between 28 and 35 min. Figure 7¢ shows chromatograms
for the same urine sample, spiked with either 0.5 ug/L 8-
19-NT or 4 ng/L both NE and NG. The peak of 8-19-NT
together with an impurity that was already present in the stock
solution, shows up at a retention time of 29.0 min and an
elution temperature of 295 °C. The peaks of NE and NG had
retention times of 29.8 and 31.9 min, respectively. The blank
urine was also analyzed by omitting the immunoaffinity
precolumn and loading the sample directly on the RP interface
column (Figure 7d). Comparison with Figure 7b clearly
demonstrates the superior selectivity of the immunoaffinity

system: with nonselective preconcentration a large number
of interfering peaks show up at the retention times of the
analytes. These interferences caused an average baseline shift
of about 15 mV, which corresponds with the peak height of
about 10 ng of §-19-NT (compare Figure 7c).

The selectivity and, also, the sensitivity of the immu-
noaffinity sample pretreatment are limited by the peaks that
are present in the blank chromatograms. Most of these peaks
are introduced into the system with the solvents that are used
for sample pretreatment. Methanol and, to a lesser extent,
HPLC grade water were the main contributors. This was
confirmed by loading either HPLC grade water or water
containing 8.6% of methanol (same percentage as used in the
dilution step of the total procedure) directly on the RP in-
terface column and analyzing by on-line gas chromatography.
These impurites showed up in the chromatograms, although
the methanol had been distilled over a 100 cm X 5 cm i.d.
Hempel column filled with Raschig rings and the water had
been purified in a two-step procedure (cf. Experimental
Section). However, some interferences did not show the same
peak area during all analyses. Frequently, the blank peaks
slowly decreased during the day when analyses were run.
Since adsorption can occur in, e.g., the precolumns or on the
PTFE tubing connecting the solvent reservoirs with the
solvent selection valve, memory effects may be considered as
a likely explanation. For the analytes of interest, however,
no memory effects have been observed.

The detection limit for 8-19-NT was about 0.1 ug/L with
a repeatability (n = 6) of 6%, if a sample volume of 5 mL of
urine diluted with an equal amount of acetonitrile-water
(10:90, v/v) was loaded on the immuno precolumn.

The repeatability of the total procedure was measured by
analyzing repeatedly at 25-mL urine sample spiked with 1
#g/L of each NE and NG. The relative standard deviations
(n = 4) of the peak areas of NE and NG were 4 and 6%,
respectively. The detection limits for these solutes were also
about 0.1 ug/L.

The analysis time of the method including the on-line
sample pretreatment was 40 min.

CONCLUSIONS

The on-line coupling of immunoaffinity sample pretreat-
ment and capillary GC is presented here for the first time.
The general setup has been exemplified by using an anti-8-
19-NT immunoaffinity precolumn for the preconcentration
of 19-norsteroids. The method allows the direct introduction
of rather large volumes of urine into a capillary GC in an
automated way. The analytes of interest are preconcentrated
on the immunoaffinity precolumn, next they are desorbed and
reconcentrated on a reversed-phase interface column and
desorbed from this column with ethyl acetate, and finally, the
ethyl acetate is introduced into a retention gap according to
the partially concurrent solvent evaporation technique. The
high selectivity of the immunoaffinity precolumn combined
with the separation power of the capillary GC allows the
selective analysis of a group of structurally related analytes
in a complex matrix. Due to the strong antibody-antigen
interaction in the immuno precolumn, many milliliters of urine
can be preconcentrated and very low detection limits can
consequently be obtained. Actually, the purity of the solvents
used for sample treatment, rather than the selective sorption
on the immuno precolumn, is the main barrier for a further
increase of selectivity and sensitivity.

At present, the main limitation of the method is the effort
necessary in order to obtain the proper antibodies for a specific
application. First of all they should possess the appropriate
selectivity and high affinity for the analytes of interest—as
required in the field of conventional antibody-based assays.
In addition, after immobilization on a proper support, they
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should exhibit sufficient stability. As was found also in other
studies (4, 12, 14, 17), the stability of such columns often is
surprisingly high; for example several hundreds of analyses
have been run on a single anti-8-19-NT immuno precolumn
(4) while, in this particular case, the immunoaffinity preco-
lumn can be used for at least 70 analytes. Finally, the capacity
of the immuno precolumn should be sufficiently high. The
relatively low capacity of the immuno precolumn used in the
present study resulted in a short linear detection range, and
further studies should certainly be directed at an increase of
the capacity. The antibody (active site) density in the im-
munoaffinity precolumn should be increased either by the use
of affinity-purified antibodies, by immobilizing the smaller
active-site-bearing Fab fraction of the antibody molecule, or
by employing a specific immobilization (20) which ensures that
the analytes have free access to the antibody.

Finally, it should be evident that, by the mere introduction
of a different type of immunoaffinity precolumn and adaption
of the GC conditions, many other applications can be run with
the presented system.

Registry No. $-19-NT, 434-22-0; NE, 68-22-4; NG, 6533-00-2.
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Tandem Mass Spectrometry of Very Large Molecules: Serum
Albumin Sequence Information from Multiply Charged Ions
Formed by Electrospray lonization

Joseph A. Loo, Charles G. Edmonds, and Richard D. Smith*

Chemical Sciences Department, Pacific Northwest Laboratory, Richland, Washington 99352

Serum albumin proteins, M, ~66 kDa, from 10 different
specles (bovine, human, rat, horse, sheep, goat, rabbit, dog,
porcine, and guinea pig) have been studled by electrospray
lonizatlon mass spectrometry (ESI-MS) and tandem MS using
a triple-quadrupole i t. The effectl of collisional
activation for the multiply charged albumin ions greatly ex-
ceeds that for singly charged lons, allowing an extension by
a factor of at least 20 to the molecular mass range for ob-
talning sequence-specific product lons by tandem MS. Effi-
clent dissoclation Is largely attributed to “preheating” In the
Interface Coulombic Instability and the large number of col-
lisions. Increasing the electric field in the intermediate
pressure reglon, between the nozzle-skimmer elements of the

atmospheric pr A interface, allows fragmentation
of the muiltiply protonated (to 96+) molecules produced by
ESI. The most di: Tati duct lons assigned

have a low charge state (2+ to 5+) and are attributed to
“b,” mode specles from cleavage of the ~CO-N- peptide
backbone bonds. Particularly abundant dissociation products
originate from regions near residues n = 20-25 from the NH,
terminus for parent lons of moderate charge (~50+). Col-
lislonally activated dissoclation (CAD) mass spectra from
porcine serum albumin, In contrast to the other albumins, also
gave prominent singly charged “y,” fragments formed from
cleavages near the COOH terminus. Tandem mass spec-
trometry (MS/MS) of the multiply charged molecular lons, and
of fragment species produced by dissoclation in the interface
(l.e., effective MS/MS/MS), produced similar “b,” species
and served to conflrm spectral assignments. We also show
that ESI mass spectra allow a qualitative assessment of
protein microheterogeneity and, in some cases, resolution of
maljor contributions. The physical and analytical implications
of the results are discussed, including the identification of
possible errors in previously published sequences.

INTRODUCTION

Mass spectrometry continues to mature as an analytical
methodology for biomolecules of increasingly greater molecular
mass (I-5). In the past several years, new ionization tech-
niques have been developed that have allowed extension to
biomolecules with relative molecular mass (M,) in excess of
100 kDa. Matrix-assisted laser desorption (LD) (6-8) coupled
to time-of-flight (TOF) mass spectrometers has produced mass
spectra for proteins as large as catalase (M, 236 kDa) (6).
Another ionization method utilized for large biomolecules is
electrospray ionization (ESI) (9-14), which produces multiply
charged molecules from highly charged droplets formed by
electrostatic nebulization at near atmospheric pressure.
Sufficient charges on analyte molecules are often retained so
that conventional quadrupole mass spectrometers of limited
mass-to-charge ratio (m/z) can be used for the study of pro-
teins, typically as multiply protonated molecules, with M, of

at least 133000 Da (12) and more recently to nearly 200 000
Da (14). No fragmentation of covalent bonds is typically
evident ir. ESI mass spectra since the conditions required to
obtain nearly complete desolvation are less severe than nec-
essary for dissociation (15). Fragmentation can be induced
in a separate step using collisionally activated dissociation
(CAD), generally with tandem mass spectrometry (MS/MS),
by applying an additional stage of mass (m/z) selection prior
to the dissociation step. In contrast to TOF mass analyzers
used for laser desorption, quadrupole instruments are well
suited to tandem mass spectrometry experiments. Thus, the
use of ESI-MS/MS for structural characterization of large
peptides and proteins with existing instrumentation appears
promising (13, 15-18).

Tandem mass spectrometry has been utilized for many
years to obtain structural information from organic molecules
(19, 20). MS/MS experiments coupled to fast atom bom-
bardment (FAB) have been fruitful for small peptides to M,
3000 Da (21-23). Complete amino acid sequence information
for larger peptides and proteins is obtainable by FAB-MS/MS
after selective enzymatic digestion (24-26). However, CAD
of singly charged molecules becomes less efficient with in-
creasing molecular mass (27-29). The decreased efficiency
of molecular ion formation, substantial “matrix” background,
the modest extent of initial molecular ion internal excitation,
and practical limitations on the average number of collisions
allowed using conventional sector instruments conspire to
prevent application of these methods at higher m/z. We have
previously demonstrated (16) that multiply charged molecular
ions from ESI of a 26-residue peptide (melittin) subjected to
CAD conditions yields singly and multiply charged product
ions that can be correlated with the known sequence. Multiply
charged ions appear to be more susceptible to CAD than their
singly charged counterparts at the same collision energy,
allowing larger molecules to be addressable by tandem mass
spectrometry (13, 15-18). More recently we have extended
these methods to ~14 kDa in studies of ribonuclease A (18).
Thus, in addition to molecular mass determination (9-14), the
polypeptide sequence or related information can potentially
be obtained for molecules much larger than the nominal
“mass” limit of the quadrupole instrument due to the multiple
charging phenomena.

In this report we expand on our initial communication
regarding MS/MS of ESI-generated multiply charged mo-
lecular ions from serum albumins with M, ~66000 Da (13,
30). We show that the efficient dissociation of these large
molecules can be induced and their product ions correlated
to the available sequence. In addition to CAD processes in
the conventional collision chamber of the triple-quadrupole
instrument, effective dissociation in the atmospheric pres-
sure/vacuum interface of the mass spectrometer can also be
induced (31), leading to sequence-specific fragmentation.
Although only limited primary sequence information is ob-
tained, the potential of tandem MS with electrospray ioni-
zation for large biomolecules is demonstrated. More generally,

0003-2700/91/0363-2488$02.50/0 © 1991 American Chemical Society
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these studies provide new insights regarding the nature of
activation and dissociation processes at the large molecule
limit.

EXPERIMENTAL SECTION

The ESI source and mass spectrometer have been previously
described (12, 13, 15-18). Briefly, the analyte solution, in a
100-um-i.d. fused silica capillary, mixes with a flowing liquid
methanol sheath electrode (32) at the tip of the ESI source. A
potential of +4 kV is applied to the sheath electrode to produce
a fine mist of highly charged droplets. The flow ates of the
analyte solution and liquid sheath are independentl controlled
by separate syringe pumps (Harvard Apparatus, South Natick,
MA, and Sage Instruments, Cambridge, MA) at flow rates of
0.2-0.5 and 2.5 uL min™’, respectively. Ions are sampled by a
differentially pumped nozzle/skimmer interface of our design,
similar to that used on our previously described single-quadrupole
instrument (31), to the triple-quadrupole MS (TAGA 6000E, Sciex,
Thornhill, Ontario, Canada) with m/z limit of 1400. A lens
element, typically at +650 V, mounted in front of :he nozzle/
skimmer assembly, improves the ion-sampling efficiency. De-
solvation of the droplets is accomplished by a cou:itercurrent
stream of dry nitrogen gas and through more energetic collisions
in the interface region. The collisional heating in the interface
region is controlled by varying the voltage difference hetween the
nozzle and skimmer elements (ANS); a typical bias used is +135
to +200 V before dissociation of the analyte molecule occurs.
Thus, the activation in this region occurs through a large number
of collisions which have increasing energy and decreasing fre-
quency due to the decreasing pressure. The pressure in the
atmosphere/vacuum interface (in the stagnant region displaced
from the beam axis) and in the mass spectrometer is typically
~1 Torr and 6 X 107 Torr, respectively.

All serum albumin samples were commercially obtained from
Sigma Chemical Co. (St. Louis, MO) and were us2d without
further purification. Their origin, catalog number, and lot number
are as follows: bovine (A-7638, 77F9369), human (A-8763,
67F9351), rat (A-6414, 97F93211), porcine (pig) (A-117, 87F9307),
sheep (A-4289, 37F93071), horse (A-5280, 66F9381), rabbit (A-0764,
19F9301), dog (A-9263, 108F9327), goat (A-4164, 37F93081), and
guinea pig (A-6539, 38F3001). Crystallized and lyophilized samples
from Sigma that are essentially fatty acid free (<0.00£%) and/or
globulin free (<1%) were analyzed (if available). Only a “Fraction
V” (modified Cohn low-temperature ethanol precipitat.on) sample
of dog albumin was available from Sigma. Since our goal was to
evaluate the nature and potential of collisional dissociation
processes, no attempt was made to minimize sample consumption.
Analyte solutions (50-100 pmol xL!) were prepared in distilled
water with 5% acetic acid. Multiply charged ions ‘rom horse
myoglobin were used to calibrate the m/z scale o the mass
spectrometer. The argon collision gas target thickness was ap-
proximately 1 X 10* molecules cm™ for tandem MS ex periments.

RESULTS AND DISCUSSION

Electrospray Ionization Mass Spectra of Serum Al-
bumins. Albumin is an acidic, stable, 66-kDa monomeric
protein that is among the most studied in biochemistry (33).
Complete sequences are available for human, bovire, and rat
albumin (33), sheep (34, 35) and porcine (36) albuumin, and
partial amino acid sequences (typically the NH., terminal
residues) are known for species such as dog (37), rabbit (38),
goat (38), and horse (38, 39). Albumin is well conserved among
various species; a homology (amino acid sequence lignment)
of 80% between human and bovine, 80% between rat and
human, and 63% total conservation among the three species
is maintained (33). A total of 18 out of the first 31 residues
are identical among albumins from human, horse, bovine, rat,
sheep, goat, porcine, rabbit, and hamster species. Table I lists
the first 31 “known” residues (from the NH, terminus) for nine
of the ten albumins studied.

Serum albumins are readily amenable to ESI-MS analysis
for M, determination, as demonstrated by our laboratory (12,
18, 30, 40) and a number of other researchers (41-47). Figure
1 (top) shows the ESI mass spectrum for rabbit serurn albumin

Table I. Published NH, Terminal Amino Acid Sequences
for Serum Albumins®

Species Secquence

1 5 c 5 20 25 30
Bovine I EITAHRFADLGEEHFKGLV AFSQY
Human 5 A EVAHREKDLGEENFKALVLIAFAQY
Ral EARKSET E KT QHFXGLV AESOY
Porcine DTYKSEIAHRYK KGLVLIAFSOH
Sheep DTHKSEIAHRFHND KGLVLIAFSQY
Goat DTHKSEIARRFN FKELVLTIAPSQYL
Horse DTHKSEIAHRFND LVLVAFSOY
Raobit EAHKSE DA LVGEZHFXGLVLIAFSQY!
Dog EAYKSE ! BLGEENFRGLY L

2Standard one-letter code used for amino acids: A = Ala, R =
Arg, N=Asn,D = Asp,C=Cys, E=Glu,Q = GIn, G =Gly, Z =
Glx, H = His, I = Ile, L. = Leu, K = Lys, M = Met, F = Phe, P =
Pro, S = Ser, T = Thr, W = Trp, Y = Tyr, V = Val.
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Figure 1. Electrospray ionization mass spectra of rabbit serum albumin
(M, ~66 100 Da) with nozzle/skimmer potential of (top) +185 V and
(bottom) +335 V. See text for sequence ion notation.

with ANS = +185 V. Experience has shown that this ANS
voltage difference results in a degree of collisional “heating”
in the interface sufficient to result in complete desolvation
of electrospray ions (but insufficient for cleavage of covalent
bonds) over the m/z 400-1400 range. No ions assigned as
fragment species were detected under these conditions.
Relative molecular masses with precisions on the order of
0.01% or better can be obtained, as demonstrated by the data
in Table II for the 10 different serum albumin species. Al-
though the experimental M, precision was similar to that
determined for smaller polypeptides and proteins by ESI-MS
at our laboratory (13) and others (10, 11, 42, 43), the M,
measurements for serum albumins were generally high by as
much as 0.25% compared to M, values based on the complete
amino acid sequences (available for five of the species listed
in Table II). Molecular weight accuracy by ESI-MS has been
found to generally be better than 0.01% for most relatively
pure polypeptides up to 30 kDa (10-13, 42, 43). Although the
purity of the commercially obtainable serum albumins may
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Table II. Molecular Masses and Peak Widths from
Electrospray Ionization Mass Spectra of Serum Albumins

species M, (exptl), Da M, (seq),* Da FWHH (50+)®
bovine 66443 £ 5 66430 4.3
human 66605 £ 7 66438 8.2
rat 66000 + 6 65870 5.0
porcine 66770 £ 5 66731 4.3
sheep 66385 + 6 66293 5.0
horse 65667 + 6 8.7
rabbit 66148 £ 6 4.0
dog 65854 £ 7 10.7
goat 66304 =5 8.9
66578 £ 8
guinea pig 65962 + 8 (15.8)
66284 + 8
66586 + 7

@ Average molecular masses calculated from available complete
amino acid (or nucleotide) sequences. ?Full width in m/z units at
half the peak height for the (M + 50H)%* multiply charged mo-
lecular ion. Values in parentheses indicate that more than one
molecular ion component is partially resolved.

be as high as 96% based on the nitrogen content, as Peters
(33) points out, microheterogeneity may arise from various
contributions, including adducts (fatty acids, bilirubin, glycans,
etc.) and structural modifications (cleavages due to traces of
proteolytic enzymes in the preparation, amino acid modifi-
cations, etc.).

The relative purity of the serum albumins can be qualita-
tively assessed on the basis of the width of a molecular ion
peak and agreement with M, based on the amino acid sequence
(where available). This requires that spectra be obtained
under conditions which result in sufficient activation to remove
residual solvent and non-covalently associated molecules.
Table II lists the measured widths (in m/z units) at half the
peak maxima for the (M + 50H)** species (between m/z 1310
and 1340) for each albumin analyzed. For example, dog serum
albumin sample is attributed as having more major (ie.,
abundant) unresolved components than rat albumin based
on the larger peak widths, although all albumin samples
showed a significant “tail” to higher m/z, possibly indicating
contamination, or small amounts of residual solution-related
adducts, in addition to naturally occurring heterogeneity.
Porcine and bovine alumin, which gave the closest agreement
with the d molecular also gave the narrowest
peak widths. A few of the albumins, most notably goat and
guinea pig albumin, showed additional resolved components,
as indicated in Table II. Figure 2 compares a region of the
porcine and guinea pig albumin ESI-mass spectra, clearly
showing the greater heterogeneity of the latter where at least
three major components are evident. Because our M, mea-
surements in Table II are based on peak maxima, micro-
heterogeneity could at least partially account for a shift in peak
maxima sufficient to explain the difference with M, values
based on the sequence. Peak widths may not directly correlate
to the observed M, deviation because of the variable peak
shapes between albumin species. Two mass spectra from the
same albumin species, but of different origin, may show similar
peak widths, yet different experimentally measured M, values
due to different centroid positions. Using the peak maxima
to calculate M, emphasizes the major component in the sam-
ple, which may not represent the native albumin species.
Thus, a properly deconvoluted peak shape (i.e., corrected for
instrumental contributions) should provide useful information
on the microheterogeneity of such materials. We note, how-
ever, that definitive experiments which provide both sepa-
ration, perhaps based upon capillary electrophoresis (12, 13)
of the closely related mixture components, and their separate
MS/MS analysis has not yet been demonstrated.
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Figure 2. Expanded region of the ESI mass spectra of (top) porcine
and (bottom) guinea pig serum albumin with ANS = +185 V. A
three-point smoothing function was applied to the spectra.

Supportive of our suggestion is recent work by Geisow and
co-workers (46) who presented ESI-MS data for a commercial
sample of human albumin and recombinant human albumin
expressed in yeast. Their ESI mass spectrum of the com-
mercially available albumin showed M, and peak widths
similar to our data. However, the spectrum for the recom-
binant form showed much narrower peak widths, approxi-
mately 2 m/z units at half the peak maximum at ~m/z 1545
versus ~€ m/z units for the commercial sample, indicating
a much “cleaner” sample, and yielding a M, value only 3 Da
from the calculated sequence value. Hirayama et al. (47)
recently determined the published amino acid sequence of
bovine serum albumin to be incorrect based on FAB LC-MS
and MS/MS results from enzymatic digests. The addition
of a tyrosine residue to position 156 corresponds to a corrected
M, value of 66430 Da, in relatively close agreement to our
result. Thus, published sequences may be incorrect, as dis-
cussed in the following sections.

Other information is also supportive of the proposed rela-
tionship between microheterogeneity and peak shape. Ideally,
the peak widths measured at half height for multiply charged
species, in which the isotopic contributions are unresolved,
are expected to decrease with increasing molecular weight at
constant m/z, and (equivalently) decrease with increasing
charge (12, 48). For example, upon the addition of 1,4-di-
thiothreitol (DTT) to cleave disulfide bonds (49) and increase
the extent of ESI charging (13, 40, 50), peak widths (in m/z
units) for sheep albumin decreased from 5.0 for the 50+ ion
to 2.7 for the 80+ ion. The peak width at half-height at m/z
1304.9 for the (M + 13H)™** ion of horse myoglobin (M, 16950
Da), a relatively pure material, was approximately 3.2 m/z
units for the same instrumental resolution. A multiply charged
molecular ion in the same m/z vicinity for a pure 66-kDa
protein should have a peak width much less than 3.2. From
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the theoretical isotopic distribution of bovine albumin, a peak
width of slightly greater than 0.3 for the (M + {0H)%* ion
would ideally be obtained. Experimentally, a peak width of
~2 m/z units would be expected due to limitations on in-
strumental performance (i.e., resolution). Most of the albu-
mins studied have peak widths greater than 3.2 (Table II),
consistent with a contribution due to sample microheterog-
eneity. Whether peak width measurements can be used to
unambiguously determine ion charge state is uncertain at this
time, but such a capability will certainly be limitzd to lower
charge states and be impractical in cases where substantial
microheterogeneity exists.

It should be pointed out that the peak widths for albumin
molecular ions do not decrease appreciably with increasing
ANS. By increasing the collision energy in the interface region,
weakly bound adducts and solvent molecules can be: “stripped”
from the larger analyte species (15, 31, 51). It has recently
been demonstrated that sulfuric acid and phosphoric acid
generated in the acidified spray solutions from ubiquitous
sulfate and phosphate impurities associate strongly with
proteins (51). However, it was also shown that these nonco-
valently bound adducts can be completely removed by acti-
vation in the atmosphere/vacuum interface with modest
collision energies. Since no change in peak widths was ob-
served upon further increase in ANS, even to collision energies
sufficient for polypeptide backbone dissociation (see next
section), this clearly suggests that the large peak widths in
our studies are not due to solvent or other noricovalently
attached species.

Although the purity and exact chemical composition of the
albumin samples are in question, one or a few components
with relatively similar composition are likely to (and appar-
ently) predominate. As will be discussed in the following
sections, our results indicate that any chemical modifications
that might be present in substantial abundance apparently
occur in a region other than the first 30 residues from the NH,
terminus.

Dissociation Induced in the Interface Region. As
previously shown (13, 15, 18, 30, 31), dissociation of intact
proteins can be induced in the atmospheric pressure/vacuum
interface at elevated nozzle/skimmer potentials. We have
previously presented preliminary dissociation spectra for
bovine, human, and rat albumins (13, 30). Additional mass
spectra are shown in Figure 1 (bottom) for rabbit albumin and
in Figure 3 for dog, sheep, and horse albumins All such
spectra were obtained using ANS = +335 V and otherwise
identical instrumental conditions. Nomenclature used for the
designated fragment species is based on the modified Roep-
storff (52) notation proposed by Biemann (22), in which lower
case letters are utilized and subscripts are used to denote the
type of fragmentation and residue position, respectively,
counting from the NH, terminus for a,, b,, and ¢, ions and
from the COOH terminus for x,, ¥,, and z, product ions. A
superscript is added to indicate the fragment ion charge state.
Lack of a superscript denotes a singly charged fragment.

Nearly all the more abundant product ion peaks detected
have been assigned as multiply charged b, ions arising from
fragmentation within the first 30 residues from the NH,
terminus. The limitation to the terminal regions is consistent
with other CAD data of large polypeptides having intermediate
charge states and showing fragmentation generally occurring
with decreased efficiency at greater distances from the ends
of the molecule (13, 15, 16, 18). However, it is important to
realize that these spectra are dominated by dissociation of a
range of charge states, defined at lower m/z by the envelope
of molecular ion charge states (i.e., those observed at low ANS),
and at a higher m/2z due to decreased activation efficiency.
For native albumins the relevant range of charge istates con-
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Figure 3. ESI mass spectra of (top) dog, (middle) sheep, and (bottom)
horse serum albumins with ANS = +335 V.

tributing typically extends from 60+ to perhaps 40+ for the
conditions used. Our sequence assignments are facilitated by
other factors, such as the expected (18, 30) low probability
of observing products due to bond cleavage from regions en-
closed by disulfide bonds (62% of bovine albumin is enclosed
by its 17 Cys—-Cys bonds) because at least two bonds must be
broken, increasing the confidence level of our interpretation.
Of particular value is the fact that albumins as a class of
proteins exhibit a high level of sequence homology. The
assumption that dissociation products occur from similar
regions of the molecule for all albumin species is a major factor
in the tractability of the interpretation procedure. At least
two overlapping product ion charge state distributions were
observed for all albumin species, providing additional support
for our assignments. For example, dissociation of the
Asn'®-Phe!® -CO-N- bond (giving the byg ion) of sheep al-
bumin is represented by products at both m/z 1048 (doubly
charged) and 699 (triply charged). Cleavage of the Ala®-Phe?
bond (byg ion) of horse serum albumin is indicated by product
ions at m/z 982 (3+), 737 (4+), and 590 (5+). We attribute
this distribution of product charge states to the dissociation
of parent ions with a variety of charge states. In addition,
parent species of the same total charge may have their charges
distributed differently throughout the molecule leading to a
similar result. It might be possible to aid the interpretation
procedure of such spectra by applying deconvolution algor-
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Table III. Electrospray Ionization b, Product Ion m/z for
Dog Serum Albumin

3+ 4+
n®  amino acid caled exptl caled exptl
22 L 873.3 873.3  655.2  655.3
23 \% 906.3 906.5  680.0  680.1
24 L 944.1 9440 7083 7084
25 v 9771 977.0 1331 7331
26 A 1000.8  1000.7  750.8  750.9
217 F 1049.8  1049.9 7876 7875
28 S 1078.9  1079.0  809.4  809.6
29 Q/K 1121.6 1121.7 8414 841.4
30 Y 11760 11761 8822 8824
31 L/1 1213.7 12137 9105 9105

®Residue position from the NH, terminus.

ithms (53), used to “collapse” distributions of multiply charged
molecular ions to a single peak, for product ion spectra com-
posed of several fragment ion charge states.

Subtle differences in the degree of charging for the fragment
ions for the albumins were also observed and found consistent
with the spectral assignments. We have previously demon-
strated a good correlation between the number of basic res-
idues and the maximum positive charge for molecular ions
observed in ESI mass spectra for a number of polypeptides
and proteins (13, 40). In a 5% acetic acid solution, most, if
not all, basic groups might be protonated in solution since all
pK, values are above 3. Horse, bovine, and rat albumin each
have 7 basic amino acid residues (lysine, arginine, and his-
tidine) within the first 28 residues, in addition to the possible
NHj terminal charge site, and we observe multiple charging
for product ions up to the 5+ state. On the other hand, the
most highly charged fragment is 4+ for dog, sheep, rabbit,
porcine, goat, and human albumin, which contain either 5 or
6 basic sites within the initial 28 residues.

Distinctive m/z patterns were obtained for the albumin
species analyzed by collisional dissociation as described above.
These permitted detailed verification of reported sequences
for residues between position ~18 and ~28 from the NH,
terminus, depending upon the serum albumin species. For
example, a sample of goat serum albumin yielded ESI mass
spectra similar to those of sheep albumin at high ANS values.
Although one difference in the initial 30 residues between goat
and sheep albumin has been indicated by conventional Edman
degradation sequence analysis (38), as shown in Table I, the
ESI mass spectra indicate otherwise. Asparagine resides at
position 18 in the case of sheep albumin, whereas histidine
is reputed to be present at this site for goat albumin. Thus,
a 23-Da shift should be observed and easily identified in the
collision spectra for the two species. Instead, identical product
ion spectra were obtained with ANS = +335 V, indicating Asn
at position 18 for goat albumin. Peptide-mapping experiments
from tryptic digestion followed by separate HPLC analysis
and ESI-MS (data not shown) also revealed similarities in their
primary structure for the samples examined.

Unfortunately, the additional tyrosine residue at position
156 and the reversal of residues 94-95 from -GluGln- to
~GInGlu- detected for bovine serum albumin by Hirayama
et al. (47) were not observed in our work because only the NH,
terminus was probed.

In the case of dog serum abumin, only the first 24 residues
are available from the literature (37). Along with known
sequence homologies, the experimentally observed product
ions allowed prediction of the sequence for residues 25-31,
as indicated by Table III. Ions by, to by, were assigned from
calculations for all possible m/z values based upon the
available amino acid sequence. Remaining products were
assigned as sequential b, dissociation products starting from
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Figure 4. Partial ESI mass spectrum of guinea pig serum albumin with
ANS = +335 V.

bye. For example, the ion at m/z 708.3 was assigned as b},
with a mass of 2830 Da. The next major ion at higher m/z
is m/z 738.1; its mass for a 4+ ion would be 2929.2 Da, or an
increase of 99 Da, corresponding to a valine residue (bjs). An
overlapping suite of triply charged ions is also present and
was used for confirmation of the assignments. An ion at m/z
977.0 is assigned as the bj; product, and so forth to b3;. In
the case of the sequence for dog albumin, it was not possible
with our current instrumentation to distinguish the presence
of lysine varsus glutamine (0.04-Da difference) at position 29
or leucine versus isoleucine at position 31 from the data.
It should be noted that although major fragmentation
generally occurs between residues 18-28 for the serum albu-
mins, allowing for sequence determination in this region, it
also allows for a limited verification of the previous 1-17
residues by comparison of the M, of the smallest size product
ion to the expected value. For example, the smallest M,
fragment ion observed for dog serum albumin (by,) is in good
agreemen’, with the M, calculated for the first 22 residues.
However, “his does not provide data for the residue sequence.
Nor does it rule out possible substitutions that sum to the
same M. (2.g., Asp for Leu (+2 Da) and Val for Thr (-2 Da)).
MS/MS of the multiply charged product ions could possibly
provide this additional information (see following section).
Interpretation of the collision mass spectrum for guinea pig
serum albumin was slightly more difficult. To our knowledge,
no published sequence information is available. In addition,
as indicatzd in Table II and Figure 2, three resolvable com-
ponents differing by approximately 300 Da were suggested
by the ESI mass spectrum. Also evident was a set of low
abundance peaks between m/z 750 and 1100 in the low-voltage
ANS specira that correlate to a molecular species of M, 13.9
kDa (18+ to 13+ charges) and may also contribute to the
collisional dissociation spectra. The spacings between the most
abundant peaks in the spectrum at high ANS (Figure 4),
ascribed ¢s series of triply and quadruply charged product
ions, indicate a sequence of amino acids separated in mass
by 57, 113, 99, and 113 Da. This suggests a portion of the
sequence 0 be Gly-Leu(Ile)-Val-Leu(Ile) (although evidence
for Gly is weaker because of the poor signal-to-noise ratio for
the 4+ ion). This is similar to residues 21-24 of most of the
other albumin species listed in Table I. Many peaks in the
same spectral region remain unassigned because of the com-
plexity of this mixture. Simplification of the mixture by
preseparation and analysis of the individual constituents may
provide for a more complete sequence determination.
Tandem Mass Spectrometry. Dissociation of selected
molecular ion charge states for proteins as large as 66 kDa has
been achieved in this study, a factor ~20 larger than feasible
for singly charged ions using equivalent methods. Results from
collisionally activated dissociation tandem MS of the (M +
49H)*** ion of sheep albumin is shown in Figure 5. The
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Figure 5. Tandem mass spectrum of the (M + 49H)*** inolecular ion
of sheep albumin with £,,, = 6860 V (argon collision target).

fragment ions identified in the tandem MS experiments were
generally of the same m/z values produced by CAD in the
nozzle/skimmer interface (compare with Figure 3). These
CAD studies used argon as the neutral target and a labora-
tory-frame translational energy (Ey, = gAV, where g is the
net ion charge and AV is the voltage difference between the
skimmer and the quadrupole collision cell) of 6.8¢ keV. The
resolution in the first quadrupole was lowered to increase
parent ion intensity for subsequent CAD, such that the peak
width at half-maximum was 7-8 m/z units comparad to 5 m/z
units used in Table II.

In addition to the product ions at lower m/z, all MS/MS
studies of albumins gave product ions near the parznt species,
such as shown in Figure 5, with peaks at approximately m/z
1329 and 1384 for sheep albumin. There are several possible
origins for these peaks, three of which are discussed below.
Their m/z values closely correspond to intact molecular ions
with 50+ and 48+ charges, respectively. Chargs-transfer/
charge-stripping reactions, although postulated previously (17,
54), seem unlikely for the experimental conditions. A second
possibility is that these peaks might also arise due to frag-
mentation producing a species of approximately 33.2 kDa,
roughly half the intact molecule. Support for this is found
in the ESI mass spectrum shown in Figure 6 (bottom) for the
collisional dissociation of sheep albumin at ANS = +335 V.
Above the broad rising baseline extending to the instrumental
m/z limit are very broadened peaks at m/z 1384, 1329, 1277,
and 1230 that correspond to a 33.2-kDa fragment (with 24+
to 27+ charges, respectively). Alternatively, dissociation of
a 49+ ion from a 66.4-kDa molecule may also produce a
complementary ion pair (i.e., two charged fragments that in
sum total the parent ion) of nearly equal size, 33.2 kDa, with
24+ and 25+ charges. One possible dissociation site to explain
a 33.2-kDa fragment would be in the vicinity of (:lu®!, in a
region near the middle of the primary sequence that is un-
bound by Cys-Cys bridges (i.e., only a single bond cleavage
is necessary to liberate two charged fragments). A third
possibility, which we consider most likely, is that these ions
arise from dissociation of a noncovalently bound dimer [i.e.,
(2M + 98H)%*, whose m/z position would be essentially the
same as the (M + 49H)** ion]. It is well established that
multimeric proteins generally separate into their noncovalently
bonded species with normal ESI-MS conditions (12, 13), and
one could expect a dimer would fragment readily. Such a
dimer species may be present in low abundance (5:5% of the
monomer on the basis of Figure 2) due to the rela:ively high
sample concentration. Closer inspection of ESI mass spectra
of bovine serum albumin obtained on m/z >[400 limit
quadrupole instruments (43, 47) show peaks at high m/z in
between the major peaks, similar to Figure 2 for porcine al-
bumin, that may be indicative of dimeric species. We have
observed dimeric species of smaller peptides, suct as bovine
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Figure 6. ESI mass spectra of sheep serum albumin (M, ~66 400
Da) with nozzle/skimmer potential of (top) +185 V and (bottom) +335
V.
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Figure 7. (Top) Electrospray ionization mass spectra of bovine insulin
B-chain (oxidized) and (bottom) ESI tandem mass spectrum showing
dissociation of the (2M + 7H)"* ion (E,, = 525 eV).

insulin A-chain (oxidized, M, 2533 Da) and B-chain (oxidized,
M, 3496 Da). MS/MS of the (2M + 7TH)™ of B-chain insulin
shown in Figure 7 yields the (M + 3H)** and (M + 4H)**
monomeric ions. Similarly, dissociation of the (2M - 7H)™
ion from A-chain insulin gives the (M - 8H)* and (M - 4H)*
products. We have also recently interpreted similar earlier
results for cytochrome ¢ and myoglobin in terms of such dimer
dissociation processes (55). While this explanation seems most
likely for the albumins, definitive distinction among these
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Figure 8. Electrospray ionization mass spectra of disulfide-reduced (with 1,4-dithiothreitol) sheep serum albumin at various nozzle/skimmer potentials.

possibilities has not been achieved.

Relatively few sites are available to produce potentially
observable product ions because over 60% of the molecule is
enclosed by disulfide bonds. Reduction of the disulfide bonds
should allow access to additional dissociation pathways. This
issue has been examined in more detail elsewhere (56) using
bovine proinsulin, a much smaller molecule. Bovine proinsulin
is an 81-residue polypeptide of M, 8681 Da containing 3 di-
sulfide linkages that effectively encompass over 90% of the
molecule in ring structures (i.e., only the first 6 residues from
the NH, terminus and the COOH terminal asparagine amino
acid are “accessible” by tandem mass spectrometry). Disso-
ciation of the (M + 8H)®* molecular ion from the native form
yields fragments only from the 6-residue region of the NH,
terminus. CAD of proinsulin in which the Cys—Cys bonds have
been reduced results in high yield of singly and multiply
charged product ions originating from cleavages in regions
formerly enclosed by the disulfide bonds (56).

Figure 8 shows ESI mass spectra of disulfide-reduced sheep
albumin with varying ANS values. With increasing ANS,
dissociation of the more highly charged molecular ions is
favored, with a corresponding shift in the undissociated mo-
lecular ion charge distribution to higher m/z (lower charge).
In addition, a broad baseline “hump” increasingly dominates
the spectra with increasing ANS. The rising baseline is partly
attributed to large numbers of unresolved product ions that
originate from the many available dissociation pathways and
charge states. It should be noted that the more highly charged
molecular ions for the reduced albumin will attain a greater
degree of collisional activation at a given ANS value, which
would be expected to yield additional peaks (at a different
m/z), and possibly open additional dissociation pathways.
However, it is apparent that dissociations adjacent to the NH,
terminus still constitute favored processes, as evidenced by
the prominent triply charged b, products.

Supporting results were obtained by MS/MS of a selected
molecular ion species in the CAD triple-quadrupole studies,
as shown in Figure 9. These results also show that the lo-
cation of charge sites is different for the native and reduced
forms of albumin. Dissociation of the (M + 49H)** molecular

ion of disulfide-reduced sheep albumin produces fragmenta-
tion similar to that shown in Figure 5, under identical ANS
and Ey,, conditions, but without the prominent 4+ charge state
products. Products ions extending to slightly farther into the
sequence (to residue 26), compared to the MS/MS spectrum
for the native state, are evident along with a rising baseline
to higher m/z due to additional fragmentation processes that
are unresolved. Clearly, the reduced (and presumably ex-
tended) form of albumin opens additional charge sites (40).
The (M + 49H)*** ion for the reduced form might therefore
be expected to have fewer charges on the NH, terminal region
probed by CAD in these studies, leading to the observed
lowering of product charge state. More complete CAD studies
with instrumentation giving improved sensitivity should
provide additional information on the distribution of charge
sites and their effects on dissociation processes.

Although collisional dissociation of multiply charged ions
is more efficient with increasing charge state, spectral as-
signments are more difficult due to the increased number of
possible charge states. MS/MS of the (M + 68H)%* molecular
ion (Figure 9B, bottom) produces an ion tentatively assigned
as a b3; species as the only resolvable product species on top
of a broac! “hump” distributed near the parent ion, and at-
tributed to additional unresolved CAD products. The MS/MS
spectra in Figures 5 and 9 were produced at constant Ej,;, and
thus constant center-of-mass energy {E.,, = Ejgp[Ma./ (M pumin
+ M,,)] = ~4.1 eV}]. The ANS was adjusted such that E
was also relatively constant in the atmosphere/vacuum region,
so that the 68+ ions were excited to the same extent as the
49+ molecular ions.

The increased Coulombic effects for more highly charged
molecules may also give rise to larger dissociation rates and
perhaps alter the relative abundances of dissociation products.
A theoretical evaluation of possible Coulombic effects (57)
shows that doubling of charge state can lead to dramatic
increases in dissociation rates. The effect is greatest for
cleavage toward the center of a linear polymer where charge
would be evenly distributed between the two fragments. Here
the Coulembic interactions effectively lower the barrier to
dissociation to the grestest extent. The importance of Cou-
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Figure 9. MS/MS spectra of the (M + 49H)*** (top) and (M + 68H)®* (bottom) parent ions from disulfide-reduced sheep albumin.

lombic effects depends upon the internal energy of the mo-
lecular ions; at high levels of excitation branching ratios are
increasingly determined by the preexponential “frequency
factor” associated with the dissociation pathway (57). Bunker
and Wang (58) have previously shown that for uncharged (or
singly charged) molecules, in the absence of Coulombic effects,
the frequency factor (which is related to the reducsd mass of
the products for a simple linear homopolymer) is greatest for
cleavage near the chain termini, and at the large molecule limit
approaches zero for particular cleavages near the chain center.
Our calculations (57) show that consideration of Coulombic
forces completely reverses this situation if a sufficiently high
charge state is obtained. Of particular relevance, however,
is that at levels of charge and excitation qualitatively similar
to those of our MS/MS studies, Coulombic effects can range
from small to dominant (57). Thus higher charge states may
dissociate more rapidly, but more importantly, may dissociate
to yield products due to cleavages nearer the molecule’s center
which are not evident for lower charge state molecular ions.
This may explain, at least in part, the fact that products
evident for the (M + 49H)** MS/MS spectra are not prom-
inent for the (M + 68H)®* spectra, even though CAD effi-
ciencies are greater.

For the albumin species, most of the fragmentation is
centered around residue 20 from the NH, terminus, with the
various multiple charge distributions providing information
on a series of ~10 sequential residues. These originate in the
molecular region known as subdomain IA (33). The three-
dimensional structure for human serum albumin wes recently
obtained with 4-A resolution (59, 60). It is tempting to cor-
relate such 3-D structural information with observed gas-phase
dissociation processes, but more information and additional
experimentation is required before this will be feasible.

It is unclear how higher order protein structure (in solution,
and perhaps even gas phase) may also affect the dissociation
process. Chait and co-workers (61, 62) and our laboratory (63)

have demonstrated the effects of protein conformations
(three-dimensional structure) on the resulting ESI mass
spectra. Factors such as disulfide reduction (13, 18, 40) and
solvent conditions such as pH (61, 63) and organic solvent
content (62, 63) can have dramatic roles in the higher order
structure and the observed charge distribution in ESI mass
spectra. We have also previously observed possible higher
order structural effects on collisional dissociation spectra for
ribonuclease A (M, 13682 Da) (18) by comparison of MS/MS
spectra of the native versus disulfide-reduced forms for the
same parent charge state. It is arguable that removal of
structural inhibitions, such as the reduction of disulfide bonds,
allows the molecule to relax to a more extended conformation.
Whether the addition of more positive charges forces the
molecule to an even more “stretched” form due to electrostatic
charge repulsion will likely depend on both thermodynamic
and kinetic constraints.

CAD/MS/CAD/MS. Tandem mass spectrometry can be
further extended by CAD of fragment ions produced at an
elevated ANS bias in the atmospheric pressure/vacuum in-
terface. These experiments, effectively MS/MS/MS or MS?,
can be used to confirm product ion assignments and, in more
favorable cases (15, 18), extend the amount of sequence in-
formation. This experiment is analogous to MS/MS of small
peptides generated by enzymatic digestion of a larger protein
for the purpose of complete sequence determination (21-26).
CAD/MS/CAD/MS experiments for sheep albumin were
performed on the triply charged b;g and by, fragments with
ANS = +335 V (Figure 10). Doubly charged byg—byq, bls, and
singly charged by~b, and y,~y; are found for the b3; parent
ion. CAD of b, yields b?;-b%;, bls—b3;, and bs-by, along with
weak signals indicating internal fragmentation designated as
(by3 — DTHK) to (b;s — DTHK) (see figure caption for no-
menclature). Although only limited additional sequence in-
formation was obtained relative to MS/MS of the molecular
ions (compare, with Figure 3, middle) due to the currently
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Figure 10. MS/MS spectra of the bg‘ (top) and bﬁ, (bottom) product ions of sheep aloumin with ANS = +335 V and E,,, = 429 eV for CAD.
Internal fragmentation due to additional loss of the initial four residues, Asp Thr His Lys is denoted by “b,-DTHK”, where D = Asp, T = Thr, H

= His, and K = Lys.
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Figure 11. ESI-MS/MS spectrum of the b3, sequence ion of rabbit albumin with ANS = +335 V and £, = 420 eV.

limited sensitivity and resolution, such studies provide in-
formation confirming the original product ion assignments
and serve to demonstrate the potential of extended MS
analysis (i.e., MS", where n > 3) for more complete structural
analysis.

CAD/MS/CAD/MS experiments have also provided sup-
port for peptide sequence assignments for rabbit serum al-
bumin. The ESI mass spectrum of rabbit serum albumin at
high ANS (Figure 1, bottom) shows most of the intense peaks
between m/z 500 and 1000 are observed at m/z values lower
than predicted based on its amino acid sequence (38). Triply
charged ions corresponding to b}; and b, of the published
sequence were found. However, b;-bjs and bjy—b?; ions are
~15 Da too low, suggesting the possibility that residue 20 is
not Lys (incremental mass = 128 Da) but an alternative
residue of mass ~113 Da such as Ile or Leu (as indicated in

Table IV). Interestingly, position 20 (Lys) is homologous for
7 species reported in this study and for hamster albumin, as
reported by Votsch et al. (38). Our suggestion of an error in
the previously suggested sequence is supported by an addi-
tional study involving further dissociation of the b3, product
ion (Figure 11), resulting in doubly charged b5 ions and
triply charged a;g-ay, and byg—by; products at m/z values
consistent with Ile/Leu at position 20.

The nucleotide sequence of porcine albumin was recently
elucidated to reveal a protein of 583 amino acids (36). An M,
value from the measured ESI mass spectrum (Table II) is in
relatively close agreement with the predicted value (see pre-
vious discussion). The interface CAD spectrum (ANS = 4335
V) shows the expected 3+ and 4+ NH, terminal fragment ions
(byg—bog) (Figure 12). Further dissociation of the bj; product
ion (m/z 1009) yielded a weak spectrum showing ions at m/z
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Table IV. Electrospray Ionization b, Product Ion m/z for
Rabbit Serum Albumin

24
25

915.7 9107 910.8 687.0 6333 6833
9534 9484 9485 7153 7116 7115

3+ A+
n® amino acid caled® caled® exptl caled® culed® exptl
18 H 696.4 696.4 6965 5226 5226
19 F 745.5 7455 7455 5594  539.4
20 KP(I/L)* 7882 7832 7833 5914 537.6 587.6
21 G 807.2 8022 8023 6057 601.9 602.0
2 L 8449 8399 840.0 6340 6302 630.2
23 V 878.0 873.0 873.1 6587 6350 654.9
L
I

2 Residue position from the NH; terminus. ®According to pub-
lished sequence (38) with E at position 17. ¢According to best se-
quence fit of ESI-MS data.
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Figure 12. ESI-MS collisional dissociation (interface) spectrum for
porcine serum albumin with ANS = +335V.

985 (b3;), 948 (bd,), 910 (bdy), and 217 (by). However, signif-
icant contributions from singly charged COOH terminal
products (ys—y;o) were also found at high ANS (Figure 12),
and to a lesser extent in the ESI-MS/MS spectrum for the
(M + 49H)*** molecular ion (Figure 13). In the CAD/
MS/CAD/MS experiment of the m/z 885 ion, no ions were
detected above the parent m/z, consistent with expectations
for a singly charged yg parent ion. The major product ions
that correlate to the published sequence were the y; fragment,
the complementary charged species (by), and ions tentatively
assigned as internal product ions (i.e., where both NH, and
COOH terminal residues of the octapeptide have been lost),
as shown in Figure 14.

Porcine albumin provided the only example in which y,
products were identified for the 10 serum albumins examined.

Table V. Published COOH Terminal Amino Acid
Sequences for Serum Albumins

Species Sequence®

Bovine —¢ Ja[alofo]x € afc |av[eelp k[v]vsToTalla s
Husan —c ¢/ k|a|o|ofk € T[c f|a E|e 6k kK L|V[A A S QAAILIGL (585)
Rat —c | k|a[alo[k D N|C f|AT[EG|P N L[VARS KEALIA (580
Sheep. —c | a|a|oofx € 6[c v L|es[p kL[v]asTaAALIA (583
Porcine —c c{a[a|p{o{H € Afc rlav|Es|p kF|V|I ETRGI|LA (583)

2Sequences are aligned by the Cys residues (COOH terminus at
right). Invariant amino acid residues are indicated by the boxed
regions. Total number of residues are indicated by the value in
parentheses. See Table I for one-letter code.

Inspection of ~27 amino acid residues from the COOH ter-
minus for the 5 available complete sequences (Table V) reveals
very few obvious significant differences with the porcine al-
bumin sequence compared to bovine, rat, human, and sheep.
The arginine situated 5 residues from the COOH terminus
in the porcine sequence would be a good candidate for pos-
itive-charge retention by COOH terminal fragments (y,).
However, y, products were not significant for rat albumin (30),
even though an arginine and lysine are present within the first
8 residues from the COOH terminus. A Pro residue at position
561 of its sequence is present for porcine albumin, but not
present for the other species. The proline is located inside
a disulfide loop of porcine albumin and may affect the con-
formation of the polypeptide backbone near the COOH ter-
minus due to the rigid constraints on rotation about the N-C
backbone bond by its fairly rigid five-membered ring structure.
We have previously noted that fragmentation of multiply
charge polypeptides appears to be more facile in the vicinity
of proline residues (15, 16, 18, 55, 56) and suggest its possible
role in the present case.

CONCLUSIONS

Prior to the use of highly charged ions produced by ESI,
nearly complete primary sequence information could be ob-
tained using tandem MS for molecules of molecular mass up
to ~2500 Da, and partial sequences to perhaps 5000 Da, with
practical limitations depending on the nature of the molecular
species. Limitations arise in substantial part from decreases
in ionization efficiency for most ionization methods with in-
creasing M, as well as reduced dissociation efficiency (27-29).
We have recently reported that for triple-quadrupole MS
studies, the most significant constraints to CAD of large
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Figure 13. Tandem mass spectrum of the (M + 49H)*** molecular ion of porcine serum albumin (E, ap = 6615 eV).
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Figure 14. CAD/MS/CAD/MS of the y, product ion (Ile Glu Ile Arg
Gly Ile Leu Ala) of porcine albumin with ANS = +360 and E,, = 140
eV. Internal fragmentation due to loss of residues from both termini
of the y, ion are denoted by the single-letter codes for the amino acids
(e.g., GIL is Gly Ile Leu).

molecules arise due to parent ion charge state (13, 15-18). Ions
of low m/z (higher charge) can be more efficiently activated
and dissociated than ions of lower charge state. The disso-
ciation processes must be sufficiently rapid for dissociation
during the 10™-s residence time in the collision quadrupole
region.

In this work we have shown that useful structural infor-
mation is obtainable for multiply charged molecules of at least
66 kDa, a factor of about 20 larger than that reported for singly
charged ions. Although the sequence information obtained
is presently limited for intact molecules of such size (~10
residues out of ~580 amino acids), the potential of the
technique is clearly demonstrated. Currently, for complete
primary sequence information of proteins by mass spectrom-
etry, the use of proteolytic enzymes followed by FAB-MS/MS
(21-26) or even ESI-MS/MS (64) of the resulting peptides
is the method of choice. However, the development of
CAD-MS/MS for multiply charged ions is still very much in
its infancy.

ESI mass spectra and CAD/MS have been used to differ-
entiate among 66-kDa serum albumin proteins from 10 species.
In two cases, assignment of interface CAD and conventional
MS/MS spectra have unexpectedly indicated differences near
the NH, terminus with reported amino acid sequences.
However, we note that all albumins analyzed were commer-
cially obtained (Sigma) and may show differences from sam-
ples previously sequenced by conventional Edman methods
(38). Strong support for our product ion assignments was
provided by further dissociation of fragment species produced
in the atmospheric pressure/vacuum interface. This capability
is a uniquely valuable feature of ESI with tandem mass
spectrometry and can potentially be used to probe molecular
regions unaccessed by the initial CAD process. However, for
the albumins, due to the limited m/z and sensitivity of our
quadrupole instrument, only the initial NH, terminal 30
residues and, in the case for porcine albumin, 10 residues from
the COOH terminus, could be probed. It is conceivable that
ESI-MS/MS may have utility for rapid detection of genetic
variants. Over 30 different human serum albumin variants
are known, mostly due to single-point mutations in the al-
bumin gene (65). Some have altered residues near the NH,
terminus or the COOH terminus that may be probed by
ESI-MS/MS.

For molecules of such large M,, we find that the dominant
fragmentation products for moderate charge states (i.e., ~+50)
are limited to regions near the ends of the molecule, consistent
with the RRKM model used by Bunker and Wang (58) for
the large-molecule limit. A recent theoretical study (57)
suggests that dissociation from the center region will become

more important as charge state increases. We also note that
both the MS/CAD/MS and CAD/MS/CAD/MS spectra also
suggest an abundance of lower intensity dissociation processes
that cannot be suitably examined at present due to limited
sensitivity and spectral “congestion” arising from the range
of potential products and charge states. In addition, it is
possible that larger fragmentation products from regions more
interior of the molecule and possible complementary ions may
be produced, yet may fall outside our current m/z limit of
detection.

An exciting possibility of ESI is the future use of more
sensitive and higher resolution MS methods which might allow
much more extensive sequence information to be obtained.
It may be possible that ion-trapping methods, such as ion trap
MS (41) and Fourier transform ion cyclotron resonance MS
(44, 50) allowing sequential MS™ analyses may provide much
more extensive primary structure determination in only a
small fraction of time required by conventional methodologies.
MS* spectra for multiply charged ions from peptides have
recently been accomplished with ESI ion trap MS (41, 66).
Interpretation of such collisional dissociation spectra for
“unknowns” is currently extremely difficult due to the com-
plexity of the spectra and the uncertainty of product ion
charge states. With higher resolution methods (e.g., FTMS),
charge-state assignments from either resolved isotopic peaks
or unresolved isotopic envelopes is possible (44). Indeed,
charge-state assignments from resolved isotopic peaks of up
to the 18+ molecular ion charge state for equine myoglobin
by ESI-FT'MS have been published by McLafferty and co-
workers (€7). Such methods would largely circumvent the
sensitivity and resolution limitations of the present triple-
quadrupole methods, suggesting the potential for extension
to even greater molecular weights.
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Nondependence of Diffusion-Controlled Peak Dispersion on
Diffusion Coefficient and Ionic Mobility in Capillary Zone
Electrophoresis without Electroosmotic Flow

Ernst Kenndler* and Christine Schwer
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The ratio of the lonic mobiliity, u, and the diffusion coefficient,
D, In the expression for the plate number, N, given by N =
wU/2D, (U being the applied voltage) for capillary zone
electrophoresis without electroosmotic flow was substituted
by the Einstein relation between these two parameters As
a q the plate ber Is y on
the charge number of the individual analyie but not on v and
D. The validity of this conclusion was demonstrated exper-
Iimentally with anions of different charge number. Further, the
plate number was found to depend on the charge of weak
aclds ding to the degree of di lation, as ted
from theory.

INTRODUCTION

Peak dispersion in capillary zone electrophoresis can be
described by a surprisingly simple theory, when only diffusion
in the longitudinal direction, the direction of the electro-
phoretic migration of the ions, is considered. In this case
(when dispersion due to the radial temperature profile within
the capillary, and peak broadening caused by electroosmotic
or hydrodynamic flow, by extracolumn effects and by the
difference in electric conductivity between the analyte zone
and the buffering electrolyte are neglected), the variance, 0.2,
of the solute peak, based on length, is dependent on the
diffusion coefficient, D, and the residence time, ¢, given by
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Einstein:
0,2 = 2Dt (1)

Connecting this expression with the relation of the variance
on the migration distance, z gives

0,2 =Hz 2)

which is also valid for elution chromatography. An expression
for the plate height, H, can be derived for the case, such that
the limitations mentioned above are fulfilled (1, 2):

H=2D/uE (3)

where u is the ionic mobility and E is the electric field
strength.

The plate number, N = L/H, which is decisive for the
resolution of two components, is thus

N=uU/2D )

U being the applied voltage along the length, L, of the sep-
aration capillary.

It can be seen from eqs 3 and 4, that the dispersion property
of the separation system depends on an external parameter,
the voltage (or the electric field strength E = U/L), and on
parameters u and D, being specific for the particular analytes.

However, it must be taken into account that these two
parameters are related properties: the ionic mobility describes
the transport of ions along the gradient, d¥/dz of the electric
field, ¥, whereas the diffusion coefficient stands for the
transport of particles along the gradient, du/dz, of the

chemical potential, u. Both par ters are cc ted by a
relation given by Einstein (cf. e.g. ref 3):
D="eT ®)
ze,

o

where z is the charge number of the ion, e, is the electronic
charge, & is the Boltzmann constant, and T is the absolute
temperature. It can be concluded from this equation, that
the ratio u/D, occurring in the expression for the plate num-
ber, must have a distinct, constant value. This relation was
mentioned by Giddings (4) and is experimentally evaluated
here.

In this paper, the plate number, a measure for the peak
dispersion, will be discussed with regard to the correlation of
mobility and diffusion coefficient, and the conclusions of the
theoretical findings will be supported experimentally for free
capillary zone electrophoresis without electroosmosis. In
subsequent papers, electroosmotic flow will be taken into
consideration, too (5), and an appropriate explanation for the
peak dispersion in zone electrophoresis with gel-filled capil-
laries will be given (6).

EXPERIMENTAL SECTION

Apparatus. The measurements were carried out with an
instrument (P/ACE system 2000, Beckman, Palo Alto, CA), which
was equipped with a UV-absorbance detector (254 nm). The
fused-silica capillary used for zone electrophoresis had a total
length of 57.4 cm (50.7 ¢m to the detector cell), and an inner
diameter of 75 um (Scientific Glass Engineering, Ringwood,
Victoria, Australia). Since the measurements needed to be carried
out without electroosmosis, the capillary was coated as described
below.

The capillary was thermostated at 25 °C. Electrophoresis was
performed at a total voltage of 10 or 5 kV, respectively, leading
to currents of less than 25 pA in all buffers. Injection was carried
out by pressure.

Reagents. Chemicals used for the preparation of the buffer
solutions were either of analytical grade (o-phosphoric acid, sodium
hydroxide; E. Merck, Darmstadt, Germany) or purissimum (lactic
acid; Merck). The test substances were of synthesis grade (Merck),

Table I. Ratios of Ionic Mobility, u, and Diffusion
Coefficient, D, for Anions with Different Charge Numbers®

D, u,
10® 105 cm? (u/D)®*, (u/D)*,
1 v V-1

arion em?s?t Vlgo
benzene-1,3-disulfonate 717 57.2 77.9 79.8
1-naphthol-3,6-di- 5.95 46.3 7.9 77.8
sulfonate
toluene-4-sulfonate 8.23 33.5 39.0 40.7
naphthalene-2-sulfonate  7.51 31.4 39.0 41.8
pyrocatechol violet? 4.83 18.6 39.0 38.5

¢The ionic mobilities and the diffusion coefficients were mea-
sured at 2% °C as described in the Experimental Section. (u/
D)teor: ratio calculated from eq 6. (u/D)*™®: ratio obtained from
the measured values. ®Pyrocatechol violet has the charge number
1 under these experimental conditions.

except 2,3-dihydroxybenzoic acid (purum; Fluka, Buchs, Switz-
erland) and disodium 1-naphthol-3,6-disulfonate (technical grade,
Fluka). Pyrocatechol violet was the common metal indicator
(Merck). For the coating procedure methylcellulose (Methocel
MC, 3000-5000 mPa-s, Fluka) was used. The cross-linking
reagents (formaldehyde and formic acid) were of analysis grade
(Merck).

Water used as the solvent was distilled twice from a quartz
apparatus.

Procedures. In order to prevent electroosmosis, the capillary
surface was coated with methylcellulose at an elevated temper-
ature using formaldehyde and formic acid as cross-linking agents
according 0 the procedure described by Hjerten (7).

The mobilities of the sulfonic acids were calculated in the usual
way from their migration times and distance (50.7 ¢m), in a
buffering electrolyte at pH 5.1 (phosphate, 0.05 mol/L) at 25 °C.

The diffusion coefficients were determined by the stopped-flow
method under conditions identical with those of the mobilities:
the variances (second moments) of the peaks obtained after in-
terrupting vhe electromigration for 2 h, 5 min after injection, were
compared to the variances from the normal electropherogram.
From the resulting increase of the variances due to the additional
diffusion for 2 h the diffusion coefficients were calculated.

The pK, values of the benzoic acids were determined by po-
tentiometric titration at 25 °C.

RESULTS AND DISCUSSION
It can be seen from eq 5 that the diffusion coefficient D and
the ionic mobility u are related quantities. Thus, the ratio
u/D, which occurs in the equations for the plate height (eq
3) and the plate number (eq 4), respectively, can be expressed
by

u/D = ze,/kT = 2F /RT 6)

where F is the Faraday constant and R is the gas constant.

It follows that for a given temperature this ratio depends
only on the charge number, z, of the ion and is independent
of the nature of the particle. For a temperature of 25 °C, this
ratio can therefore be numerically expressed by

u/D = 38.962 ™

when u is given in cm2V-1s! and D in cm2s7.

The proof of this assumption can be seen from the results
given in Table I, where the ratio u/D is derived from ex-
perimental data for five different test substances with two
different charge numbers, 1 and 2. The mobilities and the
diffusion coefficients, also given in Table I, were measured
with the electrophoretic equipment as described in the Ex-
perimental Section. The measuring error, expressed by the
relative standard deviation for 10 measurements, is 0.67% for
the determination of the mobilities and about 6% for the
diffusion coefficients.

It can be seen from Table I that the ratios u/D, obtained
from the experimental data agree within a few percents with
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Table II. Dependence of the Plate Number, N, on the
Electric Charge of Mono- and Divalent Anions at Two
Different Voltages

plate number N

charge 8.84 kV 4.42 kV
anion no. theor® exp  theor® exp
benzene-1,3-di- 2 344000 233000 172000 126000
sulfonate
1-naphthol-3,6-di- 2 344000 232000 172000 141000
sulfonate
toluene-4-sulfonate 1 172000 137000 86000 69000
naphthalene-2- 1 172000 134000 86000 71000
sulfonate
pyrocatechol violet 1 172000 122000 86000 66000

2 According to eq 9.

the data theoretically derived from the physical constants e,,
k, and T, according to eq 7.

The ratio u/D (eq 6), only depending on the charge number,
is substituted in eq 3 for the plate height or in eq 4 for the
plate number, thus obtaining the following expressions (4, 8,
9):

H, = 9kT/ze,E = 2RT/zFE ®)
N, = ze,U/2kT = zFU/2RT ©

An analogous expression was discussed for the case that
electroosmosis occurs (5) and for zone electroplioresis with
gel-filled capillaries (6).

It can be seen from the equations given above, that the plate
height as well as the plate number are not dependent on the
individual diffusion coefficients or ionic mobilities of the ionic
species but (under given experimental conditions) are de-
pendent exclusively on the charge number z; of the ions. This
is the only individual quantity that is decisive for the peak
dispersion, because the voltage (or field strength) and the
temperature, occurring in these equations, are external pa-
rameters, being equal for all ionic species.

For the given experimental conditions, namely for an ap-
plied voltage of 10 kV (which leads to a potential drop of 8.84
kV along the migration distance) and for a temperature within
the capillary of 25 °C, the plate number is given by N; =
172000z;. Thus, a maximum plate number of 172 000 can be
expected for all monovalent ions with charge number 1 (in-
dependent of the particle), 344 000 plates can be expected for
all divalent ions (z = 2), etc. The plate number for different
ions must linearly increase with the charge, according to eq
9. It must be mentioned that the plate number, given by eq
9, is obviously independent of the sign of the electric charge;
for a given charge number, it is equal for anions as for cations.
For neutrals, it is zero.

It can be seen from Table II, that the experimental values
agree with those predicted by theory. For the sulfonic acids

under investigation with z = 1, between 122000 and 137 000
plates are measured, and over 230000 plates for substances
with z = 2.

The deviations from the theoretical values (the values found
are about 20-25% lower) can be explained by peak distortion
caused by different conductivities of the sample zone and
buffering electrolyte on the one hand and by Joule heating
on the other hand.

The contribution of extracolumn effects to peak broadening
can be neglected, because a very narrow input profile was
generated due to injection of the samples from pure water as
solvent. Compared to injection from buffer as solvent, a
drastic peak sharpening is obtained in this way. Peak dis-
persion in the detector cell is also negligible, because the
detector has an aperture of only 200 um, thus contributing
much less than 1% to the total variance (10).

An even better result is found when the peak dispersion
is determined as a function of the charge number at a lower
voltage, namely 5 kV (4.42-kV effective voltage) and the same
temperature of 25 °C. As the voltage is halved compared with
the above given conditions, the plate number is also halved,
leading to a theoretical value of 86000 plates per charge
number under this experimental realization. The resulting
experimental values for the test substances given in Table II
show the agreement with the theoretical values as discussed
above.

The charge number must depend on the degree of disso-
ciation, «, which is given by the pK, value of the substance
and the pH of the buffering electrolyte. For this case, eqs 8
and 9 can be rearranged, taking into account that the effective
charge number is then equal to «, leading to the expressions

H=2kT/ae,E (10)
N = ae, U/2kT (11)

in the case of monofunctional acids and bases.

In order to prove this dependence of N on «, the degree of
dissociation of three weak electrolytes (substituted benzoic
acids with pK, values of 2.83, 3.53, and 4.58, respectively) was
varied by varying the pH of the buffer in the range between
2.5 and 5.6, and the resulting peak dispersion was measured.
The plate number, obtainable for the fully dissociated mo-
nobasic acids, has a maximum value of 172000 under the given
conditions. Due to experimental reasons (mainly peak di-
storsion due to conductivity differences and Joule heating,
as mentioned), values about 20% lower were found, being in
the range of 140000. Thus, for these monobasic acids it is
expected that in practice the plate numbers should depend
on the degree of dissociation by N = 140000c.

The results of the measurements (obtained at a voltage of
10 kV) are given in Table IIL. It can be seen, that the degree
of dissociation, and therefore the effective charge number,
varies by a factor of about 5 from 0.22 to 1. The plate numbers
at small « are in fact significantly lower than 140000, namely

Table III. Dependence of the Plate Number, N, on the Net Charge, Corresponding to the Degree of Dissociation, «, for
Substituted Benzoic Acids, Using Buffering Electrolyte Systems of Different pHs

2,3-dihydroxybenzoic acid (2.83)

2,3-dimethoxybenzoic acid (3.53)

pH N a N/a N
25 39000 0.30 130000

3.0 84000 0.63 133000 40000
3.3 97000 0.74 132000 49000
3.5 111000 0.82 135000 67000
4.0 139000 0.94 148000 105000
4.5 142000 0.98 144000 121000
5.0 130000 0.99 131000 124000
5.6 139000 1.00 139000 140000

acid (pK,)
2,4-dimethoxybenzoic acid (4.58)
a N/a N « N/a

0.27 148000
0.37 132000
0.48 139000
0.77 136000 33000 0.22 149000
0.92 132000 66 000 0.47 140000
0.97 128000 94000 0.72 130000
1.00 140000 130000 0.90 144000
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Figure 1. Dependence of the plate number, N, for different anions
on the degree of dissociation via the pH of the buffering electrolyte.
The net charge of the anions of the weak acids is determined by the
degree of dissociation, depending on the pK, of the acids and the pH
of the electrolyte system. The broken curves indicate the theoretical
dependence of the plate number on pH (see text). Experimental values
for N: (@) 2,3-dihydroxybenzoic acid (pK, 2.83); (A) 2,3-dimethoxy-
benzoic acid (pK, 3.53); (W) 2,4-dimethoxybenzoic acid (pK, 4.58).

between 30000 and 40000. They increase with increasing pH
(and increasing «). At pH values where the acids are fully
dissociated, about 140000 plates are reached.

The experimentally found dependence of the plate number
on a, or pH, respectively, can be clearly seen from Figure 1,
where the theoretical dependence of N on « as given above,
and the function of « on pH, given by o = 1/(1 + 10PK-PH),
is depicted by the dotted curves. The data points obtained
experimentally are in excellent agreement with the theoretical
curves, supporting again our basic presumption about the
correlation of the plate number on the charge.

The validity of the relation between N and « for the given
experimental conditions can also be seen from the ratio N/a,
which should be 140000. In fact, it can be seen from Table
III that for all acids and all pH values this requirement is
fulfilled.

Therefore it can be concluded, that under the limitations
mentioned in the Introduction, the peak dispersion in capillary
zone electrophoresis without electroosmotic flow depends

solely on, besides external parameters like temperature and
voltage, the effective charge as the single individual property,
but not on the diffusion coefficient or ionic mobility, although
it is diffusion controlled.

This result is also important for the interpretation of the
zone electropherograms, observed from nucleotides or proteins
in gel-filled capillaries, where no electroosmosis occurs, too.
Oligo- and polynucleotides, e.g., are separated according to
their base number and are eluted with increasing charge
number. Thus, it can be predicted from eq 9 that the plate
number increases within the homologous series of the oligo-
nucleotides. For a 100 mer, plate numbers in the order of 10
millions or more can therefore be reached theoretically.

In fact, it can be seen from published electropherograms
(e.g. see refs 11-13) that the peak widths (which are based
on time) remain about constant. Since the migration velocity
decreases with increasing base number, and therefore the
velocity of the components through the detector also decreases,
it follows that the peak widths, based on length, are decreasing
with incressing base number. This means, that according to
eq 2, the plate height also decreases. Therefore, according
to our presumption, an “efficiency gradient” can be observed
within such an electropherogram, which is caused by the
properties of the analytes, due to their increasing charge
number, and is at least qualitatively in accordance with eq
9. A quanritative description of this effect is given in ref 6.
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Migration Behavior of Cationic Solutes in Micellar Electrokinetic

Capillary Chromatography
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A phenomenological approach Is presented to describe the
migration of cationic solutes In micellar electrokinetic capillary
chromatography (MECC). The migration behavior of an or-
ganic base is pli d by the pi of an acid-base
equllibrium, the lon-palring formation bet the conjugated
acld of the base and the monomer surfactants, and the in-
teractions of both the base and its conjugated acid with the
micellar pseudophase. An equation was derived that allows
the calculation of the migration factor of a cationic solute in
MECC with anionic micelles. Two limiting cases were con-
sidered: first the catlonic solute pletely lates with
the anionic surfactant (lon-pair formation constant, K, ap-
proaches infinity), and therefore there Is no free charged
species in the solution; second, the K;, = 0 and the free
conjugated acid, BH* migrates In the aqueous bulk solvent
at its own electrophoretic velocity. An estimate for the ion-
palr formati nt bet cationic solutes and free
rfactant can be obtained by using the model.

INTRODUCTION

Capillary zone electrophoresis (CZE) is a powerful technique
for the separation of charged compounds (). For simulta-
neous separation of mixtures of charged and uncharged so-
lutes, however, micellar electrokinetic capillary chromatog-
raphy (MECC) is the method of choice. The main incentive
in using micelles in the buffer solutions of CZE has been to
extend the capabilities of this technique to separate neutral
compounds (2—-4). Terabe et al. have presented a quantitative
treatment of the migration behavior of uncharged solutes in
MECC based on the assumption that the separation mecha-
nism is due to differential partitioning into micelles. As a
result, MECC has been treated as a chromatographic tech-
nique. Like chromatography, the term capacity factor, k’, has
been used to describe the “retention” of solutes. However,
we agree with an anonymous reviewer of this manuscript that
the term “migration” is more representative of the process
occurring in MECC. Accordingly, the term migration factor,
k’, is used. This quantity is linearly related to the micelle
concentration (which is proportional to the phase ratio) and
this linear relationship can be effectively used in the opti-
mization of separation of uncharged solutes in MECC (4, 5).
The migration behavior of ionizable solutes in MECC, how-
ever, is more complicated than those of the neutral compounds
due to two reasons. Firstly, in addition to partiticning into
(or association with) micelles and moving at the velocity of
micelles, ionizable compounds possess their own electropho-
retic mobility. Second, the involvement of additiona! chemical
equilibria (acid-base, ion-pairing) would further add to the
complexity of the system. As a result, the number of ex-
perimental parameters that influence the separation would
be rather extensive, some examples being pH, surfactant type
and concentration, buffer concentration and type, etc. These
additional equilibria, if optimized effectively and efficiently,
would provide the analyst with additional tools to manipulate
the selectivity and thus enhance separation. Althcugh both
CZE and MECC have been extensively discussed in the lit-

erature (6-11), the focus of most reports has been on specific
applications. The complexity of the system and the large
number of parameters would require a systematic approach
to optimization of MECC separations in order to achieve the
best results with a minimum amount of experimental effort.

Consequently, there is a need for more general and sys-
tematic methodologies. However, before the general validity
of such approaches can be judged, it is essential to determine
if and how the migration behavior (and separation selectivity)
of solutes is influenced by these parameters. It can be ex-
pected that the concentration of surfactant (micelles) and pH
are two of the major parameters in this respect. Although a
fundamental physical model is always to be preferred, a
semiempirical or phenomenological model can be used to
derive meaningful relationships between the parameters and
the observed migration behavior.

In a previous paper the migration behavior of acidic solutes
in MECC and CZE was reported (12). Several mathematical
models were derived to relate the migration parameters
(migration factor and mobility) with pH and micelle con-
centration. It was shown that the migration behavior of acidic
solutes in CZE and MECC can be accurately predicted on the
basis of a few initial experiments. An acidic solute in an
MECC system can migrate through its association with mi-
celles as well as due to the electrophoretic mobility of the
dissociated acid. Therefore, in order to accurately calculate
the migration factors of acidic compounds in MECGC, it is
important to consider and correct for the electrophoretic
mobility of the dissociated form (12). Interestingly, it was
found that the variation of the two migration parameters with
pH, i.e. migration factor (representing the chromatographic
aspect) and mobility (representing the electrophoretic aspect)
can be quite different for various solutes (12).

Here we are concerned with the second set of charged so-
lutes, i.e. cationic and basic compounds. It can be expected
that the observed migration will be more difficult to describe.
This is due to the electrostatic interaction between the free
surfactant ions in the mobile phase and the cations, which
introduces an additional equilibrium (ion-pairing formation)
into the equations. The following section will give a theoretical
derivation taking this effect into account. The derived model
will be tested using a set of catecholamines.

THEORY

The various equilibria playing a role in the migration of a

cationic solute in MECC are depicted in Figure 1. First, there

will be a dissociation of the solute in the aqueous phase,

represented by the equilibrium constant Ky, which also ex-

plains the major influence of the pH on the observed migration
(12):

Ky, = K*9,/[OH] = [BH*]/[B] 1)

where K%, represents the base constant.

Both the base, B, and its conjugate acid, BH*, will partition
into (or associate with) the micellar phase, each according to
its own distribution coefficient, PPgy+ or P™g, respectively:

P+ = [BH* ], /[BH],, 2

Prg = [Blue/[Blag 3)

0003-2700/91/0368-2503$02.50/0 © 1991 American Chemical Society



2504 « ANALYTICAL CHEMISTRY, VOL. 63, NO. 21, NOVEMBER 1, 1991

Figure 1. Schematic representation of the migration mechanism in
the MECC of a cationic solute. Symbols are explained in the text.

Finally, there will be an interaction between the free ionized
surfactant and the positively charged cations. This ion-pairing
equilibrium is defined by the equilibrium constant Kpp. Since
the concentration of free surfactant in micellar solutions is
in first approximation constant and equal to the critical micelle
concentration (cmc), we can define the constant Ky

K; = (emc)Kyp = [BH*S"]/[BH*] 4)

where [BH*S™] refers to the concentration of the surfac-
tant—cation ion-pair.

As discussed in various publications (2, 12), the migration
factor, &/, in MECC is expressed as the product of a distri-
bution coefficient P, relating the concentrations of the
various species in the micellar and the aqueous phases and
the phase ratio ®:

k' = Ppo® = P_0([S] - cmc) (5)

where v is the molar volume of micellar phase and [S] is the
concentration of surfactant. In a similar fashion as described
in ref 12, the following expression for P, can be derived.
However, since the ion-pair complex is assumed to exist in
the aqueous phase, the constant K; will be introduced in the
denominator:

PPpy+Ky, + p™p
1+ K, + KK,

Consequently, a linear relation between k’and the surfactant
concentration will also be observed for cationic solutes (eq 5),
with a pH dependence of P, due to K.

The following relations will define the relationship between
the overall electrophoretic mobility of a cationic solute x (i.e.
the observed migration corrected for the electroosmotic flow)
and k&’ Identical to the derivation presented in ref 12, the
observed velocity of a solute will be a weighted sum of the
velocities of the various species of the solute shown in Figure
1. The major difference with the anionic case is again the
contribution of a fraction related to the ion-pair complex with
a velocity equal to the velocity of the bulk aqueous phase. In
addition, the observed velocity of the cationic solute in the
absence of micelles cannot be used directly to derive the
relation between the mobilities and the migration factor k’,
since the added surfactant will also influence the overall ve-
locity of the species in the aqueous phase. In this case it is
more appropriate to derive the relation directly using the
various fractions, u, and the electrophoretic mobility of the
micellar phase pn, and the electrophoretic mobility of the
nonion-paired cationic species u.. Rewriting the fractions in
a similar fashion as presented in ref 12 results in the following
equation:

Py = (6)

Ky, /(1 + Ky, + KpKy) k'
= P Bt 7 Mme
1+k 1+k
Rewriting and solving for k&’ gives

© M

K,
E T+ K, + KK, |
k'= 8
T
. can be related to the observed electrophoretic mobility in
the absence of the micellar pseudophase, uy:

pe = (1 + Kyp) /Ky, 9)

Here the assumption was made that the electroosmotic flow
is in first approximation independent of the surfactant con-
centration, which seems justified in view of earlier observations
(12).

Combining eqs 8 and 9 finally results in

1
Fin [ 1+ KK,/ + Ky ]“°
k= (10)
Hme — H

In regard to eq 10 a number of observations are immediately
apparent: (1) As in all calculations with respect to k’ in
MECC, this equation shows that &’ will approach infinity if
the observad relative mobility of the solute becomes equal to
the mobility of the micelles, i.e. complete partitioning of all
species of a solute into the micelles. This is directly linked
with the limited migration range in MECC. (2) In the case
of complete complexation of the cations with the surfactants
(i.e. Ky approaches infinity), eq 10 will reduce to

In
Hpe ~ K
which is identical to the relation derived for uncharged solutes
(3, 12). This is in accordance with the expectations, since the
cation—surfactant complex will not have an electrophoretic

mobility of its own. (3) In the absence of complexation (i.e.
K; approaches zero) eq 10 reduces to

)
Hme ~ K

k=

(11)

k'= (12)
which is identical to the relation derived for anionic solutes
(9, 12). The mobility is now completely defined by the mo-
bility of the micellar phase and the mobility of the solute in
the absence of micelles.

EXPERIMENTAL SECTION

In order to examine the migration behavior of cationic solutes
in MECC, a set of catecholamines and related substances was
examined (Figure 2). The migration was measured at varying
surfactant concentrations and voltages. In addition, the migration
in the absence of the micellar phase was determined.

The CZE and MECC experiments were performed on a
home-built. system (after the description in ref 1), equipped with
a 0-30-kV high-voltage power supply (series EH, Glassman High
Voltage, Whitehouse Station, NJ) and a variable-wavelength UV
detector (Linear Instruments, Reno, NV) operated at 254 nm.
The capillary was 53 um i.d., 375 um o.d. (Polymicro Technologies,
Phoenix, AZ). The total length measured 58 cm, and the detection
was performed 44.5 cm downstream. The temperature of the
capillary was controlled at 40 °C by jacketing in light mineral oil
using a corstant-temperature circulator bath (Type K2-R, Lauda,
FRG). Data collection was performed by means of ChemResearch
software (ISCO, Lincoln, NB) running on a Deskpro 286 (Compaq,
TX).

For each new mobile phase, the capillary was flushed with a
dilute solution of sodium hydroxide. After the capillary was filled
with the new buffer, the system was allowed to stabilize for 30
min before starting the injections. The injections were performed
by placing the upstream end of the capillary in the sample solution
and raising this solution 5 em for 20 s.

The MECC experiments were performed using solutions of 0.01,
0.02, 0.03, .04, and 0.05 M SDS in a phosphate buffer (pH 7, 0.05
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1) catechol 2) methyl-catechol
OH oH
-0 -0~
3) p-hydroxy-benzylamine 4) p-hydroxy-phenylalanine
COCH
ou@cn,-unz OH CH, - CH- NH,
5) dopamine 6) methyl-dopamina
OH OH

COOH COCH
oH CH, = CH-NH, oH CH, ~CH™~ NH~CH,

7) nor-ephedrine

OH CH,4
CH ~CH-NH,

9) noradrenaline

8) ephedrine

OH CH,
CH ~CH~NH-CH,

10) adrenaline

oH
OH OH
OH CH ~CH,y~NH, OH CH ~CH, -NH- CH,

Figure 2. Examined set of catecholamines.

M ionic strength (in the absence of SDS), buffer capacity 0.005
at 25 °C). This (relatively low) pH was chosen because of a
combination of good buffer capacity and more or less complete
protonation of the weak bases. Before mixing, stock solutions
of SDS and sodium monobasic phosphate (Fisher Scientific, Fair
Lawn, NJ) were filtered over a 0.45-um filter. The sample so-
lutions were prepared by diluting 20 L of stock solutions of the
compounds (ca. 10 mg/mL in methanol) and 100 uL of a saturated
solution of Sudan III (in methanol) in 2 mL of the mcbile phase.
The disturbance in the baseline due to the methancl was used
as the marker for the electmosmotlc flow, while Suc[an 111 was
assumed to partition letely into the micell

and was used as an indicator for the mobility of the micelle.

RESULTS AND DISCUSSION

CZE Experiments. First, the migration of the cationic and
neutral solutes were determined in the absence of a micellar
pseudophase, i.e. in a series of CZE experiments. A subset
of the data is displayed in Figure 3. In addition to the
electrophoretic mobility, the relative mobility x’, relating the
observed mobility to the electroosmotic mobility p,, or the
dead time ty, is presented:

= /oo = (bo/t) - 1 (13)

Note however that all equations presented in the theoretical
section can be derived using either relative or absolute mo-
bilities. Catechol and methylcatechol are noncharged com-
pounds, as can be determined both from the molecular
structure (Figure 2) and a comparison of the migration of these
compounds and the unretained compound methenol. As a
consequence, both the mobility and relative mobility will be
approximately 0. Cationic solutes like adrenaline and nor-
adrenaline will be detected before methanol because the
electrophoretic mobility will be directed toward the negative
pole (defined as a positive electrophoretic mobility). By way
of illustration, Figure 3 also includes the data of an anionic
solute (2,4,5-trichlorophenol): since the electrophoretic mo-
bility will be directed toward the positive pole, both p and
u’ will be negative.

Apparently, the amphoteric compounds m-dopamine and
p-hydroxyphenylalanine are slightly charged at pH 7, since

mn) 7

(em?/kV.sec)
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Figure 3. Observed migration t,, mobility x, and relative mobility u’
of a number of the catecholamines as a function of the voltage V.
Displayed are the data related to the neutral solute methylcatechol
(circle) and the cationic solutes adrenaline (square) and noradrenaline
(triangle). For purposes of comparison, data related to an anionic
solute, 2,4,5-trichlorophenol (asterisk), are inciuded as well.

the mobility is only slightly smaller than 0, which is caused
by a stronger dissociation of the carboxyl group as compared
to the protonation of the amine group. Apart from the neu-
trals catechol and methylcatechol, the other compounds show
cationic behavior due to the basic behavior of the amine group.
Theoretically, the calculated mobilities should be inde-
pendent of the applied voltage. However, when the voltage
over the capillary is varied, the current will change and the
Joules heating will increase. This increase in temperature can
result in a slight dependence of the mobility on the voltage
as can be seen in Figure 3b (middle). However, since this
phenomenon influences both the electrophoretic mobilities
of the solutes and the electroosmotic flow in a more or less
equal measure, the resulting relative mobility will be more
stable (Figure 3c) (bottom). On the other hand, since u’ is
a result of a comparison of two measurements, the experi-
mental error will increase and the scatter around an average
value will be slightly more pronounced than the variation in
 after correction for the linear dependence with V.
MECC Experiments. More scatter is observed, when the
observed migration of the micelles, indicated by t.,., and the
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Figure 4. Observed migration times of the markers for the elec-
troosmotic fiow, methanol (¢,), and for the micellar pseudophase, Sudan
111 (t ), at various surfactant concentrations [SDS].

electroosmotic flow are compared with varying surfactant
concentration at a fixed voltage (18 kV). These values are
displayed in Figure 4. A clear trend could not be observed,
indicating that the variation was a result of irreproducible
changes in the characteristics of the capillary. These variations
could not be avoided, despite a rigorous rinsing procedure
indicated in the Experimental Section. This variation is partly
compensated for in the calculation of the relative mobility,
resulting in a more stable value of y/',: the relative standard
deviation in ¢, was 2.2%, ¢, 4.1%, and g’y 1.1%. A slight
systematic variation might also be introduced in the calculated
migration factors due to an increase in the current (and
consequently in the Joule heating) with an increase in the
surfactant concentration. However, the observed linearity in
previous experiments (12) shows that this contribution can
be neglected in a first approximation, indicating that the
jacketing of the column is quite efficient.

Since migration factors represent a partition mechanism,
a stronger dependence on temperature, and consequently on
the voltage and current, can be expected (3). The results
obtained at 18 kV were used to examine the proposed models.
The plausibility of eqs 10-12 (and therefore the calculated
k’values) can be demonstrated by examining the relationship
indicated in eq 5: a plot of the k’values calculated using the
appropriate equation, (10), (11), or (12), vs the surfactant
concentration should result in a linear function in order for
the relation to be a valid alternative. In addition, as shown
by eq 5 and discussed earlier in refs 3 and 12, a linear re-
gression of &’ vs the surfactant concentration will result in
values for the critical micelle concentration cme (intersection
with the x axis) and the distribution coefficient P, (assuming
a molar volume of the micellar phase of 0.251 L/mol). A
comparison between the calculated and expected value for the
cme can be used to further examine the plausibility of the
proposed equations.

In a further analysis of the data, a distinction was made
between four types of components. The calculated k’ values
for the first two groups, the neutrals (catechol and methyl-
catechol) and the anionics (p-hydroxyphenylalanine and
methyldopamine), are displayed in Figure 5.

The k' of the neutrals was calculated using eq 11 (absence
of electrophoretic mobility of the solutes in the aqueous
phase). In this case values of 4.3 mM (catechol) and 4.0 mM
(methylcatechol) were obtained for the cme, which corresponds
relatively well with values obtained experimentally by means
of conductivity experiments. These values are lower than the
literature value of 8 mM, which can be explained by the
presence of the buffer system and consequently a higher ionic
strength as well as the higher operating temperature in this
study. The two components show some interaction with the
micellar phase (P, = 28 and 68 for catechol and methyl-

K -

(bS] o om

Flgure 5. Migration factors k’ calculated for catechol (square) and
methylcatechol (triangle) using eq 11, and p-hydroxyphenylalanine
(circle) and methyldopamine (asterisk) using eq 12 as a function of the
surfactant concentration [SDS].

Table I. Critical Micelle Concentration and Distribution
Ratio P, Values Derived from egs 11 and 12

compd cme, (mM) Bio eq
catechol 4.3 28 11
methylcatechol 4.0 68 11
p-hydroxyphenylalanine 4.2 9.0 12
methyldopamine 3.8 11 12
dopamiine 3.7 520 11
p-hydroxybenzamine 3.7 280 11
norephedrine 31 2200 11
ephedrine 1.3 2800 11
noradrenaline 9.2 110 11
noradrenaline -1.6 150 12
adrensline 5.1 180 11
adreneline -1.7 260 12

catechol, respectively) where the hydrophobic contribution
of the methyl group is apparent from the increase in the Py,
value (Table I).

The k' values of the two anionic solutes were calculated
using eq 12, to correct for the (slight) electrophoretic mobility
of the ions in the aqueous phase. If this correction is not taken
into consideration, the calculated values for the cme are —4.7
and 1.7 mM for p-hydroxyphenylalanine and methyldopamine,
respectively. Table I contains the values resulting from eq
12: 4.2 and 3.8 mM. However, due to the minor interaction
between the two components and the micellar phase (Py,’s
of 9 and 11 respectively) the calculated intersection points
have a larger uncertainty than those of the neutral solutes.

The k’ values of a third set of compounds, dopamine, p-
hydroxybenzylamine, norephedrine, and ephedrine were
calculated using eq 11, i.e. by assuming a full complexation
of the solutes in the aqueous phase with free surfactant
molecules. In other words, it is assumed that the migration
behavior follows the behavior observed for uncharged solutes.
The corresponding regression lines are shown in Figure 6 for
three of the components in the top frame. Both norephedrine
and ephedrine (not shown) show a very strong interaction with
the micellar phase (Pp, = 2200 and 2800 respectively), due
to a combination of the electrostatic interaction of a positively
charged amine group with the negatively charged surfactant
head groups and the hydrophobic contribution of the addi-
tional methyl group. In addition the peak shapes were very
poor for these two compounds, especially at higher surfactant
concentrations. The combination of this poor peak shape and
the fact that the observed migration is very close to the mi-
gration of the micellar phase introduces a larger amount of
uncertainty in the regression, although the cmc value calcu-
lated on the basis of norephedrine is still fairly close to the
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values related to the other components.

When eq 12 is applied to calculate the migration factor, i.e.
when it is assumed that there is no ion-pair formation between
the cations and the anionic surfactant, the calculated cme will
deviate from the value observed for the neutral compounds.
Since the second term in the numerator is negative (positive
electrophoretic mobility of cations), the combination with the
observed negative mobility of the solutes in the MECC ex-
periments will result in higher values of &/, and consequently
lower values of cme (Figure 6, lower frame). The intersections
with the x axis no longer coincide (1.3, 0.8, and 2.6 mM for
dopamine, p-hydroxybenzylamine, and nor-ephedrine, re-
spectively). The conclusion is that it is not possible to show
the occurrence of free cationic solutes in the aqueous phase
(as opposed to cations in ion pairs with the surfactant) and
that the model based on the assumption of a strong interaction
resulting in neutral behavior in the aqueous phase should be
used to describe the migration factors for these solutes.

Finally, the k’values for the two remaining compounds in
the test set, i.e. noradrenaline and adrenaline, were calculated
according to the two limiting cases described by eqs 11 and
12, i.e. complete ion-pair formation or absence of ion-pair
formation. Although a slight curvature can be observed in
the data, which is not accounted for in the model relating the
surfactant concentration and the migration factor, the be-
havior could be approximated by a linear relation, as shown
in the Figure 7.

The top frame of Figure 7 refer to the situation where
complete ion-pair formation is assumed (eq 11). The inter-
section with the x axis is higher than the values observed for
the neutral solutes, especially for noradrenaline (¢cmc = 9.2
and 5.1 mM for noradrenaline and adrenaline respectively).
This is due to the fact that the observed mobility is considered
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Figure 7. N jon factors k” for no (circle) and
adrenaline (triangle) using eq 11 (upper frame) or eq 12 (lower frame)
as a function of the surfactant concentration [SDS].

to be fully related to the interaction of the solutes with the
micellar phase. However, at low surfactant concentrations,
the observed migration time for noradrenaline is lower than
to; hence at least a fraction of the solute retains some of its
own electrophoretic mobility.

However, if the analysis is performed assuming no ion-pair
formation (eq 12, lower frame Figure 7), the calculated cme
values are too low (-1.6 and —1.7 mM for noradrenaline and
adrenaline, respectively, values without physical meaning).
If no ion-pair formation is taking place, lower migration values
should be observed; hence some interaction between the
cations and the free surfactant is taking place.

By application of eq 10, an estimate of this interaction can
be obtained: by a variation of the factor 1/(1 + KK/ (K, +
1)) the results of the regression can be varied between the two
extremes shown in Figure 7. When full dissociation of the
solutes is assumed (a reasonable assumption at pH 7 for these
catechol amines), this factor reduces to 1/(K; + 1), which
enables estimation of Kip, the ion-pair formation constant as
defined in eq 4. Under the assumption that correct value of
cmc is approximately 4.15 mM (average of the values obtained
with the neutral solutes), the ion-pair formation constant Kip
was estimated to be 380 M for noradrenaline and 2000 M
for adrenaline.

CONCLUSION

Although experimental errors in the migration times of the
catecholamines, especially those showing a very strong in-
teraction with the micellar pseudophase, introduce some
variation in the data, the above discussion has shown the
plausibility of the equations presented in the theoretical
section.

For most cationic solutes, the behavior can be expressed
by means of equations used to calculate the migration factor
of neutral solutes. As a consequence the determined distri-
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bution coefficients are related to the distribution of the ion
pairs between the aqueous phase and the micellar pseudo-
phase.

However, for two catecholamines in the examined set of
cationic compounds it was shown that some fraction in the
aqueous phase was not directly associated with the free sur-
factant ions, resulting in a slight electrophoretic mobility of
the solute in the aqueous phase. By means of the presented
equations it is possible to obtain an estimate of the ion-pair
formation constant of these solutes under the assumption that
the solutes were fully dissociated at the examined pH. A full
evaluation of eq 10 will require a set of experiments at various
pH values and a comparison of the resulting correction factors.
A study is presently underway in this laboratory to examine
the effect of different important parameters on selectivity of
acidic and basic compounds.

In summary, it is possible to describe the observed migration
and migration factors of solutes in MECC experiments with
more or less linear relationships (eq 5), even in the case of
charged (anionic or cationic) solutes, which reduces the
number of experiments required in the method development
stage.
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High-Speed Countercurrent Chromatography Used for
Alkylbenzene Liquid-Liquid Partition Coefficient Determination
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Countercurrent chromatography (CCC) can be used to de-
termine liquid-liquid partition coefficlents. A hydrodynamic
CCC apparatus was used to obtain methanol-water—heptane
partition coefficlents, P, of the homologous series of n-al-
kylbenzene from benzene to dodecylbenzene. The metha-
nol-water compositions ranged from pure methanol to meth-
anol 80%-water 20% v/v. They were used as liquid sta-
tionary phases. Heptane was the moblle phase. The partition
coefficients ranged from 8 X 10~ to 0.95, corresponding to
heptane-methanol partition coefficients ranging from 1.05 to
1250. For every methanol-water stati y phase, the linear
plots of log P versus the atom carbon number, n¢, produced
the free energy of transfer, AG°, for the methylene Incre-
mental group and the phenyl terminal group. Both AG° en-
ergles Increased linearly with the water molar fraction which

! d develop of an tion glving the methanol-
heptane P value of an alkylbenzene (nc < 12) with water
content <20% v/v.

Since the early Craig apparatus (1) for continuous extrac-
tion, countercurrent chromatography (CCC) was developed
by Ito (2—4). Ito introduced high-speed CCC which allows
separations within a few hours when classical CCC separations
may need days (5). Today, high-speed CCC is moving from
research laboratories to industrial laboratories (6).

CCC uses two nonmiscible liquid phases: one is the mobile
phase, the other one is the stationary phase (3-7). The CCC
column is most often a continuous open tube coiled on a
centrifuge rotor. The centrifugal field is used to hold tightly

the liquid stationary phase. CCC is mainly used in preparative
separation and purification of samples.
The basic retention equation is (5, 6, 7)
Vg =V, + PV, 1)
Unlike in HPLC, in CCC the total internal volume, Vi, can
be used for partition process (5)

Ve=V,+V, @)
Equation 1 can be rewritten as
Ve=Vo+ (P-1)V, 3)

Vo Vg, Vi, and V, are respectively the mobile phase volume,
the solutz retention volume, the internal volume of the ap-
paratus, and the liquid stationary-phase volume inside the
apparatus. P is the solute partition coefficient, i.e. the ratio
of the solute concentration in the stationary phase to the solute
concentration in the mobile phase. The retention volume, Vg,
of a solute allows determination of its partition coefficient,
P, in the biphasic liquid system used in the CCC apparatus.

Partition coefficient determination is a critical measurement
in quantitative structure-activity relationship (QSAR) studies.
The classical shake-flask method for P measurements has a
tedious procedure including accurate weighing, dissolution of
the compound in one phase, ~0.5-h shaking, centrifugation
for several hours to separate the two liquid phases, and
spectrophotometric analysis of both phases (8). It is critical
to have & highly pure compound. CCC is able to produce
reliable P values in a shorter time and with an easier operation
that can separate impurities from the compound of interest
during the run. Liquid chromatography on columns was used
to obtain P values from capacity factors, &’ (8). Linear re-
gressions are used to correlate both log £’ and log P param-

0003-2700/91/0363-2508$02.50/0 © 1991 American Chemical Society
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eters. The regression coefficients are significant. However,
for a given compound, the log P value obtained from the log
k’value of the compound can be off by 0.3 unit or raore. The
estimated P value can be 2 times higher or lower than the
actual P value. CCC is better than HPLC since the partition
coefficients are obtained with no approximation. The same
two liquids used in the shake-flask method are also used in
the CCC apparatus. For this reason, CCC is a promising
technique for liquid-liquid partition coefficient determination.

Octanol-water partition coefficients, P, were measured
directly by CCC over the range ~2 < log P,y < 2.5 (9). Hexane
was added to octanol to decrease the viscosity. The partition
coefficients, obtained by CCC with octanol-hexane-water
biphasic mixtures, correlated well with the P, literature
values (9, 10). Several technical improvements were used to
extent the measurable P, range: use of a octanol mobile
phase instead of a water mobile phase (11), dua!-mode or
back-flushing (12, 13), cocurrent mode in which both the
mobile and the stationary phase move at different speeds (14),
and use of modified apparatus (15).

CCC can measure liquid-liquid partition coefficients in any
biphasic liquid system (4, 5, 6, 16). The goal of this work is
to show that CCC can be used to measure accurately the
liquid-liquid partition coefficients of the homologous series
of n-alkylbenzenes, from benzene to dodecylbenzene, in the
ternary biphasic liquid system heptane-methanol-water. The
n-alkylbenzene homologous series is widely used in liquid
chromatography to obtain information on solute-stationary-
phase interaction and the structure-retention relationship
(17-20). The heptane-methanol-water partition ccefficients
of alkylbenzenes, which are not found in the literature, could
be useful in structure-retention studies with identical meth-
anol-water mobile phases.

EXPERIMENTAL SECTION

Chemicals. B toluene, ethylb butylb
hexylbenzene, and dodecylbenzene were obtained from Merck,
Shuchardt, Germany, and Aldrich, Steinheim, (Germany.
Methanol and heptane were obtained from Prolabo, Rhone-
Poulenc, France. Heptane was used instead of hexane because
its toxicity is lower. Water was deionized and distilled before use.

Countercurrent Chromatograph. The CCC apperatus was
the Model CPHV 2000 from Société Francaise de Chromato
Colonne (SFCC), 93360 Neuilly-Plaisance, France. It is a coil
planet centrifuge apparatus first designed by Ito (4). It contains
three multilayer coils connected in series and spinning with a
planetary motion around a central axis. The origiral design
described by Ito contained 10 gears (21). It was simplified to
obtain a similar motion with only 7 gears. Figure 1 shows the
gear arrangement used to produce the planetary motion of the
three spools without rotating seals. Each spool beers a gear
(dotted) that meshes into the central stationary gear (hatched).
The connecting tubing is twisted by the spool rotation. It is
unwinded passing through the antitwisting connector that rotates
in the opposite way (open gear). With such a gear arrangement,
if the rotor makes one full rotation, each coiled spool makes two
rotations. All rotation speeds given in the text correspond to rotor
rotation.

Each spool was filled with 133 turns of PTFE tubirg, i.d. °/g
in. (1.6 mm), length 29 m, coiled in 7 layers of 19 turns. The Ito
B value is the ratio of the coil radius, r, to the spool revolution
radius, R. The £ ratio was 0.37 for the inner first layer with r
= 2.2 cm and R = 6 cm. It was 0.75 for the most outer visible
layer with r = 4.5 cm and R = 6 cm. The average § value for this
CCC apparatus was 0.56. The internal volume of one coiled spool
was 58 mL. The three-coil apparatus had a total internzl volume,
Vi, of 175 mL. The total PTFE tube length was 87 i, with a
total of 400 turns. The whole system was housed in a air-ther-
mostated box. The temperature was regulated at 22 + 0.5 °C.

Chromatograph Preparation. The heptane-methanol-water
system is a normal biphasic system. It means that the best
stationary-phase ion in a CCC app is obtained when
the lighter mobile phase (heptane) is pushed through the denser

antitwisting connector rotor

= L,

s
5~ coiled tube spool

Ry

Figure 1. CCC three-coil gear arrangement. The seven gears are one
central stationary gear (hatched), three gears coupled to the spool
(dotted), and three gears used to unwind the connecting tube (open).
The arrows indicates the mobile-phase motion when entering through
the head of the apparatus.

connecting
tubing

stationary phase (methanol phase) entering through the tail of
the apparatus (3-6).

The apparatus is first filled with the heptane-saturated
methanol phase using a Model LC 6A Shimadzu pump. This takes
about 25 min at a 8 mL/min flow rate. Then, the rotor is started
and the rotation allowed to stabilize at the desired speed. The
heptane phase is pushed through the methanol phase at the
working flow rate of 2 mL/min, unless otherwise indicated, en-
tering through the tail of the apparatus.

As long as the apparatus is not equilibrated, the methanol phase
is pushed off, exiting by the head of the apparatus. The methanol
phase displaced by the heptane phase is collected in a graduated
cylinder. Once the heptane phase appears at the apparatus head,
two liquid layers are seen in the graduated cylinder. The mo-
bile-phase-stationary-phase equilibrium is reached. The CCC
“column” is ready. The displaced methanol phase is measured.
The volume is V, (eq 1). The mixture of alkylbenzenes solubilized
in heptane can be injected using an in-line Rheodyne 7125 valve
with a 300-uL sample loop. At a flow rate of 2 mL/min, the
working pressure was always lower than 1 kg/cm? (<14 psi).
Depending on the liquid system, it takes about 1 h to elute
benzene, the most retained solute.

Detection. It was not possible to monitor continuously the
heptane effluent. Microdroplets of the methanol stationary phase
were always present in the heptane mobile phase producing a
random turbidity and a large noise in UV detection. The sta-
tionary-phase carryover or “bleeding” was estimated to range
between 1 uL/min (methanol 80%-water 20% v/v stationary
phase) to about 10 uL/min (100% methanol stationary phase)
at 1000 rpm rotation speed and 2 mL/min heptane flow rate. To
stabilize the signal obtained with a Model SPD 6A Shimadzu UV
detector, it was necessary to add 2-propanol as a postcolumn
clarifying agent. A second pump was used to add 2-propanol at
a flow rate of 0.2 mL/min (or 10% of the CCC flow rate) through
a “T" and a 150-L mixing reactor made of 50 cm of 0.6 mm i.d.
knitted Teflon tube. This arrangement allowed one to obtain a
stable continuous UV detection at 254 nm without adding too
much pressure in the CCC apparatus and with minimizing the
extracolumn band-broadening.

Partition Coefficient Determination. The displaced
methanol phase corresponded to V. The stationary phase volume,
V., can be calculated as V, = Vqp - V, (eq 2) (5-7). Equations
1 and 3 show that the retention volume, Vg, allows one to obtain
the partition coefficient, P

P=(Vg-V)/V,=[(Vg-Vp)/V] +1 (4)

RESULTS AND DISCUSSION
The phase diagram of the heptane-methanol-water system
was recently published by Conway (6) The advantage of this
system is that the heptane phase equilibrated with any
methanol-water mixture contains a trace amount of methanol
(less than 0.1%) and practically no water. The methanol
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Table I. Retention Volume and Partition Coefficients of Alkylbenzenes in Heptane-Methanol-Water Systems

methanol-water stationary phase, v/v

pure methanol 99-1
benzene Vr 172.5 162
P 0.95 0.89
toluene 3 163.5 138
P 0.76 0.70
ethylbenzene Ve 158.5 125
P 0.66 0.59
butylbenzene Vi 149 101.5
P 0.46 0.39
hexylbenzene Vr 142.5 85.5
B 0.325 0.26
dodecylbenzene Y 132.5 64
) 2 0.11 0.080
V,, mL 127 54
V,, mL 48 121
retention, % 27 68

97-3 95-5 90-10 85-15 80-20
128.3 113 97 67.2 53
0.68 0.58 0.49 0.30 0.22
106 815 7.8 49.2 38.3
0.52 0.40 0.33 0.19 0.13
90.8 74 59.5 40.2 3L5
0.415 0.31 0.25 0.13 0.087
69 54 40.4 28.9 22.5
0.26 0.175 0.13 0.056 0.030
55 43 30.9 24.2 20
0.17 0.10 0.064 0.025 0.013
37 31 226 20.6 18
0.042 0.18 0.0083 0.0021 0.0008
31 28 21 20.3 17.9
144 147 154 154.7 167.1
82 84 88 88.5 90

¢ All methanol-water stationary phases were saturated in heptane. Conditions: temperatures; 22 & 0.5 °C; rotation speed, 1000 rpm; flow
rate, 2 mL/min heptane entering tail. The P values are the methanol-heptane partition coefficients; the heptane-methanol partition

coefficients are the inverse.

Table II. Slopes and Intercepts of the log P versus ng Plots®

mobile phase, vol %

methanol water X slope
100 0 0 -0.0075

99 1 0.022 —-0.087
97 3 0.065 -0.10
95 5 0.106 -0.123
90 10 0.200 -0.148
85 15 0.284 -0.177
80 20 0.360 -0.200

% Temperature 22 % 0.5 °C.

intercept r” AG%, kJ/mol  AG°y,, kJ/mol
—-0.018 0.998 -0.10 —0.43
—0.058 0.997 -0.33 -0.50
—0.180 0.999 -1.00 —0.57
-0.257 0.999 -1.46 -0.70
-0.307 0.999 -1.74 —0.85
-0.535 0.999 -3.04 -1.00
-0.660 0.999 -3.75 -1.14

phase contains the whole water volume and amounts of
heptane decreasing dramatically with increasing water con-
centration. The methanol phase of the mixture pure meth-
anol-heptane contains 30% heptane in volume at 22 °C (6).
There is only 1.5% v/v heptane in the methanol phase of the
system methanol 80%-water 20% v/v equilibrated with
heptane.

The retention study of members of homologous series is
commonly used in liquid chromatography to obtain infor-
mation on solute-stationary-phase interactions (17-20). The
capacity factor, &’

k'=(Vg-V,)/V,=PV,/V, (5)

is related to the solute free energy of retention, AG®, by (17,
19)

Ink’= AG°/RT +In V,/V, ®)

For members of a homologous series of solutes, eq 6 can be
written as

Ink’=nP+mV,/V,=
AG®,/RT + ncAG°cy,/RT + In V,/V, (7)

where the subscripts ¢ and CH, refer to the retention energy
contribution of the end group (phenyl) and the incremental
methylene group, respectively, and n¢ is the number of
methylene groups. Equation 7 gives

RTIn P = ncAGcy, + AG®, ®)

Alkylbenzene Partition Coefficients. Table I lists the
retention volumes and the corresponding methanol-heptane
partition coefficients obtained for six alkylbenzenes and seven
different methanol-water compositions. The listed values

Table III. Slopes and Intercepts of log P versus Water
Molar Fraction Plots®

slope intercept e
AC%y, A=-193 B=-045 0.994
ACP, C=-917 D =-0.19 0.975
slope intercept
compd exp cale exp cale r”

benzene -17 -170 -0.029 -0.033 0.982
toluene -21 =205 -0.13 -0.113  0.987
ethylbenzene -24 239 =020 -0.192 0.984
butylbenzene -32 -307 -0.35 —0.350 0.988
hexylhenzene -38 -3.77 -0.52 —0.509 0.991
dodecylbenzene -5.8 -5.79 -1.00 -0.984 0.991

%The A, B, C, and D terms are used in eq 11. Equations 12 and
13 were used to obtained calculated slopes and intercepts.

correspended to the first chromatogram obtained after a
chromatograph preparation with a liquid system freshly
prepared (see Experimental Section). Further chromatograms
were obtained with the same “column”. A slight increase in
retention volumes due to the uL/min stationary phase car-
ryover was always observed. However, the partition coeffi-
cients, obtained through eq 4 with the correct V, value, were
very reproducible (relative standard deviation 0.01).

The methanol-heptane partition coefficients range from
8 X 107 (dodecylbenzene and methanol 80%-water 20% v/v)
to 0.95 (benzene and pure methanol phase, Table I). This
corresponds to heptane-methanol partition coefficients
ranging from 1.05 to 1250. The values of log P were plotted
versus ri¢ according to eq 8. The excellent linearity of the
resulting curves (regression coefficient higher than 0.997)
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allowed the calculation and significant comparison of the
AG°cy, and AG®, (Table II).

Both the AG® values decreased linearly with the water
molar fraction, x (Table III). The AG®, slope was about 5
times higher than the AG°cy, slope. In the methanol-rich
compositions of the heptane-methanol-water system, the
hydrophobic contribution of the phenyl group of the alkyl-
benzene series roughly corresponded to five methylene groups
8.

The experiments showed that

AG°cy,=Ax + B ©)]
AG®, = Cx +D (10)

Combining eqs 8-10 yields
23RTlog P=(Ang + C)x + Bnc + I (11)

The log P value shall decrease linearly with the stationary-
phase water content. Table III lists the slopes, intercepts, and
regression coefficients of the log P versus x plots. The the-
oretical values

slope = (An¢ + C) /2.3RT (12)
intercept = (Bn¢ + D)2.3RT (13)

are listed for comparison. The agreement is satisfactory.

It was previously reported for other compounds and dif-
fering liquid systems that log P could decrease linearly with
the water molar fraction, x (6). However, this is not a general
behavior. Most often the log P versus x plots present cur-
vatures difficult to predict (6, 8, 22). In the heptane—meth-
anol-water system, the partition coefficient, P, of members
of the alkylbenzene series with ng < 12, can be accurately
predicted in methanol-rich composition (x < 36%) using eq
11 with the A, B, C, and D terms listed in Table [IL.

CCC and Partition Coefficients. Precision of the Me-
thod. The absolute error on CCC determination of partition
coefficients is estimated by differentiating eq 4

= (8P/8Vg) dVy + (6P/5Vg) dVg (14)
which produced, using eqs 1-3
AP = AVy/Vg+ PAVg/ Vg + AVg/ Vg (15)
The relative error is
AP/P = (AVy + AVg) /PVs + AVg/Vy  (16)

Equation 16 shows that small partition coefficients are
measured with a large error. The solute is little retained. It
is difficult to determine the difference between the peak solute
and the dead volume. We have shown that the minimum P
value measurable with a given relative error depends on the
stationary-phase volume (23). With a relative error of +10%
and a stationary phase volume of 150 mL, the minimum P
value was 0.003. The lowest accuracy for partition coefficients
listed in Table I was obtained with dodecylbenzene.

The relative error on CCC partition coefficient determi-
nation critically depends on the stationary-phase volume, V.
For example a 1% relative error on the stationary-phase
volume, AVg/ Vg, increases the relative error on P by the same
amount (eq 16). So, it is essential to have a correct knowledge
of Vg. In this work, we minimized the error on Vg by making
the P measurements with newly equilibrated “columns”. Since
there is always a slight stationary-phase carryover, the V, and
V, volumes change with time. However, the partition coef-
ficient of a solute is a physicochemical parameter that does
not depend on the V; or V, CCC volumes. A good method
to know exactly the V, and V, volumes is to add to the injected
solution a “tracer”, which is a solute whose partition coefficient

UV signal

) 2 40 LJ 80 100 120 40 100 180
Retention volume (mL)

Figure 2. Effect of the stationary-phase water content on the alkyl-
benzene chromatograms: (1) methanol 80%-water 20% v/v; (2)
methanol 90 % -water 10%; (3) methanol 100%. Solutes: (1) do-
decylbenzene (0.84 mg injected); (2) hexylbenzene (0.85 mg); (3) bu-
tylbenzene (0.85 mg); (4) ethylbenzene (0.86 mgy); (5) toluene (1.3 mg);
(6) benzene (1.7 mg). Conditions: injected volume, 300 ulL; detection,
UV 254 nm after 0.2 mL/min 2-propanol postcolumn addition, 1.28
aufs; rotation speed, 1000 rpm; flow rate; heptane 2 mL/min entering
tail; temperature, 22 £+ 0.5 °C.

in the liquid system used is known (9). We used the tracer
procedure to cipher the stationary-phase carryover flow rate.
The tracers were the alkylbenzene solutes themselves that we
injected 4 times in a row without reequilibration of the CCC
apparatus.

Retention. Equation 1 shows that partition coefficients and
retention volumes are directly related. Figure 2 shows the
CCC chromatograms obtained with heptane mobile phases
and three different stationary phases: pure methanol and 10%
water and 20% water in methanol (v/v). In all cases do-
decylbenzene eluted first and benzene eluted last. Table I
shows a rapid retention volume and partition coefficient de-
crease when the water stationary-phase content increased. As
far as analysis duration is concerned, the higher the water
content (i.e. the stationary-phase polarity), the lower the solute
retention.

Figure 2 also shows that the chromatographic resolution
dramatically depends on the stationary-phase volume and the
partition coefficients. The resolution factor of peaks 2 and
3 (hexyl- and butylbenzene, respectively) was 0.7 with 20%
water in the stationary phase (low partition coefficients, high
Vy); it increased to 1.5 with 10% water in the stationary phase
due to a 5-fold partition coefficient increase (Table I); it
decreased to a mere 0.4 with pure methanol stationary phase.
The further 3-fold increase in partition coefficients was offset
by the stationary-phase volume decrease (Table I and Figure
2). The chromatographic figure of merit of CCC chromato-
grams will be studied in another paper in preparation.
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Real-Time Principal Component Analysis Using Parallel Kalman
Filter Networks for Peak Purity Analysis

Stephen J. Vanslyke and Peter D. Wentzell*

Trace Analysis Research Centre, Department of Chemistry, Dalhousie University,

Halifax, Nova Scotia, Canada B3H 4J3

A new approach for performing principal component analysis
(PCA) during data acquisition Is described. The method Is
based on a network of multilinear models which are fit to data
with the discrete Kalman fiiter. Application to absorbance
matrices such as those obtained in chromatography with
multiwavelength detection is considered. Multivariate data
projected into two- and three-dimensional subspaces are fit
with linear and planar models, respectively. Model deviations,

datantad Aanti

using principles of p! Kalman filtering, are
used to elucldate the rank of the data set. Principal compo-
nent elgenvectors are then constructed from the individual
models. Results of this initial work using simulated and ex-
perl tal data d trate that extraction of the first two
principal components Is readlly accomplished and elgenvec-
tors obtained are In good agreement with traditional batch
PCA results. Extension to more principal components should
be possible although it will Increase the number and com-
plexity of models. Advantages of the new algorithm include
its r lve impl ion, parallel str , and ability to
Indicate model errors as a function of time. The procedure
should prove particularly useful for self-modeling curve reso-
lution applications In chromatography.

The increasing availability of analytical instruments capable
of producing large amounts of multidimensional data has
made the use of multivariate data analysis methods more
commonplace. In the case of second-order bilinear instru-
ments such as GC/MS or HPLC coupled to photodiode array
UV-visible detection, one data analysis tool that is frequently
used is principal component analysis (PCA), a type of factor
analysis (1-4). This method is at the core of most algorithms
designed for multicomponent curve resolution in chroma-
tography. The problem of mathematically resolving over-
lapped chromatographic profiles is an old and difficult one
in chemical analysis. It consists of essentially three steps:
detection of peak overlap, identification of individual analytes,
and quantitation of components. A variety of methods have
been proposed for the first of these problems, the simplest
involving the monitoring of response ratios at two detector

settings (e.g. absorbances at two wavelengths) (5). This ap-
proach, while straightforward, suffers from a number of dis-
advantages, including a susceptibility to a sloping background
and the requirement of a preexisting knowledge of wavelengths
to be used. Its biggest drawback, however, is that it does not
identify the number and nature of coeluting analytes or
provide quantitative results.

In recent years, a number of algorithms have been described
for curve resolution in HPLC with UV-visible diode array
detection (3, 4, 6-13). Most of these are based on the original
method of Lawton and Sylvestre (6), which uses PCA coupled
with nonnegativity constraints for the spectral and concen-
tration domains. This approach requires no assumptions to
be made regarding the number of components, or the shapes
of component spectra or elution profiles. Additional infor-
mation is often used to provide more exact solutions than can
be provided by the algorithm alone, however. This self-
modeling; curve resolution approach has been very successful
for two-component elution profiles, and commercial software
is available. Numerous extensions to three or more compo-
nents have been suggested (9, 10, 13), but effective use gen-
erally requires the availability of additional information.

One of the drawbacks of chromatographic curve resolution
based ori PCA is that calculations are generally performed
after all of the data have been acquired. Chromatographic
regions of interest must first be selected manually or auto-
matically and subjected to PCA to determine the number of
components. Thorough analysis requires interrogation of all
chromatographic peaks. A simple peak purity test can be
performed to screen particular areas of interest, but this suffers
from the problems previously noted. A useful alternative
would be the ability to carry out PCA recursively, i.e. while
the data are being acquired. This would allow the determi-
nation of the number of coeluting components in real time
and also act as a preprocessing step for self-modeling curve
resolution. The development of a real-time PCA algorithm
was the objective of this work.

The possibility of conducting recursive principal compo-
nents analysis is made difficult by the fact that the usual PCA
procedure is already iterative. To be capable of real-time
implementation, a recursive procedure needs to maintain a
static cycle time for each new data point obtained. One so-
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Figure 1. Strategy for implementation of parallel Kalman filter net-
works.
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lution to the problem is to use the principles cf adaptive
Kalman filtering. The adaptive Kalman filter can be used
as a recursive linear least-squares estimation procedure that
has some built-in features to compensate for mcdel errors.
The strength of the adaptive Kalman filter is that it provides
diagnostic information on model validity. If a parallel network
of filters is employed, each with a different model, this in-
formation can be used to select the best model to fit exper-
imental observations. This is the basis of the work described
here, in which initial results for a recursive PCA rmethod are
pr ted. The use of parallel and block sequential Kalman
filters for processing speech signals has been described in the
engineering literature (14), but this is the first application of
this type we have encountered. Currently, the recursive PCA
procedure is limited to two-component models, but extension
to higher dimensionality should be possible. Computer-sim-
ulated chromatographic profiles and experimental data from
coeluting dyes are used to demonstrate the capabilities of the
algorithm.

THEORY

Kalman Filter Algorithm. Details of the Kalman filter
have appeared elsewhere (15-18) and only a brief description
will be given here. Most applications of the Kalman filter to
chemical measurements have implemented the algorithm as
a means for performing recursive ordinary least squares. This
generally simplifies mathematical and computatioral aspects
of the algorithm. The Kalman filter requires the definition
of a linear model describing how the observations (measure-
ments) change with one or more independent variables. The
adjustable parameters of this model are known as state var-
iables, or collectively as the state vector, and estimates of these
are adjusted after each measurement, ultimately converging
on the final estimate which can be represented as a point in
state space. State variables may be dynamic or static. Most
chemical applications have employed static models, which
simplifies the algorithm somewhat since the identity matrix
can be used to describe how the state vector propagates be-
tween measurements. The Kalman filter algorithm defines
how estimates of the state vector and its associated covariance
matrix evolve with measurements and includes compensation
for four factors: (1) the current parameter estimates, (2) the
difference between observed and predicted measurements, (3)
the estimated error in the parameters (covariance matrix), and
(4) the estimated error in the measurement. Certain re-
strictions regarding the modeled system apply (e.g. model
linearity, model validity, Gaussian white noise), but under
these conditions the Kalman filter will yield estimates which
are optimal in the least-squares sense.

The use of parallel Kalman filter networks has been pre-
viously described for kinetic methods of analysis (19). The
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Figure 2. Chromatographic elution profiles and their projections into
A?-space: (a) and (b) one-component profile and its projection; (c) and
(d) two-component profile and its projection.

general scheme is illustrated in Figure 1. The incoming data
sequence is applied to the inputs of a number of Kalman
filters, each with a different model. These models may be used
to handle data from nonlinear systems by introducing small
variations in nonlinear parameters between adjacent models
(quasi-continuous case), or they may represent distinct al-
ternatives (discrete case). The recursive PCA application
described here employs the latter form. In either case, the
application of each filter provides new estimates of the state
parameters for the corresponding model. These parameters
are used to evaluate the performance of each model in terms
of its consistency with actual observations. A useful measure
of the model performance is the innovations sequence which
has been employed for adaptive Kalman filter algorithms (20,
21). The innovation is defined simply as the difference be-
tween the actual and predicted measurement (for multiple
measurements in a single cycle, the innovation is a vector).
The innovation differs from the residual normally used in
modeling problems in that it is calculated after each mea-
surement on the basis of current model parameters, whereas
residuals are calculated in a batch procedure. The innovations
sequence is particularly useful where model deviations are
localized, since it indicates regions of model validity.

The application of the Kalman filter to chromatographic
peak resolution has been previously described by Brown and
co-workers (22, 23) and by Hayashi et al. (24), but these
methods require a knowledge of individual component spectra
or elution profiles and differ from the present work which
seeks to function in the absence of this information. The
principles of the recursive PCA approach are best illustrated
with an example. Figure 2 shows synthetic chromatograms
obtained for the elution of one- and two-component mixtures.
For simplicity, Gaussian, noise-free peaks have been assumed,
but this is not a requirement of the algorithm. It is also
assumed that the two components are not completely over-
lapped and have sufficiently different spectral profiles. These
are requirements of most curve resolution methods. Shown
adjacent to the two representative chromatograms in Figure
2 are plots of absorbance measurements (A, and A,) at two
wavelengths for each sampled point. The wavelengths selected
are the absorbance maxima of the two hypothetical compo-
nents. Plots such as these will be referred to as A? plots (also
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known as biplots) and illustrate the principles of both the
absorbance ratio and PCA methods for peak purity assess-
ment. It is clear that the one-component mixture gives a
constant A,/A,, while the two-component case does not.
Methods based on PCA extend this principle further by
recognizing that in an n-dimensional absorbance space (A"),
the one-component case will always fit a linear model within
experimental error. Likewise, a two-component chromatogram
will fit a planar model in A” space. Therefore, the minimum
number of components in an overlapped region can be de-
termined from the intrinsic dimensionality (i.e. rank) of
multivariate absorbance data. Obviously, the PCA method
is more general than simple approaches like absorbance ratio.

Two notable drawbacks of usual methods based on PCA
are the need for batch processing of the data and difficulty
of accurately determining the dimensionality of the data. The
former problem has already been mentioned. The latter re-
sults from the difficulty of distinguishing residual eigenvectors
arising from experimental error from those that represent true
components. This problem is futher complicated by exper-
imental realities such as a sloping background that may appear
as additional chromatographic components. Such features,
while of interest in quantitation, can be misleading in the
detection of peak overlap. Part of the difficulty in the de-
termination of the true number of chromatographic compo-
nents is that rank is normally assessed on the basis of one or
more scalar quantities (I, 7, 8) that ignore information
available in the temporal structure of the data. Clearly, de-
viations from an n-dimensional model due to the presence of
additional components or a sloping background should exhibit
characteristic patterns if the evolution of the model is exam-
ined. This behavior can be detected if PCA is performed
recursively.

The principle of operation of recursive PCA is that an
n-dimensional data set projected onto an n + 1 dimensional
space (or higher) should always give a fit to a multilinear
function which is satisfactory within experimental error. Thus,
the one-component data in Figure 2 will give a satisfactory
fit to a straight line at any two wavelengths, but the fit for
the two-component data should be unsatisfactory for at least
certain pairs of wavelengths. Both data sets should give a good
fit to a planar model in any A3 space, but a three-component
data set should not. This strategy can be extended to higher
dimensions, although visualization becomes more difficult. On
this basis, the intrinsic dimensionality of the data set can be
deduced by selecting a number of wavelengths and fitting data
in lower subspaces comprised of various wavelength combi-
nations. A one-component model should exhibit comparable
residuals for both linear and planar models, but a two-com-
ponent data set should exhibit excessive residuals for the linear
model at certain wavelength combinations. Furthermore, the
resulting models will serve as a means to construct good ap-
proximations to the principal component vectors. For exam-
ple, the linear models should be projections of the first ei-
genvector, and the planar models should all contain the planes
defined by the first two eigenvectors. The correspondence
between the true eigenvectors and the reconstructed vectors
may not be exact, since the multilinear least-squares models
are generally constructed assuming no errors in the inde-
pendent variable (25), but the correspondence should be close
under the right conditions.

The use of multiple models of lower dimensionality offers
no particular advantages over traditional PCA except when
used in conjunction with the Kalman filter. The Kalman filter
can be used to generate fits to linear and planar models re-
cursively. This increases the potential for real-time imple-
mentation of the algorithm and observation of model evolu-
tion. Before the algorithm is initiated, n wavelengths at
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Figure 3. Farallel Kalman fitter network for recursive PCA application.

conveniently spaced intervals are selected. For the one-com-
ponent model, the absorbance at one wavelength (designated
A,) is selected as the independent variable and a series of n — 1
models of the form

A=A+ 6 1)

are used for the Kalman filter. In this equation, Aij represents
the predicted absorbance at wavelength i for measurement
J, A;jis the measured absorbance at the wavelength chosen
as for the independent variable, and o; and g; are parameters
associated with the one-dimensional model. The parameter
estimates evolve as each measurement is processed by the
Kalman filter. The model may be limited to the trivial case
of single parameter (a;) if a zero intercept is assumed, but this
will not always be the case. These models are used asn - 1
elements of the parallel filter network. Likewise, n — 2 two-
dimensional (planar) models of the form

Aj = oA, + BiAy + v (2)

are also used. In this case, absorbances at two wavelengths
(arbitrarily designated as A, and A,) are needed as inde-
pendent variables and three parameters are estimated. Models
of higher dimensionality are also possible, but were not em-
ployed in this initial work. The 2n — 3 models described are
sufficient to indicate one, two, or more than two coeluting
components.

The strategy for implementation of the models in the
parallel Kalman filter network is shown in Figure 3. As each
set of absorbance values for a single chromatographic point
is received, a set of innovations corresponding to the 2n — 3
models is calculated using predicted measurements according
to

e; = A;- 4 3)

where ¢;; is the innovation for measurement j at wavelength
i, and A;; and A;; are the predicted and measured absorbances,
respectively. In each cycle, there are n - 1 innovations cal-
culated for the one-dimensional models and n - 2 for the
two-dimensional models. The magnitude of the innovations
should be close to the measurement noise level if the correct
model is used, but significant deviations should be observed
otherwise. Thus, the absolute value of the innovations se-
quence can be used to indicate when the dimensionality of
the data does not match the dimensionality of the model. Not
all of the innovations will provide this information, however,
since the wavelengths used in a particular model may not be
appropriate for observing model variations (e.g. if there is no
absorbance for the dependent variable). One way around this
problem is to examine the maximum absolute innovation for
each set of models, but this will be sensitive to outliers in the
data. An alternative approach is to calculate the root mean
square (rms) value of innovations for each set of models:

Zeiz

my,

)

rms(e,) =

where the summation is over the number of models of di-
mension &, my, (m;, = n — k). The rms values can be plotted
in real time along with the chromatogram, and the sequence
should remain fairly flat as long as the dimensionality of the
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data is a subset of the model space.

A number of practical problems need to be addressed in
implementing the above strategy. The first is the selection
of wavelengths which will act as independent variables in the
models. The selection is not entirely arbitrary since the in-
dependent variable will exhibit a certain amount of uncer-
tainty along its axis. In the case of one-dimensional model,
this means that if the wavelength selected for the x variable
shows no absorbance for any component, the least-squares fit
will result in a nearly vertical line (« — ) for those models
whose dependent variable is non-zero. Although this may
result in a valid least-squares fit, the innovations (measured
in the y direction) will be excessively large, leading an erro-
neous assessment of model validity through eq 4. One way
to minimize this problem is to ensure that the wavelengths
chosen as the independent variables in an n-dimensional
model exhibit significant absorbance for some portion of the
data. In practice, the wavelengths exhibiting the highest
absorbance when the peak is first detected are used. This does
not eliminate the problem entirely since the magnitude of the
innovations will still increase with the slope of the line. In
the two-dimensional case, the problem is compounded by the
likelihood of high correlation between the independent var-
iables. A more robust solution uses innovations measured
orthogonally from the model rather than vertically. For the
one-dimensional model, it can be shown that the orthogonal
innovation is given by

i e

\/a? +1

where the prime denotes an orthogonal innovation. Likewise
for a two-dimensional model

—oAy; = Bily; + Ay~ i

Vei+82+1

Extension to higher dimensions is straightforward. These
modified innovations were used in place of the usual values
for model evaluation (eq 4) since they should more accurately
reflect the true model errors. The modified values were not
used in the Kalman filter algorithm, however, since they
underestimate the true innovations and lead to errors in the
estimation of model parameters.

Another practical aspect of the implementation of the re-
cursive PCA algorithm concerns its activation. In practice,
the Kalman filter network is not activated until a peak is
detected, although in principle the baseline region could be
used if appropriate independent variables could be selected
in advance. Once activated, the rms innovations for each
model (eq 4) may exhibit high values for the first two or three
points as the model converges on reasonable parameter es-
timates. Display of these points could be suppressed, but this
was not done for the results presented here and is generally
not necessary.

Relationship to Principal Comp t Analysis. In view
of the importance of the connection drawn between PCA and
the Kalman filter algorithm developed here, a more detailed
discussion of this relationship is warranted. There are obvious
computational differences between the traditional batch
processing method for performing PCA and the multilinear
approach presented here. This means that the resultant
vectors are not necessarily identical, but the differences should
be small enough to be inconsequential. It is known that the
Kalman filter will provide model equations that are virtually
identical to the traditional least-squares method as long as
the diagonal elements of the covariance matrix are initially
set to large values relative to estimated measurement error

e

(5)

e =

(6)

(26, 27). In this work, a ratio of >10 was normally used for
the diagonal elements in order to achieve the least-squares
solution (off-diagonal elements were initially set to zero).

The relationships between the PCA eigenvectors and the
Kalman filter results are as follows. For the set of one-di-
mensional models given by eq 1, the vector resulting from the
combination of all models into A" space corresponds to the
first eigenvector obtained by traditional PCA methods if the
absorbance data were mean-centered at each wavelength. As
this eliminates residual eigenvectors resulting from an offset
at particular wavelengths, it is preferred for peak purity
analysis. If mean-centering of the absorbance vectors is not
carried out prior to batch PCA, the first eigenvector will
correspond to the vector generated by the models in eq 1 of
the B;s are forced to zero. In either case, the first eigenvector
from the Kalman filter (E;) will be given by

s 1/V1+Za @

The first n — 1 components of the vector are the projections
of the n -1 dependent variables of the models, while the last
represents the wavelength selected as the independent vari-
able. The denominator simply serves to normalize the vector.
To find the second eigenvector, both the one- and two-com-
ponent models are required. This is because the two-com-
ponent model only defines the plane containing the first two
eigenvectors and not the vectors themselves. Generally, if it
is known that two-components are present, a knowledge of
the plane of the first two eigenvectors is sufficient to perform
self-modeling curve resolution. Nevertheless one method of
obtaining the actual eigenvectors is presented here. As in the
case of the one-component models, omission of the offset
parameter (in this case v;) will lead to the PCA result for data
which are not mean-centered for absorbance. The plane
containing the first two eigenvectors will also contain the
vectors V; and V,.  The (n — 1)th component of the vectors

Vi=[ay ag . apy 1 0]
Vo=1[8; B Bnz O 1]

corresponds to the first independent variable and nth com-
ponent to the second. These vectors correspond to the in-
tersection of the planar model with the (n — 1) dimensional
subspaces along the axes of A, and A,. After normalization
of V, to Ny, a vector N, which is orthonormal to N, is de-
termined by projection of V, onto Ny, subtraction, and nor-
malization. The vectors N; and N, are just one set of or-

E =[a; o

N, = Vy/IVy| ®)
P =V, (Vi:Vy)V,; (9)
N; = P/[P| (10)

thonormal vectors which can be used to define the plane.
Ideally, the first eigenvector obtained from the one-dimen-
sional models (E;) will lie on this plane, but in practice there
may be a slight elevation due to minor computational dif-
ferences for the two models. To ensure the integrity of the
two-component plane, the first eigenvector is recalculated as
its projection onto the plane defined by the orthonormal
vectors (E,’). In all cases that we have checked, the difference

E/ = (E:N)N; + (E;-Ny)N, 11)
between E, and E,” has been insignificant, but calculation of
the projection is more robust in cases where a two-dimensional

model is employed. Calculation of the second eigenvector,
E,, in the two-dimensional subspace is now trivial. Extension

E; = —(E;Ny)N; + (EN;)N, (12)
of these principles to systems of higher dimensionality should
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Figure 4. Merging zones continuous-flow apparatus for studies of dye
coelution with spectra of dyes inset.

be straightforward, but will not be considered here.

EXPERIMENTAL SECTION

Simulation Studies. Generation of absorbance vs wavelength
vs time data to test the Kalman filter algorithm was carried out
with a program that allowed a variety of conditions to be simu-
lated. For simplicity, Gaussian shapes were assumed for spectral
and concentration profiles. Normally distributed random values
were added to simulate measurement noise. Further details of
conditions used y results pri ed in the Results and
Discussion.

Dye Coelution. Experimental results for coeluting components
were obtained using a continuous-flow system in a merging zones
configuration, as shown in Figure 4. Dye solutions employed for
the results presented here were 0.312 M methyl orange (acid
orange 52, color index 13025; Fisher, Fair Lawn, NJ) and 1.17 uM
naphthol blue (Meldola’s blue, basic blue 6, c.i. 51175; Pfaltz &
Bauer, Waterbury, CT), both prepared in 0.5 M HCl. These
concentrations were found to give a noise level suitable for testing
the algorithm. The samples were injected simultaneously into
the stream using two six-port two-way valves (Rheodyne Model
5020, Cotati, CA) with 180 uL sample loops. The injected samples
were transported to the detector through 0.8 mm i.d. PTFE tubing
by an 8-roller Ismatec SA peristaltic pump (Cole-Parmer, Chicago,
IL). A Hewlett-Packard Model 8452A photodiode array spec-
trometer (Hewlett-Packard, Palo Alto, CA) with a 30-uL flow cell
(Hellma Cells, Jamaica, NY) was used to acquire spectra at 1-s
intervals for about 100 s after injection.

Computational Aspects. All calculations were carried out
on a 16-MHz IBM PC/AT compatible computer with a math
coprocessor. Programs were written in Microsoft QuickBASIC
(Microsoft Corp., Redmond, WA). Implementation of the Kalman
filter employed the standard algorithm (18) with double precision
arithmetic. Principal components analysis was carried out using
subroutines written in our laboratory and based on procedures
outlined by Malinowski and Howery (I). Three-dimensional
displays of experimental data were generated with the program
SURFER (Golden Software, Golden, CO).

RESULTS AND DISCUSSION

Simulation Studies. To provide an initial evaluation of
the Kalman filter algorithm for recursive PCA, simulated
chromatographic data were used. Because a large number of
parameters will affect the performance of the algorithm
(chromatographic peak shapes, spectral profiles, spectral and
chromatographic resolution, number of components, compo-
nent ratios, noise level, background absorbance, number of
wavelengths used, etc.), only a limited subset of results is
presented here to demonstrate the principles of the method.
More complete studies to investigate the limitations of the
algorithm are ongoing.

Absorbance

0.0
0.05

One Component Model
Two Component Model

rms(e’)

0 | e
Q 20 40 60 80 100
Time (s)

Figure 5. Results of the application of the Kalman filter PCA algorithm
to a single-component elution profile (simulated). The top trace shows
the chromatographic signal at the wavelength of maximum absorbance.
The bottom trace shows the sequence of rms orthogonal innovations
for each model type.

The simulated experimental data presented here utilized
Gaussian profiles in both the chromatographic and spectral
domains for simplicity. Component 1 was assigned a wave-
length maximum of 400 nm and component 2 a maximum at
500 nm. The width of both spectral peaks was ¢ = 100 nm,
and equivalent molar absorptivities were assumed. The
concentration ratio and chromatographic resolution of com-
ponents were varied between studies. Chromatographic peak
widths of ¢ = 10 s were used with a simulated spectral sam-
pling rate of 1 s. Chromatographic resolution was defined in
the usual manner (R = Atp/4s). The noise level (typically
0.5% RSD) was computed as a percentage of the maximum
of the entire absorbance matrix. For all of the results pres-
ented here, 10 wavelengths at equally spaced intervals were
used.

Figure 5 shows typical results obtained with the parallel
Kalman filter network for the elution of a single component.
The top part of the figure shows the chromatographic trace
at the absorbance maximum, while the bottom portion shows
the rms orthogonal innovations for the one- and two-com-
ponent models. Note that both models indicate acceptable
performance, verifying that there is only one component
present. In contrast, Figure 6 shows results for two eluting
components (3:1 ratio, 0.35 resolution, 0.5% noise). Under
these conditions, the two-component model gives a fairly flat
innovations trace, while the trace for the one-component model
indicates significant model deviations. Furthermore, the point
at which the innovations sequence begins to diverge for the
one-component model reveals where the second component
begins to appear. This information is not provided with batch
PCA and is significant because it allows a key set of factors
to be identified for target transformation (7-9, 12). This could
expedite the generation of component elution profiles con-
siderably.

In order to illustrate how the Kalman filter network
functions, the evolution of a single one-dimensional model for
a two-cornponent data set is shown in Figure 7. One A? data
space for the data in Figure 2¢ is shown. Lines in Figure 7
correspond to the one-dimensional model at various points
throughout the elution of the peak and are labeled to corre-
spond to points indicated in Figure 2¢. Initially, when only
one component is present, the linear model fits the observed
data relatively well and the innovations are small (case I). As
the second component introduces curvature into the data, the
least-squares fit must accommodate this nonlinearity and the
model begins to track the measurements more poorly, leading
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Figure 6. Results of the application of the Kalman fitter algorithm to

a simulated two-component elution profile.

Figure 7. Evolution of the one-component model for the data in Figure
2c. The model equations (dashed lines) are shown at three stages:
initial (after the open circles, I), intermediate (after the filled squares,
1I), and final (III). Corresponding points on the elution profile are
indicated in Figure 2.

to larger innovations (case IT). Although the model is no better
when the signal returns to the baseline (case III).

ments near the origin do not exhibit large deviations and so
the innovations return to their original level. Note that in
this sense the innovations do not behave the same as a residual
sum of squares.

As an indication of the limitations of the Kalman filter PCA
method, Figure 8 shows results obtained with a 1C:1 compo-
nent ratio and a resolution of only 0.25. The second com-
ponent can still be detected in this case. Although the sta-
tistical significance of the small perturbation to the one-di-
mensional model might be contested, the algorithm is intended
mainly to provide an indication of the possibility of a second
component, so this point will not be addressed here. The
ability of the algorithm to detect minor components is very
dependent on the noise level, as expected. Generally, it was
found that when the recursive algorithm failed to distinguish
a second component, visual inspection of the data in the plane
resulting from the first two eigenvectors also suggested only
one component. As anticipated, performance of the method
also improves with chromatographic and spectral resolution
and with the number of wavelengths used. The latter effect
arises from the increased likelihood of selecting wavelengths
with maximum discriminating ability, and smoother traces
for the rms innovations. Impro hieved

ts in results d
by increasing the number of wavelengths are quickly limited
by the spectral correlation of the two components, however.
The order of component elution (i.e. minor component first
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Figure 8. Results of the application of the Kalman filter algorithm to
a simulated two-component elution profile near limiting conditions.
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Figure 9. Results of the application of the Kalman filter algorithm to
a simulated three-component elution profile.

or second) affects the shape of the innovations trace but does
not significantly diminish the ability of the algorithm to de-
termine the dimensionality of the data set in most cases. In
some extreme cases, the rms innovations of the two-component
model exhibit a small disturbance when the second component
is detected (i.e. the reverse of the usual case) but this is due
to the fact that the planar model “floats” around its primary
axis until the necessary points are obtained to more rigidly
define the second eigenvector. The shape of the elution profile
should also affect the performance of the algorithm, but this
aspect has not been investigated in detail.

An example of a simulated three-component mixture is
shown in Figure 9. In this case, the third component was
assigned a wavelength maximum of 300 nm with ¢ = 100 nm.
The concentration ratio (cycyicy) is 1:3:1, and components elute
in order with a resolution of 0.4 between adjacent peaks. Other
conditions are as previously given. Note that the trace of rms
innovations indicates the successive failure of the one- and
two-component models. It should be pointed out, however,
that failure of the two-component model was not always ob-
served for three-component mixtures, depending on the re-
lationships among spectra and elution profiles. It is believed
that this problem has its roots in the correlation between
wavelengths selected for independent variables. Solutions
include a more careful selection of wavelengths or imposition
of a complete set of models with all wavelength combinations.
Other options also exist but may not be necessary as the
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Figure 10. Effect of a sloping baseline on the Kalman fitter algorithm.

pattern of the innovations for the one-dimensional model will
indicate the presence of a third component in most cases.
As a final example, Figure 10 demonstrates the effect of
a sloping background on the recursive PCA algorithm. Con-
ditions used were the same as for Figure 5 (one component)
but a gradient ramped up to 30% of the maximum absorbance
was added at all wavelengths. A gradient of this type should
show up as an additional component with batch PCA pro-
cedures with no indication of its source. With the Kalman
filter method, deviations of the one-component model are also
seen, but the divergence of the innovations trace is more
gradual, indicating that the second component is due to
changes in the background rather than coelution. Such in-
formation about the temporal structure of model variations
is a particular advantage of the Kalman filter approach.
The computational performance of the parallel Kalman
filter network is currently limited by its implementation in
serial fashion but is still quite acceptable. Cycle times of about
0.1 s are not difficult to achieve with one- or two-component
models at 10 wavelengths. This is in a range suitable for most
chromatographic applications. The efficiency of the serial
implementation will diminish as the models of higher di-
mensionality are added and the number of wavelengths is
increased. The highly parallel nature of the algorithm can
exploit trends in computing toward vector processing, however,
and this should dramatically reduce computation time.
Experimental Results. Since simulated experimental data
often imposes deterministic and stochastic characteristics
which are not observed in practice (e.g. Gaussian profiles,
uncorrelated noise), the recursive PCA algorithm was also
applied to experimental data from the coelution of organic
dyes. One of the data sets used in this study, obtained with
the apparatus in Figure 4, is shown in Figure 11. Dye con-
centrations were reduced to a level which gave a relatively
noisy signal (approximately 3% baseline noise relative to the
absorbance maximum). It also appears from the figure that
the noise exhibits some correlation, possibly due to pump
pulsations. The ratio of peak heights (methyl orange to na-
phthol blue) was 2:1 and the resolution (determined by in-
dividual injection) was about 0.4. Ten wavelengths at equally
spaced intervals were used. Results of the application of the
Kalman filter are shown in Figure 12. The presence of two
components in the elution profile is clearly indicated by the
rms innovations sequence even though the noise level is quite
high. The rms innovations are likely higher in this case than
for simulated results due to the high correlation along the
wavelength axis.
Comparison with PCA Results. A comparison between
the eigenvectors computed by the usual batch PCA procedure
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Figure 11. Absorbance matrix obtained from the coelution of organic
dyes.
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Figure 12 Resulits of the application of the recursive PCA algorithm
to the data in Figure 11.

and those determined by the parallel Kalman filter network
is given in Table I. The basis of the comparison is the angle
between the eigenvectors calculated through the batch PCA
procedure and the Kalman filter network. Results under
various simulation conditions for a ten-dimensional space (ten
wavelengths) are shown. The first eigenvector used from the
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Table I. Angles between Eigenvectors Produced by
Traditional Principal Component Analysis and the Kalman
Filter Method

angle between
eigenvectors, deg

no. of first second
compo- concn noise eigenvec- eigenvec-

nents ratio resoln level, % tor tor

1 0.5 0.01 53.0

2 31 0.35 0.5 0.06 1.37

2 3:1 0.35 2.0 0.49 7.99

2 10:1 0.25 0.5 0.02 6.39

2 5:1 0.2 0.5 0.08 3.12

2 1:5 0.2 0.5 0.06 3.02

Kalman filter network was that obtained from the combina-
tion of one- and two-component models rather than from the
one-component model alone, but differences were insignificant.
Agreement between the two PCA methods, while not perfect,
is very good in most cases. One exception is where an attempt
is made to determine the second eigenvector for the one-
component data set. In this case, the second eigenvector is
defined purely by noise and is of no real consequence, however.
Certainly, the agreement between batch and recursive pro-
cedures should be good enough to permit further calculations,
such as self-modeling curve resolution, to be carried out.

The recursive PCA method does not directly provide ei-
genvalues or the row and column matrices associated with
batch PCA, but these can be easily determined (if necessary)
once the eigenvectors are assigned. Eigenvalues are not as
essential for determination of rank with the recursive algor-
ithm since this information is provided by the rms innovations
sequence.

CONCLUSIONS

The initial studies presented here have demonstrated the
viability of performing principal components analysis recur-
sively through the use of a parallel Kalman filter network.
Application to the problem of chromatographic peak purity
analysis has shown how the rank of a data matrix can be
deduced while the data are being acquired. Although more
extensive studies are required to fully explore the potential
and limitations of this approach, several important advantages
are apparent. First, because the algorithm is recursive and
parallel with a fixed cycle time, it should be significantly faster
than traditional PCA methods, especially when implemented
on parallel computing architectures. The speed advantage
does not result from a more computationally efficient algor-
ithm, but rather because data analysis is performed while data
are being acquired. A second advantage of the recursive
approach is that it provides information on the temporal
evolution of models. This is particularly useful in cases such
as chromatography and titrimetry where certain types of
behavior can be anticipated. To obtain equivalent irformation
by batch PCA, numerous subsets of the data would have to
be processed independently. The information provided by

recursive PCA should be particularly useful in resolving
ternary component mixtures by evolutionary factor analysis
(13) since it identifies regions in which certain models are valid.
Furthermore, it can help diagnose model deviations arising
from factors such as a sloping background. Absolute infor-
mation on model deviations is readily provided by the rms
innovations sequence, which should approximate measurement
noise when the model is valid. Finally, the flexibility of the
Kalman filter models allows for a variety of processing options
to be exercised, simultaneously if desired. Inclusion of the
offset term in the models, for example, will have the same
effect as mean-centering the absorbance data prior to batch
PCA. Unlike some approaches (3), however, the absorbance
data are not normalized, so the measurement noise informa-
tion is retained at its original magnitude (11).

In spite of these advantages, it is clear that the Kalman filter
network will not be useful in those cases where real-time data
processing is not required. It is also likely to become less useful
as the number of factors to be extracted becomes large, since
the number and complexity of models become more difficult
to handle. Nevertheless, it may allow techniques such as
self-modeling curve resolution to be more readily implemented
in real time.
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Concentration of Hydrophobic Organic Compounds and
Extraction of Protein Using Alkylammoniosulfate Zwitterionic
Surfactant Mediated Phase Separations (Cloud Point

Extractions)

Tohru Saitoh! and Willie L. Hinze*

Department of Chemistry, Laboratory for Analytical Micellar Chemistry, Wake Forest University, P.O. Box 7486,
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The zwitterionic surfactants 3-[nonyl- (or decyl-) dimethyl-
ammonlo]propy! sulfate, (C,-APSO, or C,,-APSO,) were syn-
thesized using Niisson’s procedure, and their phase separation
behavior under different experimental conditions was evalu-
ated. The results indicate that such zwitterlonic surfactants
can be utllized for the extraction/| lon of hydro-

hobl: les In a akin lo that previously reported
for nonlonk: surfactants. This was demonstrated for several
practical applications Including the extraction/preconcentra-
tion of some steroldal hormones and vitamin E prior to high-
performance liquid chromatography analysis. The zwitterionic
surfactant mediated phase separation was also applied to the
extraction of the hydrophobic membrane protein, bacterio-
rhodopsin, from the hydrophllic cytochrome c protein, both
originally present in an aqueous phase. The concentration
tactors for this aqueous two-phase extraction technique using
C,,-APSO, ranged from 26 to 35 with recoveries in the range
88 to >96%. Some comparative studies Indicate that the use
of zwitterionic surfactants in lleu of nonionic surfactants (e.g.
polyoxyethylene(7.5) nonyl phenyl ether PONPE-7.5) In such
an extraction method offers some significant advantages such
as purer, homogeneous surfactant preparation, minimum
background absorbance at UV detection wavelengths, the
two-phase region occurring al lower lempera!ures, and
greater extraction efficienci: ation f
others.

INTRODUCTION

Aqueous solutions of many nonionic surfactant micellar
systems, when subjected to an increase in temperature, become
turbid over a narrow temperature range, which is referred to
as their cloud point (1-4). Above the cloud point temperature,
such solutions separate into two isotropic phases. That is,
the system will contain a surfactant-rich phase with a small
amount of water (surfactant phase) which is separated from
the bulk aqueous solution (aqueous phase) in which the
surfactant concentration will be approximately equal to the
critical micelle concentration (cmc) of the nonionic surfactant
present. Figure 1 shows the typical phase diagram for such
a nonionic surfactant system.

This cloud point behavior of nonionic surfactants has been
utilized to design some efficient extraction systems akin to
conventional liquid-liquid extractions (2, 5-13). That is, in
an aqueous surfactant solution, any hydrophobic materials
present will be solubilized and incorporated into the nonionic
micellar assembly. As the surfactant micelle aggregates are
condensed to an extremely small surfactant phase upon tem-

! Present address: Hokkaido University, Faculty of Engineering,
Analytical Chemistry Laboratory, Sapporo, 060 Japan.

perature zlteration due to the cloud point phenomenon, the
hydrophobic species that are incorporated in the micellar
surfactant are efficiently concentrated into this surfactant-rich
phase. This extraction method using nonionic surfactant
mediated phase separation (referred to as cloud point ex-
traction) has been utilized to separate and concentrate metal
ions based upon distribution of sparingly water soluble metal
chelates into the nonionic surfactant, polyoxyethylene nonyl
phenyl ether (PONPE-7.5), by Watanabe et al. (2, 5, 6). More
recently, such cloud point extraction has been proposed and
utilized for the preconcentration of organic compounds prior
to gas or liquid chromatographic analysis (4, 8, 9). In addition,
Bordier initially reported use of the cloud point technique with
Triton X-114 as surfactant for the separation of hydrophobic
membrane proteins from hydrophilic proteins (10, 11). This
procedure has since found widespread use for the purification
of membrane proteins (12, 13). In all of these applications,
only nonionic surfactants of the Triton X or PONPE series
have been employed.

Advantages cited, among others (2, 4), for the use of such
nonionic cloud point extraction schemes include (i) ability to
concentrate a variety of analytes (with high concentration
factors), (ii) safety and cost benefits (only very small amounts
of the relatively nonflammable and nonvolatile nonionic
surfactant “extractant solvent” are required, which eliminates
the need to use/handle the larger volumes of organic solvent
typically required in traditional liquid-liquid extractions), (iii)
easy disposal of the nonionic surfactant “extractant solvent”
(it is reportedly easily burned in the presence of waste acetone
or ethanol), (iv) the surfactant-rich phase compatibility with
micellar (in micellar liquid chromatography) or hydroorganic
(in reversed-phase LC) mobile phases, and (v) the possibility
of enhanced detection due to the fact that the analyte(s) is(are)
in the surfactant-rich micellar phase. Disadvantages include
the fact that nonionic surfactants are not available as pure
homogeneous preparations, they have a high background
absorbance in the ultraviolet region due to the presence of
the aromatic moiety in the surfactants employed to date, and
thermally labile analytes can undergo degradation at the
temperatures required for phase separation to occur with some
of these surfactants.

Nilssor: et al. (14) have reported that aqueous solutions of
certain zwitterionic surfactants also exhibit critical phenom-
enon but that their behavior is different from that described
for nonionic surfactants in that the zwitterionic systems
display an upper (rather than lower) consolute boundary.
That is, an isotropic two-phase system exists at temperatures
below (rather than above) a certain critical temperature, as
shown by the phase diagrams in Figure 2. Such systems
should also be suitable for the extraction, concentration, and
purification of hydrophobic organic or biomaterials based upon
their phase separation behavior. In this study, we synthesized
3-(nonyldimethylammeonio)propyl sulfate (CoH;9(CHjz),N*-
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Figure 1. Typical phase diagram of an aqueous nonionic surfactant
solution. L refers to the single isotropic solution region whereas 2L
indicates the region where two isotropic phases coexist.
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Figure 2. Phase diagram of the zwitterionic surfactants: (C1) Co-APSO,
and (®) C,,-APSO,.

(CH,)3080;5, Cy-APSO,) and 3-(decyldimethylammonio)-
propyl sulfate (C;oHy; (CHg),N*(CHj);0805", C,-APSO,) by
Nilsson’s method (14), characterized their phase behavior
under a variety of experimental conditions, and examined the
feasibility of utilizing such zwitterionic surfactant systems in
extraction schemes. The phase separation behavior of such
zwitterionic surfactants was successfully applied for the
preconcentration of some biological compounds (i.e. steroid
hormones, vitamins) for HPLC separation and the results were
compared to that obtained using the conventional PONPE-7.5
nonionic surfactant system. In addition, the extraction of a
hydrophobic membrane protein is demonstrated. The ad-
vantages and limitations of using zwitterionic instead of
nonionic surfactants in such phase separation extraction/
preconcentration schemes are compared and contrasted.

EXPERIMENTAL SECTION
Materials. Zwitterionic Surfactants. The zwitterionic
surfactants, Cg-APSO, and C;-APSO,, were prepared by mixing
the appropriate alkyldimethylamine with trimethylene sulfate
in dry acetone and heating gently as reported by Nilsson et al.
(14). Following recrystallization, the surfactants were washed with

dry ether (Aldrich, 99+ %) and dried in a vacuum desiccator over
P;0;. The required alkyldimethylamines were not directly syn-
thesized from the corresponding primary amines but rather
prepared by lithium aluminum hydride (LiAH) reduction of the
amides in THF in order to avoid the possibility of primary or
secondary amine impurities. The specific synthesis of the in-
termediate materials required for preparation of the zwitterionic
surfactants were as follows.

Dimethylnonylamide. A solution composed of 90.0 g (0.506
mol) nonanoy! chloride in dry benzene (1 + 1) was slowly added
dropwise to 150 mL of an aqueous 40% (w/w) solution of di-
methylamine with vigorous stirring at 0 °C. This mixture was
stirred continuously for 1 h at 0 °C and then for an additional
1 h at room temperature. The benzene layer was collected after
separation using a separation funnel and dried over magnesmm
sulfate for 1 day. Removal of the b by rotary
followed by distillation at 98-100 °C at 1 mmHg yxelded 859g
(90% yield) of the product, dimethylnonylamide.

Dimethylnonylamine. To a 250-mL two-necked flask fitted
with a condenser and dropping funnel (with side tube) was added
6 g of LiAH powder followed by the slow dropwise addition of
100 mL of anhydrous THF with thorough mixing. Next, a di-
methylnonylamide (18.5 g, 0.10 mol) solution in THF was slowly
added dropwise to the flask. The resulting mixture was then
heated under a gentle reflux with stirring for 5 h. After cooling,
the excess LiAH and metallic complexes were decomposed by the
careful addition of acetone to the well-stirred mixture. Next, about
an equal volume of dry ether was added to the mixture followed
by careful dropwise addition of about 10 mL of water, after which
the mixture was filtered with suction and the solid residue washed
with a 100-mL portion of ether. The collected solution was then
dried over anhydrous sodium sulfate and the THF—-ether solvent
mixture removed by rotary evaporation. The product was distilled
under reduced pressure (bp 86 °C at 30 mmHg) to yield 14.5 g
(85% yield) of dimethylnonylamine.

Dimethyldecylamide and dimethyldecyl were prepared
in a similar fashion to that just outlined for the Cg nonyl analogues.

Trimethyleneglycol Diacetate. A 30.0-g portion of tri-
methyleneglycol (1,3-propanediol) was slowly added dropwise into
140 mL of gently refluxing acetic anhydride. The mixture was
refluxed for an additional 2 h, and then the acetic acid was slowly
removed by distillation. The resulting solution was then cooled,
poured into ice water, and extracted with benzene. The benzene
phase was neutralized with sodium bicarbonate and washed with
water. After drying over anhydrous magnesium sulfate for 24 h,
the benzene solvent was removed by rotary evaporation and the
product distilled at reduced pressure (96-98 °C at 30 mmHg) to
yield 39.3 g (62% yield) of trimethyleneglycol diacetate.

Trimethylene sulfate was prepared according to Brunken’s
method (15) by mixing trimethyleneglycol diacetate (32 g, 0.20
mol) with dimethyl sulfate (50 g) in a 100-mL round-bottom flask
connected to a distillation system. The flask was immersed in
a 130 °C oil bath and the methylacetate byproduct first slowly
removed from the reaction mixture at slightly reduced pressure,
after which the excess dimethyl sulfate was removed at 100-120
°C with reduced pressure (30 mmHg). The final product was
obtained after high-vacuum distillation (140-160 °C, 1 mmHg)
and yielded 15.5 g (56% yield) of trimethylene sulfate.

Other Materials. Steroid hormones (estrone, S-estradiol,
estriol, and progesterone), vitamin E, proteins (bacteriorhodopsin,
from Halobacterium halobium; cytochrome c, type III, from horse
heart), and the nonionic surfactants (Triton X-114 and Brij-35)
were all obtained from Sigma Chemical Co. (St. Louis, MO). Octyl
B-D-glucoside was purchased from Boehringer Mannheim (In-
dianapolis, IN). Polyoxyethylene (7.5) nonyl phenyl ether
(PONPE-17.5) was obtained from Tokyo Kasei Industries Co.
(Tokyo, Japan). A premium standard coal sample (200 mesh)
was kindly provided by Professor Fawzy S. Sadek (Winston-Salem
State University, Winston-Salem, NC). All other reagents/sol-
vents used were of the best commercial grade available.

Procedures. Phase Diagrams and Phase Ratio Determina-
tions. The phase behavior for each surfactant system under
different experimental conditions was determined by observing
the temperature required for clarification of the solution upon
heating or the onset of turbidity upon subsequent cooling of a
1.0-mL aqueous solution of the surfactant in a small sample tube
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placed in a controlled temperature water bath (Haake, Berlin,
Germany). The slope of the temperature change of the water bath
was less than 1 °C/15 min.

The volumes of the respective surfactant and aqueous phases
upon phase separation were measured using calibrated glass tubes.
The surfactant solution was placed into the tube and the tube
allowed to sit in a constant-temperature cold room (4 °C) for 1
week prior to measurement of the respective phase volumes. The
results were the average of triplicate measurements.

“Cloud Point™ Extraction Prior to HPLC Analysis. A 0.10-g
portion of the zwitterionic surfactant was poured into 5.00 mL
of the steroid hormone or vitamin-containing sample solutions.
The solution was mixed for 5 min and centrifuged (1500 rpm, 10
min) in order to promote the phase separation. Aliquots (25 uL)
of the surfactant-rich and aqueous phases were withdrawn using
Hamilton microsyringes, and 10 L of each phase was then injected
into the high-performance liquid chromatographic system (Waters
Model 510 HPLC pump, Model U6K injector, and Model 484
absorbance detector) for analysis. For comparison purposes, the
cloud point extraction was also conducted in a similar manner
using a nonionic surfactant system in which the sample was
dissolved in a 2 g/L PONPE-7.5 aqueous solution.

Coal Extraction. A 0.05-g portion of coal (200 mesh) was
poured into 10.0 mL of 0.05 g/mL Cy-APSO, solution. The
suspension was heated at 80 °C for 5 min and stirred during this
period. Following filtration, the solution was cooled to room
temperature and centrifuged at 1500 rpm for 10 min. A 20-uL
aliquot of the surfactant-rich phase was then taken and injected
for HPLC analysis.

Protein Extraction. A 0.20-g portion of C¢-APSO, and 0.90
mL of 0.056 M MES, HEPPES, or CHES buffer were placed into
a 2.0-mL test tube. After the surfactant was dissolved, or the
solution separated into two clear liquid phases, the tube was placed
into an ice water bath for at least 10 min. Next, 0.10 mL of
cytochrome ¢ or bacteriorhodopsin solution was added to the test
tube and the resulting solution gently stirred for 5 min, after which
it was centrifuged for 10 min at 1500 rpm. A 0.50-mL aliquot
of the aqueous phase was withdrawn and mixed with an equal
volume of 1% (w/w) Brij-35 buffered solution. The absorbance
of this solution was measured (Varian Cary Model 219 spectro-
photometer) against a blank prepared in the same manner exept
that the proteins were absent. The extraction percentage of the
proteins was calculated as a function of solution pH on the basis
of the material balance of the proteins and the phase ratio of the
surfactant-rich extraction and bulk aqueous phases.

RESULTS AND DISCUSSION

Phase Diagrams of Aqueous Zwitterionic Surfactant
Solutions. Figure 2 gives the phase diagrams, i.e. plots of
the temperatures at which the two coexisting isotropic phases
convert to a single isotropic solution as a function of the
surfactant concentration of the solution, for the two zwit-
terionic surfactants, Co-APSO, and C,-APSO,, examined.
The cloud points (i.e. upper critical temperatures) determined
for these two zwitterionic surfactants in pure aqueous solution
are 65 and 88 °C for C4-APSO, and C,-APSO,, respectively,
which are in good agreement with values reported by Nilsson
et al. (14). It was also observed that the cloud point of these
zwitterionic surfactants did not change even if the solutions
were heated for over 2 h at 80 °C. This indicates that the
zwitterionic surfactants are quite stable in aqueous solutions
even at relatively high temperatures. As previously mentioned,
these zwitterionic surfactants exhibit a different type of phase
separation behavior compared to that of nonionic surfactant
solutions in that an upper (Figure 2) rather than lower (Figure
1) consolute boundary is present in the case of the zwitterionic
system. Consequently, one can cause the phase separation
behavior to occur and conduct extractions at much lower
temperatures with zwitterionic surfactants compared to that
possible with nonionics. For instance, the cloud points for
aqueous 1.0% (w/v) solutions of the nonionic surfactants,
Triton X-100 and Triton X-114, are 64 and ca. 23-27 °C,
respectively.
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Figure 3. pH dependence of cloud point temperature of an aqueous
5% (w/w) Cg-APSO, solution; total salt concentration = 0.05 M.

Since many anaytical systems require pH control, the phase
behavior was also determined as a function of pH. Figure 3
illustrates the pH dependence of the cloud point for a 5%
(w/v) Co-APSO, solution. As can be seen, the cloud point
remained relatively constant over the pH range 4-10. How-
ever, on the more acidic side, the cloud point of the solution
dramaticelly decreased as the acidity was increased until a
completely clear homogeneous solution resulted at pH = 0
at temperatures above 0 °C. Since the second dissociation
constant of hydrosulfuric acid is reported by be 1.91 (16), it
is thought that this behavior reflects the fact that the sulfate
group of the zwitterionic Cg-APSO, surfactant is being pro-
tonated as the pH is lowered. Thus, one is converting the
zwitterionic surfactant to a cationic surfactant, CoH;gN*-
(CH;),0S0;H, in this region. This phenomenon will prove
to be useful since it allows one to manipulate the pH following
the zwitterionic phase separation extraction step in order to
obtain a clear and nonviscous surfactant phase.

The ionic strength also can affect the cloud point. For
nonionic surfactants, most added salts, such as sodium sulfate,
cause a decrease in the cloud point compared to that observed
in water alone. In contrast, as shown in Figure 4 for the
zwitterionic surfactant Co-APSO;, the cloud point temperature
increased with increases in added salt concentration. This
is probably due to a salting-out type effect. The ability to
use both the pH and ionic strength effects to alter the cloud
point of these zwitterionic surfactants is important since it
allows one to control the critical temperature.

Figure 5 shows the cloud point dependence as a function
of composition for a mixed zwitterionic-nonionic surfactant
system. As the concentration ratio of the nonionic surfactant,
octyl glucoside, was increased, the cloud point temperature
for the zwitterionic surfactant solutions decreased. In fact,
the cloud point temperature was depressed to below 0 °C when
the ratio of octyl glucoside present was greater than 40% (for
Cy-APSQy) or 50% (for Cy(-APSO,). Thus, the temperature
required for phase separation can be predictably controlled
by appropriate changes in the concentration or concentration
ratio of zwitterionic and nonionic surfactants. This ability
to lower the cloud point temperature will prove to be im-
portant in those instances where separation of thermally labile
compounds (such as biomaterials) by the cloud point ex-
traction technique is desired.

Cloud Point Extraction as a Preconcentration Tech-
nique for HPLC. Figures 6-8 each show the chromatographs



ANALYTICAL CHEMISTRY, VOL. 63, NO. 21, NOVEMBER 1, 1991 » 2523

100
- L
e 8of
Q
e
=
2
«
8
Q
Q.
E 60
= 2L
4 " _ - ; g
0.0 0.2 0.4 0.6 0.3 1.0

[Na,SO, 1 / mol dm™3

Figure 4. Plot of the dependence of the cloud point of an aqueous
5.0% (w/w) C4-APSO, solution upon added salt (sodium sulfate)
concentration.
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Figure 5. Cloud point of an aqueous mixed solution of indicated
zwitterionic surfactant, (@) Cg-APSO, or (O0) C,,-APSO,, and octyl
glucoside as a function of the total surfactant compositicn; total sur-
factant = 0.20 g; 1.00 mL of water.

of some steroid hormones and vitamin E prior to (reference
chromatograph a in each figure for injection of the indicated
analyte(s) originally present in surfactant solution) and after
the cloud point extraction/preconcentration step after in-
jection of the surfactant-rich phase of a nonionic surfactant,
PONPE-7.5 (chromatograph b), or zwitterionic surfactant,
C10-APSO, (chromatograph c in each figure). As is evident
from the figures, each analyte chromatographic peak height
(or area) was considerably increased when the species was
concentrated into the surfactant-rich extractant phase. The
concentration factors achieved and percent recovery of the
analytes are summarized in Table . Good recoveries were
obtained for both the nonionic and zwitterionic mediated cloud
point extractions despite the fact that the volume ratio of the
surfactant-rich phases was extremely small. Under the ex-
perimental conditions employed, the concentration factors
obtained ranged from ca. 10 to 20 when the PONPE-7.5
nonionic surfactant was used compared to ca. 25-45 for the
C,o-APSO, zwitterionic surfactant. In addition to these better
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Figure 6. Chromatograms of the steroid hormones: (A) estriol, (B)
B-estradiol, and (C) estrone following injection of sample in (a) 2 g/dL
C40-APSO, solution prior to phase separation extraction, and the
surfactant-rich phase following a cloud point extraction using (b) the
nonionic surfactant PONPE-7.5 or (c) zwitterionic surfactant C,,-APSO,.
HPLC conditions: 10-cm C,4 column; 40% (v/v) aqueous acetonitrile
mobile phase; flow rate of 1.0 mL/min; detection at 280 nm.
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Figure 7. Ci or of p (peak A) following injection
of sample in (a) a reference 1% (w/w) Bri)-35 surfactant solution not
subjected to any cloud point extraction, and in the surfactant-rich
phases following cloud point extraction with (b) PONPE-7.5 or (c)
zwitterionic C,,-APSO,. The large peak in chromatogram b is that of
the nonionic surfactant, PONPE-7.5. HPLC conditions: 10-cm Cyg
stationary phase; 60% (v/v) aqueous acetonitrile mobile phase; flow
rate of 1.0 mL/min; detection at 260 nm.
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Figure 8. Chromatograms of vitamin E (peak A) following injection of
samples in media a, b, and ¢ as noted in Figure 7. The huge peak
in chromatogram b is due to PONPE-7.5. The smaller peaks on either
side of peak A in chromatogram c are due to decomposition products
from vitamin E. HPLC conditions: 10-cm C,, stationary phase; 96 %
(v/v) aqueous acetonitrile mobile phase; flow rate of 2.0 mL/min;
detection at 254 nm.
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Table I. Summary of Concentration Factors and Percent
Recoveries Possible for Surfactant Mediated Phase Separations
ic and Nonionic Surf:

Using Zwi i Systems
% concn
component  recovery factor
surfactant system d hieved hieved
PONPE-7.5, 2 g/dL at 35 °C  estriol 67 12
B-estradiol 80 19
estrone 82 19
progesterone 11
Cy-APSOy, 2 g/dL at 35 °C  estriol 90 26
B-estradiol >96 35
estrone >06 35
progesterone 88 29
PONPE-7.5, 2 g/dL at 30 °C* vitamin E dec?
Cy-APSO,, 2 g/dL at 30 °C*  vitamin E 45

90.001 M 2-mercaptoethanol present. °Vitamin E decomposed.
Some d it itami d.

p of vitamin

concentration factors, the use of the zwitterionic rather than
the nonionic surfactant in the phase separation extraction
procedure led to somewhat better recoveries for the analytes
examined. The phase separation of the zwitterionic C,-APSO,
and C,-APSO, systems was also faster than that of the
nonionic PONPE-7.5 system. This fact suggests the possibility
of applying this zwitterionic system to continuous-flow
schemes such as multisolvent extraction or flow injection
analysis.

Almost all of the economical commercially available non-
ionic surfactants, such as PONPE-7.5 or Triton X-114, which
have a suitably low cloud point temperature (i.e. near room
temperature) and have been previously employed in cloud
point extractions, possess an aromatic ring. Thus, they exhibit
an absorbance band at 254 nm, which is a popular detection
wavelength for other aromatic organic compounds as well as
many biological materials. Due to the fact that the surfac-
tant-rich extractant phase contains considerable surfactant,
a huge absorbance peak will result in the ultraviolet region
of the spectrum when such nonionic surfactants are used. As
illustrated in the figures (chromatograph b in each case), this
causes problems when the nonionic PONPE-7.5 surfactant
is used in the cloud point extraction. In the case of the steroid
hormone separation (Figure 8), the start of a huge peak due
to the elution of the nonionic PONPE-7.5 surfactant is ob-
served after separation of the hormones and several hours time
is required for its total elution. Furthermore, in the case of
progesterone (Figure 7) and vitamin E (Figure 8), the huge
PONPE-7.5 surfactant peak overlapped the chromatographic
analyte peaks. Such problems were not encountered when
the zwitterionic surfactants Cy-(or C,0)-APSO, were used since
they only neglibly absorb near 254 nm. This fact should
facilitate not only ultraviolet absorbance detection of analytes
in the surfactant-rich phase but also fluorescence and phos-
phorescence detection as well.

Another advantageous property of the zwitterionic sur-
factant system is that they have their two-phase region at the
lower temperature side, as previously described (Figure 2).
Consequently, one does not have to heat the solution to cause
the phase separation to occur. This is very important in
attempting to extract thermally labile compounds or mem-
brane proteins and yet minimizing their decomposition or
degradation. In addition, studies have shown that zwitterionic
detergents are good solubilization agents and their use in lieu
of other charge-type surfactants can minimize decomposition
of biological compounds or protein denaturation in many
instances (17). This aspect is illustrated by the vitamin E data
(Table I, Figure 8). As can be seen, the cloud point extraction
using the nonionic surfactant resulted in substantial decom-
position of vitamin E whereas its decomposition was much
less extensive if the zwitterionic surfactant was used in the

tiln‘-nel min

Figure 9. Chromatogram of the surfactantrich extractant phase
following cloud point extraction of a coal sample with C;-APSO,. The
dotted line represents the chromatograph obtained following injection
of a standard anthracene solution. Chromatographic conditions: 10-cm
Cg column; 70:10 (v/v) acetonitrile:water mobile phase; flow rate of
1.00 mL/min; detection at 254 nm,

extraction (both conducted at 30 °C). Essentially no vitamin
E decomposition was observed if the zwitterionic extraction
was done at 12.5 °C.

The fact that the zwitterionic surfactant system has its
two-phase region at the lower temperature side could also
prove to be important with respect to convenience in at-
tempted extractions from solid matrices. The extraction of
hydrophobic compounds from a solid sample often requires
heating to improve mass transfer. For zwitterionic surfactant
solutions, a clear homogeneous surfactant micellar solution
will result at the required higher temperatures with phase
separation subsequently occurring when the solution is cooled
back to room temperature. Nonionic surfactant solutions
would give the opposite behavior. In this regard, Figure 9
shows the chromatograph obtained for the surfactant-rich
phase following the cloud point extraction of a coal sample
using the zwitterionic surfactant Co-APSO,. Although the
extraction system was not optimized, it appears that some
anthracene was extracted from the coal sample on the basis
of a comparison of the retention times with pure standards.
This ability to use zwitterionic surfactants for the extrac-
tion/preccncentration of hydrophobic species from solids may
prove useful in such applications as pesticides in plants, po-
lycyclic aromatic hydrocarbons in dusts or biomass, etc.

A poteritial problem with use of these zwitterionic surfac-
tants in cloud point extractions stems from the fact that their
critical micelle concentrations, cme’s [0.045 M (=1.4 wt %)
for C4-APSO, (14); greater than 0.50 wt % for C,;-APSO,],
are much higher than those of nonionic surfactants [i.e. 0.20
and 0.35 mM for Triton X-100 and Triton X-114, respectively
(4)]. This means that the surfactant “lost” to the aqueous
phase in each extractive preconcentration step will be greater
for the zwitterionic surfactants. However, the surfactant that
has been lost to the aqueous phase can be recovered by the
addition of a high concentration of salt.

A general problem encountered for both zwitterionic and
nonionic surfactants in the cloud point extraction technique
was that the surfactant-rich phase was almost too viscous for
convenient sampling by a HPLC microsyringe. It required
several minutes to accurately draw a sample from this phase.
However, the addition of a small volume of methanol to the
surfactant-rich phase after its initial removal from the
aqueous-rich phase proved to be effective in decreasing the
viscosity of the surfactant-rich phase.

Cloud Point Extraction of Membrane Proteins. The
hydrophobic membrane protein, bacteriorhodopsin, was ef-
ficiently extracted into the zwitterionic Cg-APSO, surfactant
phase at slightly acidic pHs (i.e. 5.5-6.5), while the hydrophilic
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Figure 10. Percentage extraction of bacteriorhodopsin (®) and cyto-
chrome ¢ (O) as a function of solution pH for cloud point extraction
with the zwitterionic surfactant C-APSO, at 4 °C.

protein, cytochrome ¢, was not extracted, as shown in Figure
10. This demonstrates that the cloud point type of extraction
using the zwitterionic surfactant mediated phase separation
approach can also be utilized for the isolation/purification
of integral membrane proteins, as had been previously re-
ported only for the nonionic surfactant Triton X-114 (10-13).
An advantage of the zwitterionic surfactant mediated ex-
traction process compared to that with Triton X-114 is that
the extraction can be carried out at much lower temperatures
(at or below 0 °C). This is significant since use of lower
extraction temperatures helps to prevent or minimize protein
denaturation; particularily in view of the reported fact that
there can be significant loss of activity for some enzymes in
the highly concentrated Triton X-114 surfactant-rich phase
(18). An additional attractive feature stemming from the use
of zwitterionic surfactants in protein extraction/isolation
schemes is that it will be much easier to subsequently separate
the protein molecules from the zwitterionic surfactant-rich
phase by dialysis. This stems from the fact that dialysis is
most suitable for removal of the detergent from protein
molecules in situations where the surfactant has z relatively
high emc value (i.e. > 1 mM) (19), which is the case for the
zwitterionic surfactants examined in this work.

It should be noted that the surfactant medizted phase
separation technique is similar to the aqueous polymer me-
diated phase separations, so-called “aqueous two-phase
systems”. Such aqueous two-phase systems have been widely
employed for the extraction of macromolecules (20, 21). In
fact, the general method is routinely applied for the separa-
tion/purification of a variety of biomaterials, i.e. DNAs, cells,
proteins, etc. However, the general aqueous two-phase sep-
aration technique is reportedly not very effective for the
separation of simpler, smaller organic species (20). Thus, the
surfactant cloud point extraction technique described in this
paper is more versatile since it can be applied to the separation
of not only macromolecules but also smaller molecules/species,
such as organic compounds, metal chelates, and oligomers.
Also, according to a recent presentation, such cloud point
extractions require less extractant material (i.e. the amount
of surfactant required for the cloud point technique is much
less than the amount of polymer materials required for

aqueous polymeric two-phase-based extractions) (22). In
addition to the extraction of relatively hydrophobic species,
as demonstrated in this paper, it is expected that use of ap-
propriate affinity ligands in conjunction with the zwitterionic
surfactant mediated phase separation technique will also allow
for the extraction of more hydrophilic species, as has been
reported for some aqueous two-phase systems (21, 23, 24).
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CORRESPONDENCE

Quadrupole Fourier Transform Mass Spectrometry of Oligosaccharides

Sir: The investigation of bioorganic molecules in Fourier
transform mass spectrometry (FTMS) has been greatly ad-
vanced by the addition of the external source (I-8). Sepa-
rating the ion source from the analyzer allows the use of ion
sources that generate pressures generally much higher than
those necessary to operate the FTMS system (1-8). Thus,
the use of liquid secondary ion mass spectrometry (LSIMS)
(9) in the FTMS system has been made possible only with
an external source (4, 10, 11). Hunt and Mclver first showed
the capability of liquid secondary ion mass spectrometry
(LSIMS)/FTMS on peptides (11). A detection limit of 10
pmole and resolution as high as 20000 for a peptide with a
mass m/z 1758 was obtained (11). Subsequent studies by
Hunt and others show that peptides larger than m/z 10000
can be generated and observed (12). The trapped-ion tech-
nique has several inherent advantages. Collisionally induced
dissociation can be performed without loss in resolution due
to kinetic energy release (13). Ions are all simultaneously
sampled during the analysis (I, 2). Photodissociation of
trapped ions is far simpler, particularly with low duty time
lasers such as excimers (14). Thus, the photodissociation of
peptides has been performed in the FTMS system to yield
useful sequence information (14-16). Photodissociation has
been performed on a 30-pmole sample of a peptide derived
from spinach chloroplasts, yielding full sequence information
(15). A comparison of FAB fragmentation and photodisso-
ciation of peptides shows that photodissociation produces
many of the ions found in FAB alone as well as other frag-
ments not observed in the FAB spectra (16). The general
performance of FTMS is also enhanced with an external
source (4, 17). For example, masses as large as m/z 31830
corresponding to the cesium iodide cluster (CsI);5,Cs* have
been observed as well as resolution of 53000 for m/z 9746
corresponding to the cluster (CsI)g;,Cs* (4, 17).

Despite its general utility, QFTMS has been used with a
relatively few classes of bioorganic compounds. We have
begun the study of oligosaccharides using a QFTMS instru-
ment recently built in our laboratory. No studies exist on
LSIMS/FTMS of this class of compounds although the laser
desorption/FTMS of oligosaccharides has been reported (18).
In this report we show the ideal compatibility of these com-
pounds with LSIMS/FTMS. In contrast to the lack of
fragmentation, the presence of pseudomolecular peaks, and
the overabundance of matrix ions reported for the FAB
spectra of oligosaccharides in sector instruments, we find the
spectra of these compounds to be very nearly free of matrix
ions with large abundances of both parent and fragment ions
(19).

EXPERIMENTAL SECTION

All experiments have been performed on the UC Davis QFTMS
instrument, which has been described in an earlier publication
(20). Ions are produced in a SIMS source fitted with an Antek
Cs* gun operating between 5 and 10 kV. The primary beam is
pulsed and accelerated to a copper probe tip that contains the
sample in a glycerol or glycerol/thioglycerol matrix. The resulting
secondary ion beam is extracted and guided by a 119 cm long
quadrupole ion guide into the analyzer cell contained in the
homogeneous region of a superconducting 3-T magnet from
Cryomagnetics Inc. The ion current has been monitored on the

rear trapping plate of the analyzer cell and is usually between
1 and 10 nA. The ion production/injection time is variable and
is typically between 5 and 500 ms although pulses as narrow as
1 ms are sufficient to obtain signals. The quadrupole, operated
in an rf-only mode, functions only as an ion guide with typical
fr ies. ranging bet; 0.5 and 1.5 MHz, depending on the
mass range desired (21). Pulsing the trapping plate is not nec-
essary to trap the ions. Ions can be collected linearly by increasing
the length of the injection until saturation (space charge limit)
is reached. Saturation can be anywhere between 100 and 1000
ms, depending on the strength of the signal.

To maintain differential pumping, a turbo pump with a
pumping speed of 170 L/s operates on the source. Two APD
cryopumps each with a pumping speed of 2000 L/s (for Ny)
operate on the ion transport region and on the analyzer region.
Pressures ia the source during an experiment are typically in the
range 1071078 Torr, while pressures in the analyzer region are
maintained at 10°-107° Torr.

All the compounds used are commercially available (Sigma and
Aldrich) and are used without further purification. For the low
molecular weight oligosaccharides such as the di- and tri-
saccharides, impurities of higher molecular weight oligosaccharides
are observed. Sample preparation involves dissolving the oligo-
saccharide in water or dilute acid (CH3CO,H or HCI) to form an
approximately 102 M solution. A 1-5-uL portion of the solution
is placed on a copper probe tip that contains 2 uL of matrix
material. For the disaccharides, pure glycerol is used. Mixtures
of glycerol and thioglycerol are used for the larger oligomers.
Before the sample is introduced into the ion source, it is briefly
degassed to remove most of the water. When the sample probe
is in place, it is grounded and bombarded by a Cs* beam produced
from an Antek ion gun with acceleration energies typically between
5and 10 kV. A series of scans are accumulated for each spectra.
The number of accumulated scans varies; for long ion injection
time (e.g. 500 ms) only 10 scans are accumulated, while for the
short (e.g. 5> ms) injection time up to 100 scans are accumulated.
A routine analysis usually lasts several minutes.

RESULTS

Representative QFTMS spectra of several oligosaccharides
are shown in Figures 1-4. Abundant protonated molecular
(MH") and fragment ions are observed with all the oligo-
saccharides we have investigated. a-Lactose (4-O-8-D-
galactopyranosyl-a-D-glucose) and sucrose (a-D-glucopyranosyl
B-D-fructofuranoside) are representatives of the disaccharide
samples.

The sucrose sample we obtained contained trisaccharide
impurities, which are observed as a trio of peaks having m/z
487, 505, and 523 (Figure 1). The protonated molecular parent
of sucrose is readily identifiable, forming the base peak of the
spectrum. An adduct of water (MH + H;0)* is observed for
both the disaccharide (m/z 361) and the trisaccharide impurity
(m/z 523). Major fragmentation due to the cleavage of the
glycosidic bond is also observed (m/z 163) as well as losses
of water molecules from both the parent and the fragment
ions. The cleavage of the glycosidic linkage (m/z 163) is
equivalent. to that commonly reported in the mass spectrom-
etry of oligosaccharides (19). Fragmentation to form the
protonated monosaccharide (m/z 181) is not observed. A
matrix background corresponding to a peak at every mass unit
is observed up to around m/z 325. These signals are, however,
small with intensities less than 10% and usually below 5%
of the base peak. The largest matrix signal is due to pro-

0003-2700/91/0363-2526$02.50/0 © 1991 American Chemical Society
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Figure 1. Liquid SIMS/FTMS of sucrose with glycerol matrix in
broad-band mode. The base peak is the protonated molecular ion.
Unidentifiable matrix ions are present at every mass unit with the
largest matrix signal (m/z 93) due to the protonated glycerol ion (GH™).
Fragment Ions of sucrose are labeled by their masses with the cor-
d in the structure above. The ions
havlng m/z 505 and 523 correspond to oligosaccharide impurities.
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Figure 2. Liquid SIMS/FTMS of lactose with a 5-ms injection width
and 1-ms detection delay (top spectrum) and a 5-ms injection width
and 10-ms detection delay (bottom spectrum) in the broad-band mode.
Two prominent matrix peaks are labeled corresponding to protonated
glycerol (m/z 92, GH) and the protonated dimer (m/z 185, G,HY).
The dimer decomposes at the longer detection delay time (bottom).
Fragment ions are labeled by their masses with the corresponding
fragmentation illustrated in lhe structure above. Both spectra are
to the pi aly | peak.

tonated glycerol (m/z 93), which is 70% of the base peak.

A signal due to Cs* (m/z 133) is often present in the
QFTMS spectrum. Cs* from the cesium gun is sometimes
extracted from the source and injected into the analyzer cell,
albeit in small amounts. We find that the intensity of the Cs*
signal rises as a function of time the sample is in the instru-
ment. Initially, very little or no Cs* is observed and, as the
sample becomes “old”, the Cs* intensity increases. This
phenomenon may be due to the increase of reflecting collisions
between the primary beam and the metal probe tip as the
sample and the matrix are depleted. The gun is mounted 45°
to the probe tip surface, with the extraction aperture forming
an equivalent reflection angle to the Cs* gun. When the
sample is in place the primary beam is deflected away from
the extraction aperture. As the sample is depleted and the
metal surface of the probe becomes exposed, reflecting col-
lisions direct the primary beam toward the extraction aperture.
This is confirmed by the sole presence of Cs* ions after the
sample is nearly depleted.

Two spectra of the disaccharide lactose were obtained to
illustrate the effects of varying the detection delay time on
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Figure 3. Liquid SIMS/FTMS of maltotetraose with glycerol/thioglycerol

(1:1) matrix in the broad-band mode Fragment i lons are labelad by
their The corresp g frags i d in the
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Figure 4. Liquid SIMS/FTMS of maltoheptaose with glycerol/thio-
glycerol (3:1) matrix in the broad-band mode. It is not always possible
to totally eliminate matrix ions, but the oligosaccharide signals are
clearly identifiable. Signals due to the matrix ions are labeled as G,H*.
Fragment ions are labeled by the their masses with the correspondlng
fragmentation illustrated in the structure above.

the general appearance of the spectrum. Figure 2 consists of
spectra produced with an ion injection time of 5 ms with a
detection delay time of 1 ms (top spectrum) and a detection
delay time of 10 ms (bottom spectrum) after the ion injection.
Large abundances of protonated glycerol (m/z 93, 97% rel-
ative abundance) as well as the protonated dimer (m/z 185,
base peak) are observed at the shorter detection delay time.
With the longer detection delay time the dimer ion abundance
decreases relative to the protonated glycerol. The mono-
glycerol signal increases as the diglycerol cluster decreases but
is not observed in this comparison because both spectra have
been normalized to the protonated glycerol base peak. In-
terestingly, the intensity of the saccharide fragment ions also
increases slightly with respect to the parent.

Weak abundances of background matrix ions are also ob-
served with larger oligosaccharides (Figures 3 and 4). The
spectrum for maltotetraose (Figure 3), for example, is nearly
devoid of matrix ions. No attempts have been made in the
experiments to filter out these ions using the quadrupole rods
in any of the spectra shown. Although matrix ions can usually
be minimized, it is not yet possible to totally eliminate them,
as evidenced by the peaks labeled G,H* in the maltoheptaose
spectrum. Both examples, maltotetraose and maltoheptaose
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Figure 5. FABMS of maltotetraose using a glycerol matrix in a VG
ZAB-2F instrument. Identifiable signals due to matrix and matrix/an-
alyte complex ions are labeled accordingly (e.g. G,H" or [MH + G,]*).
A parent ion is obtained as well as two major fragment ions, which
are also observed in the QFTMS spectra, i.e. m/z 325 and 487,
respectively.

yield large fragment ion abundances. The spectrum of
maltotetraose is significant in that underivatized samples of
this compound have been reported to produce little frag-
mentation in sector instruments (22). For comparison, we have
obtained the spectrum of this compound using a VG ZAB-2F
double-sector instrument (Figure 5). The prevalence of matrix
ions in this spectrum is apparent as well as the formation of
complexes between analyte and matrix molecules (M + G,
+ H)* (23). Fragment ions are formed, however, corresponding
to the loss of one and two glycoside units. The major fragment
peak observed in both instruments corresponds to the same
ionic species (m/z 325). The relative abundance of the parent
is greater in the sector than in the QFTMS instrument.

The large abundances of fragment ions as well as the lack
of matrix and matrix/analyte clusters may be attributed to
the significantly different time scales between the two MS
methods. The time between ion production and ion detection
for sector instruments is in the order of microseconds, while
for the FTMS system it ranges from milliseconds to even
minutes. We propose that sufficient internal energy is ob-
tained by the ions during LSIMS and FAB ionization to
produce the unimolecular fragmentation of both the oligo-
saccharide and matrix cluster ions. However, only the longer
experimental time scale of FTMS allows the ions sufficient
time to undergo a greater degree of fragmentation. This effect
is somewhat illustrated by the two spectra of lactose, where
the detection times are varied. It is further evidenced by the
similarity in fragment ions observed in both the QFTMS and
ZAB spectra. Thus, by varying the detection delay time with
the QFTMS instrument, it is possible to vary the relative
abundance of the parent and fragment ions (24). In sector
instruments, derivatization is often used to increase the yields
of fragmentation. However, derivatization significantly in-
creases the mass of the compound and represents an added
step (25). Other complications occur during derivatization
such as noncompletion and even degradation of naturally
occurring, partially derivatized oligosaccharides (26). Thus,
in general, fragmentation without derivatization is clearly
desirable.

By far the major cleavage reactions observed with all the
oligosaccharides we have investigated in the QFTMS instru-
ment correspond to the same as those observed for the di-
saccharides. These cleavages occur strictly along inter-
glycosidic linkages, producing the fragments shown earlier.
The fragmentation features of maltohexaose and malto-

heptaose differ slightly from those of smaller oligomers in that
sequence peaks appear as doublets starting with the tetra-
saccharide fragment ions of the larger oligomers up to the
parent peak. The doublets correspond to dissociations oc-
curring on both sides of the connecting oxygen atom (Figure
4).

A recent, report has shown that surface-induced dissociation
(SID) occurs when ions are transported by the quadrupole rods
and collided with a 90% transmittance wire mesh, which forms
the front trapping plate (i.e. the trapping plate closest to the
quadrupole rods) of the analyzer cell (26). We must emphasize
that the UCD instrument contains a solid stainless steel plate
with a 2-mm aperture as a front trapping plate. Ions enter
unhindered through the hole into the analyzer cell. SID may
occur if the injected ions collide with a solid rear trapping plate
of the analyzer cell. However, the rear trapping plate of our
instrument has a 13-mm hole covered with a high-transmit-
tance gold wire mesh (90% optical transmittance), which is
used as part of the internal electron impact source. The
trapping plate is maintained between 1.5 and 3.5 V, thus
allowing high translational energy ions to go through the mesh
and become lost. In addition, SID on metal surfaces is a
low-efficiency process due to the competition with neutrali-
zation reactions so that the few back-scattered particles are
most likely neutralized. It is, therefore, unlikely that SID
occurs on the rear trapping plate of our instrument. Similar
conclusions have been reported by Williams et al. on their
QFTMS instrument (26). A source for vibrational excitation
could be rcollisions between the ions and the background
neutral either during ion transport or after the ions have been
trapped in the analyzer cell. This mode of excitation is un-
likely due to the low background pressure (6 X 107X Torr) in
the analyzer chamber during the experiments. Hence, we are
fairly confident that ions acquire sufficient energy for de-
composition during ion formation and decompose unimolec-
ularly in the analyzer cell of the FTMS instrument. Further
investigations are underway to probe the magnitude and the
nature of the vibrational excitation.

Cleavages within the glycosidic rings are not observed with
any of the oligosaccharides in the study. This means that no
information on the linkage positions is obtainable. This result
is not atypical for the FABMS of underivatized oligo-
saccharides. However, the CID of the trapped ions or better
yet, the photodissociation, may yield fragmentation of the
glycosidic ring, thus providing linkage information. The large
fragment ion abundances and the low matrix background
means that MS/MS experiments can also be performed on
the daughter ions, yielding further structural information.

The detection limit of the instrument for oligosaccharides
has been determined by using maltotriose. At least 6 ug (12
nmol) of material is needed to obtain a spectrum complete
with parent and fragment ions. With this amount of sample,
a signal/noise ratio of roughly 4 is obtained for the parent
(m/z 505) and about 20 for the most abundant disaccharide
fragment (m/z 325). This limit corresponds well to those
reported for sector instruments, which is between 1 and 5 ug
(27). Further optimization, however, is still being performed
on the instrument.

Satisfactory agreement is obtained between the observed
masses and exact mass for parent and fragment ions despite
the large mass range. An average deviation of 56 ppm between
exact mass and observed mass is obtained for the ions pro-
duced from maltohexaose. This mass range includes the
smallest fragment with m/z 163 to the protonated parent with
m/z 991. This kind of mass deviation is not yet at the best
limit reported for FTMS instruments. Average mass deviation
of less then 10 ppm has been reported for the laser desorp-
tion/FTMS of several oligosaccharides (28). The resulting
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SOH

Figure 1. Structure of meso-BrTPPS,.

standard sample, and it is simple, convenient, and exact.
Limits of detection (20 uL injected) were 160 pg for Mn, 79
pg for Fe, 70 pg for Pd, 36 pg for Cu, and 31 pg for Zn. The
number of simultaneous quantitative determinations of metals
in this method is more and the limits of detection are lower
than that in two reported papers (2, 5).

EXPERIMENTAL SECTION

Apparatus and Chemicals. The high-performance liquid
chromatography system (Model LC-6A, Shimadzu, Japan) con-
sisted of an auto inject valve (20-uL sample loop, Model SIL-64,
Shimadzu, Japan) and a UV-vis spectrophotometer (Model
SPD-6AV, Shimadzu, Japan). A column packed with Lichrosorb
RP-18 (particle size, 5 um; 200 X 4.6 mm id.; E. Merck, West
Germany) was used. A spectrophotometer (Model UV-3000,
Shimadzu, Japan) was used.

The stock solutions of Mn(II), Fe(IIT), Zn(II), Pd(IT), and Cu(II)
(1.000 mg-mL?) were prepared from “high pure” metals by dis-
solving the metal (purity > 99.99%, Shanghai Chemical Co.,
Shanghai, China) in 1:1 (v/v) nitric acid. Working standards were
prepared by diluting the stock solutions. The chelating reagent
meso-tetrakis(3-bromo-4-sulfophenyl)porphine and the other
porphyrins were synthesized according to the method of Fleischer
(7). The meso-BrTPPS, solution (1.5 X 107 mol-L™!) was prepared
by dissolving meso-BrTPPS, in water. The ion-pair reagent was
tetrabutylammonium bromide (TBABr, AR, Shanghai Chemical
Co., Shanghai, China). Double-distilled water was used
throughout. All other r s and solvents were of analytical-
reagent grade.

Formation of Complexes. meso-BrTPPS, (3 mL, 1.5 X 107
mol-L?), 5.0 mL of 1.0 mol-L™* acetate buffer (pH 4.1), 1.0 mL
of 0.01% (w/w) beryllon II (2-(3,6-disulfo-8-hydroxynaphthyl-
az0)-1,8-dihydroxynaphthalene-3,6-disulfonic acid, tetrasodium
salt), and 2.0 ug of Hg(Il) were added to a sample containing
Cu(II), Zn(11), Pd(II), Mn(II), and Fe(III), and the mixture was
diluted to about 15 mL. The solution was heated in boiling water
for 45 min, cooled to room temperature, and then diluted to 25.00
mL for HPLC analysis and spectrophotometric analysis.

Separation of the Complexes and Reagent. For HPLC
analysis, the 5-um ODS reversed phase was equilibrated with an
aqueous mobile phase containing 45% acetonitrile and 55% water
(v/v) (2.0 mmol-L™* TBABr and 10 mmol-L?! acetate buffer pH
5.0). A 20-uL aliquot of the 25.00 mL of prepared solution was
injected by the auto inject valve. The flow rate of the mobile phase
was 1.0 mL-min! and the detection wavelength was 420 nm. The
sensitivity was set at 0.002 absorbance unit at full scale (AUFS).
The amount of each metal was determined by measuring the peak
areas.

RESULTS AND DISCUSSION

Selection of Porphine Reagent. We synthesized a series
of compounds of meso-tetrakis(4-sulfophenyl)porphine (TP-
PS,) derivatives of fluorine, chlorine, and bromine because
the halogen substituents have obvious influence upon the
retention behavior of compounds (8). It was found that each
porphine reagent can form stable complexes with Mn(II),
Fe(III), Zn(IT), Pd(II), and Cu(II) in the conditions chosen
in this paper, and the halogen substituents resulted in an
obvious increase in retentions of TPPS, and their complexes
(Tables I and IT). The retention sequence of the porphyrins

Table I. Capacity Factors (k') of Porphyrin Reagents on a
Cy3 Column®

meso- meso- meso-
TPPS, FTPPS, CITPPS,  BrTPPS,
k210 5.67 9.48 15.19

%Conditions: column, 150 X 5 mm id., 5-um YWG-C,4; mobile
phase, 40% acetonitrile, 60% H;0 (pH 6.0) and 5 mmol-L™* TBA-
Br; flow rate, 1.0 mL-min™!; detection, 420 nm, 0.02 AUFS.

Table II. Capacity Factors (k') of Porphrin Complexes on
the C;3 Column

Mn(II) Fe(Ill) Zn(Il) porphine Pd(I) Cu(II)

TPPS® 1.82 240 1024 1115 1115 13.72
m-BrTPPS;>  0.55 1.27 189 491 954 9.68

aConditions: column, 200 X 4.6 mm i.d., 5-um, Lichrosorb RP-
18; mobile phase; acetonitrile-water (40:60, v/v) containing 8.0
mmol-L! TBABr, pH 4.1; flow rate: 1.0 mL-min; detection: 420
nm, ).002 AUFS. ?Conditions: column, 200 X 4.6 mm i.d., 5-um,
Lichrosorb RP-18; mobile phase, acetonitrile-water (45:55, v/v)
containing 2.0 mmol-L! TBABr, pH 5.0; flow rate, 1.0 mL- min%;
detection, 420 nm, 0.002 AUFS.

is meso-BrTPPS, > meso-CITPPS, > meso-FTPPS, >
TPPS,. The values of &’ for the porphyrins increased with
the decrease of the electronegativities of the halogen sub-
stituents and with the increase of the size of porphine mol-
ecules. In the optimum conditions, TPPS, and its complex
of Pd(II) are not separated but meso-BrTPPS, and its com-
plexes of five metal ions are completely separated. Neither
the complex of Pd(IT) with meso-FTPPS, nor meso-CITPPS;
is completely separated, thus meso-BrTPPS, was selected for
the further HPLC research to separate and determine more
metal jons.

Formation of Complexes. Our experimental results
showed that Fe(III) or Mn(Il) complexes formed slowly with
meso-BrTPPS,, thus Hg(I) (9) was used to catalyze the re-
action of Mn(Il) and meso-BrTPPS,. The 2.0-ug amount of
Hg(II) used in this experiment was enough. Beryllon II (10)
was used to efficiently catalyze the reaction of Fe(III) and
meso-BrTPPS,, but it had little influence upon the complex
reaction of Mn(II), Zn(II), Pd(II), or Cu(II). The amount of
beryllon Il used in our studies was examined, and 1.0 mL of
0.01% (w/w) beryllon II solution was enough. Beryllon I has
no absorbance at about 420 nm, so it has no influence upon
the separation of the metal complexes. All peak areas of the
complexes showed little change after 2 days. It was found that
the pH change from 4 to 7 had little effect on the chelating
reactions of Cu(Il), Zn(II), Mn(II), and Pd(II) but the ab-
sorbance of Fe(III) decreased at pH > 4. The pH value of
4.1 was usad in this paper. The 5-mL amount of 1.5 X 107
mol-L! meso-BrTPPS, solution used in the experiments was
enough. The UV-vis spectra of these complexes and the
reagent are shown in Figure 2. The wavelength of 420 nm
was chosen as the detection wavelength so that all the com-
plexes could be detected simultaneously.

HPLC Separation of Mn(II), Fe(I1l), Zn(II), Pd(II),
and Cu(II) Complexes. When a mixture of methanol-water
(containing TBABr) was used as the mobile phase, the com-
plexes and the reagent gave wide and tailing peaks. Aceto-
nitrile-water (containing TBABr) mixture proved to be a very
good mobile phase for this separation and was selected.

The effect of the concentration of CH;CN and TBABr on
the capacity factors (k') was examined (Figures 3 and 4). The
retention and resolution decreased with increasing concen-
tration of CH5CN and increased with increasing concentration
of TBABr. The concentration of 456% (v/v) CH3CN and 2
mmol-L! TBABr was adopted. The metalloporphyrin of
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Figure 2. Absorption spectra of complexes and reagent. Experimental
conditions: All the complexes and the reagent were dissolved in the
chosen mobile phase and the concentrations were all 3.0 X 108
mokL™", pH 4.1; for the jon spectra of the ce
was the reagent blank; for the absorption spectra of meso-BrTPPS,,
the reference was water.
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Figure 3. Effect of concentration of CH,CN on the capacity factor:
2 mM TBABr, pH 5.0, 1.0 mL-min~".

Mn(II) exists in the form of Mn®*(meso-BrTPPS,)-(TBA*),
in the mobile phase because the metalloporphyrin of Mn(II)
can be easily oxidized into the metalloporphyrin of Mn(III)
(11). So the metalloporphyrin of Mn(III) was eluted before
that of Fe(III).

The effect of pH in the mobile phase on the capacity factor
and the peak area was studied (Table III). The higher the
pH of the mobile phase, the shorter the retention time. The
resolution of peaks decreased with increasing pH for these
complexes, but the peak areas showed little change. The
reason the retention time increased with a decrease in pH may
be that the concentration of the acetate ion (Ac) in the eluent
decreased as pH decreased, thus the neutral ion pa.u- TBA*Ac
decreased and the ion pairs of the metal compl

CONC. OF CHCN

Pd
m—BrTPPS,

10 20 30 40 50

CONC. OF TBABr (mM)

Figure 4. Effect of concentration of TBABr on the capacity factor:
45% CH,CN (v/v), pH 5.0, 1.0 mLmin™".

Zn| p™-BrTPPS,

Mn

0 10 20 30
RETENTION TIME (min.)

Figure 5. Separation of Mn(11), Fe(I1I), Zn(II), Pd(II), and Cu(II)
meso-BrTPPS, complexes by HPLC: column, 200 X 4.6 mm 5-um
Lichrosorb RP-18; mobile phase, 45% CHyCN (v/v), 55% H,0 (v/v),
2 mM TBABr, and 10 mM acetate buffer (pH 5.0); flow rate, 1.0
mL-min~'; sample, 20 uL containing 0.16 ug-mL" of every metal ion;
detector, UV at 420 nm, 0.002 AUFS.

Table II1. Effect of the pH of the Mobile Phase on the
Capacity Factor and the Peak Area®

%
pH

4.1 44 4.7 5.0 5.4
MnL 1.47 0.64 0.57 0.55 0.53
FeL 2.15 1.45 1.38 1.27 1.18
ZnL 14.60 5.03 3.76 1.89 0.73
PdL 25.88 17.80 12.29 8.54 4.92
CuL 29.94 20.54 14.13 9.68 5.52
L 14.06 10.09 7.10 491 1.59

% Experimental conditions: 45% CHZCN (v/v), 2 mM TBABr,
1.0 mL:min.

value of pH 5.0 was chosen in this paper. It was found that
the ration of acetate buffer also had some effect on

to the retention time of the metal complexes increased. The

the separation, and 10 mmol-L* acetate buffer was suitable
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Table IV. Result of Sample Analysis

element ref value, ugg? found,® ug-g™? SD? RSD*
Mn 75.4 71.9 1.88 2.61
Fe 431 439 22.98 5.24
Zn 22.8 234 0.27 1.17
Cu 10.4 10.2 0.18 1.78
Pd not found

a Average value of five determinations. ?Standard deviation.
°Relative standard deviation.

for the separation. When the concentration of acetate buffer
is larger than 10 mmol-L, the retention time of the metal
complexes will decrease and this experimental result is also
an evidence of the previous explanation for the effect of pH
upon the retention time. In this paper, 1.0 mL-min™ was used
as the flow rate and a 20-uL sample was injected. Chroma-
tograms obtained under these conditions are shown in Figure
5.
Calibration Curves. The calibration curves for the de-
termination of Mn(II), Fe(III), Pd(II), Cu(II), and Zn(IT) were
linear over the range (0.07-4.4) X 10 M for Mn, (0.07-4.3)
X 108 M for Fe, (0.04—4.0) X 10 M for Pd, (0.06-5.0) X 10-¢
M for Cu, and (0.06-5.0) X 10 M for Zn; Mn, C (ug-mL™)
= (7.80 X 107) X area; Fe, C (ugmL™) = (4.00 X 107) X area;
Pd, C (ug-mL™) = (3.43 X 107) X area; Cu, C (ug-mL™?) = (1.81
X 107®) X area; and Zn, C (ug-mL™?) = (1.54 X 107®) X area.
The following detection limits (at a signal-to-noise ratio of 2:1)
for metals (20 uL injected) were achieved: 160 pg of Mn, 79
pg of Fe, 70 pg of Pd, 36 pg of Cu, and 31 pg of Zn.
Effect of Foreign Ions. The effect of the presence of other
ions on the determination of Mn(II), Fe(III), Zn(II), Pd(I),
and Cu(II) was examined. It was found that metal ions such
as Cd(II), Pb(II), Hg(II), Co(II), and Ni(II) which could react
with meso-BrTPPS, would not interfere with the determi-
nation, because they did not form complexes with meso-

BrTPPS; or the formed metal complexes were not eluted.

Sample Analysis. The peach leaves standard sample (No.
08501) was provided by the Institute of Environmental
Chemistry, Academia, Sinica, Beijing. The results are shown
in Table IV. The contents of Mn, Fe, Zn, and Cu obtained
are in good agreement with the reference values.
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TECHNICAL NOTES

Determination of Total and Free Sulfur Dioxide in Wine by Flow Injection Analysis and
Gas-Diffusion Using p-Aminoazobenzene as the Colorimetric Reagent

Jordi Bartroli,* Manel Escalada, Cecilia Jimenez Jorquera, and Julian Alonso

Departament de Quimica, Universitat Auténoma de Barcelona, 08193 Bellaterra, Spain

INTRODUCTION

Sulfur dioxide is typically used as an antioxidant and an-
tiseptic in winemaking. As a result, this substance occurs in
two different forms in wine: free (aqueous SO, and HSO;,
the actual active fraction) and bound to aldehyde and ketone
groups (basically acetaldehyde, with which it forms hydrox-
ysulfonates) (I). The total and free SO, contents of wine are
key analytical parameters for must and wine quality control;
the amounts added to wine should ensure adequate protection
while complying with prevailing legislation. Processing of a
large number of samples calls for the use of automated
methods minimizing analytical times and costs in addition
to providing major advantages over the typically laborious
classical distillation methods (2, 3) and iodometries, which
are subject to a number of interferences (2).

So far, sulfur dioxide has been determined by various FIA
methods (4-6), even in environmental analysis (7-9). FIA
methods for the determination of this compound in wine rely
on colorimetric techniques based on the well-known p-ros-
aniline reaction (10-12) or on potentiometric (13, 14) or
chemiluminescence detection (15). None of these methods
allows total SO, to be determined, and only those including
a gas-diffusion separation can be applied to colored wine.
However, some commercially available continuous segment-
ed-flow analyzers (SFA) allow the determination of total and
free SO, in wine. All of them include a gas-diffusion module
for sample treatment and use p-rosaniline as reagent.

The FI[A methods reported herein involve a preliminary
separaticn by means of a gas-permeable membrane, which
makes it more selective and applicable to any type of wine,
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c
Ry
Rz
R L] L, 520 nm
Figure 1. of the FIA used for the determination

of free soz Condiﬂons fiow rate of C, Ry, Ry, and R, 0.58 mL/min;
Vi = 300 plL; Ly, 30 cm X 0.5 mm i.d.; Ly, 200 cm X 0.7 mm id.;

Lg, 250 cm X 0.5 mm id.; C and Ry, 0.6 M HCI; R,, 1% HCHO in 0.2
M HC; R, 0.004% PAAB.

L] L, 520 nm

Figure 2. Scheme of the FIA configuration used for the determination
of total SO,. Conditions: flow rate of C, R, R,, and R, 0.83 mL/min;
flow rate of Ry,on 0.6 mL/min; V,, = 50 pL; volume of mixing
chamber, 1 mL; L,, 30 cm X 0.5 mmi.d.; L,, 200 cm X 0.7 mm id.;
Lg, 200 cm X 0.8 mm i.d.; M, sample; Ry, 4 M NaOH; C, 2 M HCI;
Ry, 6 M HCI, Ry, 1% HCHO in 0.2 M HCI; R;, 0.004% PAAB.

whatever its color. For the determination of total SO,, the
sample is continuously hydrolyzed within the FIA system prior
to analysis in order to release all bound SO,. Automation of
this step will allow the sample manipulation process to be
simplified and sample throughput to be increased with respect
to the classical methods.

The analytical basis for the method is the reaction between
S0, and p-aminoazobenzene (PAAB) and formaldehyde in
an ac1d medium, which is monitored colorimetrically. PAAB
is icall lar to p-r iline but containing only one
amino group. Thus, we can assume that the reaction between
PAAB and SO, is similar to the p-rosaniline one which in-
volves formation of an aminocarbinol as the first intermediate,
followed by nucleophilic substitution by bisulfite (16).

Unlike p-rosaniline, which is commercially unavailable in
a pure state and must thus be purified quite often to prepare
solutions (17, 18), PAAB had not yet been used for the de-
termination of SO, in wine, but only for the determination
of SO,, formaldehyde, and methanol in environmental samples
(19-22).

EXPERIMENTAL SECTION

Reagents. All reagents were prepared from analytical-reagent
grade chemicals. The stock solution of PAAB (0.02% in 0.08 M
HCI containing 4% ethanol) was found to be stable for at least
1 year. Aqueous solutions of formaldehyde were mdde daily.

Sulfur dioxide ds were p d in d d water from
a stock solution of sodium sulfite containing 500 ppm SO, sta-
bilized in 0.1 M NaOH with 5% glycerin as stabilizer (23), which
was found to be superior to Hg,Cl, (18)—only a 1% loss was
observed after 1 week’s storage at 4 °C.

Apparatus. Figures 1 and 2 show the schemes of the proposed
FIA configurations. They included a Gilson Minipuls-2 peristaltic
pump, an Omnifit FIT-1106 six-way valve, and an LKB-Novaspec
II spectrophotometer with a bandwidth of £12 nm and a precision
of £1 mUA, equipped with a Hellma flow-cell (10 mm path length,
18 uL inner volume). The diffusion module was a methacrylate
block with a straight channel (7 ¢m long, 2 mm wide) provided
with a Millipore GVHP 09050 polyvinylidene fluoride gas-
permeable membrane. The well-stirred mixing chamber used was
also made of methacrylate and had an inner volume of 1 mL.

FIA System for the Determination of Free SO,. As can
be seen from Figure 1, the sample (800 L) was injected into

1<
A-BASE LINE
B -20sec
C-1min
8- D -2 min
E - 5 min
F-10 min
& -6
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<
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&
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<<
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Figure 3. Absorption spectrum showing the course of the reaction
between SO,, PAAB and formaldehyde in an acid medium.

channel C and then merged with stream R;, which provided a
sufficiently acidic medium for the SO, to diffuse across the
membrane. Acceptor stream R,, a mixture of PAAB and form-
aldehyde, collected the SO, and transported the resulting reaction
product formed in Ly to the detector, where its absorbance was
measured at 520 nm.

FIA System for the Determination of Total SO,. The
configuration depicted in Figure 2 was constructed from that
shown in Figure 1 by including a prehydrolysis unit consisting
of a well-stirred chamber with two channel inlets and a net volume
of 1 mL in which the sample (50 uL) was continuously mixed with
a stream of 4 M NaOH. The flow rate was adjusted so that the
residence time (1 min) was long enough for the reaction to com-
plete.

The stream emerging from the chamber was used to fill the
loop of the injection valve, and the sample was injected into a
strongly acidic stream. After this point, the procedure involved
the same steps as described above for the determination of free
S0,.

RESULTS AND DISCUSSION

The kinetics of the reaction between SO, and PAAB is
rather slow: complete formation of the product takes about
10 min (Figure 3). This was a serious constraint to its im-
plementation in an FIA system, where the time of contact
between the analyte and the reagent is usually less than 1 min.
We thus optimized the chemical and hydrodynamic param-
eters of the system in order to adapt it to the concentration
range required by the method while minimizing analysis times.

Optimization of Hydrodynamic Parameters. Previ-
ously, in order to assure the robustness of the overall flow
system, the carrier and reagent flow rates were set in such a
way as to avoid overpressure on either side of the membrane
and obtain analysis times of about 1 min. With this prefixed
parameter, the others were performed by using the univariate
approach.

Obviously, the length of Ly determined the extent to which
the analytical reaction would take place. As can be seen from
Figure 4, the behavior is inconsistent with what one would
expect solely from dilution (24). The kinetic component
prevailed at reactor lengths up to 250 ¢m, as the reaction rate
was quite high at such a short reaction times (25). On the
other hand, dispersion prevailed after the maximum of the
curve. In such a way, the coil length for the total SO, system
proved to follow the same behavior.

Consequently, the injected volume was selected to obtain
a proper linear working range for both systems.

Optimization of Chemical Parameters. According to
Figure 5, the analytical reaction must have a complex kinetics
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Figure 4. Variation of the response of the system for the determination
of free SO, as a function of the length of coil Lg (0.5 mm i.d.).

Table I. Results Obtained in the Analysis for Total SO,
from a Calibration with Aqueous Standards and by the
Standard Addition Method®

wine sample

white 1 white2 7rosél redl
direct method 635 565 45+5 11%6
std addition method 63+2 573 454 97

2 All concentrations expressed in ppm.

Table II. Figures of Merit of the FIA Methods for the
Determination of Total and Free SO,

linear det sampling
range, limit, repeatability sensitivity, rate,

ppm  ppm (rsd), % mUA/ppm samples/h
total SO, 5-300 2 0.4 2.7+ 0.1 20
free SO, 2-35 0.2 0.4 242 £ 0.3 50

dependent on the PAAB, formaldehyde, and HCI concen-
trations. While an exhaustive study of the kinetics of this
reaction was beyond the scope of this work, we believed it of
interest to investigate the influence of the above chemical
parameters in order to find the working conditions ensuring
optimal performance of the FIA system.

Thus, we studied the effect of acidity by varying the HCI
concentration in channel R,. A concentration of about 0.2 M
was found to result in the highest sensitivity and hence in the
highest reaction rate. On the other hand, as can be seen from
Figure 5, at a moderately low PAAB (0.004%) concentration
minimizing baseline drifts, the reaction rate can be increased
by increasing the formaldehyde concentration.

The optimal values of the different chemical parameters
finally chosen for use with the two FIA configurations are
reflected in Figures 1 and 2.

Interfer The chemical complexity of the wine
compelled us to check that their matrices would have no effect
on the aceuracy of the method in performing a calibration with
aqueous SO, standards. For this purpose, total SO, was de-
termined by FIA in various wines by using two different
methods: direct determination by interpolation on a cali-
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8 1 A 05%
Z 150 — o 1%
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a i
2 100
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2 |
50 —
0 T T T T T |
0 0.2 0.4 0.6 0.8
HCI CONCENTRATION (M)
r T T T T £ T T 1
0.001  0.003 0.005 0.007 0.009

PAAB CONCENTRATION (%)
Figure 5. Variation of the response of the system for the determination
of free SO, as a function of (O) the HCI concentration in the form-
aldehyde solution (R,) and (A, O0) the PAAB concentration at different
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Figure 6. FIA re g showing the resp of the system for the
determination of total SO, d by ion with aq
dards and the evaluation of repeatability with 20 injections of a 100

ppm standard. The numbers on the peaks are SO, concentrations in
ppm.

bration graph run from aqueous standards and by standard
additions of differdnt volumes of an SO, standard at a constant
sample volume. The results revealed the absence of inter-
ferences from the assayed samples (Table I).

Hydrogen sulfide was found to be the only gas species
interfering with the reaction (16). However, its effect was only

Table III. Repeatability of the Calibration Graphs for the Determination of Total and Free SO,

total SO, free SO,
day slope, mUA/ppm intercept, ppm r n day slope, mUA/ppm intercept, ppm T n
il 27+£01 313 0.9993 T 1 242 £03 1.0+ 6.4 0.9998 7
2 2.6 +£0.1 6+13 0.9992 7 2 242 £ 05 -2%77 0.9999 5
3 2.7+0.1 810 0.9997 6 3 241+ 04 -2%64 0.9999 5
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Table IV. Results of the Statistical Treatment Performed
on the Pairs of Data Obtained by Using the Prcposed FIA
Systems and the INCAVI SFA System®

FIA linear regression versus
SFA

student’s ¢

slope intercept 73 tude  bay
total SO, 1101 -10%15 0.9258 1.73 2.069
free SO, 1.0%0.1 01+05 09497 0.5 2.069

%Confidence limit = 95%; N = 24.

significant above 1 mM—the maximum tolerated concentra-
tion in wine is 10° M ().

System Features. The figures of merit of the FIA methods
proposed for the determination of total and free SO, are
summarized in Table II. While the total SO, analysis time
was 1 min, adding the time required for the steady state to
be reached in the mixing chamber gives a sample throughput
of 20 samples/h.

As an example, Figure 6 shows the calibration graph of the
FIA system for the determination of total SO, and an eval-
uation of repeatability. As can be seen from Table III, both
methods proved to be highly reproducible over time. This
allows calibrations to be more spaced in time and hence re-
sulted in greater operativeness. In addition, the response was
very stable, with no baseline drift.

Moreover, the two methods afford much higher precision
than classical methods (£10 ppm), so they more than comply
with the demands for methods used to control SO, levels in
wine.

By the use of smaller injected volumes, the linear deter-
mination range could be extended to 400 ppm for total SO,
and 200 ppm for free SO, in order to cover samples containing
concentrations beyond the legal limits.

The results obtained by analyzing samples of different wines
were compared with those provided by a continuous seg-
mented-flow analyzer (SFA) used at an enological station
(Institut Catala de la Vinya i el Vi) for the routine analysis
for total and free SO, in large numbers of samples. As can
be seen from Table IV, which summarizes the results of the

statistical treatment applied to each pair of values, there were
no significant differences between the two methods in this
respect.
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INTRODUCTION

Recent studies have shown the utility of electrolysis as a
practical alternative to chemical generation of specific oxi-
dation states of metal complexes in solution for X-ray spec-
troelectrochemical analysis (I-6). Electrochemistry is an in-
herently clean process because the reducing or oxidizing agent
is an inert electrode which provides or removes electrons
without introducing possible interfering agents. For extended
X-ray absorption fine structure (EXAFS) measurements,

A
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d Matter and Surface Science Program, Ohio University,

potential control of a static solution may be necessary to
maintain a specific oxidation state of the metal complex being
observed. This is due to the highly reducing environment
generated by secondary electrons produced by the intense
synchrotron radiation.

Solution cells used in EXAF'S analysis generally utilize a
thin-layer configuration which enables rapid and exhaustive
electrolysis of a specific analyte. Either gold minigrid (7) or
reticulated vitreous carbon (RVC) (I) has served as the
working electrode material, due to their transparency.

Recent efforts have focused on the development of a more
versatile spectroelectrochemical system having an efficiency
equivalent to that of the RVC cell previously developed (I).
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Figure 1. Exploded view of packed carbon-bed bulk-electrolysis cell.

The new electrochemical methodology uses a packed-
carbon-bed bulk-electrolysis cell. The packed bed provides
a high surface area to volume ratio, thus enabling rapid
electrolysis of solutions having relatively high analyte con-
centrations.

The packed-carbon-bed electrolysis cell was first introduced
by Blaedel and Strohl (8). A more recent cell by Clark and
Evans (9) was used to electrochemically generate quinone
radicals for subsequent analysis with infrared spectroscopy.
Pinkerton and Mikelsons have used a similar electrolysis cell
for the electrochemical synthesis of a series of technetium
formate complexes (10).

Our bulk-electrolysis and flow-cell configuration was de-
veloped for UV-vis and X-ray spectroelectrochemical analysis.
The characteristics of the bulk-electrolysis cell were evaluated
by generation of the Co™ and Co!! oxidation states of a [Co-
(2,2-bipyridine)s]™* solution. The utility of the system in the
analysis of an oxygen-sensitive compound, methyl viologen,
was also examined.

EXPERIMENTAL SECTION

Apparatus. The bulk-electrolysis cell is a replica of a model
designed by Bioanalytical Systems, Inc. (West Lafayette, IN) and
is shown in Figure 1. The housing of the bulk-electrolysis cell
consists of Teflon caps located at the top and bottom of the
assembly. The Teflon bottom cap is tapped to provide a solution
inlet, which accepts a standard HPLC fingertight connection of
the tubing to the Teflon cap. An O-ring located within the channel
at the top of the bottom cap enables a watertight connection to
be made with the Pyrex body. An !/, in. outer diameter Vycor
tube (Bioanalytical Systems), cut to the appropriate length, is
retained by an inner O-ring seal. The seal is achieved when the
O-rings, which reside in channels of both the top and bottom caps,
fit tightly with the outside of the Vycor tube. Cotton wadding
serves as the porous plug at the top and bottom of the Vycor tube,
which is filled with 200-um carbon particles. The carbon particles
were obtained by crushing a sheet of reticulated vitreous carbon
or RVC (The Electrosynthesis Co., Inc., East Amherst, NY) and
sieving the material to separate the 200 um diameter particles.
The assembly is equipped with a coiled stainless steel auxiliary
electrode, constructed from end-sealed, !/ in. outer-diameter
HPLC tubing. The Teflon cap was then fitted with O rings, which
form the final seal with the Pyrex and carbon-filled Vycor tube.

Aluminum

Kapton or Quartz
Window

Figure 2. Aluminum spectrochemical flow-cell component of bulk
electrolysis/flow cell system.

The Teflon top cap is drilled and tapped to provide the solution
outlet. Poris were drilled into the top cap for Ag/AgCl reference
and auxiliary electrodes. A fingertight fitting modified with a
platinum w:re, serves as the electrical contact to the packed carbon
bed. The space between the Vycor and Pyrex body is filled with
supporting zlectrolyte solution. The bulk-electrolysis system uses
an ISCO, e:ght-cylinder peristaltic pump, which provides a con-
tinuous flow of analyte solution over the packed carbon bed. The
pump was calibrated and set to deliver 0.5 mL of analyte solu-
tion/min for all reported experiments.

The spectral flow cell that was developed for collection of
UV-vis and X-ray spectra is a simple aluminum frame with a
solution inlet and outlet port (Figure 2). The inlet and outlet
connections are made by fingertight fittings. The solution flows
through a rectangular channel, sandwiched between two quartz
windows for UV-vis applications or 0.1 mm thick Kapton (Du
Pont Co.; Wilmington, DE) sheets for X-ray measurements. The
window meterial is attached to the frame with a two-part Elmers
(Borden, Iac. Columbus, OH) epoxy resin. The dimensions of
the cell window are 25 mm in length by 5 mm in height by 1 mm
in width. The flow cell was connected to the bulk-electrolysis
cell with £ cm of 0.25 mm inner diameter Teflon tubing. A
polyethylene jacket surrounds all of the connecting Teflon tubing
and is purged with either helium or oxygen. The calculated
volume of the tubing between the bulk-electrolysis and flow cell
is on the order of 0.03 mL. The travel time for solution exiting
the electrclysis cell and arriving at the flow cell is less than 4 s,
for a flow rate of 0.5 mL/min.

UV-vis absorption spectra were recorded on a Hewlett-Packard
Model 8450A diode array spectrophotometer. A Lytle type
fluorescence detector was used for the measurement of fluores-
cence X-ray spectra. A specialized flow cell positioner, which gives
quick and accurate positioning of the flow cell in the X-ray beam,
was mach ned out of aluminum (Custom Machining Inc., Mt.
Sterling, K.Y). The positioner possesses a slot into which the flow
cell is inserted. The positioner utilizes a set-screw configuration
to fix the position of the flow cell.

Reagents. Co'(2,2-bipyridine);Cly:2H,0 was prepared as
described in ref 11. Solutions of Co™(2,2-bipyridine);Cl,:2H,0
were prepared by dissolving the solid in phosphate buffer, 0.13
M, pH 7.

Procedures. X-ray spectral data were collected at the National
Synchrotron Light Source, beamline X-19A, and processed in a
manner previously described (12). A series of six fluorescence
spectra was averaged for each oxidation state of the complex in
solution and for the Co™{(2,2'-bipyridine);Cly-2H,0 solid model
compounc. Data reduction and optimization were performed with
locally modified versions of XFPAK, written by Robert A. Scott
(University of Georgia, School of Chemical Sciences, Athens, GA).

Constant flow of the analyte/electrolyte was maintained during
collection of both UV-vis and X-ray spectra. The volume of
analyte so.ution analyzed was 10 mL, and solution was recirculated
during the course of the experiment.

RESULTS AND DISCUSSION

Cyclic Voltammetry. Cyclic voltammetry of [Co™-
(bpy)s]?* where bpy = 2,2"-bipyridine, in aqueous phosphate
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Figure 3. Spectrop lysis of 0.1 mM Co'™(2,2'-bi-
pyridine)s/pH 7.0 phosphate buffer in ﬂow cell. Spectra collected at
designated potentials.

buffer at pH 7.0 was performed at a glassy-carbon disk
electrode. A positive potential scan initiated at --0.20 V at
a scan rate of 0.050 V/s through the oxidation wave (E,,
0.120 V), for the conversion of Coll to Co™. The scan dlrectlon
was reversed at a potential of +0.50 V and a reduction wave
(E,, = 0.056 V), for the conversion of Co™ to Co™ was obtained
on the reverse scan. By averaging of the peak potentials for
Co oxidation and Co™ reduction, the formal redos potential
is calculated to be +0.088 V. The peak potential separation
is 0.065 V. When set equal to the ratio 0.059/i (13), an
electron stoichiometry of 0.91 or approximately 1 is obtained.
For a Nernstian wave with stable products, the ratio of peak
currents for the anodic and its corresponding cathodic process
should be equivalent to 1. A value of 0.99 was obtained for
the Co(bpy)s II/III redox couple and was independent of the
scan rate. The reversible one-electron process is represented
by the following equation:

[Co(bpy)s)?* = [Co™(bpy)s]** + 1e 1

[Co™M(bpy);]2*# was used as a representative electrochem-
ically reversible couple to evaluate the UV-vis and X-ray
spectroelectrochemical applications of the bulk-electroly-
sis/flow-cell system.

UV-Visible Spectroelectrochemistry. Spectroelectro-
chemical analysis was performed on a continuously flowing
solution of 0.1 mM [Co™(bpy)3]?* in pH 7.0 phosphate buffer.
Spectra were recorded at 12 potentials within the range of
—0.050 and +0.200 V. The [Co™(bpy)s]2* spectrum possesses
absorption maxima at 244, 308, and 332 nm while the maxima
of the Co™ form are at 222, 306, and 318 nm. The results of
the spectropotentiostatic experiment (five of the spectra are
shown in Figure 3) reveal isosbestic points at 198, 258, 308,
and 332 nm. The presence of isosbestic points indicates that
stable redox products are formed with no long-lived inter-
mediate or decomposition product.

A Nernstian plot was made by graphing the applied po-
tentials versus their corresponding log [0x.]/[red.] terms, which
were calculated from the absorbance data at 222 nm (14). The
values of n and E°’ for [Co™(bpy);]?* resulting from analysis
of the Nernstian plot slope and intercept are 0.965 electrons
and 0.113 V, respectively. The correlation coefficient of the
data to a straight line fit is 0.996.

Analysis of the absorbance behavior of Co(bpy); enables
determination of the potentials at which essentially complete
oxidation or reduction will occur. For the EXAFS spectroe-
lectrochemical experiment, potentials of —0.300 V were applied
to generate and maintain [Co™(bpy)s]?* and +0.600 V for
[CoM(bpy)s]®*.

X-ray Spectroelectrochemistry. The tris(2,2-bipyridine)
complex of cobalt undergoes dramatic changes in cobalt—ni-
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Figure 4. XANES comparison of (A) Co'"(2,2"-bipyridine); and (B)
Co'!(2,2"-bipyridine)s.

trogen bond length with changes in oxidation state. A dif-
ference in bond length of 0.20 A is observed when the crystal
structures of the Co™ (11) and the Co™ form (I5) of the
complex are compared. Bond length differences of 0.02 A and
greater are distinguishable with EXAFS spectroscopy (16).
Since the structures for the solid forms of [Co™(bpy)s]?* and
[Co(bpy);]** are known, these compounds were used as
structural standards for the X-ray spectroelectrochemical
experiment.

The XANES region of the fluorescence spectra reveals
information pertaining to the symmetry about the absorbing
cobalt atom and its oxidation state while in solution (17).
Changes in oxidation state are observable due to shifts in the
energy required to ionize the metal atom. As seen in Figure
4, there is an obvious shift in the position of the first peak
of the X-ray absorption spectra, XANES region. The shift
to higher energy, from 7726.9 to 7728.6 eV, is indicative of a
change in oxidation from Co™ to Co', due to the transition
from a high-spin, d’, to a low-spin, d®, cobalt state.

The extracted EXAFS signals are presented in Figure 5 and
are of relatively high quality. Fourier transforms of the raw
EXAFS signals for the Coll and Co™ states are presented in
Figure 6. There is a noticeable shift in the position of the
major peak in the pseudoradial distribution function (PRDF)
of 0.19 A. The coordination structure can be optimized by
fitting the back-transform of the major PRDF peaks for the
Co!! and Co'™ solutions with parameters extracted from the
Col(bpy);Cly-2H,0 solid model compound.

The results of the Co™f and Co™ optimization are presented
in Table I. The Co-N bond distance decreases as expected,
when Co®! is oxidized to Co™. The coordination number was
essentially unchanged by electrochemical oxidation, within
the limits of the EXAFS calculations.

Conversion Rates. The bulk-electrolysis cell can rapidly
generate a specific oxidation state of a metal complex in so-
lution. When a potential step experiment is performed, es-
sentially instantaneous conversion of the Co!l species to the
Co™ is achieved within the electrolysis cell. The limiting factor
in collecting spectra of the Co™ form of the complex is the
time it takes to flow the analyte from the bulk electrolysis cell
to the flow cell, which is on the order of 3 min in our case.
By comparison, thin-layer cells for EXAFS spectroelectro-
chemistry (I) required approximately 10 min for essentially
complete conversion in a similar potential step experiment.

Gas Saturation of Analyte Solution. Another advantage
of the bulk-electrolysis/flow-cell experimental setup includes
the ability to saturate the analyte solution with a particular
gas while the experiment is performed. This is accomplished
by purging the polyethylene jacket surrounding the gas-
permeable Teflon tubing, which is used to transport the so-
lution, with either a reactive or inert gas. This feature was
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tested with methyl viologen, MV?*, which is known to undergo
a reversible one-electron reduction to a radical species, MV**
(18). The radical species possesses an intense blue color and
is easily monitored by its characteristic absorption band at
546 nm. Reaction of the radical species with O, results in its
oxidation back to MV2* in accordance with eq 2.

MV? (colorless) + e~ =—=— MV** (blue)

} N @

The analyte solution was deoxygenated with helium prior
to electrolysis. In addition to presaturation of the solution,
helium was also circulated through the polyethylene jacket
surrounding the Teflon transport tubing. A potential of —0.900
V was applied to the packed-carbon bed, generating MV**,
As a result of the absence of oxygen and the application of
a sufficiently reducing potential, there was no observed de-
crease in absorbance at 546 nm for a period of 2 h.

The ability to react the electrogenerated radical with oxygen
was examined by electrochemically reducing a flowing stream
of MV?* and purging the polyethylene jacket surrounding the
Teflon transport tube between the bulk-electrolysis cell and

information Col(bpy); Co™(bpy); change

from crystal structure®

Co-N dist, 2128 1.93 0.20

Co coord no. 6.00 6.00 0.00
from solid PRDF

Co-N dist, A 1.68 not colled

Co coord no. 6.00
from solution PRDF

Co-N dist, 1.69 1.50 0.19

fi t results®

Co-N dist, A 2.10 1.88 0.22

Debye-Waller factor, A 0.054 0.022

Co coord no. 6.17 6.60 0.43

2From ref 11. ®Co%(bpy);Cly2H,0 solid served as the model
compound for both the [Col(bpy);]2* and [Co™(bpy);]®* solutions.
Parameters assigned to the model were Co-N = 2.128 A, coordi-
nation no. = 6.00, and Debye-Waller factor = 0.07 A.

flow cell with 98% O,. Complete reaction of MV** with O,
took place in 3 min, as revealed by a decay to background of
the absorbance at 546 nm.

CONCLUSIONS

The bulk-electrolysis/flow-cell assembly provides an ef-
fective means of controlling the oxidation state of the Co-
(bpy)s2*** solution. The EXAFS optimization yielded co-
ordination numbers and bond distances which are consistent
with the reported crystal structures. When machined to a
thickness of 1.0 mm, the flow cell and analyte were of adequate
transparency to permit energy calibration. Calibration typ-
ically requires that the sample transmit approximately 30%
of the total X-ray flux when the X-ray energy is above the
absorption edge of interest.

The electrochemical conversion rate is greater than that
achieved with the previous RVC spectroelectrochemical cell
(1). The fast rate at which a particular oxidation state is
generated is due to the high surface area of the packed-
carbon-bed working electrode.

Another advantage is the ability to saturate the analyte
solution with a particular gas while the experiment is per-
formed. This is accomplished through the use of a helium-
or oxygen-purged polyethylene jacket, surrounding the gas-
permeable Teflon tubing which is used to transport the so-
lution.
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The Food and Drug Administration (FDA) monitors toxic
and nutrient elements in the United States food supply
through FDA's Total Diet Study. The quality of the food
supply is assessed through analysis of foods and calculation
of dietary intakes in representative diets based on nationwide
food consumption surveys (1-6). Current method develop-
ment at FDA for monitoring elements in foods consolidates
elemental analysis into one multielement technique. Induc-
tively coupled plasma atomic emission spectrometry (ICP-
AES) is used for determination of many elements ir: foods by
the FDA (7). Currently, iodine is determined by a spectro-
photometric technique (8, 9) with a limit of detection (2¢) of
0.1 ng/mL (10). In one-third of the foods tested in the FDA’s
Total Diet Study, iodine generally cannot be quantified by
this method. Moreover, this method occasionally yields re-
coveries that are erratic and frequently low for foods high in
starch or lipids (11). The conventional instrumental limit of
detection (154 pg/mL, 3 o) for iodine by ICP-AES is also
inadequate for determining iodine in most foods (12). Thus,
it is desirable to improve the ICP-AES limit of detzction for
iodine by 1000-10000-fold.

The limit of detection for iodine by ICP-AES may be im-
proved by several approaches. A helium-argon raixed-gas
plasma has been applied to the determination of iodine, and
a 7-fold improvement has been reported by Caruso and as-
sociates (13). Treatment of test solutions has also been used
to form the volatile molecular species of iodine (I3) before
nebulization into the plasma (14, 15). Introducing a volatile
analyte into the nebulizer increases the efficiency cf analyte
transport compared to conventional nebulization, which is only
1-2% efficient (16, 17). Flow injection analysis (FIA) has been
used to preconcentrate metals (18-20) for determination by
atomic spectrometric techniques.

Since the advent of FIA (21, 22), the development of on-line
microcolumn preconcentration techniques for atomic spec-
trometry has received considerable interest (18-20). In gen-
eral, on-line preconcentration is performed by passing a
relatively large volume of test solution (e.g., 20 mL} through
a microcolumn of chelating or ion-exchange material. The
retained analytes are eluted by injecting a small volume (e.g.,
200 pL) of eluent, which gives a nominal enrichment factor
of 100, assuming quantitative deposition and elution for the
analytes. The chelating, ion exchange, and adsorbent mate-
rials most often used include Chelex 100, Muromac A-1, and
activated alumina. Chelex 100 (23) and Muromac A-1 (24)
have been used for on-line, multielement preconcentration

*To whom P should be add d
1Present address: Department of Physical Sciences, Prince
George’s Community College, Largo, MD 20772-2199.

of Ba, Be, Cd, Cr, Cu, Mn, Ni, and Pb, and of Al, Cr, Fe, Ti,
and V, respectively. Activated alumina, an adsorbent (25),
has been used in the determination of phosphate (26), chro-
mium IV (27), and sulfate (28). For the present study, a
commercial anion-exchange resin, with a strong affinity for
iodide ion, was used for preconcentration of iodine as I~ and
105~ The capability of this approach for improving the limit
of detection for iodine was compared to on-line oxidation of
iodine used in conjunction with Ar ICP-AES and He ICP-AES,
as developed by Montaser and co-workers (29-37).

EXPERIMENTAL SECTION

On-Line Oxidation. Details of experimental facilities and
operating conditions are summarized in Tables I and I. Reagents
[acidified test solution (5% (v/v) HySO,, double distilled from
Vycor, GFS Chemicals, Columbus, OH) and 30% hydrogen
peroxide (Fisher Scientific, Fair Lawn, NJ)] were mixed with two
peristaltic pumps (Minipulse 2, Gilson Medical Electronics,
Middleton, WI, and Rabbit peristaltic pump, Rainin Instrument
Co. Inc., Woburn, MA) connected via a Teflon tee (Swagelok
Teflon union tee T-200-3, Washington Valve & Fitting Co.,
Rockville, MD) to the nebulizer with a 37-cm length of Teflon
tubing having an i.d. of 0.5 mm (no mixzing coil was used); see
Figure la. To minimize memory effect, Teflon tubing was used
from the point of mixing to the nebulizer and for the drain line
connected to the spray chamber. Mixing ratios were set by varying
pump speed (20-400 reading on the dial) and tubing size (0.030
and 0.045 in.).

Preconcentration through Flow Injection. A 25-mm
membrane disk containing the AG1-X8 anion-exchange resin
within a polypropylene housing (BIO-RAD Laboratories, Rich-
mond, CA) was used for preconcentration of iodine as I" and IO,
The anion-exchange membrane is composed of resin permanently
enmeshed in a polytetrafluoroethylene (PTFE) membrane. The
polypropylene housing has a female Luer fitting with locking tab
and a male Luer taper outlet fitting for easy connection. Pre-
concentration on the membrane disk was automated with flow
injection equipment (see Figure 1b and Table I), which consisted
of an autosampler, a valve for reagent selection, a variable-speed
pump for flow rate control, and an injector valve with a mixing
coil for on-line methods (not used for this work). The injector
valve (and its mixing coil) was not used because concentrated
H,SO, tended to deform the injector valve seals, thus causing
leaks. Preconcentration was automated by using an IBM personal
computer (PC) and a BASIC program written for this study. The
FIA system was controlled by using ASCII character codes sent
by an RS-232 communications interface to the flow injection
microprocessor.

Preconcentration was performed by pumping 10 mL of test
solution followed by double-deionized water at a rate of 5.5
mL/min from the autosampler through the membrane disk. The
selector valve was subsequently switched to the counterion line
(HNO;, double distilled from Vycor, GFS Chemicals) and the flow
rate was changed to 1.8 mL/min. A total volume of 7.7 mL of
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Table I. Experimental Facilities

radio frequency generator

A 2.5-kW, 27.12-MHz crystal-controlled generator (Henry Electronics, Los Angeles, CA) with auto power

control was used. The automatic matching network is described elsewhere (36).

ICP torches

An extended tangential flow torch with side arm (Applied Research Laboratories, Valencia, CA) and a

3.5-turn, shielded load coil was used for Ar ICP (37). A low gas flow torch (30) and a 4.5-turn, shielded
load coil with the top turn grounded was used fo: He ICP (34). See Table II for operating conditions.

sample introduction system

A concentric glass nebulizer for Ar (Model TR-30-A3, J. E. Meinhard Associates, Santa Ana, CA) and for

He (Model TR-50-A1) with a conical, nonthermostated glass spray chamber (Applied Research

Laboratories) was used.

flow injection analysis system A Model SHS-300 flow injection system and a Model SC-110 autosampler (FIAtron Systems Inc.,

Oconomowoc, WI) were used.
spectrometer

It was equipped with a 1-m focal length direct-reader in a Paschen-Runge mounting (Model 3580, Applied

Research Laboratories) with a 1080 groove/mm grating, and a 1 m focal length sequential spectrometer
(Model 3580, Applied Research Laboratories), and 21- and 20-gm entrance and exit slit widths,
respectively. The slit height was 10 mm. A 1:1 image of the plasma was formed on the entrance slit.

detection system

The current output from the photomultiplier (PMT" R166, H

tsu Corp., Bridg , NJ), operated

at 975 V for all measurements, was amplified by a linear current-to-voltage converter (Model 427,
Keithley Instrument, Inc., Cleveland, OH). The data acquisition system consisted of a Labmaster ADC
instrument (Tecmar, Inc., Cleveland, OH) installed on a IBM-PC microcomputer. ASYSTANT+ (Asyst
Software Technologies, Inc., Rochester, NY) was used to acquire and analyze the data.

Table II. Plasma Operating Conditions for Ar and He ICP
Discharges

Ar He
forward power, W 1150 1500
reflected power, W <5 <5
obsn height center, mm 15 25
outer gas flow rate, L/min 12 7
intermediate gas flow rate, L/min 0.8 N/A
injector gas flow rate, L/min 1 i !
sample uptake rate, mL/min 2 2
integration time, s 10 10

counterion was used for peak elution (3.6 mL for I, 1.35 mL for
10;7) and cleaning of the membrane disk. During elution from
the membrane digk, I” was also oxidized by the counterion. After
the elution process, the system was rinsed with double-deionized
water.

The data acquisition system for the ICP-AES spectrometer was
not capable of collecting data rapidly enough for transient signals
such as the type generated by chromatographic or flow injection
applications. Therefore, the signal from the PMT (located in the
simultaneous spectrometer for monitoring iodine at the
183.040-nm line) was amplified, digitized at a rate of 30 points/s,
and stored as summarized in Table I. Analyte signal intensity
was measured by peak area integration.

Standard Solutions. Stock solutions of iodide and iodate ions
were prepared from potassium iodide and iodic acid (Fisher
Scientific) in 1000 ug of I/mL concentrations with double-
deionized 18 MQ-cm (25 °C) water. Iodate standards were stored
in dark bottles to prevent breakdown by ultraviolet light.

RESULTS AND DISCUSSION

Oxidation of I" in acidified test solution to I, by using
hydrogen peroxide both for Ar ICP-AES and He ICP-AES
was evaluated. The batch method (14) suffered from two
problems. First, I, was adsorbed onto the peristaltic PVC
pump tubing and caused a memory effect. Second, mixed
reagents were stable for only about 1 h. To minimize the
memory effect in the batch method, the transfer line was
rinsed with a 0.02% solution of sodium thiosulfate in an
attempt to reduce I, (adsorbed on the transfer line) to I".
Although this procedure was effective in reducing the memory
effect, its use in routine analysis was limited because of cross
contamination and increased analysis time.

To eliminate the cited limitations in the batch method,
reagents were mixed on-line in an all-Teflon line (except for
peristaltic pump tubing). For an 8:1 H,;S0,:H,0, mixing ratio,
the iodine signal at 183.04 nm was enhanced by a factor of
33 and 100 for Ar ICP and He ICP. Limits of detection
measured at 183.04 nm for Ar ICP and He ICP were 5 and
9 ng/mL, respectively, for on-line oxidation compared to 154

a. To Nebulizer
Teflon
Tee
Peristaltic Peristaltic
Pump Pump
Acidified Hydrogen
Test Solution Peroxide
b.
Membrane
To Nebuliz sr Disc
- Four
Ch;nnrz_l Selector
Peristaltic Valve
Pump
Double Deionized Water m m
Reagents
il
Wash|Station Ao Semples Test Solution
Fesl

Figure 1. (a) Transfer line used for on-line oxidation of I". (b)
Schematit: of the flow injection analysis system with the accompanying
autosampler used in the preconcentration mode.

and 900 ng/mL for conventional nebulization. Slightly lower
limits of detection (2 and 8 ng/mL for Ar ICP and He ICP,
respectively) were measured at the 178.28-nm line, but this
line is subject to spectral interference from P, a common
element in most foods. Analysis of foods at this wavelength
may be possible with preconcentration (see next paragraph)
if phosphorus and iodine are not in the forms HPO,™ and 105
because they would coelute. The limits of detection for iodine
for the He ICP were limited by the dark current of the PMT
used in this work. Under the present conditions, the back-
ground .evel from the He ICP was approximately the same
as the dark current. In contrast, background emission from
Ar ICP was approximately 5 times that of the dark current.
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Flgure 3. Typical effect of nitric acid concentration for preconcen-
tration of I” and I05". At the optimum acid concentrations (M = 4,
2), the RSDs of measurement for I~ and 10, determination were 2.5%
and 1.5%, respectively.

Thus, a detector with a much lower dark current, such as a
cooled PMT, cooled charge-coupled device or coo'ed charge
injection detector, is needed to estimate the true detecting
power of this He ICP compared to the Ar plasma.

A number of counterions were tested for the preconcen-
tration of I" and I0;5™. The relative affinities of AG 1-X8 for
selected anions are as follows: benzenesulfonate 500, salicylate
450, citrate 220, I" 175, HSO,~ 85, NO;™ 65, Br™ 50, CI” 2.2
HCOy 6.0, 105 5.5, HPO, 5.0, F~ 1.6, OH™ 1.0 (38). The high
relative selectivity of I for the AG-1 resin precluded elution
with the organic counterions because these counterion solu-
bilities are limited to 1-2 M. Sulfuric and nitric acids were
the best counterions for preconcentration of I because they
could be obtained in high aqueous concentrations. Also, nitric
acid acts as an oxidant in the conversion of I" to I, during
elution. Iodate ion was eluted more readily than [~ because
it has a low relative selectivity for the AG 1-X8 resin. Iodate
ion was easily eluted with a 1-2 M solution of counterion
exhibiting high relative selectivity, such as benzenesulfonate,
sulfuric acid, or nitric acid. Elution volumes for I and 105~
were 3.60 and 1.35 mL, respectively, for the ritric acid
counterion.

The effects of HNO; concentration on preconcentration of
I are shown in Figure 2. Both preconcentratior: of I~ and
oxidation of I" to I, contributed to the intensity of iodine as

Table III. Summary of Analytical Results Measured at
}33._04 nm for the FIA Ar ICP-AES Preconcentration I- and
3

! iy 105~
bckgd area, counts® 90355 32555
net area, counts® 338464 266 845
signal-to-background ratio 395 8.20
% RSD of bckgd 0.93 0.85
% RSD of signal 2.50 1.48
limit of detn, this work® 0.75 31
limit of detn, ARL 3580¢ 154 472
improvement factor 207 15

¢The peak widths for I and 10, were 117 and 43 s, respectively.
Areas are expressed in counts/1000. A signal of 1 V is equivalent
to 50 kHz. ®Limits of detection (ng/mL, 3¢) were calculated using
30 for 11 background measurements, with 100 ng/mL I~ and 10
#g/mL 105 solutions. °For 10-s integration times using 3o.

3

LOG ( NET INTENSITY )

LOG (17, ng/mL )
Figure 4. Linear range for preconcentration, I~

the concentration of HNO; was changed. To elute I” as a peak,
the concentration of HNO; had to be greater than 1 M; the
optimum concentration was 4 M HNO; (see Figure 3).
Further increase in acid concentration enhanced the precon-
centration factor but reduced the efficiency of I, production
because further oxidation converts I, to I0;~. Consequently,
a double peak was obtained at 15.8 M, as shown in Figure 2.
In contrast, as shown in Figure 3, preconcentration of 105
was independent of HNO, concentration because the affinity
of the resin for IO, relative to HNO; was low. At the optimum
conditions (M = 4, 2), detection limits of I and 105~ were
improved (Table III) by a factor of 207 and 15, respectively,
compared with those for continuous nebulization.

At optimum HNOj concentration, the signal from I” was
linear below 0.1 ug/mL but fell off at higher concentrations
(see Figure 4). This nonlinearity is probably due to reduced
membrane efficiency as iodine concentration is increased. The
linear range might be extended by increasing the number of
active sites (e.g. larger membrane disk) and/or increasing the
interaction time between the analyte ion and active sites (e.g.
slower flow rate during the preconcentration stage).

CONCLUSIONS
Preconcentration was combined with oxidation to improve
the atomic emission limit of detection for iodine by inductively
coupled plasmas (ICPs) formed in argon and helium. The
process was automated with the flow injection technique. Two
ionic forms of iodine were studied: I~ and 105~ The pre-
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concentration medium was a membrane disk containing the
AG1-X8 anion-exchange resin within a polypropylene housing.
Preconcentration was coupled with chemical conversion of I
to I, to enhance analyte transport to the plasma. The com-
bined technique improved the limit of detection of iodine as
I" and 104 in aqueous solution by a factor of 207 (0.75 ng/mL)
and 15 (31 ng/mL), respectively. Improvement factors for
on-line oxidation of I" were 33 and 100, respectively, for Ar
and He ICP discharges. The limit of detection should be
further improved by a factor of 8 to match the current
spectrophotometric technique (10) used in the FDA Total Diet
Study. With a suitable digestion procedure, preconcentration
combined with oxidation would satisfy FDA needs.
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Determination of Small Amounts of Water in Dimethyiformamide and Dimethylsulfoxide
Using Luminescence Lifetime Measurements of Europium(III)

Stefan Lis' and Gregory R. Choppin*

Department of Chemistry, The Florida State University, Tallahassee, Florida 32306-3006

INTRODUCTION

A linear dependence of the rate of luminescence decay on
the degree of cation hydration has been observed for several
trivalent lanthanides (1, 2). As a result, the luminescence
decay rates have become valuable data in evaluating hydration
in the primary coordination sphere of complexes of these
cations (I-6). This correlation has been applied for Eu(III)
and Th(III) to the calculation of residual hydration numbers
in complexes of these cations. Generally, the hydration
numbers have been obtained by using the difference in the
decay rate constants in H;O and in D,0 solutions. However,
ku,0 » kp,o generally and kp,g ~ constant. As a result, a
relationship was proposed in which the hydration number
could be related more simply to the decay rate constant in
water (7):

10n leave from the Faculty of Chemistry, Adam Mickiewicz
University, Poznan, Poland.

ngo = Akyo + B Q)

Knowledge of the residual hydration has been useful in in-
terpreting the binding mode in biological systems as well the
number of ligating functions in interactions with polydentate
ligands (2-9).

We have measured the luminescence lifetimes of Eu(III)
in mixtures of water (or deuterated water) and methanol
(MeOH), sthanol (EtOH), tertiary butanol (¢-BuOH), N,N-
dimethylformamide (DMF), and dimethyl sulfoxide (DMSO).
Our results agreed well with those of Tanaka et al. (10) for
some of the same mixed solvent systems. In the alcohol-water
solvents, Eu(III) was preferentially solvated by water whereas
in the DMF and DMSO solutions, the organic solvents were
favored over water. However, even at very low mole fractions
of water, water molecules were present in the primary solvation
sphere of Eu(III). The implications of the variation in the
preferential solvation by the different organic solvents vs water
is to be discussed in a subsequent publication. In the DMF

0003-2700/91/0363-2542$02.50/0 © 1991 American Chemical Society
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Table I. Water C: and the I Lifetime for
Eu(III)
mol % water
added measd lifetime,® ms

A. DMF Solution

0.050 0.046 1.579
0.10 0.10 1.528
0.20 0.20 1.457
0.50 0.50 1.286
1.00 1.00 1.023
B. DMSO Solution
0.070 0.063 1.601
0.10 0.11 1.596
0.20 0.21 1.584
0.50 0.48 1.554
1.00 0.98 1.489
2.00 2.04 1.380
5.00 4.98 1.050

2Mean of at least seven measurements in each DMF sample and
five measurements in each DMSO sample.

and DMSO mixtures, the luminescence lifetimes were found
to be linearly dependent on the water concentration over
ranges from 0.1 to 1 (DMF) and 0.1 to 5 (DMSO) mol %. This
paper describes a method for the determination of small
amounts of water in these solvents using Eu(III) luminescence
lifetime measurements.

EXPERIMENTAL SECTION

Europium perchlorate stock solutions were prepared by dis-
solving the oxide (Aldrich Chemical Co., Inc.) in perchloric acid.
This solution was evaportated to dryness and the residue dissolved
in either DMF or DMSO followed by evaporation to dryness again.
The preparation can be done equally well with hydrochloric acid
to avoid concerns over evaporation to dryness of perchlorate
solutions. The process of solution and evaporation was repeated
four times to eliminate water completely (<0.01 mol %). The
dry samples of Eu(ClO,); were dissolved in reagent grade DMF
or DMSO (Fisher Scientific). The initial content of water in these
solutions was determined to be 0.05 mol % in DMF and 0.07 mol
% in DMSO from the depend of the lumi; lifetimes
on known amounts of water added to the original “dry” solution.
The linearity of response indicated that this was as reliable as
direct measurements of these low levels of HyO by conventional
techniques such as Karl Fischer titrations. Moreover, these
amounts of residual water are below the recommended ranges for
the luminescence technique.

Working solutions were prepared by introducing measured
amounts of water into the Eu(III)-DMF or Eu(III)-DMSO so-
lutions. All tubes containing the samples were stoppered and
wrapped tightly with parafilm to avoid the contents absorbing
moisture by contact with the air.

The Eu(III) in the samples was excited to the 5Lg electronic
level by a pulsed laser beam at 395 nm, and the subsequent
emission from the °D, luminescent excited state to the ground
"F manifold ('F;) was measured. The 395-nm beam was obtained
with the pulsed (10 kHz) 532-nm second-harmonic output of a
Quanta Ray DCR 2A Nd-YAG laser pumping Rhodamine 640
(Exciton Chemical) in methanolic solution in Quanta Ray PDL2
equipment. The beam from the dye laser was converted to 395
nm by frequency doubling and mixing with the 1064-nm funda-
mental in a Quanta Ray WEX-1 wavelength extender. The pulse
energy was typically 2-3 mJ, and the pulse width was in the
nanosecond range. The details for conducting the experiments
and collecting the data have been described earlier (7).

The luminescence decay curves observed in this work could
be analyzed by a single exponential relation; i.e., semilogarithmic
plots of the luminescence intensity versus time were linear. These
plots provided the decay constants reported in Table I. In some
systems where the concentration of water in DMF exceeded 1 mol
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Figure 1. Dependence of the Eu(I1I) luminescence lifetime on the H,0
concentration in DMF and DMSO.

% and in 5 mol % DMSO, the luminescence lifetimes for Eu(III)
did not show a simple linear dependence on the Hy;O concen-
tration. These concentrations, as a consequence, are used as the
limits of applicability of the method for water analysis.

RESULTS AND DISCUSSION

Normally, the degree of hydration of Eu(IIl) is calculated
from the luminescence decay rate constants. However, the
linearity of response to water concentration was equally good
for the rate constants or the directly measured lifetimes, so
we report the method in terms of the latter.

The luminescence lifetimes measured for Eu(III) in samples
containing water in DMF and DMSO solutions are listed in
Table I. The relative standard deviation for eight repeated
measurements of a solution of DMF is 2.9% and, for six such
measurements of a solution of DMSO, 1.7%. The plot of a
calibration curve for Eu(III) versus water concentration in
DMF and DMSO systems is shown in Figure 1. The data
had a linear least-squares fit with a correlation coefficient of
0.999 for both solvents. The correlation gives the following
equations for the calculation of the mole percent water in each
solvent:

DMF: mol % H,0 = [1.591 - t] /0.588 2)
DMSO: mol % H,0 = [1.605 - t]/0.112  (3)

where ¢ i8 the fluc lifetime in milli ds. The mole
percent water content calculated from the measured lifetime
values is listed in Table I along with the amount (in mole
percent) known to be present from the added water.
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CORRECTION co.'ucf.zd 24 Dec. .

Horizontal Touch Voltammetric Analysis—Determina-
tion of Insoluble Electroactive Species in Films at the
Air/Water Interface

Cary J. Miller and Allen J. Bard (Anal. Chem. 1991, 63,
1707-1714).

The structure for Ru(bpy)s(bpy-C;9)** in Figure 1 is in-
correct. The correct structure is as follows:

Ru(bpy)o(bpy-C1a)*"
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‘IR in the usec domain

Our new FT-IR spectrometer is a powerful new tool for spectros-
copy and chemical physics. With its new 896 interferometer, it
can operate in the step-scan mode at the rate of 0.25-800 steps/
second and collect data at 5|is intervals.

TRIC CRYSTAL
(ED MIRROR

dhasel =p

This new interferometer technology provides effective
22-bit dynamic range in normal operation, and step-
scan data with the maximum- theoretical signal-to-noise.

INTERFEROMETER

BEAMSPLITTER

i

£

LASER SENSORS

The new 896 interferometer technology is comprised of the interferometer itself and a innovative, new generation of dynamic alignment, control and

signal processing electronics (shown above).

The 896 interferometer technology, upon
which our new chemical physics level
FT-IR spectrometer is based, massively
extends the application of FTS methods,
and creates new horizons in such diverse
areas of research as:

® Step scan spectroscopy of sample
modulation experiments, e.g. poly-
mer rheology (2D [R), photolysis
studies and spectroelectrochemistry
Time Resolved Spectroscopy
(TRS) of fast repetitive events
Double modulation experiments:
e.g. LD, VCD, MCD
¢ Step scan FT-Raman
e Visible-uv emission studies, e.g. FT-
ICP & laser-induced fluorescence
Photoacoustic and photothérmal
beam deflection studies

e Surface and monolayer studies

® Trace component analyses

The capabilities offered by the new
spectrometer include in-scan co-adding,
giving step-scan data with the maximum
possible signal-to-noise (by making op-
timum use of the available measurement

time), and the collection of rapid-scari data
with an effective 22-bit dynamic range.
This latter capability advances studies of
weak absorbances where limited dynamic
range is currently a problem.

In the step-scan mode, fast data collec-
tion (5ps resolution) may be used to
support time resolved spectroscopy (TRS)
of repetitive events. Variable speed phase
modulation is available for photothermal
and other studies. The large control
bandwidth provided by the piezoelectric
fixed mirror actuators means that all these
studies can be performed in the normal
laboratory environment, without special
precautions. In addition, the control and
signal processing electronics of the 896
interferometer support the use of lock-in
amplifiers required

for multiple modulation experiments.

In kinetic scan mode the 896 inter-
ferometer can perform bidirectional data
collection at 50+ scans/second for single
events.

Finally, the 896 interferometer gives
our new FT-IR spectrometer a nominal
free-scanning spectral range of 0-63,000
cm! (Nyquist frequency), with practical
operation to beyond 230 nm. This avoids
the traditional aliasing problems encount-
ered in near-IR /visible/near-UV interfero-
metry. It supports a resolution of up to
0.1 cm-! in the mid-IR, and a resolving
power of up to 1 in 10° in the near-UV.

For more information on our new
chemical physics level FT-IR spectrometer
and its 896 interferometer technology,
please call (617) 868-4330. Or write
Bio-Rad Digilab Division, 237 Putnam
Avenue, Cambridge, MA 02139.

V. Digilab
w Division
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