


Important News for Chromatographers . ii 

Gilson's new software has more of the 
capabilities been asking for 

Gilson's new 715 HPLC ' 
System Controller . 
Software offers the ver­
satility to meet virtually 
any gradient system con­
trol requirement. The 715 
Software controls other 
system components - up 
four pumps, collects data 
up to four detector signals 
offers four data analysis 
methods. But beyond these 
basic capabilities, 715 has mor.e. . 
of the features you've always .. 
wanted in HPLC software. 

Allows manual adjustment 
of baselines to optimize 
peak integration 
You can remove baselines 
from unwanted peaks, add 
baselines to previously non­
integrated peaks and move 
baselines on integrated peaks. 
With manual baseline adjust­
ment you can use your own 
method for peak integration 
and easily analyze abnormali­
ties to optimize integration. · ~ll 
manual changes are automatI­
cally tracked according to GLP. 

Builds and stores calibration ' 
curves; saves hours of time 

Creating calibration curves 
demands a lot of time. In fact, 
on a simple five-point curve 
with three repeats per level and 
each run taking 20 minutes, it 
could take up to five hours. 

Compares up to four 
chromatograms quickly 
and easily 

If you need to check and 

,il ':c:'.:::~It ~ ~~" 1 1:£~:i:ii!~~~~d 
easily. You simply move 

I I i and overlay chroma to-l_._ .. ,,,Jl~~J.---ii;lfl!lll ----- -- . grams to check peak shape, 

I ;'; ;~;:~;·tE~~~~"~~~.;-~ ~~; ~:~o~!:~~~~;;~::~s 
Compare chromatograms 
from run to run. 

. 1 ~lnt CII, t OI"nd 

. and reduce non-peak 
heights to zero to simplify 
comparison of chromatograms 
with shifting baselines. 

. Plus, HPLC software has never 

. 'been so easy to use 

Communication commands 
have been simplified. Descrip­
tive names can be entered for 

.all samples. You can copy 
data files directly to a disk-
, ette. Or transfer da ta to 

word processing or 
spreadsheet programs. 
It all adds up to a 

ersatile, easy-to-use 
on troller for Gilson 

LC systems. Why not 
. out for yourself if 

"".' has everything you've 
~Mways wanted in HPLC 
- software? Mark the num­

bers below for free litera­
ture or a demonstration. 
Or call us 
toll-free. 

._._----------.-------.- -----
6uild'. slore and recali 
calibration curves. Call 800-445-7661 

But with 715 you can build a 
curve, store it and use it to 
calibrate unknown sample data 
at any time. Depending on 
your application, that could 
save you hours of tedious 
work daily. ,"'.*. G!:LSON®·· 

i 
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WHEN OUR 
ATOMSCAN 16 

TELLS YOU YOUR 
UNKNOWN SAMPLE 
CONTAINS COBALT, 

IT' S NOT JUST 
HANDING YOU 

~-- A LINE. 

Perform a full qualitative and quantitative screening on an 

unknown sample using most scanning ICPs, and you'll get 

results at only one analytical line per element. In order to 

get interpretable results, you 'll have to include standards 

for every element and wait several days. 

In contrast, our new AtomScan 16 Sequential ICP 

Spectrometer performs the same screening on the same 

unknown sample using up to 5 lines/element. A single 4 

element standard is required, and you'll get a complete list 

of the elements present, along with their concentrations, at 

accuracies of ±25%, in about 10 minutes. 

The AtomScan 16 is able to perform this rapid 

screening because it is equipped with the high speed 

galvanometer grating drive and Multiquant software, a 

combination which allows the AtomScan 16 to collect 

more data in a shorter time than any other spectrometer. 

(Four typical spectra for cobalt and the related 

concentration data are shown in the photo below.) 

High speed screening capability is only one of the 

many benefits of our new AtomScan 16 Sequential ICP 

Spectrometer. We'd like to show and tell you about the 

others. Please call (508) 520-1880 today for literature. 

Or write Thermo Jarrell Ash, 8E Forge Parkway, 

Franklin, MA 02038. 

Thermo Jarrell Ash Corporation 

A Subsidiary of Thermo Instrument Systems Inc. 
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SPEX SOLUTIONS 

New Open Vessel Focused 
Microwave Digester for 

SPEX 
RAPID 
DIGESTION 
SYSTEM 

AA, ICP and ICP-MS SamplePrepamtion 
• Large Sample Capacity (up to 109 or 100ml) 
• 10-30 min. digestion time for difficult samples 
Circle number 132 

NOW AVAILABLE SPEX INORGANIC 
QUALITY CONTROL SAMPLES 

A ,~o STAr.~ E,I\ 
~ Solutions certified ,;,,,<> ft '\ US a1'\f\ED 

~for: ACCURACY, ~ ~ -; C£n' ~ 
V HOMOGENEITY & \" l~j 

STABILITY "'>-, PRO'~ 

• Trace Metals for ICP 
& AA Analysis 

• Non-metals including: 
Demands, Minerals, Nutrients ... 

Call for information regarding our NEW 
LINE OF CRADA QC SAMPLES or 
our aqueous and organometallic certified 
standards catalog 
Circle number 133 
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REPORT 1077 A 
Role·playing analytical chem· 
istry laboratories. The struc· 
tural ideas of this curriculum are 
implemented through physical reo 
sources, written laboratory exper· 
iments, and faculty time. In the 
second of a three-part series, John 
P. Walters of St. Olaf College fo· 
cuses on the physical layout of the 
laboratory and the equipment 
needed to undertake this ap­
proach 

BRIEFS 

NEWS 

A!C INTERFACE 1103 A 
On the cover. Adaptive Kalman 
filtering. Judging the adequacy 
of complicated models selected to 
fit experimental data can some· 
times be difficult. Sarah C. Rutan 
of Virginia Commonwealth Uni· 
versity describes how the adaptive 
Kalman filter can provide insights 
about the appropriateness of the 
model selected 

1068 A 

1075 A 
Division of Analytical Chemistry seeks programming advice .• New 
NSF programs for science and engineering faculty .• Test kit verification 
program 

MEETINGS 1088 A 
Pittcon '92, the 43rd Pittsburgh Conference and Exposition, will be held 
in the New Orleans Convention Center March 9-13, 1992 .• Conferences. 
• Short courses. • Call for papers 

BOOKS 1098 A 
Critical reviews. Recently released books on chromatography and biolog· 
ical magnetic resonance 

NEW PRODUCTS & MANUFACTURERS' LITERATURE 1100 A 

AUTHOR INDEX 2545 

ANALYTICAL CHEMISTRY, VOL. 63, NO. 22, NOVEMBER 15, 1991 • 1065 A 



It's pronounced "ki-zen." It stands for "perpetual improvement." 
Our philosophy has created a new standard in HPLe ••• 



2x the pump life, 3x the UV 
sensitivity, 5x the reproducibility. 

All LC-10A components are modular, 
stackable and just 10.25" wide. 

See them at one of the 50 Shimadzu 
locations in the U.S. and Canada. 

.:. . '"im!r;TI .. ~ 
.- - ~ 

~ 

Fiber optic communication ... backlit LCD .. . miniaturization .. 
the LC-10A HPLC system is the culmination of the most ambitious 
engineering project in HPLC history: 22 new integrated 
modules, simultaneously designed. We have rigorously followed 
our philosophy of "kaizen": steady, perpetual improvement. 
The result? Components that will outperform any on the market. 

Our attention to detail has solved those little problems that 
cost you time, money and aggravation: seal replacement, cam 
lubrication, leak detection and handling, heating/cooling 
instability ... the list goes on. 

So, put some "kaizen" in your lab. Call (800) 477-1227 
for the full LC-10A story. 

Shimadzu Scientific Instruments, Inc. 
7102 Riverwood Drive, Columbia, MD 21046, (301) 381-1227 

Proven Precision. Rely on it. 

~ SI-IIMAOZU 
CIRCLE 126 ON READER SERVICE CARD 



BRIEFS 

Articles 
Chemical Modulation of the Electron Work Function 2546 
Potentiometric response resulting from formation of 
charge -t ransfer complexes between electrically neutral 
gas molecules and a semiconductor can be measured as 
the change in work function. 
JiM Janata, Department of Materials Science, University of 
Utah, Salt Lake City, UT 84112 

Performance Characteristics of Sodium Super Ionic 
Conductor Prepared by the Sol-Gel Route for Sodium Ion 
Sensors 2550 
The best detection limit (1 0-4 M) is obtained for samples 
smtered at 1000 °C. The selectivity coefficients, deter ­
mmed from the extended Nernst equation , are about 
10-3_10- 4 for K+, Li+, Ca2 +, NH~, and H30+. 
Alberto Caneiro, Pierre Fabry"', Hafit Khireddine and 
Elisabeth Siebert, Laboratoire d'Ionique et d'Electrochi~ie du 
Solide de Grenoble, Enseeg, B.P. 75, 38402 Saint Martin 
d'Heres, France 

Comparison of Fourier Self-Deconvolution and Maximum 
likelihood Restoration for Curve-Fitting 2557 
The increased accuracy with which the parameters of 
highly overlapped bands can be calculated by reducing 
their width by Fourier self-deconvolut ion or maximum 
likelihood restoration prior to curve-fitting is examined. 
Richard S. Jackson and Peter R. Griffiths*, Department of 
Chemistry, University of Idaho, Moscow, ID 83843 

Photovoltaic Detection Method for Condensed -Phase 
Photoionization 2564 
A detection method for the measurement of photoioniza ­
tion in polar solvents is characterized and evaluated. A 
detection limit of 5 x 10- 7 M KMnO. in water is obtained 
using optically transparent Au electrodes irradiated with 
a KrF excimer laser. 
John W. Judge and Victoria L. McGuffin*, Department of 
Chemistry, Michigan State University, East Lansing, MI 48824 

*Corresponding author 

Factors Influencing Ion Signal Profiles in Pulsed Glow 
Discharge Mass Spectrometry 2571 
The effects of electron impact and Penning ionization on 
ion signal frofiles associated with pulsed GDMS are in­
vestigated. These features a re used to discriminate 
against con-:;aminant species in the mass spectrum. 
J. A. Klingl er, C. M. Barshick, and W. W. Harrison", De· 
~;~~~~~~4~f Chemistry, University of Florida, Gainesville, FL 

Continuous· Flow Fast Atom Bombardment and Field 
Desorption Mass Spectrometry of Dligomers of 
3,3,3-Trifluoro -1-phenylpropyne 2577 
Molecular ons of a fluorinated polyacetylene are ob ­
served using FDMS and LC/CF-FABMS. LCIMSIMS and 
exact mass measurements are carried out for structural 
determinat .on . 
Richard B. van Breemen*, Chien-Hua Huang, and Carl L. 
Bum~ardner, Department of Chemistry, Box 8204, North 
Carolma Sta:e University, Raleigh, NC 27695-8204 

Mathematical Theory of Complex Ligand-Binding Systems 
Applied to Free Triiodothyronine Immunoassays 2581 
The theore ;ical basis for direct free (unbound) hormone 
assay syste:ns involving any number ofligands and bind­
ing sites is described and used for simulation of free tri­
iodothyroni ne immunoassays. Good agreement is found 
between th eoretically predicted and experimentally ob­
tained resu Its. 
Kaj R. Blomberg*, Department of Physical Chemistry, Abo 
Akademi, Porthansgatan 3, SF-20500Abo, Finland and Sten O. 
Engblom, I 'epartment of Analytical Chemistry, Abo Akademi, 
Blskopsgatall 8, SF-20500Abo, Finland 

A High-Performance Liquid Chromatography System with 
an Immobil ized Enzyme Reactor for Detection of 
Hydrophilic Drganic Peroxides 2586 
Substitutirg a reactor column with immobilized enzyme 
for continudus addition of an enzyme solution a llows sim­
plification )f the detection system for HPLC determina­
tion of peroxides. Two pumps rather than three are re ­
quired, and there is no loss of sensitivity (the detection 
limit is 34 -og H20 2 in a 20-].lL sample). 
Hans-Hagen Kurth"", Siegmar Gab, W~lter V. Turner, a nd 
Antonius Kettrup, GSF-Insti tut ftir Okologische Chemie, 
Schulstrasse 10, 8050 Freising-Attaching, Federal Republic of 
Germany 
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• CALIBRATION GAS STANDARDS· HELIUM, ULTRA HIGH PURITY· ANALYTICAL GRADE REGULATORS· MASS . 

(f) 
w 
(f) 
« 
c.? 
a: 
w 
a: 
a: 
« 
() 

(f) 
o 
...J 
o 
U. 

Z « 
::. 
a: 
w 
> o 
I 
() 
I-

~ 
(f) 

...J 
« 
() 

f= 
>­
...J « 
Z « 
(f) 
a: 
w 
I­
w 
::. 
~ o 
...J 
U. 
(f) 
(f) 
« 
::. 
(f) 
a: 
o 
I­
« 
...J 
:::J 
c.? 
w 
a: 
w 
o 
« 
a: 
c.? 
...J 
« 
() 

f= 
>­
...J 
« 
z 
« 

Matheson Elevates 
Gas Handling Standards for 

the 90's ... and Beyond. 

Analytical Chemists Will Benefit 
Matheson extends its technical dominance in 
equipment designed for handling high purity 
instrumentation gases and gas mixtures with a 
new multi-million dollar facilities expansion 
and product line enhancement. 

A Few Revelations ... 
A brand new regulator 
series specifically 
designed for gas 
chromatography 
applications. The 
Model 3120 
Series features 
low dead 
volume, metal­
to-metal seals 
throughout and a 
reduction in non-metallic parts. As a result, 
you get high purity delivery of gases to your 
PID, HID, ECD and other detectors and 
systems. 

This Series is part of our new Analytical Grade 
of gas handling equipment. You can recognize 
it by the distinctive gray handle . 

CIRCLE 86 ON READER SERVICE CARD 

New, Economical Mass 
Flowmeter 

Never Run Out of Carrier Gas 
Again 

Matheson' s Analytical Grade Switchover 
Systems were designed to provide an 
uninterrupted flow of ultra high purity carrier, 
fuel, or oxidizing gases to your instrument. 
The components of the systems are Analytical 
Grade regulators and valves, thus assuring 
contamination free delivery. 

CIRCLE 88 ON READER SERVICE CARD 

The One Place to Go For All 
the Information 

with new 
products and 
technical data. 
It's the best way 
to review all the 
gas handling equip­
ment . Ask for your free 
copy today . 
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BRIEFS 

Shape Discrimination in Liquid Chromatography Using 
Charge- Transfer Phases 2589 
Molecular shape discrimination of polycyclic aromatic hy­
drocarbon isomers and polychlorinated biphenyl conge­
ners is examined for charge-transfer columns. Dramatic 
separations of planar and nonplanar compounds are pre­
sented. 
Lane C. Sander*, Reenie M. Parris, and Stephen A. Wise, 
National Institute of Standards and Technology, Gaithersburg, 
MD 20899 and Philippe Garrigues, UA 348 CNRS, Universite 
de Bordeaux I, F -33405 Talence Cedex, France 

Role of Charge Suppression and Ionic Strength in Free 
Zone Electrophoresis of Proteins 2597 
A general model for calculating free solution electro­
phoretic mobility of proteins from their amino acid con­
tent is extended to encompass charge suppression and to 
account for other previously proposed empirical models. 
Bruce Jon Compton* and Elizabeth A. O'Grady, Bristol­
Myers Squibb Company, Industrial Division, P.O. Box 4755, 
Syracuse, NY 13221-4755 

Stable Isotopes for Determining Biokinetic Parameters of 
Tellurium in Rabbits 2603 
Stable tellurium isotopes are shown to be suitable for 
studies on the metabolism of this element. Results ob­
tained using stable isotopes in combination with GF AAS 
and SIMS are in accordance with results derived from 
experiments involving radioactive isotope and gamma 
ray spectrometry. 
Tomas Kron, Universitat Frankfurt, Institut flir Biophysik, 
Paul-Ehrlich-Strasse 20, D-6000 Frankfurt/Main 70, Germany, 
Klaus Wittmaack*, GSF, Institut fUr Strahlenschutz, D-8042 
Neuherberg, Germany, and Christine Hansen and Eckhard 
Werner, GSF, Institut fur Biophysikalische Strahlenforschung, 
Paul-Ehrlich-Strasse 20, D-6000 Frankfurt/Main 70, Germany 

Adsorption Isotherm and Overloaded Elution Profiles of 
Phenyldodecane on Porous Carbon in liquid 
Chromatography 2608 
The adsorption isotherm of phenyldodecane between ace­
tonitrile and graphitized carbon has two inflexion points. 
It can be accounted for by the sum of a quadratic and a 
Langmuir term. It permits the calculation of elution pro­
files for large samples that are in agreement with exper­
imental results. 
Moustapha Diack and Georges Guiochon*, Department of 
Chemistry, University of Tennessee. Knoxville, TN, 37996-1501, 
and Division of Analytical Chemistry, Oak Ridge National Lab­
oratory, Oak Ridge, TN 37831 -6120 

Coriolis-Induced Secondary Flow in Sedimentation 
Field-Flow Fractionation 2614 
A study of the effect of secondary flow is reported for 
sedimentation FFF using digital simulation techniques. 
Results suggest that the direction of spin relative to flow 
is criticalm maximizing the zone quality. 
Mark R. Schure*, Computer Applications Research, Rohm and 
Haas Comp3.ny, 727 Norristown Road, Spring House, PA 19477 
and Sisira K. Weeratunga, Numerical Aerodynamics Simula­
tion Group, NASNAmes Research Center, T045-1 , Moffet Field, 
CA 94035 

Fourier Analysis of Multicomponent Chromatograms. 
Theory of Nonconstant Peak Width Models 2627 
The power spectrum method for determining the single 
component number is extended to cases of nonconstant 
peak width multicomponent chromatograms. The method 
is validated by numerical simulation. 
Attila Felinger, Department of Analytical Chemistry, Univer­
sity ofVeszprem, P.O. Box 158, H-8201 Veszprem, Hungary and 
Luisa Pasti and Francesco Dondi*, Department of Chemis­
try, Univer::;ity of Ferrara, I-44100 Ferrara, Italy 

Hydrolytically Stable Bonded Chromatographic Phases 
Prepared through Hydrosilation of Diefins on a 
Hydride-Modified Silica Intermediate 2634 
Heterogeneous olefin hydrosilation is used to form direct 
surface-to ·carbon linkages on silica substrates. Spectro­
scopic and chemical characterization of the products as 
well as mechanistic interpretation of results are pre­
sented. 
Junior E. Sandoval* and Joseph J. Pesek, Department of 
Chemistry, San Jose State University, San Jose, CA 95192 

Centrifugal Partition Chromatography of Paliadium(lI) and 
the Influence of Chemical Kinetic Factors on Separation 
Efficiency 2642 
Significantly lower centrifugal partition chromatographic 
efficiencies are encountered for a metal compared with 
an organic compound. The lower chromatographic effi­
ciency for :he metal is related to the kinetics of the metal 
complex decomposition reaction. 
Y. Surakitbanharn, S. Muralidharan*, and H. Freiser, 
Strategic Metals Recovery Research Facility, Department of 
Chemistry. University of Arizona, Tucson, AZ 85721 

Multivariate Statistics for Large Data Sets: Applications to 
Individual Aerosol Particles 2646 
A generalized scheme is developed for cluster analysis of 
elemental compositions of aerosol particles. Discrimi­
nant, correlation, and principal components analysis are 
used to study temporal emission patterns for airborne 
particles. 
Thomas W. Shattuck*, Mark S. Germani, and Peter R. 
Buseck, Chemistry and Geology Departments, Arizona State 
University, Tempe, AZ 85287 
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Harness A Workhorse. 

Th . " 

, 
., 

-" 

A full complement 
of accessories fOT 
maximum flexibility 
includes tlie Model 
320 Laser Sampler, 
FIAS 200,ETV, Ultra­
sonic Nebulizer and 
Organics Sampler. 

." 

/ 

~. 
Ease of use and 
maintenance with 
PLASMALOK" 
interface and 
QuickChange cones. 

Exclusive software, 
designed for analysts 
by anal),sts. Such 
as TotaIQuant,' · for 
the rapid semiquan­
titative analystS oj 
78 elements. 

Perkin-Elmer com­
bines experience, 
expertise and world­
wzde resources to 
pTovide unmatched 
products, service and 

::tt:;:!~:s~nalytical 



The 
TekJnar 
7000 
Headspace 
Autosampler 

Purge & Trap Dynamic Headspace 
Concentrator with the new Moisture 
Control Module1M (MC~\\): 

"" Dramatically reduces the 
amount of water reaching 
theGC 
Greatly Improves the resolution of 
early eluting compounds 
Factory installed or installed 
on an existing 2000 

(800) 543-4461 
FREE CATALOG 

Call Now! 
OUtsldo tho u .s. and cor..ada (5 13) 247-7000 • Tc!¢lax (51:;) 247·1050 • Telex 21-4221 

P.O. BoY. 429576 Cindr.ncb, Ohio 45242-9576 
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HIGH PURITY 
RESEARCH 

CHEMICALS AND 
MATERIALS 

Do you need high-purity, 
excellent quality and 24 hour 
delivery? You need a FREE copy of 
the new AESAR 1992-93 catalog. 

You'll find high-purity 
materials, inorganic compounds, 
pure elements, precious metals, 
ceramics, electronic materials, 
superconductor research materials 
and more - plus the most 
responsive customer service and 
support in the industry. 

Request your FREE copy today. Or complete and mail the 
coupon below. 

Please rush me a FREE copy of your latest product catalog. 

Name __________________________________ _ 

Title __________________________________ __ 

Organization ______________________________ _ 

Mail Stop ________________________________ _ 

Address _______________________________ __ 

City _____________________ State ___ Zip __ _ 

Telephone ( Ext. 

MaHto: iCC LI D · P.o. Box 8247 
fl:.J_!l_ ll\._ Ward Hill, MA 01835-0747 
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All your 
chromatography lab needs 

is new Windows~ 
..... Mcthud: m~'Muv4 . 1JI r.1 File:: 
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Ever have a feeling of "running into 
walls" in your data handling? Stifled by 
the limitations of your system? Add 
Shimadzu EZChrom"': For advanced 
data handling and easy, single point 
control of your entire Shimadzu GC 
or HPLC lab. 

Shimadzu ElChrom does it faster, 
easier, smarter. Imagine: No more 
menus to scroll , no more codes to 
remember, no more tedious editing, 
no more time-consuming manipula­
tions. Just point and click-ifs that 
intuitive and simple. 

'Trademark of Microsoft COrp. 

ala Allaly/I! Calih 
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Shimadzu ElChrom gives you a 
broader view and a fresh outlook_ 
Our new Windows'" 3.0 based soft­
ware gives you enhanced customized 
reporting, colorful real-time display, 
permanent archiving, dynamic links 
to popular software, and provides a 
window to the whole world of IBM 
PC ccmpatible computing: Shared 
peripherals, networks, LlMS connec­
tions, etc. 

Shimadzu ElChrom opens a 
window of productivity. Cast new 
light on data previously acquired from 
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your reliable Shimadzu GC, HPLC 
and Chromatopac'" data processors 
(C-R3A, C-R4A, C-RSA, CR S01 or 
CR 601): Just link up with a Shimadzu 
EZChrom PC system. 

So, before you go "Windows-Shopping' 
let us show you oursl Better yet, ask 
for a demo disk and see for yourself. 
Call 800-477-1227 or write: 

Shimadzu Scientific Instruments, 
7102 Riverwood Drive 
Columbia, MD 21046, (301) 381-1227 

Proven Precision. Rely on it. 

~SHIMADZU 
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chemist or scientist in an allied field, sometimes the 
best way to get ahead is to make a change. 
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NEWS 

Division Seeks Opinions on Programming 
The Division of Analytical Chemistry is evaluating its 
programming practices at both the ACS spring and fall 
national meetings and solicits opinions on this issue. 
Considerations for the evaluation of progra!Ilming, the 
Division's major objective, include scientific needs, fi­
nancial feasibility, and logistical details. 

Scientific needs: Divisional award symposia at the fall 
meeting are normally well attended, but regular ses­
sions are irregularly attended. The ACS spring meeting 
is always held shortly after the Pittsburgh Conference 
whereas the fall meeting is scheduled before the smaller 
FACSS meeting, making overlap in programming and 
speakers difficult to avoid. The Summer Symposium of 
the Division is a smaller and more intense meeting that 
has traditionally been well attended and well received. 

Financial feasibility: Both programming and atten­
dance costs for national meetings are very high. Pro­
gramming one national meeting costs the Division ap ­
proximately $18,000 for direct support of speakers, 
$9000 for printing and mailing the separate newsletter, 
and $2000 for miscellaneous expenses. Direct program­
ming costs now account for about 40% of the Divisional 
funds in contrast to a traditional level of 30%. 

Logistical details: Many chemists attend only a lim­
ited number of meetings per year. Personal expenses are 
increasing while travel budgets in both academe and 
industry are decreasing. In addition, ACS is constrained 
by the need to restrict national meeting sites to large 
cities with sufficient space. 

You are invited to express your opinions concerning 
Divisional programming by writing to either Charles L. 
Wilkins, Department of Chemistry, University of Cali­
fornia - Riverside, Riverside, CA 92521-0403 (714-787-
3540) 01' Kenneth Busch, School of Chemistry and Bio­
chemistry, Georgia Institute of Technology, Atlanta, GA 
30332-0400 (404-894-4030). 

NSF Announces New Programs for Young 
Science and Engineering Faculty 
The National Science Foundation has announced two 
new award programs to recognize and support the 
scholarly activities of some of the nation's most promis­
ing young scientists and engineers. The Presidential 
Faculty Fellows (PFF) program will provide up to 30 
awardees with $100,000 annually for five years. The 
president of any U.S. college or university offering bac­
calaureate or graduate degrees in science or engineering 
may nominate up to two young faculty members who 
were appointed to their first faculty positions within the 
last foul' years. NSF will manage the program, adminis­
ter the evaluation process, and fund the awards, with 
final judgment from the White House. 

The new NSF Young Investigator Awards (NY!) pro­
gram replaces the Presidential Young Investigator 
Awards (PYI) program, first funded in 1984. Up to 150 
NY! awardees each may receive a total of $100,000 per 
year for five years, provided they raise $37,500 in 
matching funds or equipment from industry and other 
eligible sources. Like the PYI program, NY! awardees 
are guaranteed a minimum of $25,000 a year for five 
years. Department chairpersons may nominate faculty 
members who began teaching after Jan. 1, 1988. 

Nominees for the PFF and NY! programs may work 
in any discipline of science or engineering normally sup­
ported by NSF, and recipients may use their awards for 
both research and teaching purposes. The first awards 
in both programs will be made in fiscal year 1992. Fur­
ther information can be obtained by contacting the ap­
propriate program office at the National Science Foun­
dation, 1800 G Street, N.W., Washington, DC 20550. 

Test Kit Verification Program 
AOAC International (formerly the Association of Official 
Analytical Chemists) has begun a new test kit verifica­
tion program to examine the reliability of performance 
claims made by manufacturers. Test kit developers will 
submit an application to AOAC International, providing 
test kit performance specifications, information on in­
tended uses and users, and other supporting data. 
AOAC International will then send the kit to an inde­
pendently selected laboratory to assess its performance. 
The results will go to a team of technical experts who 
will evaluate the data from both the test kit applicant 
and the independent laboratory, using AOAC Interna­
tional-approved procedures and criteria. The team will 
make recommendations to a test kit review board, which 
will either grant or deny verification of the kit method. 
AOAC International hopes to be able to complete the 
review process within 90 days of accepting an applica­
tion. For more details, contact George Heavner, AOAC 
International, 2200 Wilson Blvd., Suite 400, Arlington, 
VA 22201-3301 (703-522-3032; fax 703-522-5468). 

For Your Information 
The National Committee for Clinical Laboratory Stan­
dards (NCCLS) document C3-A2, "Preparation and 
Testing of Reagent Water in the Clinical Laboratory, 
2nd Edition," is available. The updated guideline pro­
vides information on various water purificat ion and 
test ing methods as well as suggested applications for 
different types of water. Single copies of the guideline 
are $20 for member organizations and $30 for nonmem­
bel'S. For overseas orders, add $5 for each copy. Dis­
counts are available for multiple copy orders. For more 
information, contact NCCLS, 771 E. Lancaster Ave., Vil­
lanova, PA 19085 (215-525-2435; fax 215-527 -8399). 
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Role-Playing 
Analytical Chemistry Laboratories 

Part 2: Physical Resources 

The structural ideas presented 
in Part I of this series (Anal. 
Clum. 1991, 63, 977 A) have 
been implemented through the 
use of physical resources (lab 
space and equipment), written 
lab experiments, and faculty 
time. Of these three, the most 
critical are the physical re­
sources, especially for small 
colleges. For this reason, many 
innovations have been made in 
space management and equip­
ment organization. A descrip­
tion of these innovations and 
the equipment used in the 1991 
spring and fall course offerings 
will constitute the bulk of Part 
II. A discussion of the actual 
written lab experiments and a 
short evaluative summary will 
be presented in Part III, which 
will appear in the December 15 
issue. 

0003 -2700/91 /0363 -1 077 N$02.50/0 
© 1991 American Chemical Society 

John P. Walters 
Department of Chemistry 
St. Olal College 
1520 So. Olaf Avenue 
Northfield, MN 
55057-1098 

The entire role-playing approach is 
more readily understood when the 
physical layouts of the laboratories in 
the junior-level Analytical Chemis­
try and senior-level Instrumental 
Analysis courses are pictured (Fig­
ures 1 and 2). The junior course lab 
has four traditional benches in the 
center of the room, two end benches, 
and three large hoods. Each large 
center bench is designated as a com­
pany and given a name (Wendy, 
Laura, Bruce, and Deano). Each com­
pany actually is more than a lab 
bench. It is also a small, named, 
physical community that is set up, 
organized, identified, and equipped 
for problem solving. 

Each bench has a wet end and a 
dry end and is connected by at least 
two 19,200-baud lines to the central 
Hewlett-Packard Xenix-based mi­
crocomputer. Each company is set up 
with its own equipment at both ends 
of the bench (see Fignre 3). In the 
junior course, each company's instru­
mentation consists of digital analyti­
cal and top-loading balances, a Per­
kin Elmer Lambda-3B double-beam 

REPORT 
spectrophotometer and companion 
digital strip-chart recorder, a Perkin 
Elmer Tri-Det liquid chromatograph, 
a Corning Model 150 digital pH meter, 
a Sequoia -Turner digital readout colo­
rimeter, and a magnetic stirrer. (See 
p. 1087 A for equipment sources.) An 
electrochemical analyzer will be added 
to each company's hard instrumental 
ensemble. 
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In small colleges, large lab rooms 
with fixed lab benches such as those 
in Figure 1 usually must be shared 
by students from multiple courses. 
The equipment infrastructure for 
role-playing is different from that 
used in most courses, especially 
those that equip students with their 
own individual drawers in a semi­
isolated manner. Most role -playing 
equipment is mobile to allow other 
course participants access to the 
space. All computers are on carts, 
and other instruments (e.g. , liquid 
chromatographs, pH meters, and bal­
ances) are on carts, cafeteria trays, 
or similar carrying devices. Only the 
large, heavy spectrophotometers are 
left on each bench. 

At the start of each semester, the 
role-playing equipment is moved 
from hallway storage cabinets into 
the large lab room. Equipment is ar­
ranged and rearranged during the 
semester as required for individual 
experiments. Part of the work Hard­
ware does in setting up an experi­
ment is to add cables and small parts 
and arrange the apparatus. Although 
this degree of equipment portability 
was bothersome when the role-play­
ing labs first started, the advent of 
smooth rolling carts and large lock­
ing hallway storage cabinets made it 
a preferred method of laboratory 
space management. 

The natural extension to the p,)rta­
ble equipment mode of shared space 
management is to avoid all capital 
purchases and use "just-in-t ime" 
lend-leasing procedures to set up 
each semester's experiments. This 
approach, although as yet un1 ried, 
would handily avoid the need for per­
manent technical staff to maintain 
equipment that often is captured and 
customized by other individuals 
when not in use for an actual role ­
playing experiment. 

An alternative method of space 
management, based on the availabil­
ity of diverse instruments and loca­
tions in the building during the se­
mester, was briefly tried and then 
rejected. The presence of four small 
groups working concurrently on the 
same tasks in a common ,:" oom 
strengthens the sense of comm unity 
within each company and gives Man­
agers a way to caucus and compare 
approaches without copying each 
other or competing. 

In the senior Instrumental Analy­
sis course, two laboratory rooms are 
used: the large lab room in Figure 1 
and the small room in Figure 2. The 
small room is set up anew bi" eekly 
to serve four students at a tim~. The 
maximum lab enrollment for this 
course is 16, and a typical class 
would have 12-16 students in the 
lab each week, four per afternoon. In 

,--_D_u_8_1 h_o_o_d----.JIDI Dual hood Hoi plale 

Wendy Laura Bruce Deano 

Figure 1. Diagram of the large lab room set up for the junior role-playing 
Anaiy1icai Chemistry course. 
The four named companies (benches), company computers (e), company executive terminals (T). 
polarographs (P). drying ovens (0). and computer lines to the central Hewlett -Packard Xenix-based 
microcomputer (Bambi) are shown. 
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Figure 2 the small room is set up for 
the third experiment in serial data 
acquisition. (Part III will include a 
discussion of this experiment.) 

Some of the larger instruments 
from which data are acquired and 
sent to computers in the smalllabo­
ratory room are located in the large 
laboratory room. Usually all of the 
robotic) electronic, and computer as­
pects of the work in the senior course 
occur in the small lab room; wet and 
large instrument work occur across 
the hall in the large room. Emphasis 
is placed on remote control and data 
acquisition to mimic the process con­
trol situations one encounters in in ­
dustry. 

An example of a remote data ac ­
quisition and control setup used in 
the senior course is shown in Figure 
4. The Macintosh computer that ac­
quires data, along with its Software 
role -player, is located in the small 
lab room. The HPLC instrument be­
ing run remotely) along with its 
Hardware role-player, is located in 
the large lab room, or occasionally on 
a hallway cart when space is tight 
because of conflicting class sched ­
ules. Visual and verbal command 
communication occurs between the 
two sites via closed-circuit television 
and voice intercom while the RS-232 
serial line collects data from the in­
strument via an Omega type WB-31 
smart serial ND converter. Links 
such as these enhance the role -play­
ing interaction, help diminish con­
flicts resulting from shared space, 
and add a pleasant sense of adven­
ture to the methods development 
work. 

Another example of this kind of 
spatial arrangement is shown in Fig­
ure 5. Here, the same closed-circuit 
TV and intercom approach is used to 
link a controlling Heath H-100 com­
puter to the smart serial port on the 
spectrophotometer. The two parts of 
the experiment may be split over the 
length of a lab bench in the junior 
course, between the small and large 
lab rooms in the senior course, and 
between two large lab rooms in an­
other experiment done in the first­
year course. 

In both the senior and junior 
courses one can make use of larger 
"departmental" instruments (atomic 
absorption spectrophotometer, gas 
chromatograph/mass spectrometer, 
FT-IR spectrometer, NMR spectrom­
eter, and spectrofluorometer) when 
appropriate. These instruments are 
housed in other lab rooms. Whenever 
sensible, the control and data links to 
these instruments occur remotely, 
from the small lab room to the other 



lab rooms. This is facilitated by using 
the smart serial porta in the course 
Xenix microcomputer. 

An example of remot e software 
switching between lab rooms, shown 
in Figure 6, involves connecting the 
individual desks set up in the small 
lab room with the fIxed spectropho­
tometers in the large lab room. Per­
manent RJ -11 wiring is run between 
the two lab rooms to serial ports on 
the Xenix microcomputer. The termi­
na� program, Kermit or TERM, 
cross -links these lines by choosing 
the proper "tty" port assignments 
and then makes a connection be­
tween students and instruments in 
the two rooms. The rooms do not 
have to be rewired between semes­
ters or experiments. Instead, soft­
ware selection of Xenix port cross­
links accomplishes the setups. 

In Figure 6, for example, the serial 
link is between ports of different 
baud and parity. These protocol dif­
ferences are sorted out by the Kermit 
(or TERM) program. This type of re­
mote instrument use can occur while 
other departmental courses are being 
conducted in the large lab room, even 
to the point of hour-by-hour sharing 
of the spectrophotometers . Visual 
contact with the instrument is made 
possible by closed-circuit television. 

The small room thus becomes a 
la rger example of the problem­
solving community that is the com­
pany in the junior course, but one 
that is more tightly focused on meth­
ods development. 

Mobile microcomputers 

Communication between role-play­
ers and instruments in the senior 
course and between companies in the 
junior course is made possible by the 
use of many serially linked company 
computers and executive terminals. 
This equipment is present in each 
company in the junior course (see 
Figures 1 and 3) and is placed 
throughout the small room on an as­
needed basis for the senior course 
(see Figure 2). 

The function of these local, mobile 
microcomputers is to prepare reports 
(Manager), control instruments and 
acquire data from them (Software 
and Hardware), and store and ex­
change chemical material safety data 
sheet (MSDS ) data and recipes 
(Chemist). They are true communica ­
tion centers that provide a straight­
forward way to bond the role­
players. 

In both role-playing courses, it is 
expected that Hardware will be re­
sponsible for connecting the serial 
computer links on the computers and 

Zymark Zymate II 
System V robot Dgg~ 

":8r '----------' 

o 

Monitor HPLC Monitor Monitor HPLC Monitor 

Figure 2. Diagram of the small lab room set up for one experiment on serial data 
acqu sition and telemetry in the senior Instrumental Analysis course. 
Individual desk and work spaces are shown for four students at six computers and terminals, together 
with other mobile Macintosh II computers and a semimobile Zymark Zymate II System V lab robot. 

Figure 3. Diagram of one lab company (bench) for the junior course showing the 
equipment used during the spring 1991 session. 
Key: PE-3B Spec: Perkin Elmer Lambda-3B double-beam recording spectrophotometer; Ree: Perkin 
Elmer Rl00A digital drive analog chart recorder (10 mV); PE LC: Perkin Elmer Tri·Oet isocratic liquid 
chroma~ograph; AB: Ohaus Galaxy 200 electronic analytical balance with serial RS·232C interface; TLB: 
Mettler PM electronic top· loading balance with serial RS·232C interface; SqT col: Sequoia· Turner Model 
390 digital readout single-beam colorimeter; pH: Corning Model 150 digital pH and specific ion meter with 
RS·23:;:C printer output; 8: magnetic stirrer; Heath H·100: Heath H·100 computer; Amiga 2000: Amiga 
2000 ccmputer with 2286 internal PC/AT DOS brldgeboard; and wy60: Wyse wy60 terminal (19,200 
baud). 
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will handle interfacing and small cir­
cuit construction. Accomplishing 
these tasks in an afternoon's session, 
without rehearsal and especially 
with electronic novices, is difficult. 
Prefabricated junction boxes have 
been developed so that insulation 
displacement techniques can be used 
for making cables and connectors 
wherever possible, thus avoiding de­
tailed soldering. 

Figure 7 shows the types of inputJ 
output connections that facilitate in­
terfacing with insulation displace­
ment cabling for data acquisition and 
serial communication for one of the 
junior course H -100 computers. This 

computer is a stock Heath H-100 to 
which I/O Technology S-100 inter­
face boards have been added. All of 
the board connections, whether par ­
allel or serial, are brought out to 
DB25 connectors on the back of the 
computer, as shown. 

In the H-100 machines, an A:D/A 
board and a parallel/serial I/O board 
have been added to the one parallel 
and two serial ports that are avail ­
able on the H-100 motherboard. 
These computers, which are located 
on carts so that they can be moved 
from one end of the bench to another, 
have 768 K RAM (allowing RAM­
disk operation) and eight-color 640 x 

Figure 4. Split space management for remote instrument operation in the senior 
Instrumental Analysis course. 
Software and Manager remotely operate the HPLC instrument from the small lab room (Figure 2) \l la 

Chemist and Hardware, who are located at the instrument in the large lab room (Figure 1) or anothar 
remote site. 

1080 A • ANALYTICAL CHEMISTRY, VOL. 63, NO. 22, NOVEMBER 15, 1991 

225 pixel graphics. Each is equipped 
with two floppy disk drives, an Ep­
son LX-86 dot matrix printer, and a 
Zenith 1339 CGA color graphics 
monitor. All external hardware con­
nections are made to the back of the 
H -100 using DB25 connectors, and 
these are easily assembled and at­
tached to cables using insulation dis­
placement techniques. 

Often, Hardware must connect the 
H -100 I/O ports, or those of one of 
the other DOS or Macintosh lab mi­
crocomputers' to external instru ­
ments with an intermediate ampli ­
fier between the computer's AID 
board and the instrument output. 
Such amplifiers are designed in the 
senior course and typically are wired 
by Hardware in the junior course on 
the day of the experiment in which 
they are needed. Special "plas­
ticware" junction boxes, made from 
plastic food storage containers such 
as the examples shown in Figure 8, 
have been developed with this Hard­
ware role in mind. (Any brand of 
plastic food storage container is sat­
isfactory for this purpose.) 

For example, in the weak acid ti ­
tration experiment done in the junior 
course, Manager and Hardware must 
decide whether to build or buy the 
pH meter that they will use to con­
duct the titration. If Manager builds 
it, he or she will do so using the op­
erational amplifier circuit shown in 
Figure 9 as the active device connect­
ing the pH electrode to the serial AID 
converter feeding one of the COM 
ports on one or another of the lab mi­
crocomputers. Hardware then will 
assemble this circuit into the plas­
ticware box, and Chemist will pre ­
pare the buffers that will allow Soft­
ware to calibrate the whole system. 

When the Amiga 2000 DOS or Mac­
intosh Mac II machines are used, se ­
rial port custom links are made ex­
ternally to the computer, also using 
small plasticware junction boxes 
(Figure 8) to allow Hardware to 
make the connections. When high­
speed AID conversion is needed, the 
Macintosh machines carry a Na­
tional Instruments NB -MIO - 16L 
multifu"ction board that allows Lab­
View2 or QuickBASIC drivers to 
carry out the task. In such cases, 
Software operates the programs and 
Hardware sets up coaxial, twisted 
pair, or differential connections to 
the instrumentation through these or 
equiva lent plastic ware junction 
boxes. 

Multiples of plasticware boxes are 
available. Most are internally wire ­
wrapped between the insulation dis­
placement experimenter's sockets 



and the DB25 connectors. The person 
playing Hardware in the senior 
course can develop the layouts for the 
person in the same role in the junior 
course, based on quick cabling needs 
that he or she has already experi­
enced' and do so, without soldering, 
within a single lab period. Hardware 
in the junior course then concen­
trates more on cabling and connect­
ing than on actual interfacing and 
linking, in keeping with the different 
natures of the two courses. 

All of this interconnection struc­
ture has evolved over time and has 
proven effective; it has encouraged 
active participation by Hardware 
and good interdependent interaction 
with the other role-players. 

In addition to the local lab micro­
computers, each company has a 
Manager's executive terminal. Cur­
rently, wy60 terminals are used on 
smaIl carts. These terminals link at 
19,200 baud to each other and to the 
lab microcomputers via the serial 
ports on the course Xenix computer. 
Managers can use the terminals to 
prepare lab reports while the lab is 
in session and to communicate with 
each other using Xenix mail and 
Chat and Talk programs. Manager 
and Software also use this terminal 
for forecasting, predicting, analyzing, 
and reporting when the other lab mi ­
crocomputers are tied up with data 
coIlection or analysis. 

The laboratory robot 

By far, the one device that has been 
most beneficial in catalyzing good 
smaIl group dynamics is the Zymark 
Zymate II laboratory robot used in 
the senior Instrumental Analysis 
course. It may appear that a robot, as 
an automation device, is useful pri­
mari�y for routine, programmed 
tasks that are too dangerous or 
mind-numbing to be done by a cre­
ative individual. However, another, 
more subtle side to the issue con ­
cerns the process of programming, or 
setting up, the robot in a role­
playing lab. 

Upon reflection, it is clear that the 
process of automating a chemical 
task, as opposed to simply observing 
an automation routine perform a 
pre programmed task, requires more 
knowledge of the whole linked sys­
tem of chemical steps than that 
needed to execute the method intu­
itively. Thus, if one sought a tool that 
would encourage a small group of 
students to look at all the linkages 
between steps before beginning a lab 
experiment, a device like a robot 
would be a natural choice. The key 
then would be to make automation a 

Figure 5. Split space management for remote instrument operation in the junior 
Quantitative Analysis course. 
The roles indicated split physical locations between the controlling computer and the controlled spectropho­
tometer. Manager is free to move anywhere around the bench, Hardware and Chemist are free to move 
along the side of the bench where they are located, and Software cannot move from his or her location. 

!I II 
Idev/tty2d 1 Idev/tty2c 

SCO Xenix 2.3.2- 80386 

C-Kermit C-Kermit C-Kermh 

kevaxen kedeano kebruce 
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Figure 6. Serial line (RS-232) linkages between small and large lab rooms via the 
smart serial ports through the course Xenix microcomputer for implementing a 
remote spectrophotometer experiment in the senior Instrumental Analysis course . 
A wy60 terminal or Heath H-1 00 computer driven by a Z8ASIC program connects to port tty2d under one 
serial protocol. The Xenix program C-Kermit cross-connects port ny2e to ny2d, concurrently adjusting the 
protocol to that of the PE-38 spectrophotometer on the Deana lab bench. 
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H-100, 768 K, 2 Floppy disks, 8-Color CRT 

Irn@~1 
Power 

Figure 7_ 0825 connector outputs for connecting serial ports and AlOIA devices 
between an H-100 microcomputer and laboratory instruments. 
Key: (J1S), (J16), and (J17): unused output sockets; J14 and J9: video port outlets; DAC-O: 110 
Technology NDIA board (a-channel, 12-bit DAC; pinouts for odd channels) ; DAC-E: lIO TechnoloGY 
AlOIA board (6-channel, 12-bit DAC; pinouts for even channels); AOC: VO Technology N OlA board 
(a-channel, 12-bit ADC); PIO-A and PIO-S: 1/0 Technology peripheral support boards with parallel 110 
ports (16 bits); SIO-A and SI0-8: 1/0 Technology peripheral support boards with RS-232C seriall!O 
ports (oTE); Ser-A: H- l0a motherboard with RS-232C serial 1/0 port (DeE); Ser-S: H- 1Da motherJoard 
with RS-232C serial 110 port (OTE); Para: H-1Da motherboard with parallel printer port (Centronics): and 
J4: RJ11 phone jack (unused). 

(a) 
DB25 DB25 

I 
e @IIIIJ @IIIIJ @IIIIJ @IIIIJ e 

I 1111111111111111111111111.1'1 

111111 111111 1111111111111.1'1 

e @IIIIJ @IIIIJ @IIIIJ @IIIIJ e 
Experimenter's socket 

Figure 8_ Examples of plasticware electronic junction boxes that allow 22-gauge 
wire patching between 24 pins of the plug and socket 0825 connectors via the 
two sides of the Radio Shack 276-175 experimenter's socket. 
(a) Junction box that bridges all 25 pins between two 0825 connectors. (b) Junction box that allows 
insertion of battery-powered operational amplifiers between two bayonet coaxial connectors. 
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part of the experiment-for example, 
by filling in major parts of a skeletal 
program or creating an entire proce­
dure. 

In role-playing labs the Zymark 
robot is a marvelous physical repre­
sentation of the roles of Chemist, 
Software, and Hardware while it is 
being set up to do a procedure. This 
one device embodies all of the func­
tions that the entire company ofrole­
players acts out. For example, when 
a robot is programmed by the four 
role-players, it is Manager who must 
perceive the entire linked system of 
chemical events needed to make the 
robot do the assigned task and com­
municate it to others in the group. It 
is Chemist who prepares the re ­
agents . The group interaction is 
completed with Hardware, who ac­
tually tunes the robot sectors and 
installs the solutions, and Software, 
who executes the robot steps at the 
computer console. The robot pro­
gramming activity thus exemplifies 
the interdependence on which the 
role -playing educational model is 
based. 

The robot also adds new dimen­
sions to some roles . For example, 
when the robot is running an experi­
ment' Hardware is r esponsible for 
videotaping the automated process 
as it evolves under the direction of 
Manager and through the implemen­
tation of Chemist and Software. For 
Manager, the videotape adds new in­
terest to the often onerous job of 
writing a technically accurate labo­
ratory report about a methods devel­
opment project. When it comes to re­
porting what actually happened in 
the methods development lab ses­
sion, it is hard to argue with a video­
tape! 

The robot configuration that will 
be used this fall in an experiment to 
determine the pseudo-first -order 
rate constant of the hydrolysis of as­
pirin is shown in Figure 10 together 
with the parts that make up the in­
dividual sectors. The colorimeter is 
not on a sector; it has been externally 
programmed into the system in the 
EasyLab language. Future plans call 
for limited-size versions of the Zy­
mark robot in each junior course 
company. 

The HP/RS16 Xenix-based central 
course microcomputer 

The HPIRS16 Xenix machine, which 
is the hub of all communications for 
both junior and senior courses, is di­
agrammed by function in Figure 11. 
lt services a total of 16 serial ports 
and one parallel VO port. Eight se­
rial ports typically connect with the 



The Rheodyne 7125 LC sample 
injector is equipped with two 
operating modes to master every 
injection task. 

In the "partial-fill" mode, the 
sample from a syringe fills a sample 
loop only partially. No sample is lost. 
The amount injected is the exact 
volume dispensed from the syringe. 

You use this mode when you 
need to conserve sample or change 
sample volume frequently. You can 
inject from 1 /-LL to 2.5 mL with 
a precision of 1%. 

In the "complete-fill" mode, sample 

from a syringe fills the loop 
completely- using excess sample. 
The amount injected is the exact 
volume of the loop. 

You use this mode when you need 
the maximum volumetric precision 
of 0.1%, or you wish to load sample 
without having to read syringe cali­
brations carefully. You can inject 
from 5 /-LL to 5 mL using one of ten 
interchangeable sample loops. 

Variations of the Model 7125 per­
form yet other tasks. Model 8125 
mini:nizes sample dispersion with 
micro columns. And Model 9125 

CIRCLE 122 ON READER SERVICE CARD 

uses inert plastic flow passages 
to prevent the mobile phase from 
contacting metaL 

For more information about 
these versatile injectors, phone 
your Rheodyne dealer. Or con­
tact Rheodyne, Inc., P.O. Box 996, 
Cotati, California, 94931, U.S.A. 
Phone (707) 664-9050. 

m 
AHEOD!lNE 

THE LC CONNECTION COMPANY 
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Input '>"MWH-1 

Ground 
(green) 

Ground 
(green) 

Output 

Figure 9. Operational amplifier circuit designed by Hardware in the senior 
Instrumental Analysis course. 
In the junior course, Hardware assembles the Circuil in the plasticware box shown in Figure 8b. The 
circuit, designed to connect an AmpHel amplifier pH electrode to an Omega 01131 smart serial M O 
converter, is used by Software and Chemist in a weak aCid-strong base titralion. 

Figure 10. Robot configuration and parts that comprise individual sectors in an 
experiment to determine the pseudo-first -order rate constant of the hydrolys is of 
aspi rin. 
Key: W8: wastebasket used to catch used pipet tips and Gelman fitter cups; W: waste disposal chule; 
MLS1 and MLS2: master laboratory station syringe dispensers; 81-S6: variable-volume solvent bottles; 
SqT col: Sequoia-Turner Model 390 visible colorimeter; R3: general-purpose rack for 25-mm lest 11..005; B: 
Mettler AE200 balance, which functions as the solid addition weighing station for the powder-pouring hand 
and 25 x 150 mm test tubes; 0: custom six·reagent dilute and dissolve station for 25 x 150 mm tes: tubes; 
V: vortex mixer, part of the dilute and dissolve station; R2 and R1: general·purpose racks for 16-mn test 
tubes; F: membrane filtration station with Gelman filters; H3: 1.0-4.0·mL pipetting hand with tips; H2: gen · 
eral·purpose 25·mm hand; and H1: powder·pouring 16·mm genera(·purpose hand. 
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junior course companies in the large 
lab at 19,200 baud, two to a lab bench. 
Others connect with a multiplexer 
that provides 2400-baud time-sharing 
service between the college's two VAX 
111780 machines, 12 dial-in lines, and 
a collection of about 150 public micro­
computers and terminals. 

Additional serial ports service Up­
per Management's office and the con­
sulting station in the large lab room; 
another is tied to a 2400-baud mo­
dem for communication with outside 
labs and offices or networks. The 
parallel port services one set of print­
ers, and another serial port services 
the line printer used in the junior 
course large lab room. 

The Xenix microcomputer carries 
professional software programs that 
Manager uses to do the quality re ­
porting needed and that Software 
uses to develop spreadsheets. Pro­
grams include Microsoft Word 5.0, a 
full-featured word processor; SCO 
Professional, a Lotus 1-2-3 worka­
like; Foxbase+, a dBASEIII+ worka ­
like; and TERM, a full-featured, pro­
grammable smart terminal program. 
All are operated under SCQ Xenix 
386, System V, version 2.3.2 supervi­
sion. 

Additional local software includes 
UNIX Kermit; dejavu, a local file 
transfer program; and Basmark 
QuickBASIC, a compiling version of 
BASIC that is familiar to many stu­
dents. Also available is the complete 
Xenix family of text-processing pro­
grams (including VI and Nroffi. 

The major function of the central 
Xenix microcomputer is to serve as a 
hub for software and data that Man­
ager and Software use to design and 
report on experiments. It frees the 
role-playing labs from dependence on 
the lower speed college machines and 
offers a pleasing alternative to the 
"end of the semester press" that 
makes central time-sharing only 
partially effective. 

The machine also serves as an 
electronic mail hub between Upper 
Management and local Managers, as 
a j'chat" device between companies, 
and as a link to outside labs. It en­
hances timely reporting, advance lab 
preparation, and in-lab communica ­
tion. 

By providing the capability to 
route lines between labs using soft­
ware linkups (as mentioned previ-
0usly with regard to Figure 6), the 
Xenix computer frees Upper Man­
agement from constant electrical re ­
organization for remote instrument 
operation and data collection be­
tween rooms. Files from previous se­
mesters can be stored and made 



0.1 
resolution. How to improve your 

productivity in UV-Vis. 
Shimadzu gives you a whole new 
approach to UV-Vis spectroscopy 
with computer control. Result: Fast, 
easily produced, colorful, credible 
and publishable reports. It's the new 

5.0 absorbance:~~;" 
meaningful 

data, whether in research or ac, is 
now as simple as operating a 
mouse. With a "click" you'll access 
the world's best single monochro­
mator UV-Vis optics: Double-beam, 

S 
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ease of control and compatibility. 

Of course, the UV-2101PC is but 
one of a range of personal UV-Vis 
and UVVis NIR systems designed to 
improve your productivity. Simply 
call or write for a demo or more 
information on how to get -click-
UV-Vis productivity. 

Shimadzu Scientific Instruments, Inc. 
7102 Riverwood Drive 
Columbia, MD21046, (30 1) 38 1-1227 
(800) 477-1227 

. Microsoft Windows IS a trademark of Microsoft Corp 
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Hewlett-Packard Vectra RS/16 
80386/387 107 MB HD 4MB RAM 

Color VGA "Bambi" 

40-MB Tape 

SCO Xenix 386 
(75-MB Partition) 

MS-DOS 3.30 
(32-MB Partition) 

Serial lab printer 9600 

Upper management 19,200 

Direct connect to VAX 2400 

Multimodem x36E3 2400 

16 Smart 1/0 
ports 

to lab and 
world 

LQ 2500 
Diabl0630 

HP DeskJet 
printers 

Robot 1 small lab 19,200 

Robot 2 small lab 19,200 

Smart ND small lab 2400 

Professor's desk 19,200 

Figure 11. Diagram of the Hewlett-Packard Vectra RS/16 microcomputer. 

available for new Managers to use as 
part of their strategic planning for 
their own labs. It allows bartering 
and swapping of spreadshee1.s, ex­
change of chemical recipes, and a 
way tc prepare lab reports while the 
experimental work is being done. 

This particular machine ha3 been 
operational, more or less continu ­
ously, for more than three years 
without a crash or systems failure. 
The HP hardware and the SeQ Xe­
nix software form a robust cOlnbina ­
tion that fits very well into the role ­
playing scheme. 

Clearly, other physical arrangements 
can support the role-playing model 
for analytical laboratories. Still, after 
many iterations, it has been the mo­
bile instruments, the remote Ii nkages 
between lab rooms, and the presence 
of four-person groups at a common 
bench or in a common, small room 
that have survived as good, if not op­
timal, choices. 

The concept of a semimobile "unit 
lab bench," complete with its own 

equipment keyed into these four 
roles and marketed as such by an an­
a�ytica � instrument company, has 
been suggested as an even better way 
tc set up a program like this (person­
a1 communications with Merle Even­
son of the University of Wisconsin­
Madison). Whatever the future 
options, it is unlikely that any insti­
tution will face space and equipment 
restrictions much more severe than 
those in small colleges. Thus the cur ­
rent model should be equally applica­
ble in large universities and high 
schools. 

The way in which the role-playing 
construct presented in Part I com­
bines with the physical resources 
shown here will be developed in Part 
III; I will discuss the current set of 
executable experiments for the junior 
and senior courses . These experi­
ments originated from a core of work 
started in 1968 at the University of 
Wisconsin-Madison. They are sub­
stantially robust in any implementa­
tion and offer role-players signifi­
cant freedom for decision making 
and group interaction. 



Equipment sources 

Product 

Perkin Elmer Lambda-3B double-beam 
recording spectrophotometer 

Perkin Elmer R1 OOA digital drive analog 
chart recorder (10 mV) 

Perkin Elmer Tri-Det isocratic liquid 
chromatograph 

Ohaus Galaxy 200 electronic analytical 
balance with serial RS-232C intertace 

Mettler PM electronic top- loading balance 
with serial RS-232C intertace 

Sequoia-Turner Model 390 digital readout 
single-beam colorimeter 

Corning Model 150 digital pH and specific 
ion meter with RS-232C printer output 

Amiga 2000 computer 

Wyse wy60 terminal (19,200 baud) 

Hewlett- Packard Vectra RS/16 80386 
computer 

1/0 Technology S-100 intertace boards 

National Instruments NB-MI0 -1 6L 
multifunction board 

QuickBASIC for the Mac 

Experimenter's sockets 

AmpHel glass electrodes 

Zymark Zymate II laboratory robot 

SCO software programs 

TERM smart terminal program 

dejavu 

Basmark QuickBASIC 

Vendor 

Perkin- Elmer Corp., Oak Brook Instrument 
Dept., 2000 York Rd., Oak Brook, IL 60521 

Ohaus Corp., 29 Hanover Rd., P.O. Box 900, 
Florham Park, NJ 07932 

Mettler Instrument Corp., Box 72, 
Hightstown, NJ 08520 

Sequoia-Turner Corp. , 850 Maude Ave., 
Mountain View, CA 94043 

Corning Scientific Instruments, Corning 
Glass Works, Medfield, MA 02052 

Commodore Business Machines , 1200 Wilson 
Dr., West Chester, PA 19380 

Wyse Technology, Inc., 3571 N. First St., San 
Jose, CA 95134 

Hewlett-Packard Corp., Personal Computer 
Group, 974 E. Argus Ave., P.O. Box 486, 
Sunnyvale, CA 94086 

110 Technology Inc., 25327 Avenue Stanford, 
Unit 113. Valencia, CA 91355 

National Instruments Corp., 6504 Bridge 
Point Parkway. Austin, TX 78730 

Microsoft Corp. , 16011 N.E. 36th Way, P.O. 
Box 97018, Redmond, WA 98073 

Tandy Radio Shack, Ft. Worth, TX, or any 
local outlet store 

Cole-Parmer Instrument Co. , 7425 N. Oak 
Park Ave., Chicago, IL 60648 

Zymark Co ·p., Zymark Center, Hopkinton, 
MA 01748 

Santa Cruz Operation, Inc., 400 Encinal St., 
Santa Cruz, CA 95061 

Century Software, 5284 South 320 West, 
Suite C- 134, Salt Lake City, UT 84107 

IceTenPlus. The James River Group, 125 N. 
First St. , Minneapolis, MN 55401 

Basmark Corp., 1717 E. Ninth St. , Cleveland, 
OH 44114 

Omega WB -31 smart serial AID converter Omega En~l ineering Inc. , 1 Omega Dr., P.O. 
Box 4047" , Stamford, CT 06907 

Cambl'idge Isotope 
Labs 

YOU1' suppliel' 
fOl' 

l:~C & 12C 
in the 90's 
announces: 

NOW available 

from the world's 

largest facility 

for the separation 

of carbon isotopes 

12C in Kg quantities 

at 99_95 to 99_999% 
enrichments 

13C gases, intermediates 

& a complete line of 
labeled compounds 
and biochemicals 

**** ..... *** 
Please call now for 

a quotation on labeled 
starting materials or 
a custom synthesis_ 

********** 
Please inquire about 

our D, N, & 0 labeled 
compounds_ 

For Your Free 
1991-1992 Catalog 

Please Contact: 

CIL 
CAMBRIDGE ISOTOPE LABORATORIES 
20 Commerce Way, Woburn , MUSKhu .. tts 01801 

800-322-11 74 617-93&-0067 617-932·i721 
(Toll-'r •• ) (I n Mus) (Fax) 
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MEETINGS 

43rd Pittsburgh Conference and Exposition 

The 43rd Pittsburgh Conference and 
Exposition on Analytical Chemistry 
and Applied Spectroscopy will be 
held at the New Orleans Convention 
Center, March 9-13. This year's 
technical program will feature a ple­
nary lecture presented by Carl 
Djerassi, professor of chemistry at 
Stanford University; more than 40 
symposia; and a number of poster 
sessions. The Exposition of Modern 
Laboratory Equipment, showing the 
latest instruments and related chem­
icals, equipment, and publications, 
will include approximately 800 com­
panies in more than 2500 booths. 

The following symposia are sched­
uled as part of the technical program: 

MONDAY MORNING 

Advances in Raman Spectroscopy 
Arranged by S. A. Asher, University of 
Pittsburgh 

~ 

March 9-13, 1992 

Bomem-Michelson Award Symposium 
Arranged by W. G. Fateley, Kansas Stale 
University 

Capillary Electrophoresis 
Arranged by R. N. Zare, Stanford University 

Diode Lasers: New/Old Tools for 
Spectroscopy 
Arranged by P. M. Castle, Westinghous(! Idaho 
Nuclear Co. and Lawrence Livermore National 
Laboratories 

Exploration and Preservation of Ancient Art 
with Chemistry (Archaeometry) 
Arranged by G. l. Vassi laros 

Frontiers in Analytical and Clinical Toxicology 
Arranged by S. H. Wong, Johns Hopkimi 
University 

Unique Medical Challenges in Operation 
Desert Shield/Desert Storm 
Arranged by L D. Mell, Jr., U.S. Navy, Navy 
Medical Research Institute 

MONDAY AFTERNOON 

Applied Surlace Analysis 
Arranged by S. Manocha, PPG Industri€s, Inc. 

Capillary Electrophoresis 
Arranged by A. N. lare, Stanford University 
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Particle Beam and Electrospray lC/MS: Is 
Hard or Soft Ionization Better? 
Arranged by R. F. Browner, Georgia Institute of 
Technology 

James L Waters Third Annual Symposium 
Recognizing Pioneers in the Development of 
Analytical Instrumentation: fR Spectroscopy 
Arranged by A. Obrycki. PPG Industries. Inc. 

TUESDAY MORNING 

Analytical Chemistry allhe Level of a Single 
Nerve Cell 
Arranged by A. G. Ewing, The Pennsylvania 
State University 

Current Analytical Challenges in 
Pharmaceuticals 
Arranged by W. l. Zielinski, Jr., Food and Drug 
Administration 

Dal Nogare Award Symposium 
Arranged by M. E. McNally , E. I. du Pont de 
Nemours & Co., Inc. 

Hubble Update 
Arranged by J. C. Brandt, University of 
Colorado 

Pjttsburgh Spectroscopy Award Symposium 
Arranged by B. L Kirol, PPG industries, Inc. 
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How many FI'-ffi 
Spectrometers 
does it take to 

do GC-IR, TG-IR, 
and m Microscopy .... 

... and then upgrade 
to FI' -Raman next year 



MEETINGS 

Time~of·Flight MS 
Arranged by R. J . Coner, Johns Hopkins 
University 

TUESDAY AFTERNOON 

Carbohydrate Analysis of Glycoprotein 
Pharmaceuticals 
Arranged by D. T. Uu, Food and Drug 
Administration, and J. A. Feldman, Duquesne 
University 

Pittsburgh Analytical Chemistry Award 
Symposium 
Arranged by G. J. Meisner, University of 
Pittsburgh 

Recent Advances in GC 
Arranged by C. A. Cramers, Technical 
University of Eindhoven, The Netherlands, and 
H. M. McNair, Virginia Polytechnic Institute and 
State University 

Shootout at the AS Corral 
Arranged by G. M. Hieftje, Indiana University 

Williams-Wright AWard Symposium 
Arranged by A. A. Garrison, University of 
Tennessee 

Women and Minorities in the Chemical 
Sciences: The Untapped Potential 
Arranged by R. P. Torrey, Tennessee 
Technological University 

WEDNESDAY MORNING 

Back to the Future: New Honzons in 
Electroanalytical Methods and Materials 
Arranged by J. T. Maloy, Seton Hall Universi ty, 
and J. F. Jackovitz, Westinghouse Science and 
Technology Center 

Chemical Property Prediction Techniques and 
Applications 
Arranged by P. C. Jurs, The Pennsylvania 
State University 

Eight award presentations will be 
made during the conference. 

Jyrki K. Kauppinen of the Uni­
versity of Turku, Finland, will re­
ceive the Bomem-Michelson Award 
from the Coblentz Society. His re­
search involves the design, construc­
tion , and development of high­
r esolution , F ourier tran sform 
interferometers. 

Heinz Engelhardt of the Univer­
sitat des Saarlandes, Germany, will 
be given the Dal Nogare Award by 
the Chromatography Forum of the 
Delaware Valley. Engelhardt will be 
honored with this award because of 
his significant contributions to the 
theory and application of LC. 

Robert E. Sievers of the Univer­
sity of Colorado has been selected to 
receive the Keene P. Dimick Award. 
His interests include chromatogra­
phy and various aspects of inorganic, 
analytical, and environmental chem ­
istry. He is cofounder of Sievers In­
struments, Inc. 

J. Calvin Giddings of the Univer­
sity of Utah will receive the Pitts­
burgh Analytical Chemistry Award 

EPA Methods for Organics In Water: The Next 
Generation 
Arranged by R. A. Hites, Indiana Universi ly 

Keene P. Dimick Award 
Symposium-Chromatography: Broad 
Multidisciplinary Vistas 
Arranged by A. E. Cibulas , Galgon Corp. 

Fiber-Optic Sensors 
Arranged by T . Vo-Dinh, Oak Ridge Naticlnal 
Laboratory 

Optimization of Supercritical Fluid Extra(:tion 
Arranged by M. E. McNally , E. I. du Pont de 
Nemours & Co., Inc. 

WEDNESDAY AFTERNOON 

Environmental Institute-Data Integrity ill the 
Environmental Laboratory Community 
Arranged by J. F. Fisk, U.S. Envi ronmental 
Protection Agency 

Frontiers in Chemometrics 
Arranged by A. Lorber, Nudear Researc~ 
Center-Negev, Israel 

Math and Science Education: How to Affect 
Improvements from a Corporate, 
Government. and Educator's Perspect ive 
Arranged by D. Lebryk, Kraft General Foods 

New Forms of Carbon: Analysis and 
Application 
Arranged by R. L Garrell , University of 
California, Los Angeles 

Charles N. Reilley Award Symposium 
Arranged by C. M. Elliott, Colorado State 
University 

The Status of Analytical Chemistry in thH 
World 
Arranged by J. G . Grasselli , Ohio Univemity 

THURSDAY MORNING 

Chemical Analysis Using Quadrupole Ion 
Traps 
Arranged by R. G. Cooks, Purdue University 

from the Society for Analytical 
Chemists of Pittsburgh. Giddings is 
well known for his early work on the 
theory of chromatography and for his 
more recent work on field-flow frac­
tionation. 

H. S. Gutowsky of the Univ,,"sity 
of Illinois has been selected to receive 
the Pittsburgh Spectroscopy Award 
from the Spectroscopy Society of 
Pittsburgh. Much of his research has 
been in the field of NMR and its ap­
plication to molecular and solid ··stste 
structure and chemical dynamics. 
Gutowsky's current efforts are fo­
cused on the rotational spectra and 
structure of small, weakly bonded 
clusters. 

Stephen W. Feldberg of Brook­
haven National Laboratory will be 
given the Charles N. Reilley Award 
by the Society for Electroanaiytical 
Chemistry. His research intere"ts in­
clude homogeneous and het~.roge­
neous kinetic phenomena, computer 
simulation of electrochemical phe­
nomena, and electron transpor'c phe­
nomena in membranes. 

Timothy D. Harris of AT&'r Bell 
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Environmental Institute-Risk 
Communication: AddresSing the Public 's 
Right to Know 
Arranged by J . Slavick, Chemical 
Manufacturers Association 

Managing the Analytical Laboratory 
Arranged by P. O. LaFleur, Eastman Kodak 

The Status of Analytical Chemistry in the 
World 
Arranged by J. G. Grasselli , Ohio University 

The Status of Analytical Methods for Use in 
Nutrition Labeling 
Arranged by J. T. Tanner, Food and Drug 
Administration, and W. R. Wolf, U.S. 
Department of Agriculture 

THURSDAY AFTERNOON 

Environmental Institute-The Impact of 
Environmental Regulations on the 
Analytical Laboratory 
Arranged by R. A. Cochran, Haliburton NUS 
Corp. 

Managing Quality in the Analytical laboratory 
Arranged by P. D. LaFleur, Eastman Kodak 

Near-IR Spectroscopy-Applications, New 
Directions 
Arranged by B. Sparr and N. Dando, Alcoa 
Laboratories 

Pesticide Residue Methodology in Foods 
Arranged by W. G . Fong, Florida Department of 
Agriculture and Consumer Services 

Scanning Tunneling and Atomic Force 
Microscopy of Biomolecules on Surfaces 
Arranged by T. Beebe, University of Utah 

FRIDAY MORNING 

Environmental Institute-Round Table 
Discussion: QUestions and Answers 

Laboratories will receive the Wil­
liams- Wright Aw a rd from the 
Coblentz Society for his work on the 
development of spectroscopic meth­
ods for the identification and concen­
tration measurement of impurities in 
direct gap semiconductors. His re­
search focuses on general methods of 
quantitative semiconductor photo­
luminescence, impurity identification 
in ternary alloys, and quantitative 
Raman scattering methods to study 
interface structure. 

William R. Windham of USDA­
Agricultural Research Service will be 
given the Tomas Hirschfeld Award 
for his work in near-IR analysis. The 
award is sponsored by Bran+Luebbe 
Analyzing Technologies. Windham's 
research focuses on the calibration of 
near-IR reflectance methods for de­
termining the nutritive value con­
stituents of agricultural foodstuffs. 

The following short courses are 
tentatively scheduled as part of the 
continuing education program: Prac­
tical MS /MS Analys is, Getting 
Started with a PC in Your Lab, The 
Write Way to Success, Basic Statis-
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••• Only One! 

System 2000 FT -IR 
Combining other techniques with FT -IR spectroscopy has been one of the success stories of 

analytical chemistry during recent years. 

And it's a trend which is likely to continue, since it provides the potential of valuable 

information which no individual technique can achieve alone . This trend places new 

demands on the spectrometers themselves - multiple applications require multiple infrared 

output beams, each optimized for a specific sampling station. 

Providing this level of l1exibility was just one of the design goals of the 

Perkin-Elmer System 2000, beginning a new generation of Open Architecture FT-IR. 

Traospulcr4l>is 3 registerc;d trademark of lNMOS 

?ErlKIN ELMErl 
For more information on System 2000 FT-IR 

contact your local Perkin-Elmer Office. For product literature , 
call toll free 1-800-762-4000 

The Perkin ·Elmer Corporation 
Norwalk. CT06859·OQ12 USA 
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Novel 
Materials in 

Heterogeneous 
Catalysis 

EDITED By 
R.. Terry 1(. Baker 
and 
Larry L. Murrell 

AC$S' ........ S.riu437 

Novel Materials in 
Heterogeneous 
Catalysis 

I
n recent years researchers have begun ex­
ploring the benefits derived from the use 
of catalysts prepared in unconventional 

forms. This new volume reviews this research 
and highlights the use and availability of new 
materials in cata~is. It replaces the stereo­
typed approach to catalysis with one that ex­
ploits the opportunity afforded from produc­
ing metal particles by novel routes or by 
supporting them in unusual locations on a car­
rier material. 

Among the topics covered in its 30 chapters 
are 
• zeolite materials 
• layered structures 
• clusters 
• ceramic membranes 
• metal oxide catalysts 
• catalysts used in fuel production 

A valuable reference for academic and in­
dustrial scientists in heterogeneous catalysis. 
including chemical engineers. petroleum re­
searchers. materials scientists. spectroscop­
ists, ceramicists, and solid-state chemists and 
physicists, 
R, Terry K. Baker, Editor, Auburn University 
Larry L, Murrell. Editor. Engelhard Corporation 
Developed from a symposium sponsored by the Divi­
sions of Colloid and Surface Chemistry: Fuel Chemistry: 
Industrial and Engineering Chemistry, Inc .. and Petro­
leum Chemistry. Inc. of the Amerkan Chemical Society 
ACS Symposium Series No. 437 
376 pages (1990) Clothbound 
ISBN 0-8412-1863-3 LC 90-1209 
$89.95 

American Chemical Society 
DistributIOn Offce. Dept. 84 
1155 Sixteenth St.. NW. 
Washington. DC 20036 

or CALL TOLL fREE 

800-227-5558 
(in Washington. D.C. 872-4363) and use your credit card! 

MEETINGS 

tics, Understanding Chemical Reac­
tions: The Key for Developing Auto­
mated Chemica l Methods , 
Professional Analytical Chern ists in 
Industry, HPLC Method Validation 
with Computer-Aided Diode Array 
Detection, A Basic Introduction to 
Chirality and Its Impact on [ndus­
trial Analytical Separations, Public 
Speaking for Scientists, Near-IR 
Spectroscopy: An Overview, The Art 
of Sample Preparation, Effective and 
Practical Presentation Strategies for 
Scientists, Interpretation of Dynamic 
Mechanical Spectra, Laboratory PC 
Applications: Combining the Power 
of the Spreadsheet and Data Man­
agement Programs, Spreadsheets 
and Sail Away! A Motto To Teach 
Analytical Chemistry By, Precontrol 
as an Effective Method of Process 
Control, Time-of-Flight MS, Field­
Flow Fractionation, Headspace GC, 
Supercritical Fluid Extraction' Prac­
tical Considerations and Applica­
tions in Environmental AnalYHis, LC 
and GC for Technicians, and Search­
ing and Using Chemical Information. 
Registration information will be 
available in the preliminary pro­
gram. 

Advance registration is urged. 
Fees are $45 for advance and $90 for 
on-site registration, $10 for advance 
or on-site student registration, $25 
for advance and $50 for on-site 
spouse registration, and $20 for ad ­
vance and $40 for on- site exposition 
only registration. Preregistration 
forms will be provided in the prelim­
inary program and can also be ob­
tained from John Sember, Pittsburgh 
Conference, 300 Penn Center Blvd., 
Suite 332, Pittsburgh, PA 15235-
5503 (412-825-3220). The Pittsburgh 
Conference Update will also contain 
registration forms as well as housing 
and travel information. All preregis ­
tration forms should be postmarked 
before Feb. I, 1992. 

An employment referral service 
will be provided during the eonfer­
ence. For more information, eontact 
Dennis Balya at the Pittsburgh Con­
ference address above. 

The technical program will appear 
in the Feb. 1 issue of ANALYTICAL 
CHEMISTRY, along with additional 
details about the conference. 

Conferences 
• Sanibel Conference on Lasers 
in Mass Spectrometry. Jan_ 25-28. 
Sanibel Island, FL. Contact: Judith A. 
Watson,ASMS, PO. Box 1508, E(.)5t Lan­
sing, MI48826 (517-337-2548;fiJ.x 517-
332-7503) 
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• Superfund Risk Assessment in 
Soil Contamination Studies. Jan. 
30- 31. New Orleans, LA. Contact: 
Keith Hoddinott, U.S. Army Environmen­
tal Hygiene Agency, Attn: HSHB-ME-SE, 
Aberdeen Proving Ground, MD 21010-
5422 (301-671-2953) 
• Hydrotop '92: International 
Water Week. April 7- 10. Mar­
seilles, France_ Contact: Association 
pour la Semaine Internationale de I'Eau 
tl Marseille, 314 Avenue du Prado, 13008 
Marseille, France (33-91-22-72-72; fax 
33-91-22-71-71) 
• Spring Meeting of the Materi ­
a ls Research Society. April 27-
May 1. San Francisco, CA. Contact: 
Materials Research Society. Meetings 
Dept., 9800 McKnight Rd., Pittsburgh, 
PA 15237 (412-367-3003) 
• 4th International Symposium 
on Supercritical Fluid Chroma­
tography and Extraction. May 
20-22_ Cincinnati, OH. Contact: Larry 
Taylor, Dept. of Chemistry, Virginia Poly­
technic Institute and State University, 
Blacksburg, VA 24061-0212 
• 14th International Symposium 
on Capillary Chromatography. 
May 25-29. Baltimore, MD. Contact: 
Leonard Schrank, Foundation for the 
ISCC, PO. Box 663, Kennett Square, PA 
19348 (215-692-4320) 
• Accuracy in Powder Diffrac­
tion 11_ May 26-29. Gaithersburg, 
MD. Contact: Carol O'Connor, E151 Re­
actor Bldg., NIST, Gaithersburg, MD 
20899 
• 40th ASMS Conference on 
Mass Spectrometry and Allied 
Topics. May 31-June 5. Washing­
ton, DC. Contact: Judith A. Watson, 
ASMS, P.O. Box 1508, East Lansing, MI 
48826 (517-337-2548; fax 517-332-
7503) 
• 5th International Symposium 
on Polymer Analysis and Charac­
terization. June 1-4. Inuyama City, 
Japan. Contact: Howard Barth, Du Pont 
Co., Experimental Station, P.O. Box 
80228, Wilmington, DE 19880-0228 
(302-695-4354) 
• 16th Annual Conference of the 
International Precious Metals 
Institute_ June 7-11. Scottsdale, 
AZ. Contact: IPMI, 4905 Tilghman St., 
Suite 160, Allentown, PA (215 -395-
9700; fax 215-395-5855) 
• 11th Symposium of the Au stra­
lian and New Zealand Forensic 
Science Society. Aug. 17 -21. 
Hobart, Tasmania, Australia. Con-

These events are newly li sted in 
the JOURNAL. See back issues for 
other events of interest. 



An Audiocassette Course from the American Chemical Society 

INTER PROATI ON 
OF MASS 
SPECTRA 
T

hisnew 
audiocassette 
course teaches 
you how to make the 

most effective use of mass 
spectrometric instrumentation and 
improve the quality of the analytical 
information produced. A previous 
bestseller, it covers a variety of topics 
- from the fundamental principles of 
mass spectrometry to newer, electronic 
forms of ionization and interpretation of 
the corresponding spectra. It also 
covers spectra produced by alternative 
ionization methods as well as 
additional mass spectrometry 
techniques that can provide valuable 
information. 

Find out more on MS techniques 
With five cassettes and the follow­
along workbook, this course reviews 
the principles of tandem mass 
spectrometry. It gives you a better 
understanding of ancillary instrumental 
techniques - such as library search 
and accurate mass measurement. 
Ancillary chemical techniques, 
including the use of stable isotopes 
and derivative formation, are also 
examined. 

In addition, this course will give you the 
know how to interpret spectra derived 
from alternative ionization techniques 
and apply mass spectrometry to 
problems in qualitative or quantitative 
analysis. You'll become more 
knowledgeable on how to select the 
appropriate ionization technique to 
solve a particular analytical problem. 

After completing this course, you'll be able to: 
• Use mass spectrometry with other spectroscopic techniques in 

elucidating chemical structures 
• Effectively design experiments to provide a wide range of analytical 

information 
• Improve the quality of analytical information in a wide range of 

disciplines, e.g., synthesis, structural elucidation, quality control , 
toxicology, environmental trace analysis 

• Provide analyticai information for a wide range of compound types 
• Give advice on the purchase of mass spectrometric instrumentation 

Instructor 
John R. Chapman is currently Analytical Systems Manager in the 
Mass Spectrometry Division of Kratos Analytical. He received his 8.S. 
in chemistry from Imperial College, London, in 1960 and Ph.D. from 
Oxford University in 1963 .. After leaving Oxford, he spent three years 
011 the staff of the Medical Research Council. Dr. Chapman is the 
author of two text books and numerous research publications. 

Unit 
Five cassettes (5.0 hours playing time) and 200-page manual: 
$485.00, U.S. & Canada; $582.00, export. Additional manuals: $48.00 
each, U.S. & Canada; $58.00, export. (Catalog No. 86) 

Order from: 
American Chemical Society, Distribution Office, Dept. 23 
1155 Sixteenth Street, NW, Washington, DC 20036 
or CALL TOLL FREE 

1-800-227-5558 
(in Washington, DC 872-4363) and use your credit card ! 
FAX: 202-872-6067 

ANALYTICAL CHEMISTRY, VOL. 63, NO. 22, NOVEMBER 15, 1991 • 1093 A 



WHAT'S NEW 

IN SYRlt\'GES? 

SYRINGES F OR 

H EWLETT-PACKARD 73A 
GC AUTOSAMPLER, 10 OW 

PR IM ING SYRI NGE. AI'\D ~O 
W ATERS™ WISpTM 

SYRINGES - THAT'S WHATI 

THE MOST CO~\oION QUESTIOr\ 

H AMILTOf\ HEARS 15, "WHAT'S '\EW 

IN SYRIi\GEST' W ELL. WE JeST 

ADDED 19 ~EW SYRINGES. 

16 .'iEW SYRI"lGE PROOUCrS FOR 

H EWu:'Tr- P.'\CKARD 7673A 

ALrroSA :vIPLER, Ol;R \10ST REQCESTED 

NeW ,.\ DDITIOr\. 

IOIOW PRIMI;.JG SYRI.\lGE FOR 

W ATERS HPLC PUMPS. 

A 25uL A'D , 250uL WISP 
SYRINGE FOR WATERS WISP SA:vIPLE 

PROCESSOR. 

F OR PART ~UMBERS, PRIC1:.S. OR 

INFORMATION OK ANY ;"'EW SYR I:-lGE 

OR OTHER H AM1LTOK PRODunS, 

CALL 800-648-5950 
"J'O REQC6T Ot.:R FREE 199 1 
PRODUCTCATALCX;. OR CIRCLE "mE 

RE .. \DER SERV[CE CAfm. 

HAMILTON 
H AMIL TOi\ CO.\1PA~Y 

P.O. Box 10030 
RE~O. NEYJ\Di\ 89520-0012 

gOO-64g-5950 OR 702-786-7077 
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MEETINGS 

tact: Conference Manager, Banks Paton 
Conference Management, GPO B01 558F, 
Hobart, Tasmania, Australia 700! 
• Inte rnational Conferenee on 
Solid-State Scien ce and Technol­
ogy. Aug. 18- 20. Penang, MaJaysia. 
Contact: K Ibrahim, School of Physics, 
University Science Malaysia , 11800 
USM, Penang, Malaysia (60-4-877888, 
ext. 3663 or 3200;fax 60-4-875113) 
• EUCMOS XXI: 21st European 
Congress on Molecular Speetros ­
copy. Aug. 23-28. Vienna, Austria. 
Contact: E. M. Schaup, Interconvmtion, 
A ustria Center Vienna, A-1450 I'ienna, 
A ustria (43 22223692647; fax ·13 222 
2369648) 
• 106th Annua l International 
Meeting and Exposition of the 
Association of Official Analytical 
Chemists (AOAC). Aug. 31-Sept. 3. 
Cincinnati , OH. Contact: Margaret 
Ridgell, AOA C, 2200 Wilson Blvd , Suite 
400, Arlington, VA 22201-3301 (703-
522-3032;fax 703-522-5468) 
• 12th International Sy mpo­
sium on Microchemical T ech­
niques (ISM '92)_ Sept. 7- 12. Cor­
doba , Spain . Contact: M. Val ,arcel, 
QuimicaAnalitica, Facultad de Ciencias, 
14004 Cordoba, Spain (34 -57-2,N453; 
fax 43-57-452285) 
• SAC 92 and 150th Anniver sary 
of the Laboratory of the Govern­
ment Chemist. Sept. 20-26. Read­
ing, U,K Contact: P. E, Hutchins"n, An­
alytical Division, The Royal Society of 
Chemistry, Burlington House. Pic.:adilly, 
Lo ndon W1V OBN, U.K (44 ;·1 437 
8656;fax 4471 7341227) 
• 9th Asilomar Conferen,ee on 
Ma s s Spectrome try-Tra ppe d 
Ions: Principles, Instrumenta­
tion, and Applications. Sept. 27-
Oct. 1. Pacific Grove, CA. C?ntact: 
Laszlo Tokes, Syntex Research, 34('1 Hill­
view Ave., Po. Box 10850, Palo Alto, CA 
94303 (415-855-5713; fax 415-354-
7363) 
• 9th Montreux Symposium on 
Liqui d Chroma tographYiMass 
Spectrometry (LCIMS; SFCIMS; 
CZElMS; MSIMS)_ Nov. 4-6. Mon­
treux, Switzerland. Contact: /VJ. Frei­
Hausler, Postfach 46, CH-4123 A!lschwil 
2, Switzerland (41616327 89;fax 4161 
4820805) 

Short Courses and 
Workshops 
• 5th Summer Institute in Envi­
ronmental Health Studies , June 
1-12, Baltimore, MD. Contact:racque­
line Corn or Catherine Walsh, Dept. of 
Environmental Health Scienc.s , The 
johns Hopkins University, 615 N. Wolfe 
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St. , Room 6001 , Baltimore, MD 21205 
(301 -955-2609) 

For information on the following courses, 
contact Office of Continuing Professional 
Education, Rutgers University, PO. Box 
231, New Brunswick, Nj 08903-0231 
(908-932-9271; fax 908-932-8726) 

• Monoclonal Antibodies: Prin­
ciples, Production, and Applica ­
tions_ Dec. 9- 10. New Brunswick, 
NJ 
• Protein Purification: A Com­
preh ensive Hands-On Lab or a ­
tory Course, Jan. 5-10 and June 
7-12 
• Introduction t o Recombinant 
DNA Techniques: A Hands- On 
Laboratory Course. Jan. 14- 17 
and March 17-20 
• Protein Electrophoresis and 
Western Blotting. J an . 8-9 and 
May 28- 29 

For information on the following courses, 
contact joseph I. Goldstein, Dept. of Mate ­
rials Science and Engineering, Bldg. 5, 
Lehigh University, Bethlehem, PA 18015 
(215 -758-5133; fax 215-758-4244) 

• Scanning Electr on Micros ­
copy and X-ray Microan alysis. 
June 8- 12 
• Analy tical Electron Micros­
copy. J une 15- 18 
• Mic rocharac t e rizati o n of 
Semiconductor Materia l s, De ­
vices, and Packaging. J une 15- 19 
• Advanced Ima ging in SEM. 
J une 15-19 
• X-ray Microanalysis of Bulk 
Specimens and Particles _ June 
15- 19 
• STM, AFM, and Other Scanned 
Probe Microscopies, June 15- 19 
• Thin Specimen Prepara tion . 
June 18-19 

Call for Papers 
• Symposium on Industrial Hy­
gien e Chemistry_ San Francisco, 
CA. April 5- 10. This half-day sym­
posi um, t o be held in conjunction 
with the 203rd ACS national meet­
ing, is cosponsored by the ACS Divi­
sion of Chemical Health and Safety 
and the American Industrial Hy­
giene Association. The program will 
include papers on air-sampling tech­
niques, analytical methods, and field 
sampling of workplace air. Abstracts 
(150 words) should be prepared on 
ACS abstract forms and submitted 
by Dec. 1 to John E. Adkins, E. L Du 
Pont de Nemours and Co. , Inc., P. O. 
Box 1089, Orange, TX 77630 (409-
886-6402; fax 409-886-6241 ). 
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Cole-Panner" InSln!ment Company ' 
7425 North Oak Park Averiu~ .. 

Chicago; Illinois . 60648 
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Cole-Partner 

Send in the attached card for your free 1991-1992 
Cole-Parmer catalog. Drop it in the mail today! 

Our 1248-page catalog is filled with over 
21,000 quality products for 
research, industry, 
and education. 

To place an order, obtain 
technical support, or learn 
more about these NEW 
products, dial 1-800-323-4340. 
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SOOKS 

Chromatography and Biological 
Magnetic Resonance 
Biological Magnetic Resonance. 
Lawrence J. Berliner and Jacques 
Reuben, Eds. 251 pp. Plenum Press, 
233 Spring St., New York, NY 10013. 
1990. $65 

Reviewed by Robert London, Laboratory of 
Molecular Biophysics, NIEHS, P. O. Box 
12233, MD 17-05, Research Triangle 
Park, NC 27709 

The rapid expansion of the literature 
on magnetic resonance studies of hi­
ological systems increasingly forces 
researchers to rely on review articles 
to keep abreast of developments out­
side their specialties. The series Bio­
logical Magnetic Resonance is one of 
the most useful, sustained sources of 
information in this rapidly evolving 
area. The coverage of Volume 9 is 
typical, ranging from summaries of 
highly active areas, such as methods 
for resonance assignment in proteins, 
to more specialized topics, such as 
the structure of ribosomal RNA. It is 
also very well organized; a table of 
contents is provided for each article, 
and there are relatively few typo­
graphical errors. 

Articles by Robertson and Markley 
("Methods of Proton Resonance As­
signment for Proteins") and by 
Opella ("Solid-State NMR Spectros­
copy of Proteins") are pitched at a 
fairly introductory level and directed 
toward an audience with a good 
NMR background but little specific 
experience in these areas. For exam­
pie, the first article is much less de­
tailed than the recent reviews by Bax 
(Annual Review of Biochemistry) and 
Zuiderweg (Practical Spectroscopy), 
limiting the discussion to "proteins 
containing natural abundance levels 
of NMR-sensitive isotopes." 

The application of 3lp NMR mea­
surements to the study of membrane 
structure, reviewed in somewhat 
greater detail by Yeagle, provides a 
brief theoretical background, out­
lines the relationship of 3lp NMR 
lineshapes to lipid morphology, and 
discusses applications in the area of 

membrane structure and dynamics. I 
found this to be a very useful review 
for workers not specializing in spec­
troscopic studies of membranes, 
apart from limitations such as inade­
quate figure captions and inadequate 
discussion of the need for tr'lnsient 
rather than steady -state nuclear 
Overhauser effect (NOE) studies 
when dealing with macromo lecules 
for which spin diffusion is j;ignifi­
cant. In the article on the structure 
of ribosomal 5S RNA, Marshall and 
Wu provide a more exhaustive dis­
cussion of the investigation of this 
class of molecules; they point out 
most of the relevant literatu re and 
some information derived from other 
types of measurement. Thi~; more 
problem-oriented review will proba-

" . _ . useful sourc e 
of information 

this rapidly 
evolving area. 

In 

" 
bly be useful both to researchers 
studying RNA structure and to stu­
dents new to the field. The rei atively 
large size (40 kDJ and poor resolution 
of the most informative imino pro­
tons poses major experimental prob­
lems; the best solution thus far relies 
on the characterization of fra~ments. 
Their strong conclusion that "j 9F and 
13C labeling were historically impor­
tant, but no longer justif'y th,' major 
effort and expense required f( Ir their 
bioincorporation" is of particular in­
terest in light of the increast,d reli­
ance on isotopic labeling strakgies in 
NMR studies of proteins, although 
they conclude that ION labeling is 
worth the effort. 

Two remaining chapters on : exper­
imenta�) methods for water suppres­
sion and (theoretical) methods for the 
determination of molecular structure 
using a complete relaxation matrix 
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analysis approach are also included. 
Meier and Marshall's review on wa­
ter suppression is particularly timely 
and provides a more thorough dis­
cussion than the briefer treatment by 
Hore in Volume 176 of Methods in En­
zymology. A brief experimental com­
parison of several water suppression 
methodologies is given for a sample 
of 0.5 mM tRNA. The review by Bor­
gias and James on relaxation matrix 
analysis is similar to, although less 
detailed than, their recent article in 
Methods in Enzymolgy. They present an 
extremely useful discussion of an ap­
proach used increasingly for the eval­
uation of molecular structure from 
NOE data. Unfortunately, the early 
matrix calculations of transient NOE 
behavior by Gerig and co-workers 
are not cited. 

Chromatography and Modification 
of Nucleosides, Part B: Biological 
Roles and Function of Modification. 
C. W. Gehrke and K. C. Kuo, Eds. 
xliv + 370 pp. Elsevier Science Pub-
1ishers, 22 Vanderbilt Ave., New 
York, NY 10017. 1990. $154 

Reviewed by Ram P. Singhal, Department 
of Chemistry, Wichita State University, 
Wichita, KS 67208 

In this second volume the editors 
(from the University of Missouri at 
Columbia) present a comprehensive 
review of the procedures employed 
for studying the structure - function 
relationship of minor, modified com­
ponents in transfer RNA (tRNA) and 
DNA structures . Scientists repre­
senting a wide spectrum of disci­
plines discuss biosynthesis, biological 
functions and regulations, structural 
conformation, and the occurrence of 
minor-modified components of 
tRNAs as well as DNA modification 
and solid -phase immunoassay for de­
termining the specificity of modifica­
tion. 

Bjork and Kohli (Universities of 
Umea and Bern, respectively) pre-



sent the synthesis and function of 
modified nucleosides in tRNAs. They 
describe the presence of modified 
nucleosides in tRNAs from different 
organisms and address the role of 
tRNA-modifying enzymes and func­
tions of modified nucleosides next to 
the 3' side of the anticodon that is in 
the wobble position. 

H. Kersten and W. Kersten (Uni­
versity of Erlangen-Nurnberg) 
present an excellent review of the 
biosynthesis and function of queuine 
(Q) and Q-containing tRNAs from a 
variety of sources, explaining the 
consequences of variations in the Q 
contents (vs . G34 residue) in the 
tRNA structure. 

In describing Q-base modification, 
protein synthesis, and development, 
Kubli (Zoological Institute at the 
University of Zurich) explains that 
codon usage is nonrandom, genome 
specific, and within a species. He dis­
cusses codon usage and Q-base mod­
ification in highly and weakly ex­
pressed genes in D. melanogasier and 
presents a set of codon usage tables 
for unicellular organisms and verte­
brates. According to Kubli, Q appears 
to have many roles and may inte­
grate a variety of functions within a 
cell. 

Kretz et al. (The Ohio State Uni­
versity) describe solid-phase immu­
noassay techniques for measuring 
the inosine content in tRNAs, includ­
ing site-directed replacement of nu­
cleotides in the loop oftRNA with ap­
plication to the study of inosine 
biosynthesis in yeast tRNA. 

Joshi and Haenni (Institut Jacques 
Monod , Paris ) describe tRNAs in 
translation as molecules that fulfill 
an amino acid donor function in 
mRNA-dependent ribosomal protein 
synthesis, molecules that resemble 
tRNAs but cannot act as tRNAs and 
therefore exhibit different specialized 
functions, and structural elements in 
nucleic acids that are related to 
tRNAs. 

Dirheimer and Martin (lnstitut de 
Biologie Moleculaire et Cellulaire, 
Strasbourg) review the structure and 
codon recognition patterns of mito­
chondrial (mt) tRNAs. They describe 
the present state of mt RNAs and mt 
DNAs and discuss how to isolate mt 
tRN As from diverse sources as well 
as modify mt tRNAs that exhibit 
highly unusual chemical structures. 

Maden (University of Liverpool) 
describes the modification of riboso­
mal RNA (rRNA), especially the me­
thylation, and concludes that per­
haps all modifications in this 
molecule occur in the specific se­
quences of the precursor molecule. 

Yokoyam and Miyazawa (Universi­
ty of Tokyo) present the relationship 
between modified uridines in the 
firs t position of anticodons and 
mechanisms of codon recognition and 
discuss the general concept of regu­
lating this residue in post-transcrip­
tional modification of tRNAs. 

Ehrlich and Zhang (Tulane Uni­
vers ity) describe existing information 
on rninor, modified nucleosides in 
DNA from different sources and dis­
cuss the significance of these modifi-

cations to biological functions. 
References appear through 1989, 

but for a book of this scope, this does 
not seem to be a drawback. The type 
font used for references is hard to 
read, but each chapter is well written 
and has been carefully edited. The 
monograph would be an excellent 
reference and experimental manual 
for researchers doing analytical work 
in the nucleic acid field, and it is a 
must for every chemistry or biochem­
istry library. 

If it's LC, 
The YMC Catalog provides a comprehensive 

selection of high performance LC products, 
including several new chemistries available only 
from YMC: 

• a new line of polymeric gels developed by 
Mitsubishi Kasei for bio-separations 

• new chiral phases for polar to non-polar 
separations 

• 20 different silica and polymer based bonded 
phases for maximum selectivity 

• empty and packed columns from l.Omm 
to 200mm diameter plus periph-
eral support accessories 
to keep your lab 
at peak 
efficiency. 

For a copy, 
just call. For 
technical assis­
tance, call toll free 
800 YMC-6311. 

it's in here. 
VMClne. 
51 Gibraltar Drive 
Morris Plains, NJ 07950 
:201 285-1776 
Fax: 201 285-5389 
Telex: 3719839 YMC IN US 
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NEW PRODUCTS 

LCtalk, an automated HPLC system, features single keyboard control and mUlti­
task Windows 3 based software. The system is available for high- or low-pressure 
gradient applications. LDC Analytical 401 

Instrumentation 
NMR. Four-nucleus probes (200 and 
300 Hz) allow users of the UNITY 
and GEMINI FT-NMR spectrome­
ters to observe four nuclei (IH, 19F, 
laC, and alp) within a sample without 
retuning. When coupled with an au­
tosampler, the probe can be used to 
study up to 100 samples. Varian 402 

FT-IR. Model MB-160 FT-IR spec­
trometer features 0.05-nm wave­
length accuracy and O.Ol-nm wave­
length repeatability. The standard 
software packages are designed for 
laboratory and continuous process 
monitoring applications. Bomeml 
Hartmann & Braun 403 

Fourier analyzer. Model 2642A 
Fourier analyzer provides precision 
time-domain waveform analysis as 
well as spectral and network analysis 
and has the capability of an arbitrary 
waveform generator. The system fea­
tures a 200-kHz frequency range, 
two or four input channels, and high 
computational bandwidth. Tektronix 

404 

Titration. DL 70 autotitrator can 
run complex multistage titrations 
and switch up to four burettes and 
three electrodes automatically. It has 
20 built-in standard methods, and up 

to 50 additional methods can be 
stored in memory. Mettler 405 

Near-IR. Quantum 1200 PLUS 
near-IR rapid scanning analyzer has 
a monochromator designed for appli­
cations in the petrochemical, food, 
chemical, polymer, and pharmaceuti­
cal industries. Measurements can be 
made in transmittance, reflectance. 
or transflectance modes. LT Indus­
tries 406 

Air analysis. Model PC -2 cascade 
impactor air particle analyzer deter­
mines aerosol particle mass concen­
tration and size distribution. The im­
pactor employs a piezoelectric quartz 
crystal microbalance mass sensor to 
weigh particles electronically in each 
impactor stage. California Measure­
ments 407 

Thermal analysis. Dz-DTA thermal 
analysis system, designed for freeze­
drying applications, measures degree 
of supercooling, eutectic temperature 
or freezing point, and collapse temper­
ature. Characterization is achieved in 
the original process bottle. FTS Sys­
terns 408 

Thermal desorption. Model 8l0TD 
system automates the thermal des­
orption of air-sampling tubes or sol­
ids. The two-stage gradient trapping 
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system is used to isolate desorbed 
components, refocus them , and 
transfer them in a sharp band onto 
the head of a GC capillary column. 
Envirochem 409 

Cell disrupter. Virsonic 50 ultra­
sonic cell disrupter is designed for 
small samples. The unit provides up 
to 50 W to disrupt bacterial cells, vi­
ruses, spores, and emulsifications; 
disperse solids in liquid; accelerate 
enzymatic and chemical reactions; 
and de-gas liquids. VirTis 410 

Scale. CW250 portable electronic 
scale is available in 12 different mod­
els with capacities ranging from 300 
to 2000 lbs. Two weigh platforms of 
different sizes are available. The 
scales are battery operated and allow 
up to 8 h of continuous use between 
charges. Intercomp 411 

HPLC. Model 760 pump is designed 
for all facets of HPLC, including ana­
lytical, microbore, and preparative 
applications. Flows from 20 IlLimin 
to 20 mLimin can be achieved using 
interchangeable pump heads. Alcott 

412 

Software 
Data acquisition. NOTEBOOKIXE, 
an extended version of NOTEBOOK, 
adds new capabilities to DOS, Win­
dows 3.0, and OS/2 versions of the 
software. The data acquisition, anal­
ysis , and control software is ex­
panded to include multiple real-time 
screen displays, additional windows 
per screen and display types, and 
larger setup capabilities. LABTECH 

413 

Data retrieval. Easi -Disk Instru­
mentation Partner can retrieve data 
from instruments for archival pur­
poses, statistical analysis, and in-

Companies interested in a listing in this 
department should send their releases 
directly to ANAL YTleAL CHEMISTRY, Attn: 
New Products, 1155 16th Street, N.W., 
Washington, DC 20036. 



strument data monitoring. The soft­
ware is designed to link a variety of 
instruments, including mass spec­
trometers, chromatographs, digital 
storage oscilloscopes, logic analyzers, 
power line monitors, particle coun­
ters' and data loggers, to IBM PCs or 
compatible computers. ADPI 414 

Chromatography. DryLab G/plus 
software program allows chromatog­
raphers to simulate gradient HPLC 
separations on the computer for 
method development purposes. The 
program runs on IBM PCs or com­
patible computers. LC Resources 

ACS Publications and 
Services 

415 

Biotechnology. Information pam ­
phlet defmes and describes the growing 
field of biotechnology, explains its ap­
plications, and addresses its present 
and future benefits and risks. 12 pp. 

416 

Chemical Risk Communica tion : 
Preparing for Community Inter­
est in Chemical R elea se Da ta. 
Written for public health officials 
and other community leaders, this 
handbook presents a basic under­
standing of risk assessment concepts 
and risk communication techniques 
that can be used when a community 

AccuTrap, a quantitative collection 
system for off-line SFE, provides 
> 90% collection effic iency. Unl ike 
other solvent-based collection meth ­
ods, recovery does not depend on the 
flow of CO2 extraction solvent. Suprex 

417 

is affected by chemicals in the envi­
ronment. A list of resources is in­
clud"d. 28 pp. 418 

RCRA & Laboratories. Developed 
for generators of laboratory wastes, 
this handbook describes responsibili­
ties for proper disposal of hazardous 
wastes under federal Resource Con­
servation and Recovery Act regula­
tions and suggests general proce­
dure.l for management and disposal 
of laboratory chemicals. A list of in­
formation sources is included. 24 pp. 

419 

Program summarie s. Brochure de­
scribes educational activities man­
aged by the ACS Education Division 
that are directed toward high school 
and college students, chemistry 
teachers and practitioners, and per­
sons interested in the chemical sci­
ence". 12 pp. 420 

Manufacturers' literature 
Colu mns. Focused Ion and Electron 
Beam Columns discusses capabilities 
and applications of sources and fo­
cusing columns for nanometer-scale 
technology. Brochure also features 
supporting electronic components 
and accessories. 8 pp. FEI 421 

GC. Brochure describes the porous 
layer open tube (PLOT) GC columns 
that are designed for extended hy­
drocarbon analysis and provide reso­
lutioll of typical mixes in refinery 
and natural gas from C, to Cw . 4 pp. 
J&W Scientific 422 

MS. BioSpec issues 1, 2, and 3 are en­
titled "An Introduction to Protein 
Electrospray Mass Spectrometry," 
"Rapid Detection and Identification 
of Post-Translational Modifications 
by EI"ctrospray Mass Spectrometry," 
and "Protein Mixture Profiling: Ap­
plications of an Improved Method of 
Presenting Electrospray Data from 
Protein Mixtures ." Fisons Instru­
ment, 423 

HPV C. Application note 505 de­
scribes a preparative procedure for 
purifying porcine adrenocorticotropic 
hormone (ACTH), a peptide contain­
ing 39 amino acid residues, using the 
Prep !iO HPLC system and SuperPac 
Pep-S C2/C'8 reversed-phase LC col ­
umns . Pharmacia 424 

Opiates. Data sheet describes a 
method for determining opiates in 
urine using Bond Elut CertifY solid­
phase extraction columns and GCIMS. 

The method provides relative recoveries 
> 90% with concentrations as low as 
100 nglmL using a 2-mL spiked urine 
sample. Varian 425 

Catalogs 
HPLC. Catalog provides information 
on HPLC columns, methods, and ap­
plications, and describes the advan­
tages' limitations, and uses of spe ­
cific techniques. More than 500 
references to published applications 
are included. 120 pp. Bio-Rad 426 

MS. Catalog features supplies and 
services for users of mass spectrome­
ters, gas chromatographs, and vac­
uum systems. Accessories for related 
instruments are included. 480 pp. 
Scientific Instrument Services 427 

Ch emicals. Catalog includes more 
than 10,000 organic and inorganic 
chemicals, including high-pur ity 
metals and organometallic com­
pounds. 1000 pp. Crescent Chemical 

428 

Organ ofluorine. Catalog lists 1169 
reagents, including more than 900 
organofluorine compounds and more 
than 260 organosilane compounds. 
Literature references, hazard and 
handling information, CAS numbers, 
and physical property data also are 
presented. 232 pp. PCR 429 

Temperature. Catalog presents in­
formation on precision thermome­
ters, temperature probes, indicating 
decals, calibration instruments, and 
IR probes and sensors for use in 
chemical and food processing, plant 
maintenance, manufacturing, waste 
management, and research applica­
tions. 31 pp. Wahl 430 

GC. Catalog features capillary col­
umns for GC and provides inform a -
tion on stationary phases; column ef­
ficiency, resolution, installation, and 
care; sample capacity; and film 
thickness. An EPA methods refer­
ence chart and applications informa­
tion for steroids, flavors/fragrances, 
petrochemicals, and triglycerides 
also are included. 80 pp. Quadrex 

431 

For more information on instrumen­
tation and software products, and/or 
to obtain the free available informa­
t ion on other listed items, please cir­
cle the appropriate numbers on one 
of our Readers' Service Cards. 
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Adaptive 
I(alman Filtering 

Sarah C, Rutan 
Department of Chemistry 
Box 2006 
Virginia Commonwealth University 
Richmond, VA 23284 

Computer methods have become in­
creasingly important as analytical 
chemists continue their attempts to 
understand the nature of chemical 
systems. To interpret the results ob­
tained from analytical experiments, 
data are fit to some sort of model de­
scribing the chemical system. By ex­
amining the results from such stud­
ies, researchers can explore new 
models for chemical behavior and 
identify and quantify the components 
in complex mixtures. 

When data obtained experimen­
tally are consistent with the pro­
posed model, the fitting procedure 
provides valuable information. Sev­
eral models commonly used in ana-
1ytica� chemistry include simple 
straight lines, multiple linear mod­
els, and nonlinear models. These 
models can be used to fit data from 
calibration experiments, multicom ­
ponent spectroscopic measurements, 
and kinetic experiments. 

These standard models assume 
that all data points are consistent 
with the model selected, within the 
noise of the experiment. This as­
sumption, however, may not be valid. 
To verify that the model is represen­
tative of all data, the residuals of the 
fit are examined. For simple models, 
such as straight lines, examination of 
residuals can sometimes lend insight 
into the nature of the model's inade­
quacy. For example, a single large re ­
sidual indicates an outlier, whereas 
an observed trend in the residuals 
might indicate nonlinearity of the 
data. For complex models, it may not 
be possible to draw conclusions from 
the residuals about model adequacy 
and the nature of the lack of fit. The 
adaptive Kalman filter is most useful 
for such cases. 

The examples described above cor­
respond to situations in which the 
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model selected is at least partially 
correct. It would be convenient to in­
terpret the modeling results for the 
correct portion of the model and still 
gain some insight into the nature of 
the model inadequacy for the incor­
rect portion. For example, a signal 
obtained from an analytical instru­
ment gives information about the an­
alyte of interest yet also contains 
contributions from interferences 
such as background signals. Subtrac­
t ion of a measured background signal 
from an analyte response is a stan­
dard way to correct this; however, if 
the background response is not pre­
cise�y characterized in terms of ei­
ther amplitude or shape, the back­
ground subtraction step will fail to 
completely remove the interference 
from the analytical signal. Adaptive 
Kalman filters have been useful in 
these instances (1, 2). 

Another example of the use of the 
adaptive Kalman filter is the spec­
troscopic characterization of chemi­
cal species that cannot be physically 
isolated from related species with 
similar spectral characteristics be­
cause of equilibrium considerations. 
In this case, the spectral characteris­
tics of the interfering species may be 
known and the adaptive Kalman fil­
ter can be used to determine the 
spectral characteristics of the target 
speCIes. 

The Kalman filter was developed 
in 1960 by R. E. Kalman (3) for pro­
cessing data for problems in orbital 
mechanics. Several reviews on the 
applications of Kalman filters to an­
a�ytica� problems have appeared re­
cently (4- 7). This AlC INTERFACE 
will focus on the adaptive modifica­
tion of the Kalman filter that is used 
to fit chemical data when the model 
is incomplete or inaccurate. A brief 
summary of the regular Kalman fil­
ter will be given before expanding on 
the adaptive modification of the algo­
rithm. (Throughout this discussion, 
scalars are denoted by lower case 
italic characters, vectors by lower 
case bold characters, and matrices 
by upper case bold characters. A su­
perscript T denotes a transposed vec­
tor. ) 

Kalman filter algori thm 

In its simplest form, the Kalman fil­
ter is no different from the recursive 
least-squares fitting approach origi­
nally suggested by Gauss and dis­
cussed by Young (8). A recursive pro­
cedure processes the data points one 
at a time. The previous best estimate 
for the parameters (e.g., mean, slope, 
intercept) is used in computing the 
updated estimate of the parameter 

Recursive mean x. X
k
_1 + 

t t 
New Old 

parameter parameter 

t t 
Kalman filter x. update 

X
k

_
1 + 

Figure 1. Recursive parameter estimation. 

Straight line model 

Multicomponent Bee(s law model 

Figure 2. Kalman filter model 
information for straight line and multi­
component Beer's law expressions. 

for each successive data point. 
To calculate a mean value, the re­

cursive estimation procedure takes 
the form shown at the top of Fig­
ure 1, where k is the number of val­
ues processed, xk is the most recent 
measurement, and x k and x h.-I are 
the means of k and k-1 responses, re­
spectively. The Kalman filter update 
equation (the central equation of the 
algorithm), shown at the bottom of 
Figure 1, takes a similar form: "" is a 
vector containing all parameters to 
be estimated from the fit after k re­
sponses have been measured and fil­
tered. The vector g. is the Kalman 
gain, and hI is the meaSUTHment 
function vector, which descrih3s the 
relationship between the kth mea­
surement' Zk , and the most : ecent 
best estimates for the model parame­
ters contained in the vector X k • . 1 • 

For the examples described in this 
article, the Kalman filter model equa­
tion for the measurement process is 

z. = (bJ· x.) + v. (I) 

Equation 1 illustrates a linear model, 
where the measurement funct ion is 
described by a row vector , h i. The 
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(11k) (x. x._,) 

t t t 
Weight Actual Predicted 
factor response response 

t t t 
9. [z. - (hI ' x._,JI 
~ 

Innovations 
sequence, v k 

scalar value Vk is the noise contribu­
tion to the measurement, which has 
a variance of r • . A simple straight 
line calibration model takes the form 

z. = (m • c,) + b + v, (2) 

where c. is the concentration of the 
kth standard solution. In this case, 
the values for the standard concen­
trations c, are known and m and b 
are the parameters to be determined. 
Equations 1 and 2 are equivalent 
when the hi and X k vectors are spec­
ified for the straight line model, as 
shown in Figure 2. 

Another important model in ana­
lytical chemistry is represented by 
the multi component Beer's law ex­
pression 

z. = (EA." cAl + (Es .• • cB) + v. (3) 

where EA,k and EB,k are the molar ab­
sorptivities of species A and B, re­
spectively, at wavelength A. (the cell 
pathlength is assumed to be 1 cm). In 
this instance, the values for the mo­
lar absorptivities are known, and the 
concentrations, cA and cB , are the 
parameters to be determined from 
the filtering procedure. The hi and x. 
vectors required for the solution to 
this problem are shown in Figure 2. 
This model allows for the resolution 
of overlapped spectra so that the con­
centrations of each individual species 
can be determined, provided that a 
pure component spectrum for each of 
the chemical species has been mea­
sured. Figure 3 shows a two-compo­
nent overlapped spectral response fit 
to the model expressed by Equa­
tion 3. The spectral response shapes 
of the contributing components are 
known and are used to generate the 
hi vector for each wavelength A •. 

To use the Kalman filter for these 
problems, a weighting factor called 
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where q is the number of points cor­
responding to a predetermined 
smoothing window and j is the index. 
Equation 4 effectively allows the fil­
ter to disregard any data points asso ­
ciated with large values for the inno­
vations sequence , thereby giving 
accurate estimates for the parame­
ters. In addition, examination of the 
resulting fit residuals can help to de­
termine the nature of the modeling 
errors. 

For most adaptive filters used for 
analytical applications, the method 
for "turning off" the filter to "bad" 
data points is based on the computa­
tion of Equation 4 (9). In contrast to 
the regular Kalman filter, computa­
tion of the value(s) for r. for the 
adapted filter is based on the 
progress of the fitting process. When 
the innovations sequence is large, the 
calculated value for r. takes a large 
value, a result that affects the calcu-
1ation of the Kalman gain. The gain 
becomes very small, effectively turn­
ing off the filter to incoming mea­
surements, and the parameter esti­
mates are not significantly altered by 
the update calculation shown in Fig­
ure 1. If the innovations sequence 

0.04 

CI) 0.03 

" c: ., 
J:l 0.02 g 
J:l 
< 0.01 

0 

300 320 340 360 

Wavelength (nm) 

values decrease to a range comiistent 
with the known measurement errors, 
the filter can "open up" to subse­
quent responses. This approaeh de­
pends on the model errors, or outly­
ing data points, to follow a 
significant trend within the q data 
point window used to average t.he in­
novations sequence in Equation 4. 

Multicomponent Beer's law rnodel 

The principles of the adaptive filter 
can be demonstrated by using a mul­
ticomponent Beer's law mode l. Fig­
ure 4 shows the results obtained for 
filtering a hypothetical spectrum of a 
two-component mixture, where one 
of the components is "left out" of the 
filter model. Here, spectral charac­
terization of an unknown speeies in 
the presence of a known, spectrally 
similar species is desired. When the 
adaptive algorithm begins to filter 
the region of data where the missing 
component contributes, the filter is 
turned off and the concentration esti­
mate for the known component is not 
affected by the presence of the sec­
ond, contaminating component. In 
addition, the innovations sequence of 
the fit gives a more accurate esti-

0.028 

0.024 

0.020 
CI) 

0.01 6 " c: ., 
~ 0.01 2 ., 

0.008 'IJ J:l 

~ 
< 

0.004 

0 

-0.004 
300 

"lk,c:-
0.028 

0.024 

mate for the shape of the unmodeled 
component, compared with the inno­
vations sequence obtained for the 
regular Kalman filter algorithm (Fig­
ure 4). 

When the regular Kalman filter is 
used, the contribution of the known 
component to the total signal is over­
estimated, as shown by the fit in the 
upper right of Figure 5. The adaptive 
filter algorithm can be used to avoid 
significant overestimation of the con­
centration for this component (also 
shown in Figure 5, bottom right). The 
main limitation of this approach is 
that the data must be consistent with 
the model for some portion of the ob­
served, nonzero response. For exam­
pIe, if the unmodeled component is 
completely overlapped by compo­
nents included in the model, the con­
centrations of the known components 
may be overestimated by the adap­
tive filter. For the system shown in 
Figure 5 , the concentration of the 
component included in the model is 
slightly overestimated by the adap­
tive filter for this reason. 

When the above approach is used, 
the first few points processed by the 
filter should be modeled accurately. 

320 340 360 380 400 

Wavelength (nm) 

......... Unmodeled 

380 400 0.020 component 
CI) 

~: .... " 0.016 c: ., 
~ 0.012 ., 
J:l 0.008 < 

0.004 

0 

-0.004 
300 320 340 360 380 400 

Wavelength (nm) 

Figure 4. Kalman filter and adaptive Kalman filter (AKF) innovations sequence for inaccurate multicomponent model. 
The second component is not included as pan of the mode! information. 
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Figure 6. Predicted versus actual values of the logarithm of the gas-liquid 
partition coefficient for toluene in 44 solvents using (a) normal Kalman filter 
algorithm and (b) zero-lag adaptive Kalman fi lter algorithm. 
Solid squares represent the alcoholic solvnnls included in the data set. Open squares represent all other 
solvents. 

values obtained, describing the hy­
drogen bonding interactions between 
the solute and solvent, are not physi ­
cally logical. 

When the zero-lag adaptive filter 
is used to fit the data, substantially 
different fit results are obtained, as 
shown in Figure 6b. A clear tr,end is 
observed in the residuals for the alco­
holic solvents in the data set, in con­
trast to the results obtained using 
standard regression procedures such 
as the regular Kalman filter. 

These results allowed an improved 
model to be postulated, based on the 
ability of alcoholic solvents to self­
associate through hydrogen bonding 
interactions. In this case, examining 
the residuals from a traditional mul­
tiple linear regression procedure did 
not help to elucidate the nature of 
the model error. In addition, the 
adaptive filter fit yielded parameter 
estimates that were more consistent 
with an intuitive evaluation of the 
chemical system (14). 
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Chemical Modulation of the Electron Work Function 

Jiii Janata 

Department of Materials Science, University of Utah, Salt Lake City, Utah 84112 

Theory explaining the chemical modulation of Fermi level of 
a chemically selective layer Is presented. It II shown that 
a me_able potentiometric IIgnaI can be obtained which Is 
due to a partial electron transler between the electrtcaly 
neutral molecule, e.g. a gae, and a polypa or an n-type sem­
Iconductor. In this scheme a charge-transfer complex Is 
formed between the guest molecule and an Ionizable donor 
or an acceptor state In the semiconductor, which resuHs In 
the shill 01 work function. It Is Iogartthmlcally related to the 
activity 01 the neutral molecule In the sold phase; however, 
the slope Is a fraction 01 kT. There Is a formal analogy be­
tween this relationship and the Nernst equation, which cor­
responds to a complete charge separation. The changes of 
work function can be measured wHh a Kelvin probe or an 
Insulated gate semiconductor device. 

INTRODUCTION 

The design of new selective layers is probably the most 
important issue of chemical sensor research today. Both the 
integration of these layers with the physical part of the sensor 
and the origin of the signal, the sercalled mode of transduction 
influences the choice of methods by which these layers are 
prepared. Chemical modulation of the work function (WF) 
is a mode of transduction on which a whole new class of 
chemical sensors is based. It requires that the chemically 
sensitive layer is capacitively coupled to the rest of the sensor 
at one interface (1). This requirement is satisfied in the 
vibrating capacitor (Kelvin probe) and in all solid-stste devices 
utilizing a scrcalled insulated gate. The typical examples are 
sercalled chemically sensitive diodes and chemically sensitive 
field-effect transistors. 

The Kelvin probe is the best known technique for the 
measurement of surface potential and of the contsct potential. 
A brief explanation of its function is shown in Figure 1. A 
chemically sensitive layer is deposited on one plate of the 
capacitor. The choice of the metal on which it is deposited 
is arbitrary, the only requirement is that it is electronically 
conducting and that it forms an ohmic contsct with the layer. 
The opposing reference plate is also an electronic conductor. 
If the two materials adjacent to the dielectric, i.e. the reference 
plate and the sensitive layer, are different, a voltsge is es­
tsblished between them which is the consequence of the 
difference of their affinity for electron and of the difference 
of their surface dipoles. These two terms define the WF, i.e. 
the energy which is required to remove an electron from the 
bulk of the phase (Fermi level) and to place it just outside 
the reach of the image forces, in so-called vacuum reference 
level. 

When two materials are brought into contsct, forming an 
ohmic junction, electrons flow from the material of low WF 
to that of the higher WF. Thus, for example, if the elec­
tronically coupled chemical layer attracts electrons more 
strongly (i.e. it has a higher WF), electrons are transferred 
from the reference plate to the chemical layer and the ref­
erence plate becomes positively charged with respect to the 
plate carrying the layer. We can quantify this charge sepa­
ration and estimate the difference of the WF of the two 

materials from which the plates are made. This is the principle 
of the Kelvin probe measurement but also an operating 
mechanism of some solid-state devices which have been 
proposed as potentiometric microsensors (1). They differ only 
in the method of measurement of the charge separation. In 
the Kelvin probe the distance between the two plates is pe­
riodically varied, hence its name "vibrating capacitor". The 
vibration produces an alternating current in the external 
circuit. If:l source of electrons (e.g. a battery) is placed in 
series with the plates, a compensating voltsge can be applied 
which pushes the electrons back to the reference plate. As 
the electric field decreases, the ac current vanishes to zero, 
indicating that the compensating voltsge equals exactly the 
difference of the WF which caused the displacement of the 
electrons. Under these conditions the electric field between 
the plates i.s zero. 

A similar situation exists in an insulated gate structure: The 
difference between the WF of the semiconductor and the gate 
metal adjacent to the insulator causes a deficiency or an excess 
of electroD> in the semiconductor at its interface with the 
insulator. The amount of the excess charge at the semicon­
ductor plate is determined from scrcalled capacitance-voltsge 
curves. In a field-effect transistor the excess charge at the 
semiconductor/insulator interface detennines the magnitude 
of the drain-to-source current. The important difference is 
that in solid-stste structures it is possible to perform the 
measurement of WF difference in a stste which is not com­
pletely compensated, i.e. in the presence of an electric field. 
In either case the observed WF difference contains the con­
tribution f rom both the bulk and the surface (or interface). 

If a gaseous electron donor or acceptor enters the sensitive 
layer it may change the bulk component of its WF, thus 
forcing a new value of the compensating voltsge. One as­
sumption which has to be made, and cannot be verified, is that 
the WF of the reference plate remains unaffected by the 
change of the gaseous environment. 

Solution potentiometric sensors such as ion-selective elec­
trodes and ISFETs rely on measurement of the potential 
difference between two electrodes, the indicator (working) and 
the auxilia.ry (reference). This signal has its origin in the 
separation of charge due to the partitioning process which 
occurs, more or less selectively, at the interface between the 
indicator electrode and the fluid medium, the sample. The 
thermodynamics and kinetics of this process have been de­
scribed ext.ensively, can be found in standard textbooks, and 
will not be repeated here. Its characteristic feature is the fact 
that integml values of charge are involved, giving rise to the 
familiar "Nernstian slopes" of e.g. 59.16 m V / decade or 29.6 
mY/ decade etc., for uni and divalent ions, respectively (at 25 
DC). 

The WF' difference is also responsible for the existence of 
sercalled contsct potential at the junction of two electronically 
conducting condensed phases. Although the contsct potentials 
are abundantly present in any electrical circuit they are not 
accessible to a conventional direct potentiometric measure­
ment. The usual technique for measurement of contsct per 
tential is again the vibrating capacitor. 

The purpose of this paper is to examine another type of 
interaction which also gives rise to an equilibrium potentier 
metric signal for whicb the dependence of the observed voltage 

0003-2700/9110363-2546$02.50/0 © 1991 Ameri".n Chemical Society 
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Ecomp_ 

CHEMICALLY 
SELECTIVE 
LAYER 

Figure 1. Schematic diagram of the Kelvin probe. The chemIcally 
selective layer deposKed on metal M forms one plate of the vibrating 
capacKor while the Identical metal M forms the reference plate. The 
layer Is shown as a p-type semiconductor. The frequency of the 
mechanical vibration Is f, the compensating voKege Is E "' .... and the 
ac current is ito Other symbols have their usual meaning and/or are 
explained In the text. 

on concentration has a predictable but fractional slope. 
Let us consider a gas G which dissolves in an electronically 

conducting solid phase according to Henry's law. The con­
centration of the gas in the solid, G(s), is given by the solubility 
coefficient" and by the partial pressure of the gas, PG 

G(s) = "PG (1) 

Gas molecules are electrically neutral. However, upon en­
tering the solid they exchange partial electron density (oe) 
with the matrix according to the equilibrium 

G(s) = Go + oe (2) 

where oe is the number of moles of charge transferred from 
the gas molecules to the matrix. For 101 < 1 we talk about 
formation of a charge-transfer complex between the solid 
matrix and the gas molecule. Let us assume that the solid 
has a discrete energy band structure. If the gas is an electron 
donor (Le. a Lewis base), the charge density is transferred to 
the conduction band, while for an electron-accepting gas (Le. 
a Lewis acid), the charge-transfer complex is formed between 
the gas and the valence band. In either case the direction in 
which the charge flows is governed by the difference of the 
electron affinity of the solid and of the gas molecule. This 
interaction can be viewed as a normal doping process in which 
the distribution of electrons is given by the Fermi-Dirac 
statistics. 

The formation of a charge-transfer complex is .. common 
chemical notion when this type of interaction involves indi­
vidual molecules. However, it occurs also between solid phase 
and individual molecules. For example the partial charge 
transfer causes chemisorption in which the adsorbing molecule 
strongly interacts with the surface of the solid phase. 

The affinity of electron for the gas molecule is described 
by so-called Mullikan electronegativity (e.g. ref 2) , x, which 
is the average of the value of the ionization potent.ial Ip and 
of the electron affinity E. of the molecule 

x = 0.5(1p + E.) (3) 

while the affinity of electron for the solid, ther Fermi level 
EF, is the bulk component of the WF 4> 

4> = EF - '1e (4) 

The second term on the right-hand side of eq 4 is the work 
required to transfer electron across the surface dipolar layer 
'1. 

It has been shown experimentally (3) that that the 
charge-transfer coefficient 0 (per molecule) is proportional to 
the difference between the Fermi level, EF, and the Mullikan 
electronegativity 

(5) 

where (3 is an unspecified constant. The gas/solid equilibrium 
is therefore written as 

(6) 

The charge-transfer coefficient 0 simply reflects the fact 
that 0 number of molecules participate in the process which 
results in the exchange of an integral value of charge with the 
energy bands of the solid matrix. Thus, it is a stoichiometry 
factor which enters into the equilibrium expression as an 
exponent in eq 6. Its integral values of -1 and + 1 correspond 
to the complete ionization of the gas molecule. In other words 
the interaction between the semiconductor matrix and the gas 
molecule which involves a partial transfer of electron is a redox 
relationship. Obviously, such a process is of little value in 
classical potentiometry because the partial separation of 
charge, for Inl < 1, results in formation of a dipole which does 
not lead to a measurable potential difference between the two 
phases. From this point of view the Nernst equation is a 
unique case of formation of the potential difference, so-called 
Galvani potential difference, between the bulks of the two 
phases. It is due to the separation of integral values of charge. 
The partial charge transfer is not fundamentally different, 
but it requires the measurement of the WF. In the case of 
the hydrogen-sensitive Pd-MOSFET (11) the formation of the 
dipole layer at the Pd/insulator interface is responsible for 
the signal. This device is again based on the modulation of 
the WF, specifically of its interfacial component. 

The practical implementation of the ·vacuum reference 
level" gives rise to several different experimental techniques 
which are as diverse as calorimetry, photoionization mea­
surements, studies with a vibrating capacitor, and studies with 
devices based on insulated solid-state junctions, the last two 
being electrostatic in nature. These different techniques lead 
to values of the WF which, unfortunately, do not completely 
agree with each other. This problem is related to the fact that 
the electron which is removed from the primary phase has to 
be deposited in some reference phase. What is then measured 
is the net amount of energy corresponding to these two steps. 
This is the familiar problem of solution potentiometry which 
always requires two electrodes, working and reference, in order 
to perform a thermodynamically sound measurement. It is 
also a fundamental reason for the impossibility of establishing 
the absolute value of the WF of a phase, absolute value of an 
electrode potential, and also the absolute value of the ioni­
zation potential and electron affinities of individual molecules. 
In other words, the WF measurement is always relative, 
relative with respect to an arbitrarily chosen reference phase 
into which the electron is deposited. 

The affinity of the phase for electron can be looked upon 
as a local redox potential with respect to the guest molecule. 
Therefore, if the affinity, given by the bulk component of the 
WF of the matrix is low, electrons are transferred to the guest 
molecule. In other words, the matrix behaves as a reducing 
agent with respect to the guest molecule. On the other hand, 



2548 • ANALYTICAL CHEMISTRY. VOL. 63. NO. 22. NOVEMBER 15. 1991 

10lO 

NC 
,," Nv 

'" E 
~ 

z p + ND 0 
i= 
<C 
II: I l- I 
Z 

10'5 I W I 0 I Z I 
0 10'4 

I 
0 I 

II: I 

W ,," I 

ii: I 
I 

II: ,," I 
<C P I 
0 I 

1011 I 
I 

nl I 
I EG I 

idO - I I 

Ev EF I EDEC 
,,'l I I I I I I i l 

0 0.2 0.4 D .• 0 .• 1.0 

FERMI LEVEL EF leVI 
Flgur. 2. Logarithmic dependence of Fermi level. E F' for an n-type 
semiconductor. on the concentration of the donor Impurity No. The 
gas energy level Eo Is shown here for arbitrary /j < 0 (see text for 
discussion). 

if the value of the EF is high, electrons move from the guest 
molecule to the matrix; i.e. the molecule is oxidized. The 
relative character of this charge sharing, on a molecular scale, 
is again the consequence of the same thermodynamical re­
quirement "to close the electron return path", which explains 
the necessity for the reference phase in a macroscopic mea­
surement of the WF. In other words, the electron taken out 
of one moiety must be transferred to another. The important 
point to realize here is that the formation of the charge­
transfer complex described in eq 2 is an internal phenomenon 
while the measurement of the WF is a process which implies 
a formal electron transfer out of the solid phase and thus can 
be classified as external. In the latter case the measured value 
of the WF difference contains the contribution from the two 
dipolar layers (eq 4) located at the surface of the two sides 
of the insulator. 

The Fermi-Dirac statistics describe the distribution of in­
distinguishable, noninteraeting particles in n available energy 
levels. It can be used for electrons or holes, the chief fOrinal 
difference being in the presence of the degeneracy factor g, 
which in silicon is 2 for a donor and 4 for an electron acceptor. 
However, the values of g for an organic semiconductor is not 
known a priori. Otherwise, the arguments concerning the 
donor and acceptor are the same. The non-Fermi-Dirac 
distribution of indistinguishable interacting particles has been 
also developed (4). Both statistics lead to the same final result 
in this analysis. The occupancy of the levels by the donor 
molecules D is 

No· = N[ 1 - 1 + (l/go) eXp~(Eo _ EF)/kTj] (7) 

where N = No + No+, the Fermi level, EF, is the average value 
of energy of electrons in the phase, and Eo is the dopant 
energy level. No and N 0+ are the concentrations (in inverse 
cubic centimeters) of the neutral and of the fully ionized 
dopant in the phase. The basic premise of calculation of the 

Fermi level is the condition of charge neutrality in the phase 
(5). In other words there is no electrical field in the bulk of 
the phasf'. As long as the charge remains inside the phase, 
the Fermi level equals the chemical potential of electron. The 
experimental observation of the charge-transfer complex 
formation under these conditions can be made, e.g .• spectro­
scopically (3,4). On the other hand the Kelvin probe method 
yields the value based on the electrochemical potential of 
electron and contains the experimental uncertainty due to the 
contribution from the dipolar layers which is experienced by 
the electron passing through them. 

Rearrangement of eq 7 yields 

EF = Eo + kT In No/goNo+ (8) 

The dependence of the Fermi level on the concentration of 
donors (acceptors) in silicon is shown in Figure 2, as an ex­
ample. From this diagram we see that EF varies logarithm­
ically with the concentration of the primary dopant. The 
energy hand structure of organic semiconductors is undoub­
tedly more complicated. The coupling of the secondary do­
pant, such as a gas molecule, is expected to occur through one 
of the energy levels defmed by the primary dopants. For the 
time being it is not necessary to specify what this state may 
be. In the case of some organic semiconductors it could be 
the polarons or bipolarons which have been shown to form 
charge-transfer complexes with various organic vapors (3). 

We shall now retain N as the total primary dopant level 
(e.g. a donor) and link it to the charge transfer from the gas 
molecules through the electron-exchange equilibrium. The 
ionization equilibrium involving this level is 

No = No+ + e (9) 

Ko = No+[ellNo 

Combining eqs 8 and 6 then yields 

No/No+ = (KGapG)l j 26 

(10) 

(11) 

and substitution into eq 8 yields for a n-type semiconductor 

EF = ED + (kT /20) In KGa/(goKo)26 + (kT /20) In PG 
(12a) 

or 

EF = Eo" + (kT /20) In PG (12b) 

Equations 12 quantify the relationship between the position 
of tbe Fermi level in a n-type semiconductor and the fugacity 
of the donor molecules in the gas phase. A similar relationship 
can be derived for the p-type semiconductor for which the 
ionization of a discrete acceptor state N A is given as 

NA + e = N A- (13) 

NA-

KA = NA[e] (14) 

The Fermi-Dirac distribution for electron acceptors (in 
which N = NA + NA- is then 

~= N (W 
1 + (l/gA) exp[(EA - EF)/kTj 

Combination of eqs 6, 14, and 15 yields for a p-type semi­
conductor 

EF = E. + (kT /20) In K Ga(gAKA)2. + (kT /20) In P G 
(16a) 

or 
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and thus modulate the surface component of its WF. This 
is particularly true in the case of WF sensors using a gaseous 
dielectric, e.g. the Kelvin probe and the suspended gate 
field-effect transistor (SGFET) (10), in which both the surface 
and the bulk may contribute to the overall signal. Because 
of the limited number of available adsorption sites, the con­
tribution from the surface (adsorption) is expected to occur 
mostly at the low concentrations and saturate at the high 
concentrations. To complicate the matter even further, the 
occupancy of the surface by the adsorbing molecules is gov­
erned by a specific form of the adsorption isotherm which is 
given by the nature of the interactions between the adsorbing 
molecules themselves and between the adsorbing molecules 
and the surface. Because there is no physical restriction on 
the access of all molecules to the surface, this mode of in­
teraction makes these sensors vulnerable to a broad range of 

FIgure 3. Dependence of 1he change of wOfk f...ctIon cIIIerence ,..'" 
on 1he InI1lal value of 1he WF of poiypyrrole tosylate. Concentrations 
of 1he Injected vapors In nitrogen: methanol. 4.8"'" L-': 2-propanol. 
0.8 mM L-': CH,CI,. 8.5"'" L-'; CHC~. 1.2"'" L-'. (Raprtnted with 
permission of 1he author from ref 3.) 

Equations 12 and 16 have the familiar characteristics of the 
Nernst equation for ion and electron transfer across the in­
terface of two condensed phases, except that they a.,count for 
the fractional charge transfer. The standard potentials Eo" 
and E A" differ only in the value of the degeneracy factor g 
and in the value of the dopant ionization equilibrium constants 
of the donor Ko and the acceptor KA levels. Equations 16 
convert formally to eqs 12 for a < O. Because the pclarity and 
magnitude of the response depends on the value of a (eq 5) 
they also explain why the same molecule, at a given concen­
tration, can yield a positive or a negative change of the WF. 
In other words a gas molecule can act as an electron donor 
or an electron acceptor in either type of the semiconductor. 
It is not surprising to find this kind of coupling for the for­
mation of charge-transfer complexes. The amount of inter­
action energy is much smaller than the corresponding energy 
required for electrodes based on charge transfer of integral 
values of electron. 

It is known (3, 7,8) that electrochemically prepared organic 
semiconductors formed under different conditions have a 
different initial value ofthe WF. It may be difficult to control 
because it depends both on the conditions of the electro­
chemical preparation and on the postpreparation treatment. 
Nevertheless, it has been shown (3, 9), in agreement with eq 
5, that for the same guest molecule the slope of the'" WF vs 
In Pc dependence (eq 12) indeed varies with the initial value 
of the WF'nit of the matrix (Figure 3). The initial value of 
WF is typically 4 eV, while the ,..WF is usually 0.1-0.2 eV. 
Thus, for a small overall change of WF, the variation of a is 
less than 5% . 

The dats in Figure 3 show that for certain value:; of WF init 

the ,.. WF is zero, i.e. the molecule does not form a charge­
transfer complex. At higher values of WF,.it the molecule 
behaves as an electron donor, while at values below the 
zero-crossing point the molecule becomes an electron acceptor. 
The fact that these zero-crossing points lie at different values 
of WF init indicates that, in principle, the "reference materials" 
could be obtained by adjusting the WF,.it accordingly. 

SELECTIVITY 
From the point of view of this analysis, the selectivity enters 

into the picture in two places: in the solubility of the gas in 
the condensed phase (eq 1) and in the donor I acc"ptor rela­
tionship between the guest molecule and the condensed phase 
(eq 5). If the gas is not soluble in it, it is not expected to 
modulate its work function through the above mechanism. 
However, it is obvious that the molecule which cannot par­
tition to the condensed phase can still adsorb at its surface 

nonspecific interferences which have to be dealt with in a 
rational way. On the other hand the effect of adsorption of 
interferants, e.g. in the case of Pd-hydrogen MOSFET (11), 
is of a kinetic nature. In these devices the modulation of the 
WF originates in the bulk of the sensitive layer (in this case 
Pd) and at the Pd/ solid insulator interface. This is a rather 
unique situation given by the fact that Pd serves both as the 
gate material and the selective layer at the same time. Any­
way, it is important to realize the fundamental difference 
between the surface (i.e. solid/gas) and the interface (e.g. 
solidi solid) in this context. 

As we have seen (Figure 3), the selectivity is also given by 
the value of the charge-transfer parameter a. There is no 
charge transfer for a = 0, i.e. no change in the position of the 
Fermi level, even though the guest molecules may absorb in 
the condensed phase. 

In the case of a mixture of gases, each species has its own 
value of the Mullikan electronegativity, therefore its own value 
of the charge-transfer coefficient a. Clearly, for a matrix of 
a given WF some gases may act as electron donors, some may 
act as electron acceptors, and some may be inert. For a matrix 
of a different value of the WF these proportions will be dif­
ferent. In a formal analogy with the Eisenman-Nikolskij 
equation governing the selectivity of ion-selective electrodes, 
we can formulate the response of the WF sensor in a mixture 
as 
EF = constant + 

(kT /20,) In [PGI + K'/2(PG2)"1'2 + ... + (K'/l'c;)"I"] 
(17) 

A formal analogy apparently also exists between the partial 
charge-transfer coefficients a and the exchange current den­
sities of charged species participating in the formation of the 
equilibrium potential of the ion-selective electrode. However, 
the origin of the selectivity coefficients K'/' depends on the 
mechanism of the interaction of individual species. The im­
portant conclusion is that the magnitude of the contribution 
of the interfering species to the overall signal can be manip­
ulated through the adjustment of the WF of the selective layer 
which was proposed earlier (9). This greatly increases the 
range of the species that can be quantified by this transduction 
principle. 

It is possible to speculate on yet another analogy between 
the partial charge-transfer mechanism and a complete ioni­
zation process. It has been shown that the above gas/solid 
interactions can be quantified spectroscopically (3,6). This 
is analogous to a spectroscopic evaluation of the ionization 
equilibria which are the basis of various optrodes. In both 
cases the photons "count the molecules" and provide the 
information about the concentration rather than activity of 
the species participating in the charge-transfer equilibrium. 
Different specific and nonspecific interactions then give rise 
to a multitude of acidity functions (12). For the same reason, 
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the optically determined value of EF (and of ,; WF) is likely 
to contain an error which is due to the undetermined variation 
of the activity coefficient of the dissolved and partially ionized 
gas in the condensed phase. 

The specific nature of the semiconductor doping process 
is also reflected in the fact that one dopant can have several 
different doping energy levels in different materials. Thus, 
for example, there are three acceptor and one donor energy 
level for Au in Ge. On the other hand, in Si gold has onlyone 
acceptor and one donor level (5), both at entirely different 
energies than in germanium. This material-dependent 
multiplicity exista for most elements and semiconductors. It 
is tempting to speculate that a similar situation will exist in 
the realm of the gas/organic semiconductor interactions, 
leading to a wide range of selective materials. 

LIST OF SYMBOLS 
E A acceptor energy level 
E. electron affinity 
Ec energy of the conduction band edge 
ED donor energy level 
EFi intrinsic Fermi level 
Ev energy of the valence band edge 
G(s) concentration of gas in the solid 
gA degeneracy factor for acceptors 
gD degeneracy factor for donors 
!p ionization potential 
k Boltzmann constant 
K I/i potentiometric selectivity coefficient 
Kn donor ionization equilibrium constant 
KG gas ionization equilibrium constant 

N total concentration of dopant atoms 
N D concentration of nonionized donors 
N D+ concentration of ionized donors 
P G partial pressure of gas 
T absolute temperature 
a solubility coefficient 
o charge-transfer coefficient 
X Mullikan electronegativity 
~ surface dipole 
1> work function (energy per electron) 
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Performance Characteristics of Sodium Super Ionic Conductor 
Prepared by the Sol-Gel Route for Sodium Ion Sensors 
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NASICON (Na1+xZr.SlxP._xO,.) Is a new ceramic material 
and Is a last ionic conductor by Na +. It was Inntally proposed 
lor use as an 10n-sensHlve membrane lor ISE or ISFET de­
vices some years ago. The sol-gel route 1& used here to 
prepare hlgh-den&lly samples. Some physicochemical char­
acteristics such as structure, conductivity, and solubnHy are 
described. ResuHs on ISEs made wHh this material are 
presented IncIucIng Ion-exchange klneUcs, detection ImH, and 
selectlvny coefficients. A slnterlng temperature Influence Is 
observed. The performance characteristics are compared to 
those of a commercial glass membrane; the detection limn 
Is slightly poorer than lor the commercial ISEs but selectivity 
Is always beHer (up to 10 limes). A considerable slnterlng 
temperature Influence Is observed on the Interfering proton 
phenomenon: the higher the temperature, the smaller the 
effect. 

INTRODUCTION 
Solid-state sensors for use in ion analysis present some 

advantages compared to classic ones which have a liquid in-

* To whom correspondence must be addressed. 
1 Present address: Centro Atomico Bariloche, 8400 se de Bari­

loche, Argentina. 

ternal reference system. For instance they are stronger, they 
can accept thermal treatments and can be prepared by thin­
layer technologies for microsensor mass production. As re­
ported in the literature (1-3), such solid materials have gen­
erally been glasses which are often poor ionic conductors. 
Crystalline membranes such as LaF3 (4) or silver salts (5) are 
still relatively poor conductors. In the last 10 years, numerous 
new solid i.onic conductors have been synthesized and studied 
essentially for electrochemical battery applications. Ceramics 
are promising materials and their use as ion-sensitive mem­
branes for analytical applications has been discussed in pre­
ceding papers (6, 7). 

Among these new materials, 3D framework conductors are 
of particular interest. One such example is NASICON (Na 
super ionic conductor). This compound, which has the 
chemical formula Nal+xZr2SixP..,,012, was first synthesized by 
Hong and Goodenough (8, 9). Its ionic conductivity is high 
and very dose to that of ~-alumina (u = 10-3 S'cm-I at room 
temperature). According to some studies, NASICON does not 
seem to be altered by water, contrary to ~-alumina (10, 11). 
It has been reported to exhibit a monoclinic symmetry for 1.8 
< x < 2.2. Its framework can be described as a rigid skeleton 
constituted by (Si,P)O. tetrahedra and ZrO. octahedra (8, 9, 
12). The Na+ ions are placed in the interstices of this skeleton 
and occupy several kinds of sites whose size is perfect for the 
sodium ion. Sodium ions move in this skeleton structure 

0003-2700/91/0363-2550$02.50/0 © 1991 American Chemical Sociely 



ANALYTICAl CtEMISTRY, VOL. 63, NO. 22, NOVEMBER 15, 1991 • 2551 

through narrow bottlenecks, also perfectly sized. The ionic 
conductivity is therefore assumed to be three-dimensional. 
Its maximum is obtained for about x = 2 (13). For this reason, 
we have chosen the stoichiometric composition Na,Z:r,8i,PO

" to make ion-sensitive membranes. 
The adjustment of conduction sites promotes sodium ion 

crossing in regard to potassium which is too big or lithium 
which is too small and tends to fix itself on the edge of the 
sites. Considering the selectivity phenomenon from Ii kinetics 
viewpoint, the exchange current of sodium should be greater 
than that of the interfering potassium or lithium because of 
this geometrical reason. The first results obtained on NA· 
SICON sintered by the traditional route have been very 
promising (14, 15). The selectivity characteristics of NASI· 
CON pellets were better than those of a sodium alumino­
silicate glass. 

It was also shown (14) that the densification of sintered 
pellets is an essential criterion: below about 9(}-95'70 com· 
pactness, the open porosity leads to an ionic short drcuit by 
the aqueous solution which penetrates into the bulk toward 
the internal reference system. If this system is bused on a 
silver salt, the sensor will also respond to other ions, for in· 
stance CI-. The classical ball-milling route used to prepare 
polycrystallized NASICON oeramic does not allow US to obtain 
high·density materials. A densification of about 100% can 
be obtained by hot pressing; however this process is not easy 
to carry out. 

The sol-gel route using organo-metallic precursors is now 
a common procedure for ceramic preparation (16). It was 
applied to NASICON preparation in the 80's with many 
processes (17-21). As a principal advantage, it easily gives 
very rroe powders. Therefore, the sintering temperature can 
be lowered considerably, avoiding the ZrO, formation observed 
when the sintering temperat·· ... e is higher than 1150 °c in air 
(10, 22-25). In the present wm'k, we will report some per­
formance characteristics of an Na- ISE based on NASICON 
ceramics prepared by the sol-gel route. 

EXPERIMENTAL SECTION 

(I) Synthesis and Physicochemical Characterization of 
NASICON Cersmics. Among the different published processes, 
we have chosen the route proposed by Colomban (21). The 
starting materials Si(OC,Hs), and Zr(OC,H,), were provided by 
Alpha Ventron and NaOH and NH,H,PO, by Fluka. A mixture 
of Si(OC,H,), and Zr(OC,H,), diluted in C,H,OH was hydrolyzed 
by an aqueous solution containing NaOH and NH,H,PO,. Ad­
ditional water was introduoed in exoess to complete the hydrolysis 
of Si and Zr alkoxides. All the solutions were preheated to ap· 
proximately 6(}-80 °C before the hydrolysis step. As this reaction 
is very fast, the reagents must be added quickly. 

Some modifications were introduced to the route proposed by 
Colomban, the essential being a washing with acetone tc eliminate 
water (26) and to avoid the formation of hard agglomerates. This 
procedure allows us to recover a greater quantity of powder and 
to eliminate the screening step (21). After this wa<hing, the 
powder is dried under a primary vacuum at 200 DC. The very 
fine powder was then prepressed at 500 bars in a double-punch 
die and finally pressed isostatically at 4000 bars for severals tens 
of minutes. 

The green densities (before sintering) obtained at this step were 
70% of the theoretical value, which is 3.26 g.cm". The sintering 
at different temperatures (between BOO and 1250 DC) was carried 
out at a heating rate of about 100 DClh with one step of 3-4 h 
at 380°C. The sintering time was 2 h for most of the samples, 
and the atmosphere was air. For sintering temperat:.J.res lower 
than 1100 DC, the samples were covered with platinum foil to 
reduce Na - departure and accidental contamination in the furnace. 
For temperatures higher than 1100 DC, some samples were sintered 
in a sealed platinum capsule. The final dimensions were about 
1 cm2 in area and 2 or 3 mm in thickness. 

In order to determine the sintering conditions, the shrinkage 
as a function of the temperature was determined by an Adhamel 

~ -0.5 

-, 

2 •• 4 •• 6 •• 8 •• 1000 

temperature,oc 

Figure 1. Shrinkage vs temperature curve for NASICON (x = 2). 

dilatometer using cylinders of 5 mm in diameter and 15 mm in 
length. Figure 1 shows the shrinkage of NASICON samples for 
a normalized y axis defined by 

(ID -l)/(I, -I,,) (1) 

where I is the length at a given temperature, lD and 4, respectively, 
the initial and final length. The heating rate was 100 °C/ h. A 
small expansion was observed near 100 DC probably due to the 
residual water departure. The maximum shrinkage occurs at 850 
DC. 

After the sintering procedures, we obtained highly dense sam· 
pies, with a compactness generally higher than 97%, even at low 
sintering temperatures (BOO DC). 

To identify the crystallized form, X-ray analysis was performed 
with an X-ray powder diffractometer using Cu Ka radiation. 
Ultrapure silicon was used as a standard element. The lattice 
parameters were smoothed by means of a square regression 
program. 

Electrical conductivity measurements were determined by the 
complex impedance method using a Hewlett Packard 4192 im· 
pedance analyzer controlled hy a Hewlett Packard 9845 computer. 
Carbon blocking electrodes as well as platinum electrodes were 
used. No differences in the complex impedance spectra were 
observed between these two types of electrodes in the high-fre­
quency range characteristic of the material. 

(2) Eleetrochemical Characterization. The kinetics of Na­
ion exchange between NASICON and aqueous solutions and the 
interface behavior in the presence of interfering ions such as K+, 
Li+, and Ca2+ were studied by four electrode impedance mea­
surements. This technique is well suited to the study of ion­
transfer reactions in ion-selective electrodes (27-29). The NA­
SICON sample was symmetrically submerged in buffered aqueous 
solutions (Tris-S from Tacussel), and impedance measurements 
were performed after a controlled soaking time. Before being 
contacted with the solution, the solid electrolyte surface was 
polished with successive waterproof silicon carbide papers and 
diamond paste down to 1 I'm. The experimental setup and the 
impedance measurement conditions have been reported in detail 
in ref 30. 

(3) Preparation oC Ion Sensors and Experimental COD' 
ditions, Sintered NASICON was used in two types of ion sensors: 
(a) traditional devices with a liquid internal reference which can 
be represented by the following electrochemical chain 

Ag/AgCI/NaCI 0.1 M, pH 8/NASICON/ 

(b) solid-state devices with a polymer (POE) as an internal ionic 
bridge (31) 

Ag/ POE (AgI,(t-I)-, Na-, I-) / NASICON/ 

For the last case we can also use an internal reference system 
based on copper (31). Schematic diagrams of the sensors are 
represented on Figure 2. The performance characteristics of the 
sensors for a given NASICON sample were identical whatever 
the device. 
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Figure 2. Na+ sensor devices. 

All tests were made in buffered solution (Tris-8, from Tacussel), 
except for the study of proton interference. Since its ionic strength 
is not very high (2 X 10-'), for the high concentrations a corrective 
calculation is necessary. The activity coefficient was approximated 
by the Debye-Huckel theory. 

To avoid any K+ contamination from the saturated calomel 
electrode (SCE), we used double junctions. For the determination 
of the detection limit, the intermediate solution was identical to 
the working solution. For the interference study, it consisted of 
the initial solution. 

The detection limit was determined graphically by the inter­
section between the Nernst straight line and the horizontal as­
ymptote, as it is generally defined (2). The experimental points 
were determined from standard solutions obtained by successive 
dilutions from a mother solution at 1 mol/ L NaCl. To avoid any 
contamination from the concentrated solution, the measurements 
were made by increasing the concentrations. The time required 
to reach steady-state conditions was long for the small concen­
trations and we systematically waited 15-30 min for each point. 

The selectivity coefficients of interfering ions were determined 
from the extended Nernst equation 

E = EO + RT / F In (aN. + KW:/i(a;)'/'i) (2) 

where EO is a constant, aNa and ai Bre respectively the activity 
of sodium and interfering i~n izi+. and Kf:/i is the selectivity 
coefficient relative to the iZ'+ ion. 

Two different methods were used: (a) The separate solution 
method is well-known (32); we have followed the traditional 
procedure. It is advantageous because it is very fast and simple. 
We will discuss its suitability later on. It nevertheless gives a rapid 
comparison between several sensors. (b) A fixed primary ion 
concentration (32) (Na+) is provided during the measurement 
by adding a solution containing the interfering ion at high con­
centration and the primary ion at the same initial concentration. 
The concentration of primary ion is then a constant. The in­
terfering ion concentration Ci is calculated by dilution of the added 
volume into the initial volume of the primary solution. The 
activity values can be calculated from the concentrations by the 
Debye Huckel approximation. 

The Nickolskii relation can be approximated by two asymptote 
equations corresponding to the following limit cases: 

E(Na) = EO + RT / F In (aN.) 

which is a horizontal asymptote for a given value of aNal 

(3) 

(4) 

aN. « KW;/i(ai),/,i: (5) 

E(i) = EO + RT / ziF In (ai) + RT / F In (KW;/,) (6) 

which is the Nersnt's law asymptote for the interfering ion. 
For the particular case 

aN. = KW;/i(a;)'/,i (7) 

the voltage is given by the relation 

E(I/2) = EO + RT/F In (aN,) + RT /Fln (2) (8) 

The theoretical shift between E(I /2) and E(Na) is 18 mV at room 
temperature. 

If these theoretical relations hold experimentally, the selectivity 
coefficient can be easily determined from the abscissa of the 

Table I. Lattice Parameter. (A) of NASICON (x - 2) 
SiDtered at Different Temperature. (T,) 

T, = 9O~1 T, = 1000 
°C 'C T, = 1150 °C' T, = 1200 'C' 

a, = 9.046 a, = 9.044 am = 15.63 ± 0.03 am = 15.64 Z 0.01 
± 0.005 ± 0.005 

bm = 9.05 Z 0.02 bm = 9.053 Z 0.005 
c, = 22.88 c, = 22.95 Cm = 9.24 ± 0.03 em = 9.223 ± 0.008 

Z om ± om 
{3 = 123.7 ± 0.1 {3 = 123.65 Z 0.05 

Q For 903 and 1000 °e, the quoted parameters correspond to the 
rhombohedral structure (ar> er) and to the monoclinic structure for 
1150 and 1200 °C (am, bm, em' (3); see ref 34. • Sealed capsule. 

intersecti,)n of the two asymptotes. It is nevertheless necessary 
to verify that the shift value is equal to 18 m V at this point. 

When the selectivity coefficients are too small, the interfering 
ion concentration necessary to observe a deviation on the voltage 
is too high and the proposed corrections are not accurate enough. 
In this case, the selectivity coefficient is better determined from 
the point on the curve corresponding to a shift of 18 m V relative 
to the E(Na) value. This limiting value is generally recommended 
(32). A more accurate determination can be made by evaluating 
the Na+ activity coefficient (,,) as a function of the ionic strength. 
As a first approximation, this value can be calculated from the 
concentration determined on the curve at the 18 m V point. The 
differenc" between E(1/2) and E(Na) is then equal to 

t;E = RTJFln (1 +,,) (9) 

which is equivalent to the difference between eqs 8 and 4 if" = 
1. An iteration is theoretically necessary to calculate this value, 
but it converges quickly: generally, just one loop is sufficient. 

RESULTS AND DISCUSSION 

(1) Structural and Electrical Properties of NASICON 
Membranes, NASICON x = 2 composition has been reported 
to be monoclinic at room temperature. However, when the 
sol- gel process is used (25), rhombohedral symmetry can be 
obtained if the processing temperature is lower than 1100 °C 
and monoclinic symmetry is observed for temperatures higher 
than 1100 ·C. 

As we have quoted, we have obtained highly dense samples 
even for processing temperatures of 800 °C. However the 
NASICO N framework is not developed at this temperature 
since X -ray diffraction patterns show only traces of tetragonal 
zirconia. The NASICON framework is formed from processing 
temperatures of 900 °C. 

For sintering temperatures of 903 and 1000 °C, the sym­
metry is rhombohedral, while for 1200 °C (sintering for 72 h 
in a sealed platinum capsule) it is monoclinic. For interme­
diate temperatures such as 1150 °C, both phases are present 
but the symmetry seems to be mainly monoclinic (see Table 
I). The values of the lattice parameters of the monoclinic 
form agr<,e with those determined in a recent study of the 
structure of a NASI CON single crystal (33) (for structural 
description of these symmetries, see ref 34). 

To simplify the making of ion sensors, we also characterized 
some samples sintered at 1200 °C in air atmosphere. As 
quoted in the literature, we also observed a zirconia phase. 

Table II summarizes the conductivity values at room tem­
perature and the activation energy determined in the tem­
perature interval 20-140 °C. 

The sample processed at 800 ·C is a poor conductor while 
all samples processed at higher temperatures have approxi­
mately the same value of conductivity, except the one sintered 
at 1200 °C in air, which has a conductivity 10 times lower. 
This value is certainly due to the zirconia phase, which is an 
insulator at room temperature. The impedance diagrams of 
samples sintered at 1200 ·C are constituted by two semicircles 
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Table II. Values of the Ionic Conductivity at RooDI 
Temperature and the Activation Energy Determin~,d within 
the Temperature RaDge 2 ..... 140 ·C for NASICON (Je = 2) 
Sintered in Air" 

sint temp, °C 

806 
915 

1000 
1074 
1141' 
1200 

ionic conductivity 
0-1 cm-1 (at 25 ·C) 

2.17 X 10-8 

5.74 X 10-' 
8.43 X 10-' 
9.03 X 10-' 
8.6 X 10-' 
5.31 X 10-' 
(8.34 X 10-') 

activation 
energy, eV 

0.66 
0.37 
0.34 
0.38 
0.36 
0.24 

(0.34) 

CI The values quoted in parentheses correspond to the pure phase 
for NASICON sintered in air at 1200 ·C (see text). 

'Sealed capsule. 

equivalent to two resistance-capacitance (RC) circuits in se­
ries. The high-frequency semicircle (characteristic frequency 
of about 2 MHz) corresponds to the pure NASICON phase, 
and the lower frequency semicircle (characteristic frequency 
of about 13 kHz) corresponds to the poor conductor phase. 
The conductivity characteristics determined from the high­
frequency semicircle are very similar to the pure NASICON 
characteristics (see Table 11). Such a phenomenon was not 
observed on other samples; impedance diagrams were con­
stituted of one semicircle with a characteristic frequency of 
about 1 MHz. 

(2) Stability in Water. Studies of NASICON stability in 
water (l0, 11) have been essentially qualitative; few quanti­
tative observations have been made, except in the work of 
Ahmad et al. (24) comparing the behavior of NASI CON 
samples of different compositions obtained from different 
processes at high sintering temperatures (T > I1S0 ·C). 

We have observed the membrane surface by scanning 
electron microscopy (SEM) after a treatment in boiling water 
to determine the destroying effect. The samples were first 
polished. Micrographs have shown the difference, a fter water 
treatment for 1 h, between a sample sintered at 806 ·C and 
another sintered at 915 ·C. The phase processed at about 800 
·C is not stable in water; on the other hand, for th" samples 
sintered at about 900 ·C and higher, no macroscopic effect 
was observed. 

We have made a qualitative study of the behavior of NA­
SICON in water by introducing powder in distilled water. The 
conductivity, pH, and pNa of the aqueous solution were 
measured simultaneously. Unfortunately, no quantitative 
correlation was observed between the values to eBtablish a 
model. Nevertheless, we can draw some qualitative conclu­
sions: (a) the pNa value tends slowly toward a limit (the Na+ 
concentration is about (1~) X 10-3 mol/L, dependent on the 
sintering temperature) which is not a function of the powder 
quantity. This ohservation shows the existence of a solubility 
product effect; (b) as the sintering temperature increases, the 
dissolution process decreases; (c) the noncrystallized material 
obtained below 900 ·C is clearly more soluble and o:annot be 
used for sensor making; (d) the pH value becomes always 
quickly basic. 

From these first results, two phenomena are evidenced: a 
solubility product effect and a proton fixation. To determine 
a model, other experiments must be conducted. 

(3) NASICON/Solution Interface. (a) No+ Ion 
Transfer: Influence of the Sintering Temperature of NA­
SICON. It has been shown that when NASICON is contacted 
with a NaCI solution, the impedance diagram in the frequency 
range 65 kHz to 10-2 Hz shows only one semicircle which can 
be related to the Na+ ion transfer across the interface (30) . 
The process is equivalent to a resistance in parallel with a 

1 ~ 

1kHz 
\ 

(a) 

l, 1Hz \ ..... ··0. 
y .... ~D ....... 

1kHz ~ 

" I 
--"'-'--

(b) 

o 2 3 

(c) 

•• • ••• 0 1Hz .0· ....... h. ••••• ~ 
1~y. ~ 

3 
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Figure 3. Change in the impedance diagram with the soaking time in 
0.01 M NaCI + 1 M KCI solution (Tris): (a) 1 h 40 min: (b) 2 h 50 min: 
(c) 18 h 40 min. The emply d01s represent the frequency decades. 

capacitance. In the present work, the impedance was mea­
sured in 0.1 M NaCI solutions for the various NASICON 
samples sintered at 800, 900, 1000, 1074, and 1150 DC. For 
the samples sintered at 800 ·C, the interface resistance was 
too small compared to the ohmic drop to be measured. The 
impedance diagram was somewhat related to the bulk prop­
erties of NASICON since the conductivity of the sample was 
very low. 

At temperatures higher than 900 ·C, the interface semicircle 
can be observed. No trend as a function of the sintering 
temperature was evidenced. The impedance data do not vary 
significantly. The order of magnitude of the polarization 
resistance was 25 n.cm2, and that of the capacitance was 1 
I'F.cm-2• 

(b) Na+ Exchange in the Presence of Interfering Ions_ 
When the membrane was contacted with solutions containing 
other cations such as K+, Li+, or Ca2+ the general form of the 
impedance diagram was modified. The interface impedance 
increased and a second low-frequency semicircle, which was 
hardly noticeable with NaCI solution, could be observed clearly 
for all our polished samples. Figure 3 gives an example of 
impedance diagrams for a membrane in a 10-2 M NaCI solu­
tion in which K+ ions were added so that their concentration 
was raised to 1 M. The impedance spectra variations were 
monitored as a function of the soaking time for 19 h. The 
resistance of the high-frequency semicircle (A) increases 
roughly as the square root of time. By the end of the ex­
periment, the resistance had increased by a factor of 5 and 
the capacitance by a factor of 10. The second semicircle 
reaches a steady-state more rapidly. 

A study as a function of the K+ concentration in 10-2 M 
NaCI was performed. The interface impedances are reported 
in Figure 4. For comparison, they were measured after the 
same time of immersion (1 h). A significant influence was 
noticed as soon as the K+ /Na+ ratio reached 1. 

At the end of the experiment, the 10-2 M NaCI + 1 M KCl 
solution was removed and replaced by the original 10-2 M 
NaCI solution (containing no K+ ions). The impedance was 
measured immediately. The resistance of the first semicircle 
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Flgwe 4. Change In the impedance diagram with the K+ concentration 
in 0.01 M NaCI solution (Trls). 

(A) was of the same order of magnitude and then diminished 
slowly whereas the second semicircle (B) disappeared im­
mediately. Polishing the surface of the membrane allowed 
faster recovery of the initial size of the first semicircle. We 
concluded that the change in size of the high-frequency sem­
icircle was caused by a process occurring in NASICON. Na+ 
substitution by K+ ions on the Na sites in NASICON may 
partially block the Na+ exchange, resulting in an increase of 
the polarization resistance. The second semicircle can be 
related to the interfering cation present in the solution. 

When the membrane was contacted with a pure 0.1 M KCI 
solution, the interface impedance increased, but the general 
form of the impedance diagrams was not modified. In similar 
experiments with other kinds of ISE membranes, Xie et al. 
(28) have observed only one semicircle attributed to the in­
terfering ion transfer across the interface. Our impedance 
spectra indicate that the mechanism is more complex. Indeed, 
contact with aqueous KCI causes the Na+ ions in the mem­
brane to be exchanged for K+ so that Na+ ions are present 
in the solution near the surface. The resulting impedance 
spectra are similar to the preceding ones_ A study as a function 
of the sintering temperature shows that the lowest polarization 
resistance (Rp) was obtained for the samples sintered at 1150 
°C_ 

Comparison of the impedance spectra for the various cations 
(0.1 M KCI, 0.1 M LiCI, 0.1 M CaCI,) shows that the general 
form of the diagram was the same for all the tested solutions 
(cf. Figure 5). Whatever the nature of the interfering ion, 
the resistance of the first semicircle is approximately of the 

1Hz 
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Re(Z)/kQ 

la-1M KCI 

10-1M Liel 

10-1M CaCI2 

10 12 

Flgwe 5. Change In the impedance diagram as a function of interfering 
ions. The fine continuous lines represent the diagram obtained with 
0.1 M NaGI. 

same ord.er of magnitude (10-20 times higher than the initial 
value), whereas the resistance of the second loop was de­
pendent on the nature of the interfering cation. In the case 
of K+ or Ca'+ interfering ions, the polarization resistance (Rp) 
is about 100 times higher than that obtained for a membrane 
contacted with the same concentration of Na+ ions. For Li+ 
ion, an a.ccurate evaluation is difficult. 

(4) Performance Characteristics of Na+ Sensors. (a) 
Detection Limit. The detection limits were determined for 
several NASICON samples sintered at different temperatures: 
800, 900, 1000, 1150, and 1200 °C. The experimental results 
are respectively 1 X 10-',8 X 10-', 1.6 X 10-4,2.5 X 10-4 and 
(3-6) X LO-4 mol/L. For comparison, the detection limit of 
a commercial PNAV electrode (from Tacussel) measured 
simultaneously was 2 X 10-5 mol/L. 

The h ighest value for the samples sintered at 1200 °C was 
obtained for the sample sintered in the sealed platinum 
capsule. Note that this value is similar to the one which was 
obtained with the sample processed by ball-milling (14). The 
optimal value corresponds to the sample sintered at about 1000 
°C. With one sample immerged several hours in boiling water, 
the limit was slightly better (1 X 10-4 mol/L), but this im­
provement is not very significant. On the other hand, we have 
observed a sample densification influence: for 1150 °C the 
limit was 1 X 10-4 mol/L for 99% and 2.7 X 10'" mol/L for 
90% densification, for a sample sintered at 1200 °C it was 1.5 
X 10-4 mol/L for 90% and 3.2 X 10-4 mol/L for 85% densi­
fication. 

For low sintering temperature (800°C), the high value 
obtained is due to the unstability of this membrane in water, 
and the theoretical Nernst slope is founded only near 1 mol/L_ 
This res'llt agrees with the qualitative solubility study, but 
the corr<.lation between the pNa measured in this study and 
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Table III. Locarithm of Seleetivity Coefficients ti a Function or the Sintering Temperature Determined by the Fixed 
Primary Ion Concentration Method" 

sint. temp, °C preceding 
interf ion 900 1000 1150 1200 PNAV results (14) 

K+ -2.52 to -4.22 -2.22 to -2.6 -2.6 to -3.22 -1.26 to -1.52 -1.82 
(-1.74) (-2.52 to -3.52) (-1.26) (-1.27 to -1.36) Hl.92 to -1.1) 

Li+ -2.7 to-3 -2.3 to -2.47 -2.64 -1.7 to-2 -1.8 
(-1.4 to -1.52) (- 1.1 to -1.92) (-1 to 1.3) (-1.4 to -1.7) (-1.59 to -1.7) 

Ca2+ -3.34 -3.33 to -3.52 -3.62 -3.4 -1.66 
(-2) (-1.7 to -2.4) (-1.52) (-2.46) 

NH: -3.82 -2.51 -2.15 to -2.22 
H,O+ +0.64 to +1.7 +0.6 to +1 +0.48 to +0.6 +1.76 to +1.9 0.3 

Q The values quoted in parentheses were obtained by the separate solution method. 

·.OOr-----r------r----~---__, 

time/hour 

figure 8. Oetermination 01 selectivity coefficient 01 NASICON (1100 
·C) lor K+ Interfering Ions (separate solution method). 

the detection limit is not obvious. certainly due t o kinetics 
phenomena in the vicinity of the NASICON/ solution inter­
face. In the solubility study of NASICON powder, the area 
of the interface was very much greater than that of the sin­
tered sample in ISE testing and the time scale was also much 
higher. The exchange between powder and water iE; certainly 
faster. This point is in agreement with the detection limit 
observed for poorly densified NASICON samples which have 
a greater interface area. 

(b) Selectivity. The selectivity coefficients detelmined by 
the separate solution method for aNa = 10-1 are quoted in 
Table III. For comparison, the results obtained for a com­
mercial PNA V electrode (from Tacusse\) are reported. An 
example of determination is given on Figure 6. We can 
observe a response to interfering ion which is very slow (empty 
dots) . The corresponding response time (about 1 hour) is 
higher than that obtained when the membrane is contacted 
again with sodium ions (full dots on Figure 6). This phe­
nomenon is certainly due to a poisoning effect by the inter­
fering ions since the real response time to sodium (measured 
with a double jet setup) is equal to a few tens of milliseconds 
(35). 

For the proton, the values obtained with this method 
showed poor reproducibility and were too high (the scale was 
between 10 and 100). 

Depending on the experiment, the values fluctuated for the 
same NASICON sample. They increased as the NASI CON 
aged; for instance for a sample sintered at 1000 ·C, XW:" 
became 1 X 10-1 after 1400 h in aqueous solution while the 
initial value was 3 X lO'-3 (simultaneously, the detection limit 
decreased slightly). An analogous phenomenon has been 
observed for lithium interfering ions. 

Measurements were made with dry sensors just after in­
troducing them into the solutions and were compared with 

E(Na) 

figure 7. Oetermination 01 selectivity coefficient 01 NASlCON (1000 
.C) lor U+ Interfering Ions (flxed Na+ concentration): voltage vs U+ 
concentration. 

those obtained after 30 h in distilled water. We observed no 
influence of moistening on the responses and the measure­
ments on different electrodes were reproducible to within 
about 10%. 

Note that the selectivity coefficients determined with this 
method are of the same order of magnitude as the polarization 
resistance ratios already described. 

Table III summarizes also the selectivity coefficients 
measured by the fixed primary ion concentration method (an 
example of determination is given on Figure 7). All the 
measurements were made for a Na+ concentration equal to 
10-< mol/ L except for the HaO+ interference, which was 
studied with solutions containing 10-2 mol/ L of Na+. The 
surface of the samples was polished with silicon carbide before 
each measurement series in order to eliminate the influence 
of the ageing phenomenon observed when samples were 
contacted with a solution for a long time. 

The different values quoted in the same box correspond 
to sensors made with different NASICON samples obtained 
from identical processes. The NASICON pellets were all 
sintered in air for the results mentioned here. For comparison 
we have also quoted the preceding results obtained with a 
sample processed by ball-milling (I4) . The determination 
method was similar to this one, but the Na+ concentration 
was higher (10-2 mol/L). For our new measurements, we have 
preferred to use more diluted solutions (Na+ concentration 
= 10--' mol/ L) to avoid excessive interfering ion concentrations. 
Some determinations were made also for 10-<1 mol/ L, but the 
results were very similar. For the proton, the sodium con­
centration is higher because the interfering effect is greater 
and it is necessary to obtain the horizontal asymptote for the 
determination. 

If we compare the results, we can see that the values de-
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Figure.. Change of the voltage as a Metion of the solution pH for 
NASICON (1150 ·C). 

termined by the separate solution method are always higher. 
This observation is in agreement with the results obtained 
by Gadzekpo et al. (36) on another ISE. This can be explained 
by the main difference between the two methods: in the flrst, 
the interfering ion is present alone and only the thermody· 
namical aspect of selectivity is taken into account (assuming 
that there are no sodium ions in the solution). In reality, the 
sodium activity was flxed by the solubility phenomenon and 
it was not well-known. In the second method, there is a real 
concurrence between the different ions and the kinetics aspect 
must be considered. The values obtained by the second 
method are more accurate. 

From our results, we can conclude that the selectivity of 
NASICON material is always better than that of a glass 
membrane. The selectivity with respect to K+ and Li+ in· 
terfering ions is improved by at last a factor of 10. For Ca'+, 
similar performance is obtained. 

A slight sintering temperature influence is observed, 1150 
• C giving often the worst results. This phenomenon could 
be attributed to the existence at this temperature of both 
phases (monoclinic and rhombohedral) which create nonho­
mogeneous grain boundaries, leading to a performance similar 
to that of glass. On the other hand, for the single· phased 
samples, a very significant difference in selectivity has not been 
found, except for NH, + which seems slightly more interfering 
with the monoclinic symmetry (sintered at 1200 ·C). Indeed, 
the variations of these selectivity coefficients are not suffl· 
ciently significant and the sizes of conduction sites too similar 
to support seriously an accurate model of selectivity based 
on structural considerations. 

For proton interference, the influence of the sintering 
temperature is clearly demonstrated: the lower the sintering 
temperature, the higher the interference phenomenon which 
becomes similar to that of the glass electrode. We explain 
this result by the existence of residual M-oH groups from 
the sol-gel route. These groups can be sensitive to the protons 
in the same way as are the silanol groups involved in the pH 
sensitivity of SiO.. As mentioned by Guizard (37), these are 
very numerous and difficult to eliminate from powders ob· 
tained by the so~el process. Engell et al. (20) have indicated, 
from TG and DT A analyses, that the last OH groups are not 
released from NASICON gel until a temperature between 900 
and 1000 ·C. From our results, it seems necessary to reach 
temperatures higher than 1000 ·C, for instance around 1150 
·C, to clear a NASICON pellet of these groups. In this case, 
the selectivity coefficient becomes equal to a few unities only, 
constituting a good improvement. The pH range for the use 
of NASICON as an ion·sensitive material is then clearly larger 
than for a glass electrode in an acid medium. This result is 
in agreement with our flrst results obtained with NASI CON 
processed by ball·milling and sintered at 1250 ·C (14). 
Nevertheless, as is shown in Figure 8, the sensor responses 
became erroneous in basic media at pH values higher than 

10. This is attributed to a deterioration of NASICON in this 
medium. 

CONCLUSION 
The sol-gel route is a very effective process for making 

high-density ceramic samples, for instance for densiflcation 
to more ,than 90% which is necessary to make ion-sensitive 
membranes for ISEs. The results with NASICON are better 
than those obtained previously on a sample processed by the 
ball-milling method. The detection limit is not very low, 
somewhat poorer than the one for an alumino-silicate glass 
membrane, but it is sufficient for instance for biomedical and 
food industry applications or Na+ monitoring in drinking 
water. The selectivity coefficients are better with a NASlCON 
membrane, especially for interfering alkaline ions. The se· 
lectivity assumption based on the size of conduction sites at 
the interface between the membrane and the aqueous solution 
can be considered to hold qualitatively, except for proton 
interference. The latter is probably due to the surface OH 
groups, similar to silanol groups, which are sensitive to the 
pH. 

The ch.oice of the sintering temperature is a function of the 
pH rone of the working medium in analysis applications. For 
a neutral pH, 1000 ·C is a sufficient temperature allowing 
better selectivity with respect to potassium and lithium in· 
terfering ions. For an acid medium, 1200 ·C is the best 
temperature. The nature of the sintering atmosphere (air or 
closed platinum) does not seem to be important. Only the 
membrane impedance is slightly increased. The selectivity 
coefficients are not very affected by this heat treatment, but 
the deteetion limit is slightly modifled. 

The intermediate sintering temperature (1150 ·C) appears 
to be a bad compromise, since the selectivity coefficients are 
the highest for alkaline interferences, whatever the deter· 
mination method. The correlation between the interference 
coefficient and the impedance data of primary and interfering 
ions is not obviouS for NASI CON membranes. Indeed, the 
impedance diagram for a membrane immersed for 1 h in an 
aqueous solution of the interfering ion is made of two semi­
circles. The ratios between the polarization resistances of 
primary and interfering ions do not correspond accurately to 
the select ivity coefficient values, but the order of magnitude 
is similar and the conclusion on the choice of the sintering 
temperature is conflrmed. 
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Comparison of Fourier Self-Deconvolution and Maximum 
Likelihood Restoration for Curve-Fitting 

Richard S. Jackson I and Peter R. Griffiths-

Department of Chemistry, University of Idaho, Moscow, Idaho 83843 

The advantage. of combining deconvolution and curve-lllllng 
lor the analy'" 01 spectra with heavily overlapped bands In 
the pr __ of nolle and baMllne errors a ... xamlned. Two 
methods 01 deconvolution .... ueecI, namely Fourier MII-de­
convolution (FSOI and maDnum .eIhOod restoration (MLRI. 
It Is thown thet lor spectra with heavly overlapped bands 
and basenn. .rrors there Is an Improvement Inlh. condl­
tIonk1g • epectra ... e deconvolved prior to curve.fttlng, 110 that 
more accurate band param.ters are derived. This resun Is 
true lor both FSO andllLR, but It .. more cIIItcdt to cIeterrM1e 
the opttmlftl degree of deconvolution when MLR 18 used. The 
combination of deconvolution and curve-fittIng alsO aIows the 
obJ.ctlve optimization 01 the parameters used In allher FSD 
or MLR. 

INTRODUCTION 
In a recent paper (1) we reported the advantages of 

curve-fitting unresolved or poorly resolved spectra for which 
the natural peak widths had been reduced using Fourier 
self-deconvolution (FSD). It was shown that the combination 
of FSD and subsequent least-squares curve-fitting allowed 
objective optimization of the parameters used in FSD, assisted 
in the detennination of the number of bands, and significantly 
improved the mathematical conditioning of the Clive-fitting 
when compared with fitting the original spectrum. This last 
advantage is perhaps the most significant, since cUIVe-fitting 
is inherently ill-conditioned and even smaIl errors in the input 
data or the assumptions can lead to very large errors in the 
fitted parameters (2-6). In our initial studies the synthetic 
spectra used were all noise free; in this paper those studies 
have been extended to include the effects of noise. 

Two methods of deconvolution, FSD and maximum like­
lihood restoration (MLR), are compared in this paper. The 
method used for FSD was the same as that described in the 
first paper and was originally developed by Kauppinen et al. 
(7. 8). The application of MLR to this problem was also 
studied because MLR deals explicitly with noise and has been 
shown to provide greater resolution enhancement than FSD 
if the spectrum has a moderate or high noise level (9. 10). 

Fourier Self-Deconvolution_ FSD is the method of de­
convolution that is most commonly used in spectroscopy. If 
an infrared spectrum is assumed to consist of N Lorentzian 
bands, then the absorbance at wavenumber v can be repre­
sented as 

N /,2 
A(;;) = LAO i 

i:1 '/'? + 4(v - ViO)2 
(1) 

where Aio, /'i, and Vio are the height. full width at half-height 
(FWHH), and center peak position, respectively, of the ith 
band. The inverse Fourier transform of A(v) is 

N 
Y(x) = O.25L/'iAP exp(-2·"jviOX) exp(-'lI'/'iX) 

i-a 
for Ixi ::s R-1 (2) 

where j = v(-I), R is the nominal resolution, and x is the 
spatial frequency. In FSD, Y(x) is multiplied by exp(,..'Y'x), 
where /" < 'Y, to yield Y'(x) ; 

N 
Y '(x) = O.25L/'iAP exp(-2'l1'jviOX) exp[-'lI'('Yi - /,')x] 

i-O 
for Ixl ::s Je1 (3) 

When the forward Fourier transform of Y'(x) is calculated, 
we obtain 

N A·o~ . ('Y,' - 'Y')2 
A'(v) = L--'-'-',- -----':------:-:: 

i:1I'Yi - 'Y ) ('Yi - 'Y' )2 + 4(v - v,o)2 
(4) 
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(This equation has not been simplified, to permit comparison 
with eq 1.) This "deconvolved" spectrum still has Lorentzian 
bands in the same positions. but the width of each band has 
been decreased by an amount "I' and the peak absorbance has 
been increased by the factor 'YJ hi - "I'). Although originally 
developed for infrared spectra in which each band has a 
Lorentzian shape (7.8). FSD is equally valid for spectra in 
which the band shapes can be represented as the convolution 
of a Lorentzian and some other function. 

In the Fourier domain array, Y(x). the signal decreases 
exponentially as the spatial frequency increases. whereas the 
noise level remains constant. Thus multiplication by exp( ry' x) 
to yield Y~x) can result in the signal at high spatial frequencies 
having a very high noise level. This can seriously degrade the 
quality of the deconvolved spectrum after the forward Fourier 
transform. In practice Y'(x) is therefore truncated at some 
fraction. F. of the Fourier domain array. which is equivalent 
to multiplying Y'(x) by a boxcar truncation function. D(x). 
where 

D(x) = 1 

D(x) = 0 

for Ixl :::; FR-l 

for Ixl > FR-l 

(5) 

The spectrum is therefore convolved with a sinc function. [sin 
(2 ... Flt'v)]j(2.-Flt' v). which is the Fourier transform of D(x). 
When F is significantly less than unity. the maximum 
achievable resolution is reduced from R to R / F. In addition 
side lobes appear in the spectrum that may either mask real 
weak spectral features or appear as artifacts (7.11). If F is 
too large, however. the noise level in the spectrum becomes 
excessive. It has been shown (8) that the use of a suitable 
apodization function. A(x). instead of simple boxcar trunca­
tion. can reduce the noise and/or side lobe amplitude, but 
these effects cannot be completely suppressed. Bessel apo­
dization has been shown to be a good choice for FSD (8) and 
was used in all the work presented here. In this case the 
deconvolved spectrum is convolved with a Bessel function. 
which has smaller side lobes than a sinc function but a greater 
FWHH. In the previous paper (1) the choice of F was 
somewhat arbitrary because the spectra were noise free. and 
the method described therefore involved the optimization only 
of "I'. The present studies were carried out on noisy data and 
extend the method described earlier (1) to allow optimization 
of both "I' and F such that the maximum possible resolution 
enhancement concomitant with the absence of side lobes or 
excessive noise is obtained. 

Maximum Likelihood Restoration. Unlike FSD, max­
imum likelihood restoration is based on a statistical approach 
(12.13). If a data set Iy" Y2. Yo • .... Ynl is measured, with noise 
components lEI' E2, E3, ••• , Enl. then we can write 

Yi = (018) S)i + 'i (6) 

where 10.1 is the more highly resolved spectrum. ISil is some 
peak shape function. and is) denotes convolution. There are, 
however, many possible spectra. 10il. that will satisfy this 
equation to within experimental error. The maximum like­
lihood principle requires that we fmd the most likely restored 
spectrum. 10.1. that when convolved with the peak shape 
function.lsil. and added to the noise.I'il. yields our measured 
data set. IYil. 

If the statistics of the noise are known and the peak shape 
function is defmed. the probability of obtaining the measured 
spectrum, lYil. is clearly conditional upon the choice of restored 
spectrum, 10J The probability P(y" .... Ynlo" .... on) (where 
I denotes conditional upon) must therefore be maximized by 
some suitable choice of 10.1. To define P(y" .... Ynlo" .... on). 
we consider the fact that, for a given restored spectrum, 10il. 
and peak shape, ISil. this probability is equal to the probability 
of obtaining the noise, I'il: 

Furthermore, if it is decided. a priori. that all possible restored 
spectra, 10.1. are equally likely. then 

P(." ... , 'nlo" ... , on) = P('" .... 'n) (8) 

To defme the probability, P('" ..... J, of obtaining the noise, 
I'il. it must be assumed that all the errors in the data can be 
represented statistically and the statistics of the noise must 
be defmed. If we assume that the noise is random. normally 
distributed with position-dependent variance iu.'l. and inde­
pendent of the signal and that noise component 'i is uncor­
related with noise component 'j for all ij (i "" j). then the 
probability of obtaining a noise set I'il is given by 

1 ('i2 

) P('" .... 'n) = fI ,In" exp-. 
,=1 V 211"0'i 20'£ 

(9) 

The assumption that the noise is independent of signal is valid 
for the synthetic spectra described here. and for FT-Raman 
spectra. For infrared spectra that are output linear in ab­
sorbance. this assumption is not strictly true. but if the ab­
sorbance. are small (Ai· < 0,5) it is an adequate approxi­
mation. Combining eqs 6-9 yields 

P(y" .... Ynl0Io ... , on) = 

fI 1 ([yi -(0 18) $);]2) 
-- exp - (10) 

i=l y'2,;Uj 2(1i
2 

To obtain the restored spectrum, the probability P(y" .. " 
Ynlo" .... on) must be maximized. under an appropriate set of 
constraints. by a suitable cboice of 10.1. 

EXPERIMENTAL SECTION 
The programs used to perform FSD, MLR. and curve-fitting 

were all run under the Spectra Calc software package from Ga­
lactic Industries Corp. (Salem. NH). The curve-fitting program 
uses an iterative least-squares criterion for optimization based 
on the method of Levenberg (14). Convergence was deemed to 
have been achieved when the change in the standard deviation 
was less t.han 0.01 %, The MLR program was a proprietary 
algorithm supplied by Spectrum Square Associates. Inc. (Ithaca. 
NY). Thi. program imposes the constraint that the solution must 
always be positive and assumes that all the standard deviations, 
U = IUil, are equal. The user is required to supply an estimate 
of the standard deviation at run time. The shape of the peak. 
s, used in this work was Lorentzian. with a FWHH of "I'. 

To investigate the potential advantages of combining decon­
volution and curve-fitting techniques for the analysis of noisy 
spectra, several spectra were synthesized from two or more 
Lorentzian bands. Moderate amounts of noise were then added 
to these spectra. The presence of noise, if it is the only source 
of error. i3 not expected to seriously affect the curve-fit unless 
either the noise levels are very high or there is a large number 
of overlapping hands. This is because, if the only source of error 
is noise which is normaIly distributed, curve-fitting not only yields 
a statistically valid solution but it can also be shown to yield the 
maximum likelihood solution (15). Other systematic errors. such 
as a poor knowledge of the baseline, can seriously reduce the 
accuracy of the parameters obtained by curve-fitting, however. 
The main advantage of performing FSD prior to curve-fitting in 
our previous work (1) was an improvement in the conditioning 
of the curve-fitting, and this will probably also be the main ad­
vantage if other forms of deconvolution (e.g. MLR) are applied 
prior to curve-fitting. Baseline errors were therefore introduced 
into some of the spectra. A linear baseline was included as a 
variable in each curve-fit. but this cannot. of course compensate 
for nonlinear baseline errors. 

Although it was shown in our first paper (1) that the more 
quantitatively accurate results were obtained by curve-fitting using 
a Lorentz ian band shape with some Gaussian character. a pure 
Lorentzian band shape was used in all the curve-fits in this work 
to reduce the number of variables and thereby simplify the 
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Table I. Parameters of SYDthetic BaDd Multipllets 
Discussed in This Paper 

spectrum spectrum 
A B 

spectrum 
C 

position, cm- l 3003 2997 3003 2997 3007 300,: 2997 2992 
FWHH, cm- l 12.0 14.0 12.0 14.0 12.0 13.0 14.0 12.0 
height 1.50 1.00 1.50 1.00 1.00 0.75 1.30 0.90 

analysis and reduce the overall time for this inve"tigation. 
As in the first paper, two parameters were used to determine 

the goodness of fit. The first of these, the deviation in the fit , 
D, is defined as 

D = t(di - ti)' (11) 
i-I 

where di and ti are the ith data point and the ith point in the fitted 
spectrum, respectively, and n is the number of data points. When 
fitting real spectra, this is the only available measure of the 
goodness of fit. The second parameter, E, is the sum of the 
absolute percentage errors in the area of each band: 

E = t IAi - Aiml X 100 (12) 
j-I A/ 

where Al and Ar are the true and the measured band areas, 
respectively, of the ith band and I is the number 0:' bands. Ob­
viously, this metric can only be used for syntheti<: spectra, for 
which the true areas of each band, A,', are known accurately. A 
comparison of these two parameters allows an assessment of the 
effectiveness of comhining deconvolution and curve-fitting to be 
obtained. 

Of the various synthetic spectra used in this investigation, only 
representative examples will be discussed specifically in this paper. 
Table I shows the band parameters used to synthesize these 
spectra. Spectra A and B were composed of two completely 
unresolved bands, with 8 separation of 6 cm-1 and an average 
FWHH of 13 em-I. Spectrum C was composed of four unresolved 
bands of varying heights and widths. In all cases the data point 
spacing was 0.5 em-I. All spectra subsequently had 0.5% peak­
to-peak (-0.1 % root mean square) noise added to them. Spectra 
Band C also had baseline errors introduced. For sp',ctrum B the 
"baseline" was a broad, small Lorentzian band centered at 2985 
em-I with a height of 0.05 and a FWHH of 50 em-I (see later, 
Figure 4). This type of function was chosen because in a real 
spectrum it is unlikely that a small, broad band woul d be allowed 
for in a curve-fit. Spectrum C was "baseline-corrected" by sub­
traction of linear sections of baseline from regions of low ab­
sorbance, such that the ordinate points at 3200, 3100, 2900, and 
2800 em-I were zero (see later, Figure 7). This type of baseline 
correction is commonly applied to real spectra but will rarely be 
exactly right. 

RESULTS AND DISCUSSION 

Effects of Noise in Combined Deconvolution and 
Curve-Fitting. To investigate the effects of noise on com­
bined FSD and curve-fitting and to derive a method for op­
timizing the fraction, F, of the Fourier domain array retained 
during FSD, spectrum A was studied. This spectrum had 
0.5 % added noise, but no baseline errors. The two bands in 
this spectrum are completely unresolved prior to deconvolu­
tion. Although the effects of changing the vaiUllS of -y' and 
F used in FSD on the parameters D and E obtained from the 
subsequent curve-fit are clearly interrelated, they will be 
treated separately for clarity. As already pointed out, for any 
given value of -y' there is an optimum value of F that gives 
the maximum possible resolution enhancement without 
leading to excessive noise in the deconvolved spectrum. This 
optimum value must lie between the values of F t hat lead to 
side lobe formation and serious degradation of the resolution 
(low Fl or to excessive noise (large Fl. It should be noted, 
however, that if the noise levels are high and a large value of 
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F 
figure 1. Results of curve-fitting spectrum A after deconvolution using 
FSD with -y' = 8 cm-'. (a) Variation of D as the fraction of the Fo ...... 
domain array. F , retained during deconvolution is changed. An ex­
panded plot for 0.16 < F < 0.32 is shown in the insert. (b) Variation 
of E as the fraction of the Fourier domain array, F, retained during 
deconvolution is changed. 

-y' is used, the ranges of F that lead to these two sources of 
error may overlap. In this case there is no good choice for the 
fraction of the Fourier domain array to be retained. Thus the 
value of -y' at which this situation begins to occur effectively 
defines an upper limit on the level of resolution enhancement 
that can be achieved. 

As an example of the effects of the value of F used in FSD 
on the parameters D and E obtained from the subsequent 
curve-fit, a spectrum deconvolved with a moderately high 
value of -y' will be considered. Parts a and b of Figure 1 show 
the effects on the parameters D and E of changing the fraction 
of the Fourier domain array, F, when the spectrum was de­
convolved using a value of -y' = 8 em-I. The functional forms 
of these plots are not always the same for different sP'OCtra 
or even for the same spectrum deconvolved using different 
values of -y', but they do always show certain characteristics. 
Both plots have always exhibited a minimum, although any 
occurrence of the minimum in D and the minimum in E at 
the same value of F is fortuitous. Both D and E also always 
show a very rapid and large rise if F is increased beyond a 
certain point. This latter characteristic is perhaps not sur­
prising, since after multiplication by exp(r-y'x) the noise in 
the Fourier domain array increases exponentially with x, and 
therefore the noise level in the deconvolved spectrum will rise 
exponentially as F is increased. 

The result of deconvolving spectrum A using FSD with -y' 
= 8 em-I and various values of F is shown in Figure 2. A 
comparison of the spectra in this flgUfO with the plots in Figure 
1 shows that although there is a minimum in the parameter 
E that occurs at the value of F that minimizes the errors in 
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3100 3050 3000 2950 2900 

Wavenumbers (cm-1) 

Figure 2. Spectrum A deconvolved using MLR with -y' : 8 cm- ' and 
FSD wnh -y' : 8 cm-' and various values of F (top to bottom): (A) 
original spectrum; (B) spectrum deconvolved using MLR; (C-F) spectra 
deconvolved using FSD with F: 0.17, F: 0.24, F: 0.33, and F: 
0.40, respectively. 

the band areas (i.e. F: 0.40), this minimum occurs when the 
deconvolved spectrum has a very high noise level. It would 
therefore be difficult or impossible to estimate the number 
of bands from the lowest trace in Figure 2 correctly. This 
appears to be generally true, both for different spectra and 
different levels of deconvolution. This behavior occurs because 
the band shapes are closer to Lorentzian in spectra computed 
with higher values of F and the noise levels are still not 
sufficiently high to affect the curve-fit seriously. 

When a real spectrum is analyzed, the only parameter 
available is D. It would therefore not be possible to determine 
the value of F that would minimize the errors in the band 
areas. Consequently, it was decided to use the value of Fthat 
minimized the deviations in the fit; in this case F : 0.24. The 
choice of this value of F allows the correct number of com­
ponent bands to be determined, and although it does not 
minimize the errors in the band areas, it will be shown later 
that these errors are still significantly smaIler than if the 
original spectrum was curve-fitted. 

There is a second possible criterion for choosing the fraction 
of the Fourier domain array that is to be retained during FSD. 
Choosing the value of F that occurs just before the deviations 
begin to rise rapidly (in this case F : 0.30-0.35) gives a 
spectrum that does not have excessively high noise levels and 
shows the correct number of component bands. In practice 
this criterion would have the advantage that a good choice 
of F could be found by looking at a series of deconvolved 
spectra and choosing the largest value of F that does not lead 
to excessive noise. For example, in the series of spectra seen 
in Figure 2C through 2F, the noise level in Figure 2C and 2D 
is low, leading to the conclusion that a higher value of F can 
be applied, while the noise level in Figure 2F is obviously 
excessive. The optimum value of F would be close to the one 
used to calculate the spectrum shown in Figure 2E. Small 
differences in the value of F used in the deconvolution do not 
greatly affect the errors in the band parameters found from 
the subsequent curve-fit. In this example, any value of F 
between 0.30 and 0.33 leads to a similar result, as can be seen 
from Figure lB. Choosing F in this fashion would save a 
considerable amount of time and it would therefore be the 
method of choice if a large number of spectra must be ana­
lyzed. To investigate the magnitude of the errors incurred 
by curve-fitting as quantitatively as possible, however, it was 
decided to use a more precisely defined method of finding the 
optimum value of F. 

When a noisy spectrum is deconvolved by MLR, the noise 
level in the resultant spectrum is always lower than when the 
same degree of band narrowing is achieved by FSD. For 
example, deconvolution of spectrum A using MLR with -y' : 
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Flg..-e 3. Results of curve-fitting spectrum A after deconvolution using 
FSD. shown as plots of (a) 0 vs -y' and (b) E vs -y'. 

8 cm- l is shown in Figure 2 for comparison with the corre­
sponding data obtained by FSD. The potential advantages 
of using MLR for the deconvolution of noisy spectra are ev­
ident; the two component bands have been clearly resolved, 
but without the high noise levels seen when FSD is used to 
achieve an equivalent level of band narrowing. 

Figure 3 shows the variation in the parameters D and E 
obtained from the curve-fit as the degree of deconvolution, 
-y', is changed. For each point on these plots, the parameter 
F was chosen to give the minimum value of D in the subse­
quent curve-fit. The deviations begin to rise rapidly near the 
point at which there is no good choice for F, and side lobes 
and severe band shape distortion and/or noise are always 
present. Although not shown in this paper, the results for the 
parameter E obtained by curve-fitting spectrum A after de­
convolution using MLR are very similar to the results obtained 
by FSD. (In fact, the results for the parameter D are very 
similar to those shown later in Figure 98.) It should be noted 
that when either FSD or MLR was used, the errors in the 
fitted band areas were always greater than when the original 
spectrum was curve-fitted. Thus when noise constitutes the 
only error in the original data, there is no advantage in using 
deconvolution prior to curve-fitting, and the errors in the band 
areas increase considerably as the degree of deconvolution 
(using FSD or MLR) is increased and the band shapes deviate 
more from pure Lorentzian. 

Spectra with Added Noise and Baseline Errors. As 
noted above, spectrum B is identical to spectrum A, but with 
a smaIl, curved baseline added as previously described. Figure 
4 shows spectrum B, in the absence of noise, and the baseline 
to indicate their relative magnitudes. As with spectrum A, 
for any pa)1;icular value of -y' the fraction of the Fourier do-
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FJgore 4. Spectrum B, in the absence of noise, and the t>.seline error 
that was introduced to this spectrum. 

main array that was retained during deconvolution was chosen 
88 the value that minimized the deviations in the subsequent 
curve-fit. This spectrum was chosen as an example because 
two minima, one global and one local, were found in some of 
the curve-fits. The convergence of the curve-fit to one or the 
other of these minima depended on the initial estimates for 
the peak parameters. If the original spectrum (i.e., spectrum 
B) was curve-fitted, two minima were found with values of 
D = 0.0446 and D = 0.0592. The values of E found for these 
two curve-fits were E = 136.4% and 13.4%, respect ively. The 
latter result gave an average error in each band area of only 
6.7 %, but this is obtained from the local minimum. In 
practice, when only the parameter D is available as a measure 
of the goodness of fit, the global minimum would be chosen 
as the best fit and the band areas would therefore be in error 
by an average of 68.2%. If spectrum B was Fourier-trans­
formed and truncated in the Fourier domain array ",ith a value 
of F chosen as described above, but with 'Y' = 0 cm-' (i.e. no 
deconvolution), and then transformed back to the spectral 
domain and curve-fitted, two minima, were also fOlmd. In this 
case values of D = 0.0365 and D = 0.0429 were obtained at 
the minima, with corresponding errors E = 116.3% ""d 15.5%, 
respectively. As with the original spectrum, the choice of the 
global minimum would lead to band areas that wer·. seriously 
in error. 

Figure 5 shows the parameters D and E obtained from the 
curve-fit as a function of the value of y used in the FSD. The 
most notable effect of curve-fitting the deconvolv"d spectra 
is that the two minima degenerate into a single minimum as 
the value of 'Y' is increased much beyond 'Y' = 5 cm -'. This 
is due to the improved conditioning of the curve-fit. It can 
also be seen that the errors in the band areas, E, are reduced 
significantly when compared to those obtained by curve-fitting 
the undeconvolved spectrum and taking the band parameters 
found at the global minimum as correct. As with thE' examples 
presented in the previous paper (1), in which noise-free spectra 
were used, the errors in the peak areas are minimized by fitting 
the spectrum deconvolved with the value of 'Y' at which the 
deviations, D, in the curve-fit just begin to show a significant 
increase. At this point the average percentage error in each 
peak area is only 8.6%. It is notable that this pc.int is less 
well defined than in the examples given in the previous paper. 
This happens because the presence of noise in the spectrum 
leads to more severe truncation requirements in the Fourier 
domain array, and therefore greater distortion of the peak 
shapes. Addition of a small, fixed Gaussian fraction to the 
fitted peaks, as was used in the first paper (J), would probably 
improve this situation and may also reduce the errors in the 
band areas. 
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Figure 5. ResuKs of curve-rotting spectrum B after deconvolution using 
FSD, shown as plots of (a) D vs 'Y' and (b) Evs 'Y'. The values of 0 
found for the local and glot>al minima (0 :s 'Y' :s 5 cm-') at a particular 
value of -y' are very close on this plot, and therefore only the averages 
are shown. 

The variation of the parameters D and E as a function of 
'Y', obtained by curve-fitting spectrum B after deconvolution 
using MLR, is shown in Figure 6a,b. An estimate of IT = 0.5% 
of the most intense band was used for all the restorations. 
This estimate of the standard deviation of the noise is actually 
somewhat high, since the peak-to-peak noise level of the or­
iginal spectrum was 0.5% of the maximum intensity, so that 
the standard deviation was about 0.1 %. In practice, however, 
an estimate that is too low can produce artifacts or noise in 
the deconvolved spectrum and it was found that the estimate 
should always be conservative. It can be seen that the results 
are similar to those obtained using FSD, although there are 
certain notable differences. One obvious major difference is 
seen in the variation of D as a function of 'Y' (cf. Figure 5a). 
Although there is a rapid rise in the deviations in the curve-fit 
as "'(' is increased, it does not occur at the same value of "(' 
that was found using FSD. There is also a maximum in D 
at approximately 'Y' = 5.5 cm-I The fact that this occurs at 
about the same value of 'Y' that minimizes the errors in the 
band areas is fortuitous. The position of this maximum can 
vary considerably from one example to another and can even 
vary somewhat if the noise estimate, IT , is changed. This 
maximum is caused by sharp features, in particular noise, 
being interpreted as real when low values of 'Y' are used. 
Alternative MLR formulations are available (see for example 
Jansson (13)) that may help solve this problem, but these still 
need to be investigated. 

The other major difference is that the minimum error in 
the peak areas is only an average of 1.7%, compared to 8.6% 
when the spectra were deconvolved using FSD. Despite this 
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figure 8. Results of curve-fitting spectrum B after deconvolution using 
MLR. shown as plots of (a) D vs 'Y' and (b) E vs 'Y' . The values of D 
found for the local and global minima (0 oS 'Y' oS 5 cm-') at a particular 
value of 'Y' are very close on this pfot. and therefore ooly the averages 
are shown. 

improvement in the accuracy of the band areas, however, the 
correspondence between the deviations in the fit and the errom 
in the band areas is not as clear as when the deconvolution 
is performed using FSD. Because of this, if a real spectrum 
(with noise and baseline errom) were being analyzed and only 
the parameter D were available, it would be very difficult to 
choose the optimum value of 'Y'. 

One other example of a spectrum with added noise and 
baseline errom will be considered. This is spectrum C in Table 
I and is somewhat more complex than those already consid­
ered. Figure 7 shows this spectrum, in the absence of noise, 
and the baseline that was added to it. The separations of 
adjacent bands of 4,5, and 6 cm-1 were chosen so that after 
truncation of the Fourier domain array they were close to (or 
even less than) the nominal resolution. Because of the small 
band separations, both FSD and MLR were incapable of 
completely resolving all four bands. Mter FSD, bands 1 and 
2 and bands 3 and 4 were still unresolved. After MLR only 
bands 1 and 2 remained unresolved. This spectrum therefore 
provides a good test of the ability of spectral deconvolution 
to improve the conditioning of subsequent curve-fitting. 

The parameters D and E, obtained from the curve-fit, are 
shown as a function of the value of 'Y' used in the FSD in 
Figure 8a,b. The results are not as good as in the previous 
example, but this is not surprising since after deconvolution 
some of the bands are still unresolved. An appreciable im­
provement in the accuracy to which the band areas could be 
estimated was nonetheless observed. When the original 
spectrum was curve-fitted, the average error in the band area 
was 50.2 %, whereas if the optimally deconvolved spectrum 
('Y' = 6 cm-1) was curve-fitted, the error in the band area was 
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FIgure 7. Spactrum C. in the absence of noise. and the baselne error 
that was introduced to this spectrum . 

1.---------------------------, 
0 .9 

O.S 

0.7 

O.E! 

D O.!i 

Oo';! 

0 .1 

(a) 

(I .t=="====~:::!:::...,----_r----,_--____j 
o 2 4 6 

~ 
8 10 

220,------------------------------, 

200 

180 

160 

140 
E(%) 

120 

100 

80 

60 

(b) 

40 +----..,..-----,---,----,.----j 
o 2 4 6 

~ 
8 10 

figure 8. Results of CU'Ve-fftting spectrum C after decoovolutlon using 
FSD. shown as plots of (a) D vs 'Y' and (b) E vs 'Y'. 

reduced to an average of 12.0%. It is also clear from this 
example that complete resolution of the component peaks 
after deconvolution is not necessary for the conditioning of 
the curve-fitting to be improved significantly. 

Parts" and b of Figure 9 show the results of curve-fitting 
spectrum C after deconvolution using MLR. As in the pre­
vious example the estimate of the noise, (J, was chosen as 0.5% 
of the most intense point of the spectrum. In this example 
there are clearly substantial differences between the results 
obtained using FSD and MLR. The most obvious of these 
is the difference in the minimum errors found in the band 
areas. Using MLR two minima were found, one at approxi­
mately'Y' = 4 cm-1 and the other at 'Y' = 9 cm-1• (Results for 
o cm-1 < y' < 4 cm-1 were not available because of restrictions 
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FSD and MLR The combination of eitber FSD or MLR and 
curve-fitting for the analysis of overlapping bands in noisy 
spectra has been shown to provide more accurate band areas 
when compared to curve-fitting the original spectrum, if the 
original spectrum has small baseline errors. If noise is the 
only nonnegligible source of error in the measured spectrum, 
there is no advantage to using deconvolution prior to curve­
fitting, and the accuracy of the band areas calculated for 
unresolved multiplets will almost certainly be reduced. 
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F\gIn 8. Results of CUV&-fItting spectrum C after deconvolution using 
MLR, shown as plots of (a) D YS 'Y' and (b) E YS 'Y'. 

imposed by the MLR algorithm.) These value, of 'Y' gave 
average errors in the fitted band areas of 15.9% and 16.2%, 
respectively, compared with 12.0% found using I'SD. As in 
the previous example, the deviations, D, in the clive-fit show 
a minimum, in this case at 'Y' = 7 cm-I . Since the position 
of this minimum does not coincide with the position of either 
minimum in E, estimation of the optimum level of deconvo­
lution using only the parameter D would be effectively im­
possible. Nevertheless, fitting the spectrum that had been 
deconvolved by MLR with a value of 'Y' = 7 <:m-I would 
produce more accurate hand areas (an average error of 19.0%) 
than fitting the original spectrum. 

CONCLUSIONS 
In a previous paper (1) we showed that the combination 

of Fourier self-deconvolution and cmve-fitting overcame many 
of the limitations of the individual methods when applied to 
noise-free synthetic spectra with highly overlapped bands. 
The value of 'Y' used in the FSD can be objectively optimized, 
the conditioning of the CliVe-fit is significantly improved, and 
quantitative information is available directly. 

In the present study, this work has been extended to include 
the effects of noise when deconvolution is effected using both 

Although MLR can provide greater resolution enhancement 
than FSD, the errors in the band areas found by subsequent 
CliVe-fitting are not much lower, and in some cases may even 
be higher. It is also more difficult to identify the optimum 
value of 'Y' using the deviations from the curve-fit when MLR 
is used instead of FSD. In the context of combined decon­
volution and curve-fitting, FSD is therefore the technique of 
choice, although MLR may be useful for the initial identifi­
cation of the number of component bands and their approx­
imate positions. 

It has also been shown that complete resolution of the 
overlapping bands is not necessary for quantitative infor­
mation to be obtained, although the hands in the deconvolved 
spectrum have to show some structure for curve-fitting to be 
reasonably well conditioned. In this case the application of 
deconvolution prior to CliVe-fitting will lead to more accurate 
band areas than if the original spectrum were curve-fitted, 
unless there are no appreciable sources of error other than 
noise. The improvement in accuracy may not, however, be 
as great as would be achieved if the component hands were 
completely resolved after deconvolution. 
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Photovoltaic Detection Method for Condensed-Phase 
Photoionization 

John W. Judge and Victoria L. McGuffin' 

Department of Chemistry, Michigan State University, East Lansing, Michigan 48824 

A novel method Is examined for the detection of photoinduced 
Ions In the absence of an applied electric field. The analyle 
solution Is enclosed between two optlcaBy transparent elec­
trodes and 18 Irraclated transv.,seIy by a pulsed laser. After 
IRediatlon, the extent of photolonlzatlon clift.,. at the two 
electrodes and a transient photopotenUails developed. 1bIs 
photovoltalc response I. characterized with respect to elec­
trode composition and fUm thickness, electrode separation 
distance, illuminated area, and laser pulse _rgy. In addl­
lion, the dependence of the photopotentlal On solute con­
centrallon Is examined In a variety 01 polar solvents. Detec­
tion Omits of 5 X 10-7 M potassium permanganate In water 
are reporled, with a linear range exceeding 3 orders of 
magnitude. 

INTRODUCTION 
Photoionization phenomena in the condensed phase have 

been investigated for several decades and continue to be of 
great interest. Previous studies have been concerned with the 
determination of ionization spectra, ionization energies, 
mechanisms of ionization, and the nature of ionic products 
for pure aromatic liquids and for aromatic compounds in 
alkane solvents (1-3). Important physical parameters such 
as solvated ionic radii (4), electron mobility (5, 6), electron 
transport and reactivity (6, 7) have also been examined. In 
addition, the fluorescence emission produced during ionization 
and from highly excited states has been investigated (1,8). 
Although analytical applications have been reported in both 
static and dynamic systems (see refs 9-13 and references 
therein), the high sensitivity and selectivity of this technique 
have yet to be fully exploited for analytical purposes. 

Photoionization in the condensed phase is complicated by 
many problems that do not occur to a great extent in the gas 
phase, where much of our present knowledge resides. In the 
condensed phase, the excess kinetic energy of the ejected 
electron is dissipated more rapidly by collision (4). Conse­
quently, it is possible to have geminate ion recombination, 
formation of radical anions, electron capture, molecular re­
arrangement or fragmentation, in addition to simple solvation 
of the product ions. Another important difference is that the 
ionic products are stabilized by solvation, which causes a 
reduction of the ionization threshold by approximately 2-4 
e V for most pure organic compounds in the liquid phase when 
compared to the gas phase (9). If the compound is not pure 
but dispersed in another medium, the ionization energy and 
efficiency are highly dependent on the physical properties of 
the solvent (14). Furthermore, many polar solvents are 
themselves more readily photoionized in the condensed state; 
most notably, the photoionization of water occurs in the gas 
phase at 12.6 e V and in the liquid phase at 6.05 e V (9). The 
interference of solvent photoionization complicates the ac­
quisition and interpretation of spectral information for the 
analyte molecule. Consequently, quantitative detection of 
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photoionization in the condensed phase may be complicated 
and difficult. 

The most commonly employed detection technique for 
condensed-phase photoionization is the measurement of 
electrical conduction. In this technique, large bias voltages 
(up to several thousand volts) are applied across a solution 
to drive photoinduced ions to a collection electrode, where 
the net charge flux (current) is measured (2-4, 15, 16). Since 
any naturally occurring ions or ionic impurities are also de­
tected, ex~nsive purification procedures may be required (2, 
16). In addition, solvents with intrinsically high conductivity, 
such as water and other highly associated liquids, cannot be 
readily employed due to the high background current. 

A novel alternative to conduction measurement, proposed 
by Coleman and co-workers (17), is to detect the photopo­
tential induced at the electrode-solution interface in the ab­
sence of an applied electric field. By elimination of the bias 
voltage, contributions from intrinsic solvent conduction are 
substantially reduced or eliminated. Consequently, mea­
surements of the photovoltaic response may be accomplished 
in polar solvents and in solutions of relatively high ionic 
strength, where a photoconduction measurement may not be 
possible. Furthermore, this detection method may reduce 
backgrowld current from the photoelectric effect, which is 
caused by electron ejection from the electrodes when directly 
irradiated in an applied electric field. 

Coleman and co-workers (17) have reported such photo­
voltaic measurements for the photoreduction of potassium 
permanganate in aqueous solution. In these studies, the 
sample was enclosed between two optically transparent 
electrodes (n-type tin oxide semiconductor overcoated with 
an insulat.ing quartz layer) and was irradiated transversely 
by a nitrogen-pumped dye laser. The photopotential devel­
oped across the unbiased electrodes after illumination was 
measured with an oscilloscope relative to external ground. The 
signals were characterized by a rapid rise «1 "s) to a max­
imum pot.ential of 100-1000 "V, which then decayed over 
approximately 250 p.S. The photopotential was shown to be 
dependen t on the laser power and wavelength, as well as the 
pH and ionic strength of the aqueous solvent system. To 
explain the origin of the observed signal, Coleman and co­
workers (17) noted that the potential difference at the be­
gimting of the experiment is zero, since all interfacial potentials 
at the tw" electrodes are exactly equal and therefore cancel. 
Following irradiation, the light intensity at the front electrode 
is greater than that at the rear electrode, due to analyte ab­
sorption as the light traverses the cell. The extent of pho­
toreduction of the permanganate ion varies concurrently with 
radiant power; hence, the electrodes are present in different 
chemical environments and a transient potential difference 
is developed. Although the proposed explanation of the 
phenomenon seems plausible, no interpretation of the mag­
nitude, sign, or temporal decay of the photopotential was 
offered, and a detailed mechanism has yet to be reported. 

In this paper, more extensive and detailed investigations 
of the photovoltaic detection method of Coleman and co­
workers (17) are described. The photovoltaic response is 
characterized with respect to optically transparent electrode 
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Figure 1. Schematic clagram of the analytical system used for p/l<>­
tovottalc detectlon of condensed-phase photoionization: (M) mirror; 
(PO) photodlode. 

Table I. Compariooa of Optically Traalpareat Electrode 
Characteristics 

property 

subotrate 
flim thickness, A 
resistivity. n cm 
transmittance (248 nm) 
transmittance (337.1 nm) 

gold electrode 

fused .i1ica 
100 200 
4 X 10-' 2 X 10'" 
0.32 0.12 
0.38 0.16 

tin oxide 
electrode 

Pyrex 
400 
2 X 10'" 
<0.01 
0.45 

material, film thickness, illuminated area, and electrode 
separation distance. In addition, the response for several 
nonpolar, polar, and ionic solutes at varying concentrations 
is reported in water, alcohols, and other polar solvent systems. 
This detection technique is promising, as it off •• rs the op­
portunity to detect photoionization and related photoelec­
trochemical phenomena under experimental conditions where 
a traditional conduction measurement may not be appropriate. 

EXPERIMENTAL SECTION 
Optical System. The experimental apparatus for these studies 

is shown schematically in Figure 1. When the krypton fluoride 
excimer laser (Lsmbda Physik, Model EMG 101, 248 rom, 180 mJ, 
23 ns) is used as the excitation source, the radiation enters an 
optical attenuation box where a fraction (-S%) is diverted and 
attenuated by a series of fused-silica plates. This attenuated beam 
is used 00 produce a trigger signal using a fast-response photodiode 
(Hamamatsu Corp., Model S1722-02). The remainder of the beam 
is reflected from another fused-silica plate and is diIected onto 
the sample cell. The laser pulse energy measured at the cell is 
approximately 6.S mJ. When the low-power nitrogen laser 
(National Research Group, Inc_, Model 0.5-5-150, 33'7.1 nm, 0.5 
mJ, S ns) is used, the optical attenuation box is replaced by a single 
fused-silica plate 00 produce a suitable trigger puJs.e from the 
photodiode. The remainder of the beam is then delivered 00 the 
sample cell by using a front-surface aluminum mirror overcoated 
with magnesium fluoride (Esco Products Inc.). The laser pulse 
energy reaching the cell in this case is approximately 0.23 mJ. 

Cell ConstructioD_ Two different types of optically trans­
parent electrodes (OTE) are used in these studies: gold (con­
ductor) and antimony-doped tin oxide (n-type semiconducOOr). 
Physical characteristics of these thin-film electrodes are sum­
marized in Table I. The gold films are produced in-house by 
vapor deposition on a fused-silica subotrate (Esco Prcducts Inc., 
2.54-cm diameter, 0.159-<l.476-cm thickness). The antimony­
doped tin oxide flims, obtained from PPG Industries, are deposited 
on a Pyrex substrate (O.S cm X 2.0 cm, 0.31S-cm thickness). 
Electrical connection 00 the OTE is made by using a commercially 
available, silver conductive epoxy (TRA-CON Inc.). A thin layer 
of the epoxy is coated from the electrode surface onr,o the side 
of the substrate, to which a copper wire is attached. The epoxy 

A B 

TO A~PLlFIER 
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FIgure 2. Schematic diagram of the photovottalc detection eels: (A) 
cuvette cell; (8) sandwicl>-type cell. 

is cured at room temperature for 12 h and then at 110 ·C for 1 
h or longer. Total resistance across a typical gold electrode (I00-A 
film thickness) , including electrical connections, is 120 0. 

Two types of static cells are shown schematically in Figure 2. 
The first cell consists of a quartz cuvette containing the solution 
into which the OTEs are immersed. The second cell is a sand­
wich-type arrangement with either a silicone rubber O-ring or a 
Teflon gasket 00 separate tbe plates. Electrode separation distance 
in the sandwich-type cell is controlled by the thickness of the 
spacer material (0.125,0.25,1.6, and 4.7 mm), while the cuvette 
cell allows for continuous variation of separation distance from 
300 S mm. 

Detection System_ The potential between the electrodes is 
amplified using a two-stage differential amplifier that was man­
ufactured in-house. The preamplifier, located immediately ad­
jacent 00 the cell inside a Faraday cage, has a nominal gain of 10, 
while the second-stage amplifier has a nominal gain of 40. The 
time constant of the complete circuit was originally selected 00 
be 5 ns but, based on preliminary investigations, has been in­
creased to approximately 2 J,lS to reduce high-frequency noise 
without sacrificing signal integrity. A boxcar integraoor (Stanford 
Research Systems, Model SR250) is used 00 sample the amplifier 
output at a fixed time interval corresponding to the maximum. 
photopotential (12 J,lS after the trigger pulse), or to scan the 
amplifier output across a specified time interval. An analog-t<>­
digital converter (Stanford Research Systems, Model SR245) is 
used in conjunction with an IBM PC-XT computer 00 collect data­
Both the boxcar integraoor and the AID converter are controlled 
by a commercislly available software package (Stanford Research 
Systems, SR265). An oscilloscope (Tektronix Inc., Model 2235) 
is used 00 monitor the phooovoltaic signal in real time during the 
experiment. 

The data are acquired by averaging five trials of 500 points, 
either at constant or scanned time intervals. The potential is 
measured under both illuminated (signal) and nonilluminated 
(noise) conditions. Corrected photopotentials are calculated by 
subtracting the systematic noise, predominantly due to radi<>­
frequency (rf) interference and amplifier null offset, from the 
signal measurement. The photopotentials are then reported as 
the average of five corrected data sets, with the confidence interval 
expressed by the standard deviation. 

Reagents_ N,N,N',N'-Tetramethyl-l,4-phenylenediamine 
(TMPD) is liberated from its dihydrochloride salt (Aldrich 
Chemical Co_) with aqueous ammonia. The free amine is then 
purified by vacuum sublimation at 50 ·C and soored in the dark. 
Reagent-grade potassium permanganate (J. T. Baker Chemical 
Co.) is used without further purification. Stock solutions (10-2 

00 10-7 M) of these reagents are prepared freshly as needed in 
the appropriate solvent. 

Other reagents examined in the phoooionization studies include 
fluorescein and its disodium salt (Eastman Kodak Co.) and 
Rhodamine B and Coumarin 460 (Aldrich Chemical Co.), which 
are laser-dye-grade reagents. 

High-purity methanol and aceoonitrile are distilled-in-glass 
grade (Baxter Healthcare Corp., Burdick and Jackson Division); 
all other solvents are reagent grade (J. T. Baker Chemical Co.)_ 
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Water is deionized and doubly distilled in glass (Corning Glass 
Works, Model MP-3A). 

RESULTS AND DISCUSSION 
Potassium permanganate was selected as t he analyte 

molecule for initial studies because it has been used previously 
to characterize the photovoltaic detection method (17) and 
because its photochemical properties have been studied ex­
tensively (18, 19). Although the exact mechanism remains 
in question, the photodecomposition of permanganate ion in 
neutral or basic aqueous solution is reported to yield the 
following products (18, 19): 

MnO.- - MnO,(s) + 0 ,- or MnO,- + 02(g) 

From isotopic studies (18). the 0 , produced is known to arise 
directly from decomposition of permanganate ion rather than 
from decomposition of water. Consequently, the reaction 
written above is essentially irreversible in deoxygenated 
solvents, due to the change in physical state of the decom­
position products. By interpolation of literature data (17, 18), 
the quantum yield for photodecomposition of permanganate 
in aqueous solution is estimated to be 3.5 X 10-3 at 337.1 nm 
and 5.5 x 10-2 at 248 nm. The quantum yield is reported to 
be independent of permanganate ion concentration (10-2 to 
10'" M), hydrogen ion concentration (pH 7-14), temperature 
(0-45 °C), and irradiance under the experimental conditions 
employed herein (18). 

Origin of the Photovoltaic Response. At present, we 
have examined two different types of electrode materials, gold 
(conductor) and antimony-doped tin oxide (n-type semicon­
ductor), whose properties are indicated in Table I. The 
commercially available n-type tin oxide films provide rea­
sonably low resistance and high optical transparency. Because 
they are deposited on a Pyrex substrate, however, these films 
can only be used with the nitrogen laser (337.1 om), not with 
the KrF excimer laser (248 om). The gold films, manufactured 
in-house, show generally lower resistance and lower trans­
parency than the semiconductor materials but can be used 
with both laser systems. Gold fIlms less than 75 A in thickness 
have an infinite resistance due to formation of isolated gold 
islands (20) , whereas those with thickness greater than 300 
A show almost no transmittance. Consequently, gold films 
of approximately 100 :I: 10 A thickness provide a reasonable 
compromise between film resistance and optical transparency 
for these studies. 

1n general, little or no photovoltaic response is observed for 
water, organic solvents, or nonabsorbing electrolyte solutions 
using either n-type tin oxide or gold electrodes. Solutions 
containing species that are photoionizable or otherwise pho­
toelectrochemically active produce a transient photopotential, 
whose characteristics are dependent upon the electrode com­
position. Typical response observed for the photodecompo­
sition of permanganate ion in aqueous solution is shown in 
Figure 3. In general, the signal is characterized by a rapid 
rise (2 /ls) to the peak photopotential, followed by a complex 
decay over approximately 100-500 /lS . In the case of per­
manganate ion, the most highly illuminated (front) electrode 
exhibits a negative photopotential with respect to ground for 
both n-type tin oxide and gold electrodes. The magnitude 
of the maximum photopotential is approximately equal for 
n-type tin oxide and gold electrodes with similar transmittance 
and resistance, as shown in Figure 3A,S. The signal decay 
in both cases is not characterized by a simple exponential (exp 
[t i T]) or power ([t / T]") time dependence but, rather, appears 
to be a convolution of these functions. The decay time, ex­
pressed as the time required for the signal to decay to l / e of 
the maximum photopotential, is 300 /lS for n-type tin oxide 
and 100 /lS for gold electrodes. Although the signal charac­
teristics vary slightly with electrode material, the sign, mag-

2 c)O 

~ 
..J 1'50 
<I 
;:: 
Z 
w 
b 

10 0 

"-
0 

b 50 
I 
"-

0 

0 

200 

~ 15 0 
..J 
<I 
;:: 

100 Z 
w 
I-
0 
"-

~ 
50 

I 
"-

0 

200 

~ 
..J 150 
<I 
;:: 
Z 
w 100 

~ 
~ 50 
I 
"-

A 

200 4 00 600 800 1000 

TIME (ps) 

200 400 600 

TIME (ps) 

200 400 600 

TIME (~s) 

B 

800 1000 

c 

800 1000 

Figure 3. I'hotopotentlallor aqueous potassium permanganate solu­
tions: (A) nitrogen laser excitation (337.1 nm. 0.23 mJ) using 400-A 
!>-type tin oxide electrodes at 4.7-mm separation distance. 10'" M 
KMnO.; (8) nitrogen laser excitation using 95-A gold-film electrodes 
at 4.7-mm separation distance. 10'" M KMnO.; (C) KrF exclmer laser 
excitation (248 nm. 6.8 mJ) using 95-A goId-ftlm electrodes at 4.7-mm 
separation distance. 10-4 M KMnO ... 

nitude, and temporal behavior are comparable to those re­
ported previously by Coleman and oo-workers (17). The peak 
photopotential in our studies (Figure 3A) is approximately 
5-fold smaller and the temporal decay is approximately 2-fold 
longer than reported previously with n-type tin oxide elec­
trodes irradiated by a nitrogen laser (17); however, this dis­
crepancy may be attributed to the method of signal acqui­
sition. Coleman and oo-workers measured the photopotential 
arising after a single laser pulse, and noted that the magnitude 
decreased and the time constant increased with repeated 
irradiation (17). In our experiments, the photopotential from 
multiple laser pulses at 1(}-30 Hz is averaged to yield a 
steady-state response that is smaller but more reproducible 
than single-shot experiments (Figure 4). 

In addition to the dependence on electrode composition, 
the photovoltaic response is also a function of the film 
thickness, illuminated area, and illumination geometry. By 
using gold electrodes of 75-300-A film thickness, the mag­
nitude of the maximum photopotential for aqueous per-
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manganate ion is observed to increase in direct proportion with 
transmittance, while the temporal characteristics remain 
constant. Likewise, the signal magnitude varies linearly with 
the total illuminated area of the gold electrode. lUumination 
nonnal to the electrode surface produces a photopotential that 
decreases in magnitude as the angle of illumination approaches 
grazing incidence. Reversal of the irradiation direction or of 
the electrical connection to the electrodes reverses the sign, 
but does not affect the magnitude or temporal behavior of the 
signal. When the sample between the electrodes is illumi­
nated, but not the electrode surface itself, no photopotential 
is observed. Illumination of the front electrode alone, at 
normal incidence, produces signal magnitude and temporal 
decay comparable to that obtained by illumination of both 
electrodes. Moreover, replacement of the rear electrode with 
any solid metal conductor (nonilluminated) produ(:es the same 
signal as the optically transparent electrode. Finally, over­
coating the surface of either gold or n-type tin oxide electrodes 
with an insulating layer of silicon dioxide (60(}-5000 A) pro­
duces no apparent change in the signal characteristics. 

These observations support a number of important con­
clusions concerning the origin of the photovoltsic signal. First, 
since no signal is observed for nonabsorbing solvents and 
electrolytes, thermal or optical excitation of the electrode 
surface does not appear to be responsible for the photovoltsic 
response. While excitation of the electrode material un­
doubtedly occurs, as reported by Fox and Tien (! ~I), it is not 
the predominant signal mechanism in this system. It is 
noteworthy that the maximum photopotentiais developed for 
aqueous permanganate ion using the nitrogen and KrF ex­
cimer lasers (Figure 3B,C) differ by slightly less t:han 1 order 
of magnitude, as expected from the quantum yields for pho­
todecomposition estimated above. This result indicates that 
the photovoltaic signal arises from photoexcitation and sub­
sequent electron transfer from the solute molecules, rather 
than from the electrode surface. The studies of illumination 
geometry (grazing incidence and sample-only ill'Umination) 
suggest that a surface phenomenon, rather than a bulk-phase 
phenomenon, is responsible for the signal. Fins,lly, the in­
vestigations using electrodes overcoated with an insulating 
layer of silicon dioxide support the conclusion that thermally 
assisted adsorption/desorption of the solute is not the pre­
dominant signal mechanism. In consideration of these resuits, 
the most probable origin of the photovoltsic response is from 
photoionization, photodecomposition, or photooxidation/ re­
duction of the solute at or near the front electrode surface. 
Further characterization studies of this phenomenon and a 
discussion of the possible mechanism are reported below. 
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Characterization of the P hotovoltaic Response. The 
response of the photovoltaic detection method is dependent 
upon a number of experimental parameters, including the laser 
wavelength and pulse energy, the separation distance between 
electrodes, the solute concentration, and the solvent compo­
sition. These characterization studies were performed using 
gold optically transparent electrodes in the sandwich-type cell. 
The maximum photopotential for the analyte, generally 
pennanganate ion, was measured 12 p's after irradiation with 
the nitrogen or KrF excimer laser. 

The dependence of the photovoltaic signal on laser pulse 
energy is shown in Figure 5 for the photodecomposition of an 
aqueous solution of 10 .... M pennanganate ion. The logarithmic 
graph of photopotential versus pulse energy is linear with a 
slope of 1.1 for both the nitrogen laser (Figure 5A) and the 
KrF excimer laser (Figure 5B). This indicates that the pho­
tovoltsic signal arises from a one-photon excitation process, 
regardless of the differences in photon energy (3.7 and 5.0 eV, 
respectively) and total laser pulse energy (0.23 and 6.8 mJ, 
respectively), which is consistent with previous studies of the 
permanganate photodecomposition (18). In general, when the 
solvent water is freshly distilled, no background signal is 
observed with either the nitrogen or KrF excimer laser sys­
tems. However, if the water has been stored for more than 
a few days, a background signal is observed on an intennittent 
basis. This signal, shown in Figure 5B, arises from a one­
photon excitation process and is believed to be due to the 
accumulation of atmospheric ammonia or volatile amines. To 
examine this hypothesis, samples of freshly distilled water were 
saturated with various gases including helium, nitrogen, carbon 
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dioxide, oxygen, hydrogen peroxide, and ammonia. Of these 
potential interferences, only ammonia generated a detectable 
photovoltaic signal, which is consistent with the low ionization 
energy of ammonia and substituted amines in the condensed 
phase. This source of interference may be eliminated by using 
freshly distilled solvents or by removing dissolved gases by 
ultrasonication or sparging prior to use. 

The maximum photopotential is also a function of the 
separation distance or optical path length between the two 
eiectrodes. This dependence is examined using both the 
nitrogen and KrF excimer laser systems to induce photode­
composition of an aqueous solution of 10'" M permanganate 
ion. The photopotential is measured as a function of sepa­
ration distance between 0.125 and 4.7 mm using gold elec­
trodes in the sandwich-type cell. As shown in Figure 6, the 
photopotential decreases exponentially with increasing sep­
aration distance. When the distance between the electrodes 
exceeds 1 mm, the magnitude of the photopotential remains 
relatively constant. These results suggest that the simple 
model proposed by Coleman and co-workers (I7), in which 
the photopotential is thought to arise because of the difference 
in light intensity at the two electrodes (vide supra), may not 
be completely accurate. If this model were correct, the dif­
ference in light intensity would be expected to increase with 
optical path length; thus, the photopotential should increase 
rather than decrease with separation distance, While a re­
duction in separation distance has an exponential effect on 
the magnitude of the photopotential, the temporal charac­
teristics do not appear to be affected. These results indicate 
that a substantial increase in sensitivity could be realized by 
miniaturization of the detection cell. 

The dependence of signal magnitude on sample concen­
tration has also been investigated, as shown in Figure 7 for 
aqueous solutions of permanganate ion. These data were 
acquired using gold electrodes in the sandwich-type cell at 
separation distances of 0.25 and 4,7 mm. At both separation 
distances, a semilogarithmic relationship between photopo­
tential and permanganate ion concentration is observed. 
Because the signal increases exponentially as the separation 
distance is decreased, the sensitivity or slope of the calibration 
curve is commensurately greater at 0.25 mm. The minimum 
detectable concentration is 5 X 10-7 M potassium per­
manganate, measured at a signal-to-noise ratio of 2.1 (99% 
confidence level), which corresponds to a total mass of 80 ng 
In the detector cell. The linear dynamic range shown In Figure 
7 exceeds 3 orders of magnitude. Although these results are 
not optimal, they clearly indicate the high sensitivity inherent 
in this detection method. 
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figure 7. Dependence of photopotential on concentration for aqueous 
potaSSium permanganate solutions. Condftions: KrF excimer laser 
excitation (248 nm, 6.8 mJ) using 9s-A goId-fiIm electrodes. Separation 
distance: (0) 4.7 mm; (.) 0.25 mm. 

Proposed Model of the Photovoltaic Response, The 
response of photoelectrochemical systems is of two general 
types: (1) those in which a photochemical reaction forms 
products wnich react at the electrodes and (2) those in which 
direct irradiation of a photosensitive electrode or membrane 
produces cllarge Injection across the phase boundary (22). On 
the basis of the studies described herein, the photovoltaic 
detection method appears to be of the former type. Conse­
quently, we may attempt to describe the response of this 
system using the model developed by Albery and Archer (22) 
and extended by Quickenden and Yim (23,24). In this model, 
the photoelectrocbemical system is presumed to consist of two 
inert metal electrodes, one illuminated and the other dark. 
These elect rodes are immersed in a solution containing two 
redox couples, only one of which is photosensitive. For the 
purposes of this study, the photoactive species (perrnanganate 
ion) is the electron donor (Z) and the Y IZ redox couple is 
irreversible, while the electron acceptor couple (AlB) is re­
versible. T he perturbations in concentration caused by ir­
radiation Elre presumed to be small in comparison with the 
steady-stare concentration of reactants in the dark. Under 
these conditions, the open-circuit photopotential (V) devel­
oped upon continuous illumination at low irradiance (E) is 
given hy t ile following equation (24): 

V = (RT / F) In [1 + (K2' / KalE] (1) 

where R is the gas constant, T is the absolute temperature, 
and F is the Faraday constant. The constants K 2' and Ka are 
complex functions of the steady-state concentrations of the 
Y IZ and AlB redox couples at the electrode surface and in 
bulk solution and of the rate constants for excitation, electron 
transfer, adsorption, photochemical reactions, etc. 

This model predicts a semilogarithmic relationship between 
the photopotential and the concentration of photoelectro­
chemically active species, which is confirmed by the experi­
mental reHults for permanganate ion shown in Figure 7. In 
addition, (lq 1 predicts that the photopotential will be loga­
rithmically related to the irradiance, if the light intensity is 
sufficiently low. When the data for the perrnanganate ion in 
Figure 5A,B are replotted in semilogarithmic form (photo­
potential versus log (laser pulse energy)), the resulting graphs 
are linear with correlation coefficients (R') of 0.986 and 0.993 
for the nitrogen and KrF excimer lasers, respectively. Al­
though the instantaneous irradiance produced by the pulsed 
lasers is quite high (18.7-28.5 kW Icm2 for the nitrogen laser, 
99.4-166 kW Icm2 for the KrF excimer laser), the time-aver­
aged irradiance at 10 Hz repetition rate is relatively low 
(1.5-2.3 mW Icm2 for the nitrogen laser, 22.9-38.7 mW I cm2 
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for the KrF excirner laser). These average irradiances are well 
within the range typically used under the conditions of con­
tinuous illumination, for which the theory of eq 1 was derived 
(22). Finally, the model predicts a linear dependence of 
photopotential on absolute temperature. While preliminary 
studies were not conclusive, due to thermal decomposition of 
permanganate ion, the photovoltaic signal does appear to 
increase slightly with temperature in the range 10-~5 "C. It 
is interesting to note that the decay time decreases concur­
rently over this temperature range from approximately 160 
to 90 jJ.S. 

The general trends of this theoretical model agree well with 
our experimental results. However, the assumptions implicit 
in the model may only be rigorously applicable at large 
electrode separation distances (>1 mm), where the back 
electrode may be considered nonilluminated. Further in­
vestigations of the photovoltaic detection mechanism at short 
separation distances are presently underway. 

Effect of Solvent on Photoionization Energy_ In the 
condensed phase, the nature of both the solute and the solvent 
directly influence the photoionization process. The ionization 
threshold and efficiency may vary substantially for a given 
solute, since nonpolar solvents will stabilize the neutral 
molecule relative to the product ions, whereas polar solvents 
will do the converse. Jortner and co-workers (25, 26) have 
proposed a relationship between the gas-phase (1 G) and liq­
uid-phase (Ie> ionization energies that expresses this solvent 
dependence: 

(2) 

where P + is the electronic polarization energy of the medium 
by the cation and Vo is the energy of the electronic .;onduction 
level of the solvent. 

The polarization energy term (p +) represents t.he stabili­
zation of the cation by the solvent medium. The extent of 
stabilization is known to be dependent upon the effective 
cationic radius (r +) and the solvent optical dielectric constant 
(d: 

P+ = -(I/(4""0»(e2/2r+)(, - 1)/, (3) 

where '0 is the permittivity of a vacuum, and e is the charge 
of a proton. The optical dielectric constant of the solvent is 
commonly estimated as the square of the refractive index at 
589 nm (no>, regardless of the excitation wavelength. Equation 
3 has been demonstrated to be a reasonable approximation 
of the polarization energy for simple dense fluids, such as 
liquified rare gases (25,26), and for nonpolar, nonassociating 
solvents (14,27). 

The electronic conduction term (Vo) represents the stabi­
lization of the electron injected into the solvent m.<iium and 
has been measured as the difference in work functions between 
vacuum and solvent (28). In many nonpolar solvents, the 
lowest energy state of the electron is a delocalizt!d or quasi-free 
state. Although the solvation mechanism in polar solvents 
remains in dispute (29), it is generally presumed that the 
electron is injected initially into the quasi-free state, after 
which the solvent undergoes rapid rearrangement to produce 
a localized, solvated electron of lower energy. Th" Vo term, 
which adequately describes solvation of the electron in non­
polar solvents, is not wholly appropriate in polar media. The 
lack of a suitable theoretical model and the difficulty in ex­
perimental measurement have severely restricted the study 
of photoionization in polar solvents (30) . In this work, we 
report the use of the photovoltaic method for detection of 
photoionization in water, alcohols, and other pola:r solvents 
and compare the results with ionization energies estimated 
using eq 2. 

N,N,N',N'-Tetrametbyl-l,4-phenylenediamine (TMPD) was 
chosen for these studies because visual verificati on of the 

Table II. Effect of Solvent on the Photoionizatlon oC 
N,N,N',N'-Tetramethyl-l,4-phenylenediamine (TMPD) 

solvent 

water 
methanol 
ethanol 
I-propanol 
ethylene glycol 
acetonitrile 
hexane 

photopotential.~ 
jJ.V 

N2 excimer 
p + .b Vo,c h ,d laser laser 

no' eV eV eV (3.7 eV) (5.0 eV) 

1.3330 -1.42 -1.3 3.48 66.3 187.0 
1.3288 -1.41 -1.0 3.79 SO.O 133.3 
1.3611 -1.50 -{J.65 4.05 ND' 37.7 
1.3850 -1.56 -{J.30 4.34 ND ND 
1.4318 - 1.67 NA NA ND 33.3 
1.3442 - 1.45 NA NA ND 51.0 
1.3755 -1.54 +0.04 4.70 ND ND 

II From ref 35 at 589 nm. b Calculated from eq 3, assuming r + z 

2.21 X lO-1O m for TMPD. ' From ref 30. dCalculated from eq 2, 
assuming [G = 6.20 eV for TMPD. 'Measured for 10-< M TMPD 
solution using 95-A gold-film electrodes at 4.7-mm separation dis­
taoce. 'NA = not available, ND = not detectable. 

photoionization process is possible: the neutral molecule is 
colorless in solution, whereas the cation has an intense and 
characteristic blue color (31) . For all of the solvent systems 
examined herein, photovoltaic signals are observed only when 
the blue cation color appears and persists during irradiation 
of the TMPD solution. These results strongly support the 
conclusion that the photovoltaic detection method is directly 
responsive to photoionization of the solute. 

The choice of TMPD is also advantageous because of the 
extensive information available in the literature (4, 14, 27, 
31-34). The adiabatic gas-phase ionization energy of TMPD 
is approximately 6.20 eV (31), and photoionization is reported 
to arise through a two-photon excitation process. Absorption 
of the fIrst photon produces the excited singlet state of TMPD, 
which undergoes intersystem crossing. The second photon 
is subsequently absorbed by the triplet state to effect ioni­
zation. Although this two-photon excitation process has been 
verified for TMPD in the liquid (3) and solid (32) states, a 
single-photon process has also been implicated in both non­
polar (33) and polar (34) liquid solvents. Single-photon ion­
ization energies ranging from 4.3 to 4.9 e V have been reported 
in nonpolar solvents (J 4, 27). These previous measurements 
may be in error, however, since photoionization may be as­
sisted by the externally applied electric field used for pho­
toconductive detection, yielding systematically low threshold 
values. Such errors do not occur in the photovoltaic detection 
method. 

As shown in Figure 5, the logarithmic graph of the observed 
photopotential for TMPD in water versus the laser pulse 
energy is linear with a slope of 1.1 for both the nitrogen laser 
(337.1 nm, 3.7 eV) and the KrF excirner laser (248 nm, 5.0 eV). 
These results indicate that the photoionization of TMPD 
proceeds through a single-photon process in the absence of 
an applied electric field, and that the ionization energy in 
water is less than 3.7 eV. By use of eq 2, the ionization energy 
for TMPD in water is estimated to be 3.48 eV, which is con­
sistent with these experimental data. 

Table II summarizes the photopotentials measured for 
TMPD in a variety of polar solvents. In general, the mag­
nitude of the photopotential shows direct correlation with 
solvent polarity. With increasing polarity, solvent stabilization 
of the TMPD cation decreases slightly (P + term), while sta­
bilization of the electron increases markedly (Vo tenn). Thus, 
the ionization energy decreases with increasing solvent po­
larity, as predicted by eq 2. The photoionization of TMPD 
in the homologous series of alcohols provides a clear illus­
tration of this trend. If no signal is observed with either laser 
system (i.e., TMPD in I-propanol) , then the ionization 
threshold must be greater than 5.0 e V or, alternatively, the 
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ionization efficiency in that solvent is too low to produce a 
detectable signal. When a signal is observed with the excimer 
laser but not with the nitrogen laser (i.e., TMPD in ethanol), 
then the ionization threshold must lie between 5.0 and 3.7 e V. 
If signals are observed from both lasers (i.e .• TMPD in 
methanol), then the ionization threshold is less than 3.7 eV. 
These estimations for the ionization energy of TMPD in al­
cohols are in reasonable agreement with the values calculated 
using eq 2. 

CONCLUSIONS 

The photovoltaic detection method, first reported by 
Coleman and cC)-workers (17), shows promise for sensitive and 
selective detection of photoionization and related photo­
electrochemical phenomena. Because no bias voltage is ap­
plied to the electrodes, contributions from the photoelectric 
effect and from intrinsic solvent conduction are substantially 
reduced or eliminated. Consequently, measurements of the 
photopotential can be accomplished in polar solvents and in 
solutions of relatively high ionic strength, where a conductance 
measurement may not be possible. 

In this work, the photovoltaic detection method is char­
acterized with respect to the optically transparent electrode 
material, electrode separation distance, laser pulse energy, 
sample concentration, and solvent composition. Although 
these characterization studies have been limited to potassium 
permanganate and TMPD, a variety of other solutes have been 
examined. Neutral organic molecules, both nonpolar such as 
pyrene and polar such as aniline and coumarin, can be readily 
detected. In addition, ionic solutes such as disodium fluor­
escein and Rhodamine B dyes are detectable in a variety of 
polar solvents. While the results presented here are limited 
to static systems, preliminary studies indicate that this de­
tection method may be easily adapted to flowing systems such 
as chromatographic or electrophoretic separations. 
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Ionization mechanisms rMflO .... bIe for tha formation of pre­
peaks and etterpeaks on Ion IIgnals obMrved In pulsed glow 
discharges and potential analytical Ide Of puIsecIl glow-dls­
charga mass spectrometry have been Investigated. The 
formation of a prepeak at the begmIng of the pullEt Is related 
to the ionization effIcIenc:y of electrons accelerated across the 
cathode fal region. The appearance of an a"e.-peak at the 
termination of the discharge Is associated wHh ttoe energy, 
popuIallon, and ionization efficiency of matastable discharge 
gas atoms. As a resuH of the differences In pulse prOfiles, H 
Is possible to acquire data over spectfIc regions of the pulse 
that permH discrimination against Interfering sign als In the 
rnass spectrum. 

INTRODUCTION 
The glow discharge is growing in scope as an atomization 

and ionization source in the elemental analysis of .,olids (1). 
In optical spectroscopy, the abundant atom population and 
steady emission intensity, coupled with the rugged source 
design, have made the glow discharge well suited for routine 
trace analysis. In mass spectrometric analysis, features such 
as ease of sample preparation and the ability to analyze a wide 
variety of samples with minimal matrix effects have con­
tributed to widespread interest in the glow discharge as an 
elemental ion source. 

Numerous glow discharge source configurations are possible 
(2), all relying on the application of high voltage, either as a 
direct current (dc) or as an oscillating potential in the radio 
frequency (rf) range. The glow discharge in this study, a 
variation of a de coaxial cathode type source, is pulsed between 
ground and a high negative potential. Pulsed glow discharges 
have been used in several areas of analytical chemistry; for 
example, hollow cathode lamps show an increase in emission 
output by applying a pulsed voltage instead of the more 
conventional dc voltage (3). Laser excited fluorescence in the 
"dark period" between pulses of a hollow cathode discharge 
yields signals with reduced background noise and femptogram 
detection limits for some elements (4). Research ir, our lab­
oratory indicates that pulsed glow discharges enjoy increased 
sputter yield and higher ion signal intensity over conventional 
dc sources (5). 

Of greater interest in glow discharge mass spectrometry 
(GDMS) is the time-dependent response of the individual ion 
signals; both sputtered and contaminant gas species exhibit 
reproducible anomalies that do not match the square-wave 
signal driving the pulse power supply. The time period after 
glow discharge termination has been investigated by other 
researchers. Strauss et al. (6) have used atomic absorption 
spectroscopy to measure the metastable atom concentration 
in the time domain immediately after the discharge is extin­
guished. Similarly, Biondi (7) monitored the electron density 
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in the postpulse time period using resonant cavity microwave 
techniques. The objectives of this paper are to report potential 
analytical uses of a pulsed glow discharge and to examine 
possible processes controlling the shape of the ion signal at 
different times during the pulse period. Various features of 
the pulsed discharge are described, on the basis of their oc­
currence relative to the applied voltage. 

EXPERIMENTAL SECTION 
The instrumental layout used in this paper for atomic ab­

sorption (8) and mass analysis (9) has been described elsewhere. 
Modifications used to investigate the time-dependent nature of 
the pulsed glow discharge are described in this section. 

Atomic Absorption Analysis. In order to correlate the glow 
discharge pulse and hollow cathode lamp (HCL) emission, the 
discharge pulse rate is controlled by a synchronization signal from 
a mechanical light chopper. The chopper is fed into the external 
control terminal of a square-wave pulse generator (Hewlett­
Packard, Model HP8003A). The variable 0-5-V output from the 
HP8003A generator is then used to drive an operational power 
supply (Kepco, Model OPS3500) and to trigger the data collection 
system. The position of the dsta gate with respect to the discharge 
pulse and HCL signal is controlled by delaying the arrival of the 
trigger signal using a variable signal-delay circuit; the delayed 
trigger pulse is fed into a signal processor (EG&G Princeton 
Applied Research, Model 1112) to control the sychronization of 
data acquisition. 

Mass Analysis. Pulsed discharge experiments permit analysis 
of the ion signal relative to the applied voltage. Figure 1 is a 
schematic of the equipment used to collect and analyze individual 
ion signals. The system centers around a waveform generator 
(Hewlett-Packard, Model HP3325A) that is capable of producing 
square, sine, triangle, and sawtooth waves. The amplitude and 
shape of the waveform generator output controls the operational 
power supply that drives the glow discharge. 

Individual ion signals of a selected mass-to-charge ratio are 
collected using a multichannel analyzer (MCA, Tracor Northern, 
Model 7200). The ion signal from the mass spectrometer pssses 
through a peak height discriminator (SSR Instruments, Model 
1120) and is then converted to a TTL compatible pulse before 
being directed to the MCA. The start of data acquisition is 
synchronized with the applied voltage by a trigger pulse from the 
waveform generator. The duration of each MCA channel controls 
how much of the waveform is displayed for analysis. Data taken 
in this study typically use 1024 MCA channels with a collection 
time of 19 !lsi channel, allowing sufficient time to record the on 
portion and signal decay of a 5().Hz pulse period with a 50% duty 
cycle. In order to correlate the peak shape with the applied 
voltage, a 1000:1 voltage divider (Tektronix, Model P6013A) is 
attached to the high-voltage terminal of the discharge probe and 
the reduced voltage fed into a voltage-to-frequency (V I F) con­
verter. The V IF converter produces a TTL-compatible signal 
for accumulation with the MCA. 

Samples were prepared from standard reference materials of 
low alloy steel, copper, and brass obtained from the National 
Institute for Standards and Technology. All metal samples were 
machined into pins 2 mm in diameter with 5 mm exposed to the 
discharge. Experiments were performed using reagent grade argon 
or neon as the discharge gasj metastable quenching experiments 
used commercially availsble mixtures of methane in argon (Spectra 
Gas) . 

A thermal fllament source was built in this laboratory consisting 
of a tungsten wire 7.5 rom in length x 0.125 mm in diameter that 
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Figure 1. Instrumentation used for analysis of ion signal promes. 
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figure 2. Ion profiles observed in a pulsed argon discharge at 1 Torr: 
(A) typical applied voltage; (B) ion signals for ges species (here. H,O+); 
(C) sputtered species (''Fe +). 

can be heeted to white hot with currents up to 6.0 A. To accelerate 
electrons into the discharge. a variable (}. to .500-V dc bias (relative 
to the discharge housing) is applied the filament. The injection 
of electrons into the discharge is controlled by a ring electrode 
4.75 mm in length x 19.05 mm in diameter. mounted between 
the filament and the discharge. This electrode operates at the 
same potential as the fIlament when electrons are allowed to enter 
the discharge and is switched to a + 100-V bias to prevent electron 
injection. 

RESULTS AND DISCUSSION 

Typical Pulsed Prof'lle •. The dc glow discharge produces 
a steady·state source of ions for analysis. Pulsed glow dis· 
charges, on the other hand, exhibit (1) a transition period as 
the high voltage is first applied to the sample, (2) an interval 
of steady·state output (as in a dc discharge) when the voltage 
stabilizes, and (3) another transition period at the termination 
of the applied voltage. 

Figure 2 shows the two types of ion signal profiles observed 
in a pulsed discharge, relative to the applied voltage. Ap­
plication of the high voltage (Figure 2A) does not immediately 
yield an ion signal. There is a brief induction time before any 
signal is observed, followed by a period in which the discharge 
gas and the contaminant gas species (e.g., H20 , CO" N" and 
CO) in the discharge chamber show a sudden increase in their 
ion signal (termed a "prepeak") before decaying to a plateau 
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figure 3. Effect of gate position on the mass spectnm of C1 101 brass 
in a 1·Torr. 4-rnA argon _ge. AI spectra w.e accumulated using 
a 1-ms data gate: (A, top) de rjow dIschaIge; (8. _) 5O-Hz, pulsed 
glow _ge wiIh data gate pIaoed in the prepeak region of the ~ 
signal; (C. bottom) same pulsed discharge wiIh data gate placed In the 
alterpeak region. 

value (Figure 2B). During the corresponding period, no 
prepeaks are observed for atoms sputtered from the sample 
surface. lnstead, after a slightly longer induction period than 
for contaminant gas species, the sputtered species signal rises 
to a plateau value (Figure 2C). Plateau values for both 
sputtered and gas species hold at this level until termination 
of the applied voltage. 

At the end of the discharge cycle, both gas and sputtered 
species signals remain constant for ca. 0.15 ms, after which 
each type of species behaves differently. For contaminant gas 
species, the ion signal decays to the baseline. In contrast, 
sputtered species signals display a sudden increase in intensity 
(termed an "afterpeak", Figure 2C) to a value above the 
plateau steady state, decaying to the baseline within several 
millisecc·nds. 

As a result of the differences in pulse profiles, it is possible 
to acquire data over specific regions of the pulse. These 
time-res<,lved spectra permit discrimination against interfering 
signals in the mass spectrum. Figure 3 compares the spectra 
resulting from a dc discharge versus a time·resolved system 
in which data are collected through a narrow gate placed over 
different portions of the pulse period. Figure 3A is the de mass 
spectrum for a CUOl brass pin. Figure 3B is a mass spectrum 
using th" same pin, except the data are collected only during 
the prepeak region of the pulse discharge. Because ions of 
sputtered species are not yet in abundance, the reSUlting 
spectrum is deficient in analytical signal. Figure 3C is a mass 
spectrum taken through a data gate placed over the afterpeak 
region. Sputtered species become dominant while contami· 
nant gao: species are significantly reduced in intensity. 
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A specific example of selectively collecting data over a 
limited time period of the pulse discharge to reduce or elim­
inate spectral interferences involves the mjz 28-!!9 region of 
the mass spectrum, where contaminant ions CO+, N,+, COH+, 
and N,H+ can be troublesome in the analysis of sili con. When 
data are collected through a gate placed over th.e decaying 
portion of the afterpeak, the contaminant gas interferences 
can be virtually eliminated from the mass spectrum, revealing 
isotope ratios for silicon to within 1% of their accepted values 
(5). 

Sample Surface between Pulses. At 1 Torr, the sample 
is exposed to a flux of argon atoms that can physisorb onto 
the sample surface (10). Coabsorbing with the argon will be 
contaminant gases such as water, nitrogen, oxygen, carbon 
monoxide, and carbon dioxide. While these gases ure a minor 
component compared to argon, they may react with the surface 
to form a variety of compounds (e.g., oxides). The displace­
ment of physically adsorbed argon atoms by species that can 
chemically bond to the surface creates a barrier that becomes 
increasingly difficult to remove as additional reactive species 
interact with the surface. 

To evaluate the effect of adsorbed gases on the ion signal, 
the duration and peak voltage of the on portion of the pulsed 
discharge were kept constant while the off portion was in­
creased (effectively increasing the pulse period and the time 
between pulses while the pulse duty cycle was decreased). 
Figure 4 illustrates the effect on the observed signal intensities 
by increasing the off time of a I-Torr argon discharge using 
a constant lO-ms on time. Ion signal intensities were recorded 
in the plateau region in order to sample ions from the 
steady-state portion of the pulsed discharge. The x axis de­
notes the percentage of the total pulse period repr'3sented by 
the lO-ms on time. For example, a 1 % duty cyclE (at 10-ms 
on time) represents a total pulse period of 1000 IDS; a 25% 
duty cycle yields a 40·ms pulse period. As the off-time in­
creases (moving left to right on the x axis), there is little change 
in the H,O+ signal until approximately a 5% duty cycle is 
reached, after which there is a sharp increase in the water 
signal. This corresponds to the point where the iron signal, 
already regularly decreasing with increasing off-time, sharply 
decreases in intensity. These data indicate that off times 
greater than 190 ms are detrimental to the iron ion signal due 
to the adsorption of contaminant gases, increasing thickness 
of adsorbed layers, cooling of the cathode, or the formation 
of oxides on the surface. It is not clear at this point whether 
the effect is strictly a sputtering phenomenon or .if changes 
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Figure 5. Pulsed discharge ion signals using a sawtooth high-voltage 
waveform. 

in ionization are also occurring. Fortunately, within the pulse 
cycles normally used in pulsed GDMS «lOO·ms off· time, 
> lO% duty cycle), there is little effect in duty cycle variation. 

Prepeak Region, As illustrated in Figure 2B, contaminant 
gas species produce a rapid rise in signal before decaying to 
a steady-state plateau value. The prepeak is observed only 
for contaminant gas species, appearing after a short induction 
period (ca. 0.3 ms). 

Previous studies (11) have shown that ions observed with 
the mass spectrometer originate with reactions occurring in 
close proximity to the exit orifice. The rate at which sputtered 
species arrive at the exit orifice depends on the time required 
for atoms to diffuse across the dark space and negative glow 
(a pressure-dependent characteristic). At 1 Torr, ion signals 
from sputtered atoms are not detected until approximately 
0.8 ms after the discharge voltage is applied. Moving the 
cathode closer to the exit orifice decreases the induction period 
of sputtered species yet has little effect on the gas species, 
indicating that the sputtered species signal is tied to the drift 
velocity of atoms across the discharge space. The source of 
the gas ion signal is presumably due to electron impact ion­
ization of the steady-state population of contaminant gas 
atoms near the exit orifice (because of their uniform presence 
in the discharge environment). For these reasons, gas species 
signals always appear before sputtered species in the time 
frame of a pulse period. 

In order to identify the factors influencing formation of the 
prepeak, application of the high voltage was altered by re­
placing the rapidly changing square wave with a slowly in­
creasing sawtooth wave (see Figure 5). As indicated in the 
figure, the observed signal for the gas species initially increases 
with applied voltage, reaches a maximum value, then decreases 
as the applied voltage continues to increase. The same effect 
is observed at approximately the same voltages if the applied 
potential is slowly decreased. The sputtered species (Figure 
5, 56Fe+) follows its normal pattern of producing an afterpeak 
when the applied voltage terminates. These results suggest 
that the potential difference across the cathode fall region (12) 
is a significant factor in affecting contaminant gas ionization. 

To explain the prepeak, it is necessary to consider how 
contaminant gases are ionized in a glow discharge. In an argon 
discharge, the only significant source of contaminant gas 
ionization is electron impact (Penning ionization energies are 
insufficient to ionize common contaminant gases). The en­
ergies of electrons present in the negative glow are often 
modeled to have a Boltzmann distribution, though Langmuir 
probe experiments indicate there may be a deficiency of higher 
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energy electrons such that the distribution is not truly 
Boltzmann (13). Of particular interest is the 2-eV mean energy 
of secondary electrons (electrons resulting from ionizing 
collisions (14)), meaning that only a small fraction of these 
electrons is energetic enough to ionize contaminant gases. 
Factors that influence the electron energy distribution are 
expected to change the overall ionization in the discharge. 

Primary electrons (electrons emitted from the sample 
surface and accelerated to high velocity by the electric field 
across the dark space (15» are thought to influence the sec­
ondary electron energy distribution. As primary electrons pass 
through the negative glow, their energy can be attenuated as 
they interact with slower moving secondary electrons via 
Coulombic interactions (16). These interactions are expected 
to be more efficient with slower moving primary electrons due 
to the reduced collisional cross section of electrons at higher 
velocities (17). Again referring to Figure 5, when the high 
voltage is first applied to the sample in a pulsed discharge, 
a brief delay is required for the discharge to be initiated. Once 
argon ions begin to bombard the surface, electrons emitted 
from the surface experience the changing electric field as the 
applied voltage increases. At first, these slow primary electrons 
are efficient in transferring their energy to the secondary 
electrons, temporarily increasing the population of high-energy 
electrons in the plasma. As the applied voltage continues to 
increase, the efficiency of the prim8.l')'-$Condary interaction 
decreases and the high-energy electron population is reduced. 
Hence, the prepeak may be the result of a temporary increase 
in the population of electrons energetic enough to ionize 
contaminant gases as the electric field passes from low to high 
voltage. 

The effect of voltage on the observed gas species signal is 
not unique to pulsed discharges. Conventional de discharges 
also show increased gas signals, particularly H20+ and H30+, 
at lower operating voltages. Moreover, we have observed the 
same relationship between voltage and gas species signals in 
radio frequency discharges as the de bias voltage is varied (18). 

Plateau Region. A mass spectrum obtained in the plateau 
region of a pulsed discharge is similar to a de spectrum. Once 
the discharge has stabilized to form the plateau, the signal 
remains steady until the applied voltage is terminated, re­
gardless of the duration of the pulse period. An examination 
of the kinetic energy of ions sampled by the mass spectrometer 
indicates that the temperature of the plasma is slightly higher 
in the plateau region of a pulsed discharge than for a de 
discharge at the same average current. This results from the 
higher voltage required to maintain the same number of ions 
striking the cathode in the shorter time period of a pulsed 
discharge. No other significant differences in the two types 
of discharges were observed in the plateau region. 

ACterpeak Region. The afterpeak region of the pulsed 
discharge displays the striking feature of a large surge in ion 
signal intensity for the sputter species after the discharge is 
turned off. In an argon glow discharge this feature is unique 
to sputtered elements and other species with sputtered com­
ponents, such as metal-argide diatomic molecules. The aft­
erpeak commences shortly after termination of the applied 
voltage, reaching its peak value in less than 1 ms, followed 
by a decay to the baseline. Factors affecting the afterpeak 
and possible mechanisms for its formation are of direct ana­
lytical interest. 

Termination of the Applied Voltoge. In the 19508, Biondi 
(7) investigated the electron density in pulsed neon and helium 
discharges using resonant cavity microwave techniques at 
pressures between l.5 and 3.3 Torr. Those experiments in­
dicated an increase in the electron population during the first 
0.10 ms following termination of the applied voltage, thought 
to result from collisions of argon metastable atoms releasing 

electrons. Using atomic absorption spectroscopy, Strauss et 
al. have obs.,rved an increase in the argon metastable popu­
lation in a l.8-Torr discharge during the first 0.15-{).20 ms 
after the disGharge is terminated (6), an effect they attribute 
to the recorn bination of low-energy electrons with argon ions 
to form argon metastable atoms. The formation of afterpeaks 
in our pulsed glow discharges, as observed mass spectrome­
trieally, begins approximately 0.15 ms after the applied voltage 
is terminated. During this delay, ion signals remain at the 
same intensity as the plateau region, followed by appearance 
of the afterpeak. In our consideration of glow discharge 
afterpeaks, attention is focused on a time in the pulse sequence 
later than for either Strauss' or Biondi's study. 

Afterpeal~ Formation. Our work has shown that the for­
mation of all afterpeak requires the pulsed voltage to change 
rapidly over a potential difference of at least 400 V (at 1 Torr 
of argon). Since the operational power supply used in these 
studies closely follows the shape of a controlling waveform, 
it is possible to influence the rate of change of the applied 
voltage by using different waveform shapes to regulate the 
power supply or by placing a de bias on the controlling wave 
to prevent the discharge from completely shutting off. 

Studies using triangle-shaped pulses, with steadily in­
creasing and decreasing voltage, do not show a significant 
afterpeak because the change in potential is too gradual. A 
sawtooth wave, on the other hand, exhibits an afterpeak 
comparabl .. in size to a square wave as the potential slowly 
increases and then rapidly falls to zero (like a square wave). 
Using a reversed sawtooth, whereby the waveform rapidly 
increases foHowed by a slow decay to zero, little or no afterpeak 
is observed. Furthermore, the size of the afterpeak appears 
to be directly proportional to the magnitude of the voltage 
change. Experiments using a square wave in conjunction with 
a de bias voltage show that as the difference between the bias 
voltage and the applied square wave becomes smaller, the 
intensity of the afterpeak is reduced. These results indicate 
that a rapid shift in the average electron energy and population 
is required to form an afterpeak. The 0.15-ms delay in the 
formation of the afterpeak may represent the time required 
for the energetic electrons to thermalize through elastic col­
lisions with neutral atoms (7). Any additional metastable atom 
formation is expected to occur in this delay period. 

The aft€rpeaks observed with our quadrupole mass spec­
trometer maximize at einzellens and Bessel box energy dis­
criminator values different from those normally used in op­
timizing de discharge ion signals. Figure 6 illustrates that 
changing the center of the energy band-pass of the Bessel box 
alters the shape of the plateau and afterpeak. These data 
indicate that the average energy of ions in the afterpeak is 
slightly higher than in the plateau. The difference in energy 
may result from metastable argon atoms being the only source 
of ionization in the afterpeak region, electrons having rapidly 
disappearlld with discharge termination, transferring kinetic 
energy during the ionization process that increases the average 
energy of ions in the afterpeak. 

Penning Ionization in the Afterpeak. Only atoms with 
ionization potentials below the argon metastable energy level 
produce afterpeaks, pointing to Penning ionization as the 
principal mechanism for ionization after termination of the 
discharge voltage. Several experiments were carried out to 
study this possibility: (1) the use of an alternative discharge 
gas with higher metastable energy, (2) monitoring of the 
metastable population by atomic absorption, (3) the use of 
auxiliary Bources of ionization to alter the metastable popu­
lation, and (4) introduction of metastable quenching reagents. 

If the formation of the afterpeak depends on discharge gas 
metastabl" atoms, then the energy level of the metastable state 
should dictate which atoms and molecules display afterpeaks. 
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Figure 6. Effect of energy discrimination on the afterpeak. The 
housing potentials indicate only relative ion energy. 

ARGON 

0.5 msec 

H 

T1ME-
FIgure 7. Pulse termination region for H20+ in (a) argon and (b) neon 
discharges showing afterpeak formation for a nonsputtered species. 

Argon metastable energy levels (11.55 and 11.72 eV) are too 
low to ionize water (ionization energy 12.6 e V) or 0 ther con­
taminant gas species with ionization potentials above the 
highest energy level of the argon metastable states, wd these 
ion signals do not exhibit an afterpeak (5). In contrast, neon 
has metastable states of sufficient energy (16.62 and 16.72 e V) 
to ionize most common contaminant gas molecules. Figure 
7 is a trace of the afterpeak region of H20+ using first an argon 
discharge and then neon. The discharge gas with higher 
energy metastable states yields afterpeaks for water ,nd other 
gas species. 

The population of metastable atoms in the glow discharge 
is a balance between formation processes (e.g. , arg(Jn atoms 
and ions colliding with low-energy electrons) and destruction 
processes (e.g., metastable atoms colliding with the walls and 
other atoms in the glow region and collisions with <:Iectrons 
of sufficient energy to ionize the metastable atoms) (19). A 
study to monitor the argon metastable atom popuiatil)n in the 
negative glow after termination of the applied voll.age was 
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Figure 8. Simultaneous measurements of the ion signals and atomiC 
absorption s[gna1s in the termination region of a -2200-V dc, 2-mA 
average current argon discharge at a pressure of 1.0 Torr: (a) the 63Cu 
ion signal (mass spectrometer); (b) absorbance intensity of the argon 
metastable atom, Ar- (811 nm), and neutral copper, Cuo (324 nm). 

undertaken using atomic absorption. Figure 8 compares the 
time relationship of the applied pulse waveform, the resulting 
ion signal for ·'Cu, and the absorption intensity for copper 
atoms and argon metastable species. The argon metastable 
atom absorbance at 811.5 nm (20) and the copper atom ab­
sorbance at 324.7 nm are monitored from 0.5 ms prior to and 
3.5 ms after termination of the applied voltage. Note that 
at the apex of the afterpeak ion signal the argon metastable 
population has already fallen to 65% of its plateau value and 
the copper atom population to 75% of its plateau value. 
Beyond the maximum of the afterpeak ion signal, the decline 
of the argon metastable signal is more rapid than the copper 
atom signal, indicating the decay of the copper ion afterpeak 
is controlled by the loss of the ionizing agent (argon meta­
stables) rather than the loss of analyte atoms diffusing to the 
walls of the discharge chamber. 

Another method for investigat ing the role of metastable 
atoms in the afterpeak region is to reduce the metastable 
population with an appropriate quenching reagent. Hess et 
al. (21) used this technique to investigate the role of Penning 
ionization in the glow discharge. In that study, methane 
served as a metastable quenching reagent, resulting in a de­
crease in argon metastable atomic absorption signal with 
increasing methane concentration. If metastable species are 
responsible for formation of the afterpeak, then the addition 
of methane to the discharge gas should affect the observed 
afterpeaks. 

The sputtered species ion signal in a copper discharge was 
monitored with the mass spectrometer as a function of the 
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Table I. Effect of Methane Concentration on the Observed 
Copper Signal 

ratio of 
% methane % % afterpeak to 

in argon plateau afterpeak plateau 

0.0 100 100 1.00 
1.0 82 47 0.57 
2.5 37 18 0.49 
5.0 19 8 0.42 
7.5 9 4 0.44 

10.0 5 2 0.40 

methane concentration. A 0.50-ms data gate was first placed 
over the plateau region of the pulse discharge and then over 
the center of the afterpeak. Table I illustrates the effect on 
the relative copper signal in each region while the methane 
concentration is varied from 0 to 10%. Both the plateau and 
afterpeak signal are reduced with increasing methane con­
centration; however, the effect is more pronounced on the 
afterpeak. For example, the addition of 1 % methane reduces 
the copper ion signal in the plateau ca. 18 %, but the afterpeak 
region is reduced by 53%. Since atomic absorption experi­
ments (21) have shown that the metastable concentration, and 
not the sputtered atomic population, is changing with the 
addition of methane, the change in the ion signal in the two 
regions is likely attributable to the loss of metastable atoms. 
The smaller decrease exhibited by the plateau is attributed 
to a steady-state condition that results in this region of the 
pulse. In addition to providing electron impact ionization of 
gas and analyte atoms, energetic electrons keep the metastable 
population in a pseudo steady-state equilibrium. This is in 
contrast to the afterpeak region where ionizing species cannot 
be replenished until the next pulse. Hence the loss of met­
astable argon atoms is more dramatic in the afterpeak region. 

Thus, while our work indicates that the metastable popu­
lation decreases in the afterpeak region, the sputtered ion 
signal actually increases to form the afterpeak. After the 
discharge is terminated, sputtered atoms are still randomly 
moving in the discharge region, because these atoms require 
several milliseconds to diffuse to the walls of the discharge 
chamber (Figure 8 and ref 21). Upon discharge termination, 
electrons thermalize rapidly with the discharge gas; after this 
equilibration, argon metastable atoms no longer experience 
collisions with electrons sufficiently energetic to reduce their 
population. Long-lived metastable atoms (approximately 5--10 
ms (22)) that would have otherwise been deactivated by 
electron impact are available to ionize analyte atoms still in 
the discharge region. Because the collision cross sectional area 
for metastable atoms is generally 1 order of magnitude higher 
than the ionization cross section for electrons (23), analyte 
atoms are ionized more efficiently. The improved ionization 
in the afterpeak regions briefly yields an ion signal higher than 
is observed in the electron-rich plateaul region. 

Effect of Electron Flux. While the glow discharge features 
an intrinsic source of electrons, the use of a thermal filament 
permits the addition of controlled quantities of electrons 
accelerated to a fixed potential. If electron- ion recombination 
is a major source of ion destruction, ion signals in both the 
discharge plateau and in the afterpeak should be affected 
similarly. If, however, the electron flux serves primarily to 
destroy argon metastable species, a greater change should be 
observed in the afterpeak, on the basis of the proposed ion­
ization mechanisms in that region of the pulse. In the plateau 
region, operation of the filament would merely supplement 
the overall discharge electron current. In the afterpeak, 
wherein the free-electron population is depleted by diffusion 
loss, the filament becomes the only or major source of electrons 
and a corresponding decrease in ion signal would result. 

FILAMENT 
CURRENT 

........-2.0 A 

Flgur. 9. 63CU ion signal response as the electron fil~ment current 
is varied from 2.0 to 2.6 A with a constant -300-V de boas voltage on 
the filament. 

In order to investigate the effect of a flux of electrons on 
the plateau and afterpeak regions, initial experiments using 
a 2.6-A filament current with a constant accelerating potential 
of -300-V de showed that the copper ion signal decreased only 
slightly in the plateau (ca. 15%), while the afterpeak intensity 
dropped significantly (up to 60%). Under these conditions, 
the argon signal was unaffected in either the prepeak or the 
plateau region. This could be the result of the electron en­
ergies being insufficient to provide additional ionization but 
energetie enough to deexcite the argon metastable levels. 
Because of the many collisions in a I-Torr environment, the 
actual electron energies will show a wide distribution. Of the 
three pulse regions, only the afterpeak is strongly dependent 
on electron excitation of the argon atoms. Figure 9 illustrates 
the effect of a variable flux of electrons at constant energy. 
It may be seen from the overlaid traces that the plateau signal 
remains virtually unchanged with increasing current, while 
the afterpeaks are being reduced by the electron flux. One 
explanation consistent with the data is that argon metastable 
atoms, giving rise to afterpeak formation, are being deexcited 
by the electron flux, although it is not clear why deexcitation 
is favored over excitation. The filament currents could also 
affect extraction dynamics of the afterpeak ions, which are 
normally slightly higher in energy than the plateau ions. 
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Field desorption mass spectrometry was used to determine 
Ihe chain IengIh, molecular weight range, and kIenIIIIes oIlhe 
end-capplng groupe 01 synthetIC ollgome,. 01 3,3,3-lrmuoro-
1-phenylpropyne. In order to obtain structurally slgnmcant 
Iragment Ions 01 selected molecular Ion precursors, the 
MS/MS technique 01 B / E -linked acannklg with collslonal 
activation (CAD) was used. Because oItha shelr! duration 
and low Intensity 01 the signal, no uselul MS/MS data could 
be obtained using FD as the lonlzallon method. However, 
B / E -linked ac_ IGIowlng CAD COUld be obtained using last 
atom bombardment (FAB) _ spectrometry. T~, overcome 
Ion "suppression" 01 ~ In Ihe unpurIfted oligomeric 
mixture and reduce the chemical noise during FAB, continu­
ous-flow FAB liquid chromatography/mass spoclrometry 
(LC/MS) was used to obtain molecular weight Information 
comparable to field desorption mass spectrometry. Finally, 
B / E -Inked scanning with CAD was carrted out during LC/MS 
In order to obtain fragment Ions confirming the presence of 
phenyl and trllluoromethyl substltuenls on the polyace\ylene 
chain. 

INTRODUCTION 
Polyacetylenes and related synthetic polyme.rs such as 

polyphenylacetylenes have been demonstrated to conduct 
electric current because of their extended series of ronjugated 
double bonds (I) . Potential applications of thes" polymers 
include use as organic semiconductors or use as components 
of electrolytic capacitors or rechargeable batteries ("). In order 
to determine the factors that influence the conductivity of 
these polymers, accurate methods are needed to measure their 
chain length, molecular weight, and structure, including de­
fects in the polymeric chain. 

In studies of polyanilines (3), gel permeation chromatog­
raphy was used to show a bimodal distribution of molecular 
weights that consisted of a light fraction weighing approxi­
mately 4800 and a heavy fraction weighing between 200000 
and 350000. However, this method provided no information 
regarding the structure of the polymer such as the mass of 
the monomeric unit, sites of defects in the chain, or the nature 
of the end-capping groups. For the determination or molecular 
weight range, structure of the repeating unit, and identity of 
the capping groups that terminate the polymeric chains, field 
desorption (FD) mass spectrometry has been used to analyze 
oligomers and low molecular weight polymers such as poly­
(ethylenimine) (4) and polybutadiene (5). 

A newer technique than FD, fast atom bombardment (F AB) 
mass spectrometry has been applied to the analysis of a variety 
of compounds including biological polymers such as peptides 
(6) and some synthetic organic oligomers and polymers (4). 
During F AB, sample ions are desorbed into the gas phase from 
a liquid matrix of low volatility as a result of bombardment 

• Corresponding author. 

by a beam of energetic atoms (7). Although FD can generate 
molecular ions with relatively low hackground noise, the signal 
is transient and typically lasts only seconds to a few minutes 
at most. Compared to FD, F AB ionization has the advantage 
of generating ions over a longer period of time, which can 
extend from a few minutes to 1 h or more. Prolonged ioni­
zation facilitates collisional activation of selected-ion pre­
cursors and then structural analysis of the product ions by 
using MS/MS. 

Recently, FAB mass spectrometry has been combined on­
line with reversed-phase HPLC in a system called continu­
ous-flow FAB mass spectrometry. Continuous-flow FAB mass 
spectrometry has been applied to the analysis of a variety of 
compounds including peptides (8), oligonucleotides (9), and 
chlorophylls (10). However, no continuous-flow FAB mass 
spectrometric analyses of polyacetylenes or other conductive 
polymers have been reported. In this study, a frit-FAB version 
of continuous-flow FAB mass spectrometry will be used. 
During continuous-flow FAB using a frit, the HPLC mobile 
phase is pumped through a fused-silica capillary and then 
through a stainless steel frit located inside the ion source of 
the mass spectrometer (11). The fast atom beam is focused 
onto the opposite side of the frit from the capillary, so that 
sample ions are desorbed into the gas phase as they flow 
through the frit. The HPLC solvent rapidly evaporates and 
is pumped away by the vacuum pumps of the mass spec­
trometer. 

As part of our studies on the free radical reactions of 
fluorinated alkynes and related compounds, we have been 
investigating the free radical polymerization of 3,3,3-tri­
fluoro-l-phenylpropyne to form a fluorinated polyacetylene. 
Although fluorinated polyacetylenes lack heteroatoms that 
might serve as sites of protonation or deprotonation, which 
are common ionization pathways in FAB mass spectrometry, 
molecular ions, M"+, can be formed during FAB, especially 
if the analyte contains delocaIized .. electrons. We report here 
the analysis of oligomers of 3,3,3-trifluoro-l-phenylpropyne 
(I) using continuous-flow FAB liquid chromatography-mass 
spectrometry (LC / MS) and, for comparison, FD mass spec­
trometry. 

EXPERIMENTAL SECTION 
The monomer, 3,3,3-trifluoro-1-phenylpropyne (I), was syn­

thesized according to the method of Bumgardner and Bunch (12) 
and purified by distillation under reduced pressure. Oligomer­
ization was carried out without solvent in 8. sealed vial at 90 °c 
for 72 h using benzoyl peroxide as the free radical initiator. The 
molar ratio of monomer to benzoyl peroxide was 10:1. The 
products of the reaction were dissolved in methylene chloride and 
diluted to a final concentration of approximately 1 iJ.g/ iJ.L. All 
analyses were carried out using aliquots of this stock solution. 
Further details of the chemistry of the polymerization of 1 and 
related acetylene derivatives are presented elsewhere (13). 

ret 1~R1 Am~ri~;!n ChemicaLSocietv. 
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HPLC separation of oligomers was carried out using an Applied 
Biosystems (Foster City, CAl model 140A dual-syringe solvent 
delivery system, which had been modified so that the dynamic 
mixer was replaced with a "T" union to minimize dead volume. 
The HPLC system was equipped with a Rheodyne (Cotati, CAl 
Model 8125 injector and Vydac (Hesperia, CAl CIS narrow-bore 
column (I5 em X 2.1 mm) packed with 300 A pore size, 5 I'm 
diameter silica particles. Oligomers were eluted from the column 
using a 20-min gradient from 50:50:0:0.25 (v Iv Iv Iw) to 
10:30:60:0.25 water Imethanol/ethyl acetate/3-nitrobenzyl alcohol. 
The solvent flow rate was 70 "L/min, and 20 "L was injected onto 
the reversed-phase column per analysis. 

Positive-ion FAB mass spectra were obtained using a JEOL 
(Tokyo, Japan) JMS-HXllOHF double-focusing mass spectrom­
eter equipped with a JMA-DA5ooo data system and continu­
ous-flow FAB interface. Xenon fast atoms at6 kV were used for 
FAB ionization. For standard probe FAB mass spectrometry, 
2 "g of the oligomeric mixture in methylene chloride was loaded 
onto 1 "L of the FAB matrix, 3-nitrobenzyl alcohol. For con­
tinuous-flow FAB mass spectrometry, 3-nitrobenzyl alcohol in 
the mobile phase functioned as the matrix. The accelerating 
voltage was 10 keY, and the resolving power was 1000 for all FD 
and low-resolution FAB measurements. Exact mass measure­
ments were carried out using F AS mass spectrometry at a re­
solving power of 10000. The ion source was maintained at a 
temperature of 46 °C. The range mlz 1(}-1500 was scanned over 
approximately 10 s. For compatibility with the vacuum system 
of the mass spectrometer, the HPLC column eluate was split so 
that approximately 5 "L/ min entered the continuous-flow FAB 
interface. At a column flow rate of 70 "L/min, this resulted in 
a split ratio of 1:14. For analysis using LC/ MS, 20 ilL of a 1 ~I I'L 
solution of the oligomeric mixture in methylene chloride was 
injected onto the HPLC column. Because the column eluant was 
split, approximately 1.4 Ilg of the oligomers was analyzed by 
continuous-flow FAB mass spectrometry. 

Under controlled-pressure conditions, acetone was introduced 
into the FD ion source using the reservoir inlet. The FD ion 
source, equipped with a silicon emitter, was tuned while moni­
toring the acetone signal at mlz 58. For each analysis using FD 
mass spectrometry, approximately 21lg of the oligomeric mixture 
was loaded onto the silicon emitter from a microsyringe. Silicon 
emitters were used because they are more durable and less ex­
pensive than carbon emitters, although carbon emitters can 
produce a more abundant ion current for some compounds. 
However, Schulten and Lattimer reported that there is no par­
ticular advantage to using silicon emitters (14). Using a cathode 
potential of -1.2 kV and emitter and accelerating voltage of +10 
kV, FD mass spectra were recorded continuously over the range 
of emitter currents from 10 to 35 rnA. The higher molecular weight 
oligomers desorbed at higher emitter currents. These spectra were 
summed to produce a single mass spectrum representing the entire 
mass range of oligomers. The sensitivities of FD and static F AB 
mass spectrometry were compared for the analysis of the oligomer 
detected at m I > 834 in 2 I'g of the unpurified oligomeric mixture 
and were 1.4 x 10-13 and 2.7 X 10-12 A/ l'g, respectively. 

MS/MS analyses were carried out using BI E-linked scanning 
and collisional activation (CAD). Fragmentation of the precursor 
ion was enhanced by CAD using helium gas in the first field-free 
region of the double-focusing mass spectrometer. The helium gas 
pressure was adjusted so that the abundance of the selected-ion 
precursor was attenuated 70% . 

RESULTS AND DISCUSSION 
After polymerization, a 2-llg aliquot of the unpurified re­

action product mixture in methylene chloride was analyzed 
using FD mass spectrometry to determine the extent of po­
lymerization and the molecular weights of the products. This 
FD mass spectrum is shown in Figure 1. Molecular ions, M··, 
of the different oligomers were detected over a mass range 
extending from the cyclic dimer at ml z 416 to the linear 
octamer at ml z 1514. Three series of oligomers were detected, 
one containing the capping groups -H and -C,H5 (series A), 
another containing two phenyl capping groups (series B), and 
a less abundant third series consisting of two hydrogen capping 
groups (series C) (Figure 2). Ions within each series differed 
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figure 1. Pos~ive-ion field desorption (FO) mass spectrum of the 
unpurified oligomeric products foflowing polymerization of 3,3,3-tr~ 
fluoro-1-phellylpropyne (1). Approximately 2 I'g of the reaction product 
mixture was used in the analysis. The struct\xes of the ions designated 
A, B, and C are shown in Figure 2. 
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Figure 2. Structures of the three series of oligomers formed by free 
radical polymerization of 3,3,3-trifluoro-1-phenylpropyne (1). 

in mass by multiples of 170 mass units, which corresponded 
to the molecular weight of the expected monomeric unit, 
-(CFa)C='C(C,H5)-. The ion at mlz 416 was probably an 
A-series d i.mer that had undergone cyclization with loss of a 
hydrogen atom. The structure of the ion at ml z 416 was 
investigated more rigorously using FAB mass spectrometry 
as described below. The corresponding linear dimer was 
detected "t ml> 418, although at lower relative abundance. 

Because the FD mass spectrum contained primarily mo­
lecular ions, B IE-linked scanning of a selected precursor ion 
was carried out following CAD in order to obtain structurally 
significant. fragment ions. The most abundant ion in the FD 
mass spect rum, ml z 416, was selected as the initial molecular 
ion precur30r. Because the number of ions formed during FD 
mass spectrometry of each oligomer in the mixture was low 
and the duration of ionization for each oligomer was less than 
approximately 30 s, the signal-to-noise ratio of fragment ions 
in the B IE-linked scan was not adequate for the recording 
of an MS / MS spectrum. For the same reason, exact mass 
measurements at high resolution are difficult to obtain using 
field desorption. 

In orde" to generate more abundant molecular ions over a 
longer period of time for MS/MS analysis, FAB ionization 
was investigated as an alternative to FD. The unpurified 
mixture of polyacetylene oligomers was analyzed by posi­
tive-ion F AB mass spectrometry using either glycerol, thio­
glycerol, or 3-nitrobenzyl alcohol as the matrix. No molecular 
ion species were observed using glycerol or thioglycerol. 
However, using a matrix of 3-nitrobenzyl alcohol, M'· ions 
were deteeted at mlz 664, 834, and 1004, which corresponded 
to trimers, tetramers, and pentamers in the B series (Figure 
3). Oligomers in the B series were less polar than those in 
the A series because both end-capping groups were phenyl 
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mlz 

Figure 3. Pos~IvEHon fast atom bombardment (FAB) rna:;s spectrum 
of 2 I'g of polymerized 1. 

mlZ 

FlgIo'e 4. BIE~lnked scan of mlz 834 obtained using poSillve-ion FAB 
mass spectrometry and collisional activation. 

groups instead of one phenyl and one hydrogen. In the 
analysis of peptide mixtures by FAB mass spectrometry, 
hydrophobic peptides in the mixture are usually detected in 
much greater abundance relative to the more polar peptides 
(15,16). Similar surface activity properties probably facilitated 
the selective ionization of the more hydrophobic poly­
acetylenes. 

Collisional activation and BI E-linked scanning were used 
to obtain structurally significant fragment ions of the mo­
lecular ion of the tetramer at ml z 834 in the positive-ion FAB 
mass spectrum (Figure 4). An abundant fragment ion was 
detected at mlz 765, indicating loss of a trifluoromethyl 
radical. Although less abundant, fragment ions were observed 
corresponding to [M - Fl+ at mlz 815, [M - Ph]+ at mlz 757, 
[M - CF3 - Phl+ at mlz 688, and [M - 2Ph]+ a t mlz 680. 
These fragment ions confirmed the identities of tile substit­
uents on the polyacetylene chain as phenyl and trifllloromethyl 
groups. Finally, the fragment ions detected at mlz 417 and 
587 were formed by cleavage of carbon-carbon bonds of the 
oligomer, as indicated in Figure 4. These ions were unusual 
because they were formed by fragmentation of th" backbone 
of the oligomer instead of elimination of substitllents from 
the chain. 

Although a partial set of B-series ions from the oligomeric 
mixture was detected using FAB mass spectrometry, ions 
corresponding to several less abundant B-series oligomers and 
the entire A series were not observed. Therefore, reversed­
phase HPLC separation followed on-line by continuous-flow 
F AB mass spectrometry was investigated as a method to 
obtain a more complete profile of oligomers in tbe mixture. 
The reconstructed total-ion and selected-ion chromatograms 
for the continuous-flow FAB LC/MS analysis of the poly­
acetylene mixture is shown in Figure 5. Because abundant 
F AB matrix ions were continuously detected in the low mo-
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Figure 5. Reconstructed total-ion chromatogam (TIC) and selectecl-ion 
chromatograms for the continuous-flow F AB LC/MS analysis of oli­
gomeriC 1 (mag = magnification factor). 
"',----------- -""66004-------- , 

B, 

" 

FIgure 6. Posmve-ion continuous-flow FAB mass spectrum of mlz 664 
corresponding to oligomer 83 detected at a retention time of approx­
imately 18 min during the LC/MS analysis shown in Figure 5. 

lecular weight region of the LC/MS mass spectra, the total-ion 
chromatogram shows relatively little variation during the 
analysis. Necessary for FAB ionization, the 3-nitrobenzyl 
alcohol matrix was included in the mobile phase for simplicity 
of analysis instead of being added postcolumn (I7J or by using 
coaxial flow (18). Compared to reversed-phase HPLC without 
the presence of the FAB matrix (data not shown), addition 
of 3-nitrobenzyl alcohol to the mobile phase reduced chro­
matographic resolution so that some overlapping of A- and 
B-series oligomers was observed. However, chromatographic 
resolution was sufficient to at least partially resolve each 
oligomer belonging to each series. 

During the LC I MS analysis, both series of oligomers were 
detected beginning with A, and B, and extending through As 
and B6. An example of the FAB mass spectrum ofB3 at mlz 
664 obtained using LC IMS is shown in Figure 6. Background 
subtraction was used to eliminate matrix ions and ions from 
other oligomers that partially coeluted with B3. Because the 
oligomer A4 virtually coeluted with B3, the A, molecular ion 
was detected at mlz 758 in Figure 6. The only ions detected 
using FD mass spectrometry that were not observed during 
LC/MS were the heptamers and octamers, probably because 
these oligomers were present in trace amounts and were lost 
in the chemical noise during F AB ionization. 

Like FD, continuous-flow FAB provided a molecular ion 
profile for a mixture of synthetic polyacetylenes with little 
fragmentation. However, MS /MS with CAD could be carried 
out successfully during continuous-flow F AB in order to obtain 
structurally significant fragment ions of molecular ion pre­
cursors. For example, the BIE-linked scan with CAD of mlz 
416 obtained during LC/MS is shown in Figure 7. Fragment 
ions were observed that confirmed the presence of - F, -CF3' 
and phenyl groups on the precursor ion. For example, [M -
Fl+ was detected at mlz 397, [M - CF3]+ at mlz 347, [M-
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Figlre 7. Positlve-ion BIE~inked scan with collisional activation of mlz 
416 obtained during continuous-flow FAB LC/MS analysis of oIigomers 
of 1. 

2CF3j+ at mlz 278, [M - F - HFj+ at mlz 377, [M - CF3 -

HFj+ at mlz 327, [M - CF3 - 2HFj+ at mlz 307, and loss of 
a phenyl group was detected at m I z 339. 

The same limitations that precluded MS/MS analysis of 
the molecular ions formed during FD prevented exact mass 
measurements of these ions from being carried out using FD 
mass spectrometry, Therefore, the exact mass of the molecular 
ion at mlz 416 was determined by high-resolution FAB mass 
spectrometry to be 416,0100, which corresponded exactly to 
an elemental composition of C"H14F •. Prior to analysis, this 
compound had been purified by using HPLC, The structure 
of this molecule was probably a dimer with one phenyl end­
capping group that eliminated a hydrogen atom to form a 
cyclic, aromatic molecule. The absence of fragment ions of 
the polymeric chain supports the assignment of this structure 
as a resonance stabilized, cyclic molecule. 

CONCLUSIONS 
Although FD mass spectrometry continues to be a useful 

technique for the determination of the relative chain length 
of low molecular weight polymers, MS/MS analysis of selected 
molecular ions of the oligomeric mixture can be hampered by 
low abundance of individual molecular ions and the short 
duration of their formation. Because of the longer duration 

of sample ionization, F AB mass spectrometry can be used to 
obtain MS IMS spectra and exact mass measurements, as well 
as molecular weights of synthetic polymers, However, because 
of chemical noise and ion "suppression", not all components 
of oligomeric mixtures can be detected using FAB ionization. 
In addition to FD mass spectrometry, continuous-flow FAB 
LC IMS of a substituted polyacetylene has been demonstrated 
to be a useful technique for the determination of the chain 
lengths of the various oligomers present and the identities of 
their end capping groups, Finally, LC/MS/ MS was used to 
obtain fragment ions that confirmed the identities of the 
substituelit groups along the polyacetylene chain. 
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A theoretical balls lor cIrecI ~ya 0I1r .. ~ 
In serum Is pr_nted. The multlple-ilgandfmlllltlple-lIIe 
bIndIng theory employed makes It possible to predict the 
distrIbution 01 hormones among exogenous and endogenous 
binding proIeins In the assay mIxture. The model allow8 slm­
ulation 01 assay systems Involving any number 01 ligands and 
binding Illes. The simulation 01 an assay 01 Ir98 trIIodo­
thyronine 111uItr .... the way In which assay parameters such 
as antibody concentration, antibody alftnlty, S8rU111 dlutlon, 
ancIlabelecl hormone interactions with serum bIncIr'll proIeJns 
affect the validity 0I1r .. hormone a ... ys. The simultaneous 
equatIons descrIbIng these complex bIndIng systems at 
equUlbrlum were solved on a personal computer, with the uae 
01 commercIal mathematIcs software. this gener 81 method 
lor solving and modeling Ir .. horm_ assay systems pro­
vIdes a tool lor predicting the behavior 01 Iree-hormone as­
says. 

INTRODUCTION 
In serum, structurally related hormones oflow molecular 

weight (thyroid hormones. steroids) compete for the same 
binding sites on endogenous binding proteins. The concen­
tration of free (unbound) hormone is measured in direct im­
munoassays by incubating the serum sample with an antibody 
specific for the hormone to be measured. In this complex 
ligand-binding system the amount of hormone bound to the 
antibody is under certain conditions a function of the free 
hormone concentration in the serum. Determination of an­
tibody sites occupied gives the free-hormone concentration. 

The mathematical theory of free hormone immunoassay 
has been developed by several researchers. Ekins has given 
dose-response curves for the situation in which one univalent 
antibody binds two antigens (labeled and unlabeled ligand) 
with the same avidity and has also considered the e<luilibrium 
system in which one antigen reacts with many bi",ding sites 
(1). The same author has also extensively discussed the pros 
and cons of different free-hormone methodologies and assay 
designs (2). Geiseler and Ritter have studied the system in 
which labeled and unlabeled analyte reacts with any number 
of binding sites. employing a model assuming one strong 
binding site and a simplified expression for the lest of the 
binding sites (3). Midgley and Wilkins have used equations 
based on the mathematical model of complex ligand binding 
by Feldman (4) for computer simulation of a free thyroxine 
assay based on the use of a thyroxine-analogue :label (two 
ligands. many binding sites) (5. 6) . 

In this paper the mathematical theory of complex Iigand­
binding systems at equilibrium. introduced and used by 
Feldman et al. (7) for modeling of immunoassays for deter-

1 Current address: Wallac Biochemical Laboratory, P.O. Box 10 
SF-20101 Turku. Finland. ' 

mination of total analyte concentrations. has been applied to 
immunoassays of free hormones. The mathematical model 
formulated is applicable to free-hormone assay systems in­
volving any number of hormones and binding sites. This 
technique made it possible to simulate an assay system for 
free triiodothyronine in which four ligands react with up to 
12 binding sites. The mass law equations determining the 
composition of the assay mixture at e<}uilibrium were solved 
using a personal computer e<}uipped with commercial software. 
The general method for simulation of the complex e<}uilibrium 
state, together with the standard computer equipment used. 
provides a convenient tool for predicting sufficient assay 
conditions. 

THEORY 
The mathematical model is based on the following as­

sumptions: each reaction is reversible and proceeds to 
equilibrium obeying the law of mass-action. binding sites 
compete independently for univalent ligands, and no reactions 
other than 

(1) 

i = 1. 2 ..... n j = 1. 2 ..... m 

take place. The number of ligands involved in the reaction 
is n, and they are denoted by H. to Hn. Similarly, the number 
of binding sites involved is m and the denotations used are 
B. to Bm. The e<}uilibrium composition of the solution is given 
by 

(2) 

i = 1.2 ..... n j = 1, 2, ... , m 
m 

[tH;l = [fHi] + I:!HiBj] 
j=l 

(3) 

n 

[tB;l = [fBj] + I:!HiBj] 
t""l 

(4) 

where KH;,B . denotes the affinity constant for each reaction, 
[fH;] is the tree concentration of the ith hormone, [fBj] is the 
concentration of the jth unreacted binding site. [tH;l is the 
total concentration of the ith hormone, [tBj] is the total 
concentration of the jth binding site. [HiBj] is the concen­
tration of the complex formed between the ith hormone and 
jth binding site. Combination of eqs 2-4 yields a set of n 
equations: 

i;;::; 1,2, .. 0' n 

When [tH;], [tBjl. and KH;,B; are known. this system of n 
nonlinear e<}uations can be solved numerically to find the free 
concentrations of the hormones involved. 

I1OJl3.. .. VJ1JlL9ll0363-2581S0 .. 2.5.0tO .©. J .. 99'-~ri9ln Yh.m1~ Soc .. iety 
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Using the relation [tH;] - [fH;] = Lj..,[H,Bj ) (from eq 3), 
the concentration of bound hormone H, is given by 

m m KH,.B;[tBj)[fH,) 
L [H,Bj) = L n (6) 
). , )=, 1 + LKH •. B)fHkl 

k=l 

i = 1,2, ... , n 

Assume now that an antibody Ab with two binding sites, Ab, 
and Ab2, is present in the solution. This situation is reflected 
in the simulations described in a later section of this paper. 
It follows from eq 6 that the concentration of antibody-bound 
hormone can be expressed as 

(7) 

i = 1, 2, ... , n 

where [tAb) = [tAbtl = [tAb2) is the total concentration of 
the antibody and [HiAb) is the concentration of hormone H, 
bound to the antibody. If the antibody is absolutely specific 
for the hormone H, we wish to measure and if the two affmity 
constants are equal, then eq 7 reduces to 

[H,Ab) 2KH .. Ab[fH,l 

[tAb) = 1 + KH.,Ab[fH.l 
(8) 

The fraction of antibody binding sites occupied is determined 
solely by the free-hormone concentration in the solution. 
Thus, the free-hormone concentration can be quantified by 
measuring the fraction of binding sites occupied. A commonly 
employed technique for determination of occupied binding 
sites is the titration of unoccupied binding sites with labeled 
hormone after the serum binding proteins have been removed 
(8, 9) . Constructing a dose-response curve from standards 
with known free-hormone concentrations relates the antibody 
occupancy to the free-hormone concentration. The seques­
tering antibody need not be absolutely specific for the analyte 
of interest. If [H.Ab) » [H,Ab), i '" a, holds, then binding 
of hormones other than the one to be measured to the anti­
body, is negligible. This is the case when the antibody has 
a sufficiently low affinity for cross-reacting hormones present 
in high concentrations or when the antibody binds cross-re­
acting substances. present in sufficiently low concentrations, 
with a high affinity. 

Dilution of the sample and addition of antibody reduces 
the free-hormone concentration initially present in the sample. 
Nevertheless, the free-hormone concentration in the sample 
can be quantified with a neglible systematic error if the al­
teration of the free-hormone concentration is insignificant. 
The extent of the alteration can be expressed as 

A = [fH,l/[fH',l (9) 

where [fH'.) is the free-hormone concentration in the sample, 
[fH,) is the free-hormone concentration of the assay mixture, 
and A is their ratio. The unavoidable alteration of the free­
hormone concentration affects the accuracy of the assay. In 
a well-optimized assay with maximized accuracy, the ratio A 
should be close to 1. 

Another technique which is also widely used for determi­
nation of the free-hormone concentration is the one-step, 
analogue assay (6), where sample, antibody, and a hormone­
analogue label are incubated simultaneously. A criterion for 
an analogue assay is that the antibody reacts only with the 
hormone of interest and the labeled hormone, and that the 

latter is unreactive with serum binding proteins. Assuming 
again a divalent antibody with identical binding sites, we 
obtain the concentration of antibody-bound analogue from 
eq6as 

[H,*Abl ,= [H.*Abtl + [H.*Ab21 = 
2KH.',Ab[tAb][fH.*1 

:-:--;;----"=-::;-.,--;;,----:-=~ (10) 
1 + KH.',Ab[fH. *1 + KH.,Ab[fH.l 

Since total concentrations of antibody and analogue are 
identical in each tube in an assay run and since only analogue 
and analyt.e compete for binding sites on the antibody, it is 
the free-hormone concentration in the solution that determines 
the amount of analogue sequestered onto the antibody. 
Measurement of [H,' Ab) in eq 10 gives the free-hormone 
concentrat ion in the sample, provided A is close to 1. The 
amount of antibody-bound analogue is related to the free­
hormone concentration by constructing a dose-response curve 
from standards with known free-hormone concentrations. 

Useful Equations and Numerical Methods_ When eq 
5 is solved for the free-hormone concentrations [fH;], the 
concentrations of free binding sites [fBj) can easily be cal­
culated from 

(11) 

j = 1,2, ... , m 

With known values of the variables [fH;] and [fBj) and the 
affinity constants, the concentrations of complexes formed 
are obtained from eq 2. 

The numerical solutions of the equations used for simula­
tions were obtained on a personal computer equipped com­
mercially available mathematics software. Information on the 
computer program and the algorithm it used to solve si­
multaneous nonlinear equations can be found in the program 
manual (10). 

EXPERIMENTAL SECTION 
We used the reagents of the DELFIA Free T3 (Wallac OY, 

Turku, Finland) solid phase, fluoroimmunoassay, for the quan­
titative measurement of free T3 in serum. The buffer used for 
the incubations was a 0.05 M tris(hydroxymethyl)aminomethane 
buffer, pH 7.4, containing 0.9% sodium chloride and 0.05% so­
dium azide. This buffer was also used for the washings after 
addition of 0.01 % Tween. 

Specimens. Serum samples from various patient groups with 
known concentrations of total thyroxine (T4), thyroxine-binding 
globulin ('rBG), and prealbumin (PA) were obtained from Dr. 
Med.Sc. Tom Petterson, Danderyd Hospital, Danderyd, Sweden. 
The methods used for the determination of these parameters have 
been reported (11). Total triiodothyronine (T3) was determined 
with the DELFIA T3 kit (Wallac OY). 

Apparatus. The fluorescence was measured with a time-re­
solved fluorometer (1232 DELFIA, Wallac OY). 

Principle of the Allay. Standards and samples are first 
reacted with anti-T3 monoclonal antibody (derived from mouse) 
which binds to anti-mouse IgG immobilized onto the wells of 
microtitration strips. After incubation, buffer and serum are 
washed away and in a second incubation step the remaining empty 
sites on the anti-T3 antibody are back-titrated with europium­
labeled Til (Eu-T3). Then the bound europium is dissociated 
into DELFIA enhancement solution where it forms highly 
fluorescent. chelates with components of the enhancement solution. 
The fluorescence is measured in the time-resolved fluorometer. 

Assay Procedure. In the assay, 50 ILL of standard, serum 
sample, and diluted serum sample (diluted with buffer solution) 
were pipetted in duplicate into the costed wells and 200 ILL of 
antibody solution was added to each well. In order to demonstrste 
the effect of antibody concentration on the free-T3 concentration 
the samples were asssyed using two concentrations of antibody, 
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Table I. Affinities of T4, T3, and rT3 for Serum Binding Protein. 

affinity constsnto (M-') at 37 'C, pH 7.4, phosphate buffer, 0.1 M NaCI 
protein binding site T4 ref T3 ref rT3 ref 

TBG' 1 1.0 X 10" 12' 4.6 x lOS 12' 3.1 x lOS 18' 
PA 1 2.2 x lOS 14d 1.8 X 10' 14d 1.1 X 10' 19' 

2 3.5 x lOS 14d 8.8 x 10' 14d 3.0 x 10' f 
Alb 1 7.0 x 10' 15 1.2 x 10' 16, 17' 7.0 x 10' 16' 

2-6 4.8 x 10' 15 8.0 x 10' 16,17' 4.8 x 10' 16' 

OTBG. thyroxine binding protein; PA, prealbumin; PJb. human serum aIbwnin. b Affinity constant in phosphate buffer at 25 °C, adjusted 
to 37 'C by Robbins and RaIl (13). 'Value in phosphate buffer. dLiterature value at 25'C multiplied by 0.7 to adjust to 37'C (13). 'Value 
at 37 'C, pH 8, in 0.1 M Tris-NaCI. fEstimated. 'For each binding site, the affinity of T3 for albumin is assumed to be 16.7% of that of 
T4. 'The affinity of rT3 for albumin is assumed to b. equal to that of T4. 

Table II. Serum Concentration of Binding ProteilDs, T 4, T3, 
and rT3 

protein hormone normal serumo low TBG serum' 

TBG 340nM :l.4nM 
PA 5.0~M ! •. O"M 
Alb 640~M 1)40 ~M 

T4 l00nM :lO nM 
T3 2nM :L.2nM 
rTa SOOpM 400 pM 

a Values are within the range of mean values, for vurious refer­
ence populations, quoted by Pettersson (11), Ramsden et al. (20), 
and author. listed by Robbins and RaIl (13). 

4.4 X 10-11 and 4.4 x 10-10 M. The wells were incubated for 90 
min at 37 'C and then washed two times with wash solution. After 
dispensing 200 ~L of Eu-T3 buffer solution into each well, the 
wells were incubated for 30 min at 4 'C and then washed four 
times. Before the fluorescence was measured, 200 ~L of en­
hancement solution was added to each well. 

Mathematical Calc Illation, The calculation of the free-Ta 
concentration in each sample was made from the equilibrium 
model using the affinity constants in Table 1 and the measured 
total T3, T4, TBG, and PA concentrations. The concentration 
of albumin was not measured for each individual sample but given 
a value of 640 ~M. Since the concentration of reverse T3 has no 
effect on the calculated T3 concentration, a value of 0.5 nM was 
used in the calculations. The affinity of the antibody was 1010 

M-I Calculated and experimentally obtained free-T·3 values for 
the serum samples from the various groups at differe:nt dilutions 
and two antibody concentrations are presented. 

RESULTS AND DISCUSSION 
Free concentrations of thyroid hormones triiodothyronine 

(T3) and thyroxine (T4) are of diagnostic value in assessing 
thyroid function, In serum they compete with different af­
finities for the same binding sites on binding proteins. Af­
finities of T3, T4, and the thyroid hormone metabolite 
3,3'.5'-triiodothyronine (reverse T3, rT3) for the major serum 
binding proteins are presented in Table I. The serum con­
centrations of these compounds and the major senlDl binding 
proteins in normal serum and in serum from subjects with 
congenitally low thyroxine-binding globulin concentrations 
are listed in Table II. Minor binding proteins and thyroid 
hormone metabolites have been excluded, since very little data 
on their binding parameters is available and the:ir low con­
centration and affmity are not expected to significantly affect 
the distribution of T3 among the binding proteins. 'This seems 
to be a justifiable assumption since excluding rT3 from the 
calculstions has an insignificant effect on the computed results 
presented here. The calculated free-T3 concentration in the 
normal serum is 6.28 pM, and in the serum with low TBG, 
5.96 pM. The corresponding free-T4 concentrations are 22.5 
and 17.8 pM, which is in agreement with measured values 
(21-23). The binding parameters, if not separately measured, 
listed in Tables I and II have been used in the computations 
throughout this paper. 
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F1gur9 1. Effect of dUion, antiJody affinity, and antiJody concencratlon 
on the free T3 concentration in serum was simulated using the pa­
rameters listed in Tables I and II. The decrease in the free T3 
concentration is less lhan 3 % in a free T3 assay H antibody affinity 
and concentration are in Iha area delimited by Iha x axis (antibody 
concentration), the yaxis (antibody affinity), and the CU'Ves showing 
antibody affinities and concentrations causing a ciea'ease 01 3 % In the 
free T3 concentration. The curves reler to different serum dilutions. 
Figure lA is lor normal serum: (sclid line) undiluted serum, (dashed 
line) serum diluted by a factor 01 5 in the assay; (dotted line) serum 
diluted by a lactor 0110 in the assay. Figure 18 is lor serum with low 
TBG: (sclid line) undiluted serum; (dashed line) serum sample diluted 
by a lactor 01 5 in the assay. 

Introduction of antibody and dilution of a serum sample 
causes a decrease in the free-hormone concentration. The fall 
in the free-T3 concentration is less than 3% if antibody af­
finity, antibody concentration, and the dilution factor are 
selected as depicted in Figure 1. A 100fold dilution of the 
TBG-deficient serum decreases the free-T3 concentration by 
4.5%, and addition of antibody, even more. The computation 
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Table III. Effect of Dilution and Antibody Addition on the Free T3 Concentration. pM (Percent Deerease) in Normal Serum' 

antibody antibody concentration 

affinity. M-l dilution factor 10--M lO-lO M 1O-11 M 1O-12 M 1013 M 

1 6.28' 
5 6.21 (1.2) 

10 6.11 (2.8) 
100 4.79 (24) 

1010 1 5.93 (5.6) 6.25 (0.6) 6.28(-) 6.28(-) 6.28(-) 
5 4.79 (24) 6.03 (4.1) 6.19 (1.5) 6.20 (1.3) 6.21 (1.2) 

10 3.85 (39) 5.78 (8.1) 6.07 (3.3) 6.11 (2.8) 6.11 (2.8) 
100 0.83 (87) 3.27 (48) 4.58 (27) 4.76 (24) 4.78 (24) 

10" 1 4.37 (30) 6.05 (3.8) 6.26 (0.4) 6.28(-) 6.28(-) 
5 1.70 (73) 5.15 (18) 6.09 (3.1) 6.19 (1.4) 6.20 (1.3) 

10 0.93 (85) 4.28 (32) 5.88 (6.4) 6.09 (3.1) 6.11 (2.8) 
100 0.10 (88) 0.89 (86) 3.54 (44) 4.63 (28) 4.17 (24) 

1012 1 2.06 (67) 5.75 (8.5) 6.23 (0.9) 6.28(-) 6.28 (-) 
5 0.24 (96) 3.75 (40) 5.94 (5.5) 6.18 (1.7) 6.20 (1.3) 

10 0.11 (98) 2.02 (68) 5.59 (11) 6.06 (3.6) 6.10 (2.8) 
100 O.ol (100) 0.11 (98) 1.74 (72) 4.39 (30) 4.74 (29.5) 

II Binding parameters from Tables I and II have been used in these computations. b Concentration of free T3 in undiluted normal serum. 

Table IV. Measured and Calculated Effect of Antibody Concentration and Sample Dilution on Free T3 Values (pM) in 
Various Groups4 

measured free T3 csIcuiated free T3 

antibody dilution factor' dilution factor' 

conen, M 4 6 10 20 10 20 30 50 100 

5.57 5.41 5.24 5.09 4.79 4.20 
normal 4.4 X 10-11 5.01d 4.81 4.59 4.25 3.67 2.7:3 5.51 5.24 4.95 4.70 4.25 3.46 
n = 10 4.4 X 10-1• 5.05 4.13 3.05 2.43 1.92 1.52 5.27 4.24 3.43 2.87 2.17 1.35 
hypothyroidism 4.4 X 10-11 2.60 2.53 2.63 2.49 2.24 1.93 2.55 2.43 2.31 2.20 2.00 1.68 
n=2 4.4 x 10-1• 2.60 2.15 1.80 1.42 1.18 1.40 2.50 2.00 1.63 1.38 1.05 0.66 
hyperthyroidism 4.4 X 10-11 19.0 18.8 16.9 15.0 12.5 8.09 15.2 14.4 13.5 12.7 11.4 9.00 
n=6 4.4 X 10-1• 15.8 10.5 6.14 4.50 3.06 2.32 14.4 11.4 8.96 7.43 5.45 3.26 
lowTBG 4.4 X 10-11 4.77 4.69 4.20 3.75 3.11 2.03 3.68 3.43 3.19 2.98 2.63 2.04 
n = 10 4.4 X 10-1• 4.39 3.14 2.06 1.50 0.98 0.8', 3.56 2.62 2.01 1.63 1.19 0.67 

'The mean concentrations of total T3. T4. TBG. and PA in the normal. hypothyroid. hyperthyroid, and low TBG groups were 1.74 nM, 
~*~*~~~~*28*B*~~~~*m*~*~~~~~*~*rn* 
and 4.39 pM. respectively. bThe samples were diluted by these factors before measurement. (Sample dilution factor in the assay mixture. 
dMean values are shown. 

suggests that a dilution factor of about 5 should be used if 
one wants the fall in the free-T3 concentration to be less than 
3 % also in samples with very low TBG concentrations. In­
creasing the dilution factor and antibody concentration may 
cause a considerable decrease in the free-T3 concentration 
(Table III). As long as the reduction (even a large one) in 
the free-T3 concentration in standards and unknowns is 
similar or negligible, a reliable estimate of the free-T3 con­
centration is obtained. However, if too much antibody is used. 
a substantial variation in the extent of the reduction of the 
free-T3 concentration between samples occurs due to the 
presence of serum samples with altered protein binding. 
Hence. too much antibody results in a biased estimate of the 
free· T3 concentration in samples with abnormal binding 
protein affinities and in samples with concentrations of 
binding proteins differing from the average level. Therefore 
it is essential in a free-T3 assay (and in all free-hormone 
assays) that the antibody concentration and dilution factor 
are selected in such a way that the alteration of the free­
hormone concentration in standards and samples is negligible. 

A simple way to test the effect of the antibody concentration 
on a free·T3 assay is to perform the dilution test (24). In an 
assay where the antibody concentration causes a negligible 
fall in the free-T3 concentration, normal serum diluted with 
buffer free of binding substances follows at moderate dilutions 
the theoretically predicted dilution curve for normal serum. 
If antibody is used at a concentration resulting in a substantial 
reduction in the free-hormone concentration, a deviation from 

the theoret ically predicted dilution curve is seen also for low 
sample dilution factors. However, even with high concen­
trations of antibody, the estimated free-T3 concentration in 
normal serum will be close to that initially present in the 
undiluted serum provided the dilution factor and the binding 
parameten, in standards and normal serum are identical. The 
results in Table IV show that the measured free-T3 concen­
tration in normal samples and samples from hypothyroids is 
unchanged after a lO-fold increase in the antibody concen­
tration (sumdards and samples are diluted i>-fold in the assay. 
and the standards are made in normal human serum). An 
increased antibody concentration causes a decrease in the 
estimated free-T3 concentration in the low TBG group because 
binding parameters in standards and samples are different. 
There is, overall, a fairly good agreement between calculated 
and measured free-T3 concentrations for the groups inves­
tigated, although the computed values for the hypothyroid 
and low TBG groups are somewhat lower than the experi­
mentsliy obtained result. The magnitude of the theoretically 
predicted decrease in the FT3 concentration in diluted serum 
samples is similar to that obtained experimentsliy. Increasing 
the antibody concentration results in a further reduction in 
the free-T3 concentration in diluted samples. wich is in ac­
cordance with the calculated results. 

Figure 2A shows theoretical dose-response curves for 
analogue assays of free T3 where antibody and labeled analyte 
concentrations and affinities have been varied. Under these 
assay conditions and the assumption of a sample dilution 
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Figure 2. Theoretical dose-response curves for free T3 assays. A 
divalent antibody Is assumed. B = T3-analogue label bound to an­
tibody, B 0 = T3-anaJogue label bolIId to antibody at zero T3 dose, 
T = total concentration of T3-analogue label. Figure 2A is for the 
analogue assay: (solid line) the antibody binds T3 and 'r3-analogue 
label with the same affkllty, K= 8.0 X 10" M"', [tAb] = 1.25 X 10-" 
1.1, T = 2.5 X 10-" M, BolT = 0.5; (dashed Ine) the antibody binds 
T3 and the T3-analogue label with the same affinity, K" 8.0 X 10" 
M"', [tAb] = 1.87 X 10-" M. T= 5.0 X 10-" 1.1, BoIT~ 0.7; (dotted 
line) the antibody affinity for the T3-analogue label Is 1.0 X 10" M"'. 
and for T3, 1.0 X 10" M"', [tAb] = 1.0 X 10-" 1.1, T = 5.0 X 10-" 
1.1, BolT = 0.12; (~Ine) the antibody binds the 'T3-analogue 
and T3 with the same affinity, K = 8.0 X 10" M"', [tAb] = 1.87 X 
10-'2 1.1, T = 5.0 X 10-'2 1.1, BolT = 0.5. Figure 2B Is for the 
back-titration assays: (solid line) the affinity of T3 for the antibody is 
5.0 X 10" M"'; (dashed line) the affinity constant for T3-antibody 
binding Is 1.6 X 10" M"'. which Is the reciprocal of the calcUated free 
T3 concentration (6.28 pM) In a normal senm; (dotted line) the affinity 
constant for the T3-antibody binding Is 1.0 X 1012 M"'. 

factor of 5, the free-T3 concentration in normal serum is 
reduced by 1.8-3.2% and 0.5-2% of the total amount ofT3 
available is sequestered onto the antibody. Theoretical 
dose-response curves for back-titration assays of free T3 are 
depicted in Figure 2B. These over-simplified curves are based 
on the assumption that all unoccupied binding sites on the 
antibody can be titrated with labeled T3 without any disso­
ciation of antibody-bound '1'3. For back-titration assays, Ekins 
has suggested an affinity constant of the antibody that is 
roughly the reciprocal of the free-hormone concentration (2). 
Among the "best" curves is the one where the antibody pos­
sesses an affinity that is the reciprocal of the cslculated free-T3 
concentration (6.28 pM) in normal serum. In order to obtain 
an acceptable measurement range and sufficient slope of the 
standard curve, the computed results suggest that in a free-T3 
assay the antibody should possess an affinity thnt is in the 

range lOlL 101' M-I and the antibody concentration should 
be less than 10-11 M when the sample is diluted by a factor 
of 5. Working assays can be constructed using antibodies of 
lower affinity but then the clinically important dose region 
is at the very beginning of the standard curve. 

In the computations in this paper a decrease of 3% or less 
in the free-T3 concentration is considered arbitrarily to be 
insignificant and acceptable. If a greater deviation is con­
sidered acceptable, higher antibody concentrations than those 
recommended can be used and still the estimated free-T3 
concentration in samples with normal binding parameters will 
be close to that in undiluted serum. In samples with abnormal 
binding parameters the free-T3 estimate will be biased, de­
pending on the antibody concentration, dilution factor, and 
binding parameters, to a degree that mayor may not be 
clinically important. 

Under assay conditions as in Figure 2A (dotted line) and 
with the assumption tbat the affinity of the T3 specific an­
tibody for T4 is 1.0 X 10" M-I, the cslculated concentrations 
of antibody-bound T3 and antibody-bound T4 are 5,9 X 10-1' 

and 2.2 X 10-1• M, respectively. The cross-reactivity of the 
antibody is insignificant since [T3Ab] » [T4Ab] . The an­
tibody cross-reacts insignificantly with T4 in all assays in 
Figure 2 when the antibody affinity for T4 is 1000 times lower 
than for T3, since in comparison to the amount of T3 bound 
to antibody, about 270 times less T4 is bound. 

In an analogue assay where the analogue reacts with serum 
binding proteins, the amount of analogue bound to antibody 
is not only determined by the free-T3 concentration but is 
also affected by variations in binding protein concentrations 
and affinities. This fact can be illustrated in the following 
way. Assay conditions are as in Figure 2A (dotted line), except 
for the tracer concentration, which is doubled. When normal 
serum samples are analyzed, 59% of the T3-analogue label 
is bound to the serum albumin, because of the reaction of the 
analogue with albumin. Two samples are assayed, both with 
6.28 pM of free T3. One of the samples is a low-albumin 
sample (2.0 X 10'" M), the other one contains normal con­
centrations of binding proteins. The calculated values for 
antibody-bound T3-analogue label are 5.9 X 10-13 M for the 
normal sample and 1.4 X 10-12 M for the low-albumin sample. 
In a valid free-'1'3 assay with negligible cross-reactivity of the 
analogue with serum albumin, these two concentrations are 
identical. 

The approach presented here makes is possible to quan­
titatively describe and solve the equations of the complex 
binding system free-hormone assays constitutes. The effect 
of important assay parameters, such as antibody concentration 
and affinity, dilution factors, altered protein binding, reactivity 
of hormone-analogue label with serum binding proteins, drug 
interference, and cross-reactivity of the antibody can be 
predicted. In combination with experiments this theoreticsl 
method provides a powerful tool for optimization and evalu­
ation of free-hormone assays. 

Registry No. T3, 6893-02-3. 
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A High-Performance Liquid Chromatography System with an 
I mmobilized Enzyme Reactor for Detection of Hydrophilic 
Organic Peroxides 

Hans-Hagen Kurth,' Siegmar Gab, Walter V. Turner, and Antonius Kettrup 

GSF-Institut filr Okologische Chemie, Schulstrasse 10, 8050 Freising-Attaching, Federal Republic of Germany 

A short reactor column containing horseradish peroxidase 
immobilized on contrOll8d-pore glass can replace the contin­
uous flow Of a solution Of the enzyme In the detection Of 
hydroperoxldes In an HPLC system, thereby allowing the 
aIrnnatIon of one Of the tine pumps previously required. The 
Immobilized enzyme catalyzes the oxidation by hydroper­
oxides Of (p-hydroxyphenyl)acetlc acid to a fluorescent bi­
phenyl clertvatlve, which Is the species actualy detected. The 
simplified HPLC system Is optimized lor the analysis 01 H.O. 
and a number Of alkyl and 1-hydroxyalkyl hydroperoxldes. 
The detection limit Of the H.O. analysis Is 5 X 10-1 M (34 pg 
In a 20-I'L sample), and the response Is linear down to at 
least 10-7 M. 

INTRODUCTION 
Our research group recently described an HPLC system for 

the quantitative analysis of H20 2 and hydrophilic organic 
peroxides (1). The peroxides are separated on a cooled RP18 
column with dilute H3PO, (pH 3.5) as eluent and then allowed 
to react with peroxidase and (p-hydroxyphenyl)acetic acid 
(PHOPA). This postcolumn reaction is specific for hydro­
peroxides, and the product is detected by its fluorescence (2). 
The great advantages of the system are the selectivity afforded 
by the enzyme reaction and the sensitivity of fluorescence 
detection. The detection limit of around 5 X 1<r8 M peroxide 
means that the method is excellently suited for determining 
H20 2 and hydrophilic organic peroxides from air, in precip­
itation and in laboratory simulations of natural peroxide­
forming processes without a preconcentration step. 

Enzyme reactors in flow injection analysis (FIA) systems 
are routine nowadays, but their application to HPLC is an 
active area of research (3). The present work was undertaken 
to ascertain the characteristics of the HPLC system when a 
reactor containing immobilized peroxidase is substituted for 
the continuous addition of peroxidase to the eluate. The use 
of such a peroxidase reactor would allow us to reduce from 

3 to 2 the number of pumps necessary for the HPLC analysis 
of hydroperoxides, to considerable economic advantage. 

In making an enzyme reactor, the enzyme-immobilization 
strategy is crucial. The application of peroxidase as a marker 
in immunoassays (4) and in FIA systems has led to the de­
velopment of a variety of ways to attach the enzyme to both 
synthetic and biological supports (5). We selected a method 
developed by Nakane and Kawaoi (6) for coupling peroxidase 
to biologi"aI materials and extended by Hayashi et aI. (7) to 
coupling 1;0 controlled-pore glass (CPG). In this method 
carbohyru ate side chains of the glycoprotein peroxidase are 
oxidized with periodate to aldehyde groups, which react with 
aminopropyl groups of the CPG. Since we followed the 
scheme of Hayashi et aI. with little change, we are concen­
trating in this report on the optimization of the HPLC system 
with the "nzyme reactor. 

EXPERIMENTAL SECTION 
Apparatus (Figure 1), Two Gilson Model 302 pumps were 

utilized fOI the HPLC system, the eluent pump being connected 
with a Gilson Model 802 C manometer and a Rheodyne Model 
7125 injection valve with a 20-{LL sample loop. The fluorescence 
detector and integrator were Hewlett Packard Models HP 1046 
A (Au = 285 nm, A.,. = 410 nm) and HP 3390, respectively. The 
column, 2M mm X 4 mm i.d., was packed with 5-{Lm Shandon 
ODS Hypersil and surrounded by a circulating mixture of 
water/methanol cooled to 1 °C by a Lauds Model K2R cryostat. 
All connections and the 2-m reaction coil were of stainless-steel 
capillaries, '/,6 in. o.d., 0.12 mm i.d. An HPLC column 17 mm 
X 4 mm Ld. was used for the enzyme reactor. The eluent flow 
rate was optimized at 0.5 mL/min, and that of the reagent at 0.4 
mL/min (Bee text). 

Resgents, Sodium borohydride and aminopropyl-CPG beads 
(mean pore size 1400 A, 12(}-2oo mesh) were purchased from 
Riedel-de Haen (Seelze, Germany) and Serva (Heidelberg, Ger­
many), respectively. Horseradish peroxidase (EC 1.11.1.7) was 
from Merck (Darmstadt, Germany); all other chemicals were of 
reagent grade and were also from Merck. Water was deionized, 
distilled from KMnO" redistilled and stored in glass bottles 
protected from light. For use as the mobile phase it was brought 
to pH 3.5 with H3PO,. The reagent solution was optimized (see 

0003-2700/91/0363-2586$02.5010 © 1991 American Chemical 50ciety 
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Water bath (40 0 e) 

figure 1. Schematic claVam of the HPLC system utilizing the enzyme 
reactor. 

text) as 10 mg of PHOPA in 250 mL of 0.05 M K,HI'O.. Com­
mercial H,O, (35%) was standardized by iodometric titrstion and 
diluted each day to make standards; these should be kept at 0 
·C and protected from light. 

Procedures. The immobilization of peroxidase was carried 
out according to the procedure of Hayashi et al. (7) scaled up to 
45 mg of enzyme and 300 mg of CPG beads; the only exception 
was to extend the time allowed for the coupling reaction to 48 
h. 

The alkyl hydroperoxides were synthesized by reaction of H,O, 
under basic conditions with the corresponding sulfates (methyl 
and ethyl, by a procedure (8) for methyl hydroperoxide) or 
methanesulfonates (I-propyl and 2-propyl, by a procedure (9) for 
I-propyl hydroperoxide). The products were distilled at reduced 
pressure and identified by 'H and 13C NMR spectroscopy. Their 
peroxide content was determined by iodometric titration in acetic 
acid, and any residual H,O, was determined by HPLC. 

To prepare the I-hydroxyaJkyl hydroperoxides, 10 mmol of the 
appropriate aldehyde was warmed for 20 min at 40 ·C with 5 mL 
of 35% H,O, and 2 mL of pH 3.5 H,O, the inhomogeneous re­
actions being shaken occasionally. Water at pH 3.5 was used to 
dilute the mixture to 100 mL and then by a factor of 10" for HPLC 
analysis. Except for hydroxymethyl hydroperoxide (10), these 
peroxides were not isolated or characterized by spect.roscopy; if 
desired, several of them can be prepared in the same reaction by 
starting with a mixture of aldehydes. 

RESULTS AND DISCUSSION 
Design of the Analytical System. With the HPLC 

system as originally described, it is possible to analyze for 
low-molecular-weight alkyl hydroperoxides, 2-hydroxyalkyl 
hydroperoxides. I-hydroxyalkyl hydroperoxides. and alkyl 
I-hydroxyalkyl peroxides. as well as H,O,. and it was desired 
that the new system be equally versatile. Because these 
peroxides are all moderately polar and are stable in cold 
aqueous acid. they are separated by reversed-phase HPLC on 
a cooled column with dilute H3PO. (pH 3.5) as eluent. The 
IlrSt two classes of hydroperoxides are also stable at pH > 7 
and at somewhat higher temperatures; in addition. they are 
acceptable substrates for peroxidase and can thus enter di­
rectly into the catalytic p08tcolumn oxidation of PHOPA. 
Alkyll-hydroxyalkyl peroxides cannot react directly with the 
enzyme. These compounds and I-hydroxyalkyl hydroper­
oxides are formally the addition products of aldehydes with 

Table I . Partial List of Peroxides Determined 

retention 
peroxide formula time, min 

hydrogen peroxide H,O, 5.54 
methyl hydroperoxide CH,OOH 8.04 
ethyl hydroperoxide CH,CH,OOH 14.75 
2-propyl hydroperoxide (CH,),CHOOH 35.89 
I-propyl hydroperoxide CH,CH,CH,OOH 42.11 
hydroxymethyl HOCH,OOH 6.22 

hydroperoxide 
I-hydroxyethyl CH,CH(OH)OOH 7.87 

hydroperoxide 
I-hydroxypropyl CH,CH,CH(OH)OOH 14.08 

hydroperoxide 
I-hydroxy-2-methylpropyl (CH,),CHCH(OH)OOH 37.15 

hydroperoxide 
I-hydroxybutyl CH,CH,CH,CH(OH)OOH 41.62 

hydroperoxide 

alkyl hydroperoxides and H,O" respectively, and at pH > 7 
they revert rapidly to aldehyde and peroxide. The strategy 
for detecting these two peroxide classes is thus to raise the 
pH of the eluate after the column to convert them to alkyl 
hydroperoxides and H,O" which then react with the enzyme. 

Conversion ofthe I-hydroxyalkyl hydroperoxides and alkyl 
I-hydroxyalkyl peroxides is important, however, for another 
reason as well. Hydroxymethyl hydroperoxide is known to 
inhibit horseradish peroxidase irreversibly (I1), and its ho­
mologues may act similarly. This would not have been very 
detrimental to the HPLC system as originally described. since 
peroxidase was continuously added, and the only effect ob­
served would have been a reduction in the response to these 
peroxides. In a system with an enzyme reactor, however, aU 
inhibitors must be prevented from reaching the immobilized 
peroxidase. in order to maintain the efficiency of the reactor. 
To assure complete conversion of the I-hydroxyalkyl hydro­
peroxides to H20" the eluate, after being made basic by ad­
dition of the PHOPAj buffer solution, is passed through a coil 
at 40 ·C before it enters the reactor. 

Quantification oC the Peroxides_ Table I presents a list 
of the retention times of the peroxides which have been 
studied most extensively with the modified HPLC system. 
In separate calibration experiments all the alkyl hydroper­
oxides in the table gave the same response as H20, solutions 
of the same concentration. These peroxides can thus be 
quantified by comparison of their peak areas with those of 
fresh H,O, standards. A comparable experimental proof that 
the I-hydroxyalkyl hydroperoxides and alkyll-hydroxyalkyl 
peroxides also give the same response as H,0 2 would be very 
welcome, but such a proof is currently unavailable. because 
most of these unstable substances cannot be prepared pure 
as standards. Bis(hydroxymethyl) peroxide is an exception 
in this regard; in dilute solution it is quantitatively converted 
to H20, on neutralization (1). In addition, we have shown that 
when a ca. 10-5 M solution of the I-hydroxyalkyl peroxides 
is brought to pH 7 at room temperature immediately before 
it is injected into the HPLC system. no trace of the original 
peroxide can be detected. We presume, therefore. that the 
conversion to H,O, and alkyl hydroperoxides is complete in 
the postcolumn reaction coil, where the solution is basic and 
warm (40 ·C). 

Examination of Table I reveals that H,O, and the alkyl 
hydroperoxides (Cn) have retention times similar to those of 
certain I-hydroxyalkyl hydroperoxides (Cn+1); this results in 
overlapping of the following pairs of peaks: H,02j hydroxy­
methyl hydroperoxide, methyl hydroperoxidej l-hydroxyethyl 
hydroperoxide. ethyl hydroperoxidej l-hydroxypropyl hy­
droperoxide, and I-propyl hydroperoxidejl-hydroxybutyl 
hydroperoxide. This overlapping increases with the retention 
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Table II. Influence of pH on Sensitivity of the HPLC 
System to HzOzo 

pH reI peak area pH rei peak area 

7.0 78.7 9.5 96.1 
8.0 91.3 10.0 91.4 
9.0 100.0 10.5 66.4 

a Based on 20 measurements of 10-6 M H20 2 at each pH. 

time and is greater when the enzyme reactor is used, because 
the peaks are somewhat broader. If the sample is neutralized 
before analysis, the 1-hydroxyalkyl hydroperoxides are elim­
inated, and if the sample is analyzed twice, before and after 
being neutralized, both the n-alkyl and the 1-hydroxyalkyl 
hydroperoxides can be quantified. . 

Optimization of the Analytical System. SeparatlOn of 
the peak pairs mentioned above improves as the flow rate is 
reduced. These separations are never complete, even at very 
slow elution, and the desirability of quick analyses and sharp 
peaks for compounds with longer retention times makes it 
necessary to raise the flow rate. The optimum eluent flow 
rate of 0.5 mL/min is a compromise between these two con­
flicting requirements. 

To determine the best conditions for the postcolumn en­
zyme reaction, the flow rate, concentration, and pH of the 
reagent solution were independently optimized. 

(I) At pH 9.0 and a PHOPA concentration of 10 mg/250 
mL of 0.05 M K,HPO., the reagent flow rate was raised 
systematically from 0.1 to 0.8 mL/min. At flow rates <0.2 
mL/min, all the peaks exhibited tailing. This phenomenon 
would be expected if the oxidation of the enzyme by the 
hydroperoxide is very rapid, but there is too little PHOPA 
to reduce the enzyme back at the same rate (cf. ref 12). As 
the flow rate increases above 0.2 mL / min, the peaks gain in 
symmetry, but the peak areas decrease. At a rate of 0.4 
mL/min, symmetrical peaks were obtained without an un­
acceptable loss in peak area. 

(2) At less than 1 mg of PHOPA/250 mL of 0.05 M K,H­
PO., all the peaks tailed, just as when the flow rate ,,:as too 
low. Over the range 2-20 mg/250 mL, there was a contmuous 
increase in both peak area and baseline noise; above 20 mg/250 
mL, baseline noise increased further, but there was no longer 
any improvement in the peak area. A concentration of 10 
mg/250 mL was chosen as giving good peak areas without too 
much noise. 

(3) As mentioned above, the pH of the eluate after mixing 
with the reagent must be at least 7 to assure decomposition 
of the 1-hydroxyalkyl peroxides and 1-hydroxyalkyl hydro­
peroxides. Values between 7.0 and 10.5 were investigated, with 
the results shown in Table II. The optimum at pH 9.0 is 
probably the result of two opposing trends: at higher pH the 
sensitivity of the fluorescence detection is better, but the 
reactivity of the enzyme decreases above pH 8. Prolonged 
use of the system at high pH would also be destructive to the 
bound enzyme itself. The optimum excitation wavelength for 
the fluorescence detection is a function of the pH, the com­
position of the buffer, and the concentration ofPHOPA. With 
our pH limits and PHOPA concentration, the optimum is 
285-295 nm. 

Detection Limit and Linear Range. With freshly pre­
pared H,O, standards the detection limit (the concentration 
that gave a peak height equal to 3 times the standard deviation 
of the background fluorescence) was determined as 5 X 10-8 
M H,O,. To measure the linear range, fresh H,O, standards 
were injected 20 times in succession, each concentration having 
been independently prepared from 35% H,O,. The mean 
peak area and standard deviation were found for each con­
centration, and the results are shown in Table III. Linear 

Table III. Calibration of the HPLC System 

(:oncnlZ peak areab RSD,' % 

10.0 35.91 1.8 
5.0 17.66 1.2 
1.0 3.27 5.5 
0.5 1.71 9.1 

a Of H20 2 in lO~ M. b Arbitrary units. cBased on 20 measure­
ments at each concentration under optimum conditions. 

regression reveals a linear range of (5-1OO) X 10-7 M with a 
correlation coefficient of >99.99%. Below 5 X 10-7 M the 
integrator interpreted noise as peaks, so that we were unable 
to measure peak areas accurately; nevertheless, measurement 
of the peak heights showed that the linearity extends down 
to 10-7 M H,O,. Because of peak broadening at longer re­
tention times, the detection limit is considerably higher for 
the larger peroxide homologues (ca. 5 X 10-7 M for n-propyl 
hydroperoxide). 

By raiseng the PHOPA concentration, the linear range can 
be exteneled to higher peroxide concentrations, but at the 
expense of the detection limit, because higher PHOPA con­
centrations lead to more baseline noise. 

Limitations of the Analytical System. The analytical 
system with the enzyme reactor is subject to the same chro­
matographic and enzymatic limitations as the system de­
scribed earlier. The chromatographic limitations arise from 
the inability of dilute aqueous acid to elute hydroperoxides 
with more than four carbon atoms in a reasonable time; studies 
are underway to determine to what extent other eluents can 
extend the range of peroxides we can analyze. The steric 
requirements of the enzyme, however, will restrict the per­
oxides to those that are not too bulky. We know, for example, 
that tert-butyl hydroperoxide gives no signal in our analysis, 
and certsin other hydroperoxides appear to react so much 
more slowly than the alkyl hydroperoxides in Table I that a 
quantitative analysis of them is not possible with the per­
oxidase/PHOPA system. 

Useful Lifetime of the Enzyme Reactor. No signs of 
a loss in activity of the enzyme reactor could be discerned, 
even after several months of constant use (8-10 h/day). This 
indicates either that there was no loss in the activity of the 
immobilized enzyme or that over this period any such loss was 
smaller t han the "initial overcapacity" (5) of the reactor. 

Enzyme Reactor in a "Single-Pump System". If a 0.05 
M phosphate buffer (pH 7.0) containing 10 mg of P~OP.A 
is used as eluent, the pump used for the reagent solutIOn In 

the system described above (Figure I) can also be dispensed 
with; the result is what we refer to as the "single-pump 
system". Under these conditions the I-hydroxyalkyl hydro­
peroxide, and the alkyl I-hydroxyalkyl peroxides are con­
verted immediately to H,O, and alkyl hydroperoxides, re­
spectively, so that no reaction coil after the column is nec­
essary. If one is willing to sacrifice information about the 
original concentrations of these two peroxide classes that ~e 
only stable in acid, the simplified system can be used qUIte 
profitably. 
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A variety 01 lactor. aHect the abllHy 01 a given column to 
discriminate between compounds on the basis. 01 shape 
(shape selectlvHy). In reveraed-phase systents, bonded 
pha_ based on monomeric surface modlftcatlon exhlbH low 
shape 881ect1vfty; pha_ based on polymeric surface mod­
l!catlons exhlbH enhanced shape selectlvHy. Even greater 
shape specifiC", Is exhlbHed by charge-transfer columns, 
operated In the nonnal-ph_ mode. In this work, the re­
tention behavior 01 electron-acceptor and electron-donor 
charge-transter ph_ wal studied lor the separation of 
polycyclic aromatic hydrocarbon lsome .. (PAHIO), methyl-
8ubstHuted PAHs, and polychlorinated biphenyl congeners 
(PCBs). In •• cases, planar compounds were I'etalned In 
prelerence to corresponding nonplanar analogue's. 

INTRODUCTION 
Polycyclic aromatic hydrocarbons (P AHs) and poly­

chlorinated biphenyls (PCBs) are found ubiquitously in the 
environment in air, water, and soil samples. The health risks 
associated with PAHs and PCBs are highly variable but de­
pend largely on the size and shape (e.g., substitution pattern) 
of the individual compounds. Therefore, the separation and 
identification of individual PAHs and PCBs is a problem of 
considerable practical significance. 

Because of the complexity of PAH and PCB mixtures, the 
isolation and measurement of individual compounds is 
challenging. P AHs are highly isomeric, particularly with the 
addition of alkyl substitution, adding to the difficulty in 
making measurements. Although capillary gas chromatog­
raphy (GC) is capable of separating large numbers ofPAHs 
because of high efficiency, enhanced selectivity toward PAH 
isomers is achieved in liquid chromatography (LC) through 
the use of polymeric CIS phases (Le., phases prepared with 
trifunctional silanes in the presence of water) and other novel 
phases. The retention behavior of PAH isomers has been 
reviewed by Sander and Wise (1). PAHs are primarily non­
polar in nature, and in a general sense LC separations are 
governed by solvophobic interactions. Solvophobit retention 
theory, however, cannot fully explain separations of PAH 
isomers, since these compounds have similar van der Waals 

surface areas and volumes. Wise et al. (2) first reported that 
the retention of P AH isomers on polymeric CIS phases was 
correlated closely with solute shape; Le., retention increased 
with the length-to-breadth ratio (LIB) of the solute. An 
empirical model of solute retention has been advanced that 
describes possible solute I stationary phase interactions for rigid 
solutes (3). Referred to as the "slot model", this schematic 
representation is consistent with the correlation of solute 
retention and LIB, as well as the discrimination observed 
between planar and nonplanar isomers. Rigorous theoretical 
treatments of solute shape effects have been presented by 
Martire and Boehm (4,5) and Dill (6, 7). 

In general, conventional monomeric CIS phases (Le., phases 
prepared with monofunctional silanes) provide only limited 
inherent ability to separate isomers on the basis of shape 
(shape selectivity). Enhanced shape recognition is possible 
with polymeric CIS phases. Differences in selectivity between 
these types of phases have been compared to the differences 
between nonpolar and liquid crystalline phases in GC (8). 
Polymeric CIS phases in LC exhibit similar retention char­
acteristics to liquid crystalline phases in GC (and supercritical 
fluid chromatography, SFC) and, by analogy, polymeric CIS 
phases are thought to be more ordered than monomeric CIS 
phases. The technique of small-angle neutron scattering 
(SANS) has been used to show that polymeric CIS phases are 
slightly thicker and significantly denser than monomeric CIS 
phases (9). The difference in selectivity of monomeric and 
polymeric CIS phases has been particularly useful in the 
analytical approach to identify individual methyl-substituted 
PAHs in natural environmental samples (10-12). Monomeric 
CIS phases have been used to isolate methyl-PAH isomers as 
a group followed by separation of individual isomers on a 
polymeric CIS phase. 

In this paper the retention behavior of a variety of PAH 
isomers on several novel LC stationary phases is described. 
The retention characteristics of electron-acceptor and elec­
tron-donor charge-transfer columns are examined and com­
pared to monomeric and polymeric CIS columns. The effect 
of solute shape, as determined by molecular modeling, is 
discussed in relation to solute retention. An additional ex­
ample of shape discrimination is presented for the separation 
of planar and nonplanar PCB congeners using an electron-

This article not subject to U.S. Copyright. Published 1991 by th. American Chemical Society 
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donor charge-transfer column. 

EXPERIMENTAL SECTION 

Materials. Chromatographic grade solvents were used to 
prepare all mobile-phase solutions. P AH stsndards were obtsined 
from a variety of sources: molecular weight (MW) 278 and 302 
isomers were from sources previously identified (3. 13); MW 328 
isomers (Institut fUr P AH-Forschung. Greifenburg am Ammersee. 
Germany); methylchrysene isomers (Community Bureau of 
Reference. Belgium); methylbenz[a]anthracene isomers (NCI 
Chemical Carcinogen Repository. c/o Midwest Research Institute. 
Kansas City. KS). Individual PCB stsndards were obtsined from 
the Community Bureau of Reference (BCR, Brussels, Belgium). 
A solution containing 28 PCB congeners, designated NIST 
Candidate Standard Reference Material 2262, "Polychlorinated 
Biphenyl Congeners in 2,2,4-Trimethylpentane", was obtained 
from the Standard Reference Materials Program (NIST, Gaith­
ersburg, MD). Standard Reference Material 869, "Column Se­
lectivity Test Mixture for Liquid Chromatography (Polycyclic 
Aromatic Hydrocarbons), was also obtained from the Standard 
Reference Materials Program (NIST). 

Chromatography. Separations were performed with a re­
ciprocating piston liquid chromatograph utilizing low-pressure 
solvent mixing. Injection volumes varied from 25 to 50 I'L and 
were carried out either with a fixed-loop injector or autosampler. 
Analytes were dissolved in solvents compatible with the mobile 
phase employed, i.e., acetonitrile for reversed-phase separations 
and methylene chloride for normal-phase separations. Nor­
mal-phase separations were performed with premixed mobile 
phases; mobile-phase compositions for reversed-phase separations 
were controlled by the pumping system. Mobile-phase compo­
sitions for the various retention studies are specified in the Results 
and Discussion. The flow rate for the separations was 2 mL/min 
(1 mL/min for the separation of PCBs with the pyrene column). 
Detection for all analytes was at 254 nm with a fixed-wavelength 
detector. 

Six colwnns were utilized in this study: monomeric CI8 column 
(Zorhax C18, MacMod, Chadds Ford, PAl; polymeric C18 column 
(Bakerbond Wide Pore C18, J. T. Baker, Phillipsburg, NJ); ex­
perimental heavy-loaded polymeric C'8 column (J. T. Baker); 
tetrachlorophthalimidopropyl (TCPP) column ("Colonne HPA", 
Societe Francaise Chromato Colonne, Neuilly-Plaisance, France); 
tetranitrofluoreniminopropyl (TENF) column (TENF column, 
ES Industries, Marlton, NJ); pyrene column (Cosmosil PYE, 
Nacalai Tesque, Kyoto, Japan) (see Figure 1). The C,s, TCPP, 
and TENF columns were 25 em x 4.6 mm, 5 I'm particle size 
configurations; the pyrene column was 15 em X 4.6 mm, 5 ~m 
particle size configuration. 

Molecular Modeling. Space-filling structures ofPAH isomers 
were generated using PC-Model and MMX molecular modeling 
programs (Serena Software, Bloomington, IN). The force field 
used in MMX is derived from MM2 (QCPE-395 by N. L. Allinger, 
Quantum Chemistry Program Exchange, Bloomington, IN) with 
pi-VESCF routines from MMP1 (QCPE-318, by N. L. Allinger). 
Structures were plotted with PC-Display (Serena Software). 

RESULTS AND DISCUSSION 

In comparison to reversed-phase systems, charge-transfer 
phases have received only limited study. The use of elec­
tron-acceptor (EA) and electron-donor (ED) phases in liquid 
chromatography has been reviewed by Nondek (14) and by 
Sander and Wise (15). Electron-acceptor phases are based 
on ligands with a deficit of electrons, e.g., nitrated or halo­
genated aromatic species and are commonly used in the 
normal-phase mode. One of the first such bonded phases for 
liquid chromatography was reported by Lochmiiller and 
Amoss in 1975 (16). They observed strong complexation (high 
retention) for P AHs with a tetranitrofluoreniminopropylsilane 
(TENF) stationary phase. Nondek and co-workers prepared 
phases based on various polynitrated phenyl substituents 
(17-19) and discussed solute retention in terms of the energies 
of lowest unoccupied (LUMO) and highest occupied (HOMO) 
molecular orbitals of the acceptor (bonded ligand) and donor 
(solute) (19). More recently, Jadaud, Caude, and Rosset (20, 

A CI~N_(CH'lsSI(CH'),_ 
c~ 

B 

c 

CI 0 

NO, 

N(CH,),SI(CH,),-

NO, 

NO, 

&l
(CH')'SI(CH')'­

~ ~ I 
'<::: ~ 

1.0 .0 

Figure 1. Ligand structures for charge-transfer phases: (A) tetra­
chlorophthalimidopropyl (TCPP); (B) telranltroftuorenimlnopropyl (TENF); 
(C) pyrene (PYE). 

21) have prepared EA phases based on tetrachlorophthal­
imidopropyl (TCPP) ligands, using the procedure of Holstein 
(22). PAH retention for this phase was shown to depend on 
mobile-phase strength, the number of " electrons in the 
molecule and .. electron density, and substituent effects. 
Although the effect of L/ B was briefly examined for three 
solutes, molecular shape and planarity effects were not ex­
amined il1 these retention studies. 

PAH Isomers. To further probe the retention behavior 
of PAHs on electron-acceptor charge-transfer phases, a series 
of PAH isomers of molecular weights 278, 302, and 328 were 
studied (Figure 2). While most of these PAHs have nearly 
planar conformations, some of the compounds exhibit marked 
nonplanarity. Structures for two representative nonplanar 
PAHs (MW 328) are shown in Figure 3. These compounds 
are also t he nonplanar components of SRM 869, "Column 
Selectivity Test Mixture". Space-filling models for the com­
pounds represent van der Waals surfaces as determined by 
molecular modeling. In general, PAHs that contain the 
fragment benzol c ]phenanthrene (Le., four-ring helicene) are 
sterically strained by opposing "bay region" hydrogens and 
exhibit a degree of nonplanarity. This nonplanarity can be 
expressed by the dihedral angles of adjacent carbons in the 
bay region. For unsubstituted PAH isomers (e.g., benzo[g]­
chrysene, benzo[c]chrysene, dihenzo[b,g]phenanthrene, and 
dibenzo[ c,g]phenantbrene), these angles of distortion typically 
range from 20 to 30°. Substitution in the bay region increases 
steric hindrance and nonplanarity. 

The retention times on the TCPP column for each of the 
available isomers were determined individually. Normal-phase 
separations of mixtures of the isomers are shown in Figure 
4, and several observations can be made from these chroma-
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MW 278 Isomers MW 302 Isomers MW 328 Isomers 
LIB LIB LIB 

1. OIbenzo{c",JpheMnth .... 1.1' 2» 1. .... zo[aJperyl .... 1.1' ~ 1. Tetrabenzonaphthalent 1.07 ~ 

2. Benzo(aJch". ... 1." * 2. DlbMlzc(def,p]chrysen. 1.19 ~ 2. Ph ..... nlhro(3.4-c]phe ... nthre,.. 1.00 ® 
.. Olbonzall>,gJpNnaotll .... 1.33 ~ .. Dlbenzo(de,qr}naphttw.c.ne 1.28 ro% .. D!bonzoIa,m!lriphonyleno 1.08 co% 
.. a.nzo{c)chry ..... 1.47 o:9t, .. Naphtho[2,1 ,8-qra]naphtha'*1e 1." ct:fJ) . . Naphtho(1',2'-ajnliphthaceM 1.52 ~ 

.. Penlllphene 1.73 cd 5. Benzolb]perylene 1.38 0# 5. Benzo[h]penlaphene 1.36 04 
•• Dlbenz{aJ)ant_ 1AT <co9 .. DlbonZO[fg,op)naphtJIIIC .... 1." ago .. Ttlbenzo[a,e,h)anlhracene 1.40 ~ 

7. DlbonzIa.hJonUor-oo 1.71 fP9 7. Naphtho[1 ,2,"-~chryHn. 1.23 o5g 7. _[c)pont_phone 1.06 ~ 
S. Dlbenz[a,c]anthraoene 1.24 eng S. Benzo[f1.1Jpentaphene 1.73 oW 8. Dibanzc(a,c]naphthacene 1.41 ~ 

.. Benzo[a)nllphth_ 1.n oo::B e. OlbonzoJ·,de~chry .... 1.73 0550 e. Naphtho(1 ' ,2'-bJchry .. ne 2.05 oroo 
10. hnzo(bIchryHne 1.84 coSO 10, -IbIpont-_ 1.82 J 
11. PlceM 1.8e r# 11. Dlbenzo[b,k]chryune 2.10 CCJ5CO 

12. Naphtho[b·.b)chryse .... 2.34 0::0:50 

,.. _[c)P1cone 2.26 # 
14 . • enzo(bJpIcene 2.01 ro# 

...... 2. Structures and \ength-ll>-breadth ratios (LIB) lor PAH _ sets employed in this study. Compounds are listed In the order 01 elution 
with the TCPP charge-transler column, and identification numbers correspond to those in Figure 5. 

1,2:3,4:5,6:7,8-Telrabenzonaphthalene 

Phenanthro[3,4-elphenanthrene 
FIgure 3, Space-tiling models lor representative ncnplanar PAH Iso­
mers, as determined by molecular modeling. 

tograms. Dramatic differences exist in the retention of non­
planar and planar PAH isomers, Nonplanar PAH isomers 
elute very early, in several cases near the void volume (e.g" 
helicene and tetrabenzonaphthalene). Planar isomers are 
strongly retained by the TCPP phase, and consequently, 
·class" separations of planar and nonplanar P AHa are possible. 

Retention of planar isomers follows trends outlined by Jadaud 
et al. (20, 21); i.e" retention increases with the number of .. 
electrons and with the L / B of the solute. Furthermore, the 
retention of pericondensed P AHs is disproportionaily greater 
than catacondensed PAHs, For example, under the same 
mobile-phase conditions, MW 302 planar isomers were re­
tained longer than MW 328 isomers. This is significant since 
the MW 302 isomers contain fewer .. electrons than the MW 
328 isomers, It appears that more stable donor-acceptor 
complexes are possible with pericondensed P AHs than with 
the more extended catacondensed structures. 

The capacity factors (k') for these isomers are plotted 
against elution order in Figure 5, The sigmoidal shape of 
these curves is indicative of the planar/ nonplanar shape 
discrimination provided by the charge-transfer column. The 
·plateau regions" are a consequence of relatively low shape 
discrimination among the planar P AHs in each isomer set, 
For example, seven of the MW 328 isomers coelute on the 
TCPP column; however, a somewhat better separation was 
obtained for the planar MW 278 isomers. 

The shape discrimination that results with the TCPP 
column is not unique to the tetrachlorophthalimidopropyl 
ligand, The retention behavior of a dissimilar EA charge­
transfer column (tetranitrofluoreniminopropyl column 
(TENF» was briefly examined using the MW 278 PAH iso-
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FIgwe 4. Separations of PAH isomers on an electroo-acceptor (TCPP) 
charge-transfer column: (A) MW 328 isomers, mobile phase 75/25 
methylene chloride/hexane; (B) MW 302 Isomers, mobile phase 75/25 
methylene chloride/hexane; (C) MW 278 Isomers, mabie phase SO/50 
methylene chloride/hexane. Note that the time scales are different 
for each chromatogram. 

mers. A mixture of these isomers was separated on the TENF 
column operated in the normal-phase mode (Figure 6A). 
Although peak shapes were poor, the mixture was resolved 
into two broad bands. These fractions were collected and 
further separated using a wide-pore polymeric CIS column 

1. 
MW 302 

12 

k' 

2 3 • 5 6 7 8 9 10 11 12 13 ,. 
Compound Identification 

figure 5. Solute retention plotted as a f\01C1ion of elution order for PAH 
isomer sets. For compound identification, see Figure 2. 

(Figure 6H,C) . Peak assignments were made by comparison 
to standards. It is evident from this flglll'e that planar isomers 
are preferentially retained compared to nonpianar isomers on 
the TENF column. This trend is comparable to the retention 
behavior of PAH isomers with the TCPP column, although 
better peak shape and better resolution of individual com­
ponents IS possible with the TCPP column. 

A simplified view of retention for charge-transfer phases 
can be envisioned that results from a face-to-face contact of 
the electron-donor and -acceptor moieties. Enhanced overlap 
and sharing of " electrons is achieved with planar solute 
molecules. Strong donor/ acceptor complexes are also favored 
by condensed ring structures. This contact model is subtly 
different from the slot model, since interaction is relatively 
insensitive to the L/ B of the solute, especially when the 
contacting solute is spatially large compared to the ligand. 
Overlap of" electrons would appear to change little for the 
higher molecular weight P AH isomers, since these compounds 
are large in relation to TCPP or TENF ligands, and changes 
in ring position may not be probed by a spatially small EA 
ligand. The enhanced selectivity that is exhibited by the 
TCPP column for the MW 278 isomers suggests that more 
of the soLute molecule can interact with the charge-transfer 
ligand because of the smaller size of these isomers. One could 
predict that greater shape specificity for P AH isomers would 
result if charge-transfer phases were designed using larger EA 
ligands. 

It is interesting to compare this mode of retention for the 
EA charge-transfer phase to the retention behavior of re­
versed-phase columns. Such a comparison is given in Figure 
7 for the separation of MW 302 isomers on several reversed­
phase columns (see also ref 13). The best overall separation 
of these isomers was achieved using polymeric C,s phases 
(Figure 7 A). Nearly complete resolution of the 10 isomers was 
possible with the polymeric wide-pore C,s column; similar 
selectivity toward PAH isomers has been observed for other 
polymeric C,s columns (3, 8, 23-26). Even more complete 
separation of the MW 302 P AH isomers was achieved using 
an experimental, heavily loaded polymeric C,s column 
(oornN/BaF ~ 0.2; see below). The order of elution of the isomers 
generally follows L / B; however nonplanar isomers elute earlier 
than would be expected on the basis of L/ B alone (3, 27). The 
slot model suggests that interactions of nonplanar solutes with 
the stationary phase are hindered by the difficulty of fitting 
a bulky, nonplanar solute between the alkyl chains. 

By comparison to the polymeric C,s phase, separation of 
the MW 302 isomers was very limited on the monomeric C,s 
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figure 8. Separation of MW 278 isomers on a TENF chal'ge-transfer 
column, with reversed-phase separation of planar and nonplanar PAH 
fractions: (A) TENF column, SO/50 (v/v) methyfene chloride/pentane; 
(B) fraction 1, polymeric C,. column, with gadIent elution, 85 - 100% 
(v/v) acetonitrile In water over 5 min with subsequent hold; (C) fraction 
2. same conditions as in part B. 

phase. With the same mobile-phase gradient "'I with the 
polymeric Cts phase, little separation of the isomers was 
achieved. A slightly improved separation resulted with an 
isocratic mobile phase (Figure 7B). The composition (85% 
(v Iv) acetonitrile/water) was selected to give overall retention 
comparable to the separation with the polymeric Cts phase. 
Five of the isomers coeluted in a band at approximately 17 
min; only two of the nine isomers were completely resolved. 
One of the nonplanar isomers eluted early (as with the 
polymeric Cts and charge-transfer phases), and the other 
nonplanar isomer coeluted with four other components. The 
results strengthen conclusions presented in previous 
studies-in general, better separations of P AH isomers are 
possible with polymeric Cts phases than with monomeric Cts 
phases. An empirical test has been developed that is useful 
in classifying Cts phase selectivity as "monomeric-like" or 
"polymeric-like" (25,28, 29). This test is based on the relative 
retention of nonplanar and planar PAH probes, namely tet­
rabenzonaphthalene (TBN, alternate name dibenzo[g,pJ­
chrysene) and benzo[aJpyrene (BaP), and the selectivity factor 
aTBN/BaP is used as a measure of this retention behavior. A 

A 

B 

c 

10 15 20 25 30 

Mlnut •• 

Figure 7. Separation of MW 302 PAH isomers on three reversed­
phase columns: (A) polymeric C,. column with gadlent elution, 85 -
100% (v/v) acetonitrile in water over 20 min with a subsequent hold; 
(B) monomeric C,. column, 85/15 (vlv) acetonitrile/water (isocratic); 
(C) pyrene column, 70/30 (v/v) acetonitrile/water (isocratlc). 

column with aTBN/BoP < 1 is representative of polymeric Cts 
phases; whereas aTBN/BoP > 1.7 is indicative of monomeric Cts 
phases. The aTBN/BoP value for the polymeric Cts column in 
this study was 0.72; for the monomeric Cts phase, aTBN/BoP 

was 1.74. The chromatograms in Figure 7A,B are typical of 
each phase type, and columns from other manufacturers with 
comparable aTBN/BoP values should give similar separations. 

Bonded phases based on unsubstituted aromatic ligands 
have the potential for two modes of interaction with 
solutes-solvophobic interactions and electron-donor 
charge-transfer interactions. However, unless solutes are 
potential electron acceptors (such as halogenated or nitrated 
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Table I. Capacity Factors and Shape Parameters tor Methyl-Substituted PAD. 

dihedral 

polymeric el8 
angle 

monomeric CIa polymeric CIa (high load) pyrene column charge of distortion, 

70% ACN (v Lv! 70% ACN (v/v) 85% ACN (v~ 60% ANC (v/v) transfer ldJ1 dog 

k' ~ 

methylchrysenes 
cbrysone 10.2 6.59 2.27 8.21 12.4' 1.72 
l·methyl· 16.7 12.2 4.92 12.3 15.7' 1.71 0.1 0 
2·methyl· 18.2 14.9 6.01 11.3 13.6" 1.85 0 0 
3-methyl- 16.1 10.1 3.13 lOA 14.1' 1.63 0 0 
4-methyl· 14.7 8.34 2.07 lOA 10.2' 1.51 -3.6 -8.7 
5·methyl· 14.7 7.69 2.03 10.6 11.3" 1048 4.3 -11.4 
6·methyl· 14.7 7.69 1.78 10.7 18.1' 1048 0 0 

methylbenz[a]anthracenes 
benz[a]anthracene 1.49 8.15 4.31' 1.60 
1-methyl- 2.05 10.2 4.62' 1.47 -24.7 
2·methyl· 1.55 10.1 5.08' 1.50 0 
3·methyl· 4.50 11.0 4.96' 1.71 0.05 
4-methyl· 1.66 10.9 6.63' 1.64 0.6 
5-methyl· 2.88 11.7 6.13' 1.43 0.2 
6-methyl· 1.59 10.7 6.11' 1.38 6.9 
7·methyl- 2.13 10.9 7.36' 1.50 11.2 
8-methyl· 2.43 10.2 5.31' 1.57 0.5 
10-methyl- 2.09 10.8 7.39' 1.59 -{}.5 

ll-methyl- 2.12 10.0 5.88' lAS 0 
12-methyl- 1.95 10.5 2048' 1.51 -26.7 

methylbenzo[c]phenanthrenes 
1.34' -24.1J" benzo[c]phenanthrene(BcP) 0.77 6.87 1.22 -23.7' 

I-methyl- 0.69 8.55 0.50' 1.21 -32.0' -22.9" 
2-methyl· 0.91 8.88 1.36' 1.17 -24.0' -23.6" 
3-methyl- 1.37 9.85 1.39' 1.36 -23.9' -23.8" 
4-methyl- 1.13 9.51 1.28' 1.36 -26.2' -22.6" 
5-methyl- 1.17 9.91 1.41' 1.22 -25.2' -23.2" 
6-methyl· 1.07 10.3 1.37' 1.12 -24.6' -25.6" 
1,12-dimethyl· 0.88 10.8 0.26' 1.26 -30.7' -30.1" 
5,8-dimethyl- 1.69 14.2 1.58' 1.25 -2204' -22.7" 

'Separation with 75/ 25 hexane/ CH,CI, (v/ v) . 'Separation with 50/ 50 hexane/ CH,CI, (v/ v) . tAngle OoIpqr". "Angle ·opq·. 

PARs), solvophobic mechanisms will dominate retention. The 
retention behavior of a bonded pyrene column was briefly 
examined for the MW 302 isomers (Figure 7C). A weaker 
mobile phase (70% acetonitrile/water) was required to give 
overall retention comparable to the two C.s phases. Little 
separation of the isomers was possible with this column. 
Despite the limited resolution, the two nonplanar isomers 
eluted first as with the polymeric CIS and charge-transfer 
phases. No retention of PAH isomers was observed for the 
pyrene column operated in the normal-phase mode (100% 
pentane), This is as expected, since pyrene ligands (electron 
donors) and PAHs (also electron donors) should not associate 
to form a donor-acceptor complex. 

Methyl-Substituted PARs, PAH isomers resulting from 
methyl substitution display many of the trends observed for 
unsubstituted isomers. While methyl substitution usually 
results in increased retention compared to the retention of 
the parent compound, Wise et al. reported thst certain methyl 
isomers elute before the unsubstituted parent compound (27). 
This anomalous retention behavior was attributed to the 
nonplanarity of certain methyl isomers and the resulting 
hindered interaction with the bonded-phase chains. In the 
current work, the retention behavior of several sets of meth­
yl-substituted PAHs was examined on the charge-transfer and 
pyrene columns, for comparison with monomeric and poly­
meric C.s phases, as well as with retention trends observed 
with unsubstituted PAHs. 

Relative retention data for various methyl-substituted 
cbrysene, benz[a)anthracene, and benzo[c)phenanthrene 
isomers (see Figure 8) are presented in Table I. L/ B ratios 
were calculated using procedures previously described (2). For 
non planar molecules, the L / B values listed were calculated 

7 6 
Chrysene 

8 7 6 

Benz[alanlhracene 

11 

10 
9 8 

Benzo[c)phenanlhrene 

FIgure a. Structu-es and nunbering conventions for methyt-substtlute 
four-ring PAH isomers. 
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Chrysene 
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1 2 

A 

5+6 

Chrysene 

3 2 
4 

B 

Chrysene 

4 \ 
5 
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3 1 

C 

10 15 20 25 35 

MINUTES 

Figure 9. Separation 01 ctvysene and methylchrysene isomers on 
various coUms: (A) monomeric C18 coum (mobile phase 70/30 (v/v) 
acetonitrile/water): (8) polymeric C" column (70/30 (vlv) aceto­
nitrile/water): (C) TCPP charge-transler coum (25/75 (vlv) methylene 
chloride/hexane). Peak numbers reler to the posHion 01 methyl sub­
stHulion. 

for the planar representation of the molecule. Dihedral angles 
of disoortion were determined from modeled struct.ures using 
the carbon aooms that define the bay region (27). Trends in 
retention for the methyl isomers are less defmed than trends 
for the MW 278, 302, and 328 isomer sets. Separations of the 
six methylchrysene isomers are shown in Figure 9, and in 
Figure 10 retention (k ' ) is plotted as a function of L / B for 
the charge-transfer and polymeric CIS columns. 4- and 5-
methylchrysene have nonplanar conformations due 00 steric 
hindrance of the methyl group in the bay region (see Table 
I). These isomers elute early on the TCPP charge-transfer 
phase, in a similar fashion 00 the nonplanar MW 278, 302, and 
328 isomers. Complete separation of the methylchrysene 
isomers was not possible with either of the CIS columns. All 
of the methyl isomers eluted after chrysene for the re­
versed-phase separations; however, Wise et al. (27) demon­
strated that nonplanar methyl-PAH isomers (including 

. ' 

20 

1S .. 
16 

~/7 , . 
12 

10 Ii. + 
~ Polymeric C l8 

/ + 
+ 

1.45 1.5 1.55 1.6 1.65 1.7 1.75 1.8 1.85 

US 
Figure 10. Solute retention (k') plotted as a function of LIB for 
methylchrysene isomers on polymeriC C'8 and TCPP columns. 

nonplanar methylchrysene isomers) elute before the planar 
unsubstituted parent PAH on heavily loaded, highly shape 
selective polymeric CIS phases. The elution order of 4-, 5-, 
and 6-methylchrysene on the CIS phases deserves a brief 
comment. Although 4- and 5-methylchrysene are nonplanar, 
6-methylchrysene is planar. Complete resolution of these 
isomers was not possible with either CIS phase. With the 
polymeric CIS column, 6-methylchrysene eluted before 4-
methylchrysene and coeluted with 5-methylchrysene. Even 
though the polymeric CIS phases exhibited considerable se­
lectivity ooward this isomer set, planar and nonplanar isomers 
were not separated in groups, as with the charge-transfer 
column. The overall elution order of the isomers is very 
different for the reversed-phase separations and the charge­
transfer separation. Retention of methylchrysene isomers with 
polymeric CIS phases follows the L / B of the solute (Figure 
10) (1,30). Retention with the charge-transfer phase is not 
as closely correlated 00 L / B, and it seems probable that in 
addition 00 shape effects, positive inductive effects of the 
methyl substituent playa significant role in retention with 
the charge-transfer phase. From a practical viewpoint, it is 
interesting to note that 6-methylchrysene is well separated 
from the other isomers on the charge-transfer phase. The 
separation of 5- and 6-methylchrysene, which have identical 
L/ B values, is very difficult using reversed-phase methods (24). 
Little selectivity ooward this isomer set was observed with the 
pyrene column (not shown), and all methyl isomers eluted 
after the unsubstituted parent. 

Structures determined for 1- and 12-methylbenz[aJ­
anthracene isomers exhibited appreciable non planarity (the 
disoortion angle of 7-methylbenz[aJanthracene determined 
with molecular modeling was -11 0, even though the methyl 
substitution was not in the bay region). With the TCPP 
charge-transfer column, 1- and 12-methylbenz[aJanthracene 
eluted before the other isomers; however, the 1-methyl isomer 
eluted slightly after benz[aJanthracene. All methyl isomers 
eluted after unsubstituted benz[aJanthracene on the pyrene 
column, with little apparent selectivity. 

The methyl-substituted benzo[cJphenanthrene isomers are 
interesting in that all of the compounds, including the un­
substituted parent, are non planar. Substitution in the bay 
region (the 1- and/or 12-position) increases this nonplanarity. 
Two dimethyl isomers are included in this set, 1,12- and 
5,8-dimethylbenzo[cJphenanthrene. For all of the methyl- and 
dimethyl-substituted benzol c Jphenanthrene isomers, the 
l ,12-dimethyl isomer was retained the least with the TCPP 
charge-transfer column, even though the addition of two 
methyl groups would ordinarily be expected to increase re­
tention substantially compared to the parent compound. In 
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fact, the 5,8-dimethyl isomer, which is not substituted in the 
crowded bay region has the greatest retention of the benzo­
[c]phenantbrene isomers studied. It is interesting to note that 
with the exception of the I-methyl and I,I2-dimethyl-sub­
stituted compounds, almost no separation of the benzol c]­
phenantbrenes was possible with the charge-transfer column. 
Low selectivity was also observed with the polymeric C,s 
column. The difficulty in separating these isomers can be 
attributed to the similarities in their overall shapes. The L / B 
values for the methylbenzo[ c ]phenanthrenes are within 0.24 
units of each other, and the dihedral angles of distortion are 
also similar. Because of these similarities, molecular shape 
provides little basis for discrimination. 

Polychlorinated Biphenyls (PCBs), Like PAHs, PCBs 
are widely distributed throughout the environment and due 
to their toxicity, the measurement of PCBs in environmental 
samples is of considerable importance. PCBs are the subject 
of intense study, and several excellent reviews have been 
published (31-33). There are 209 different PCB configurations 
(congeners) possible; however, only about half of these con­
geners are present in the environment, and a much smaller 
fraction are toxic (31). Among the most toxic PCBs are planar 
congeners with multiple chlorination at ring positions 3, 4, 
and 5. Chlorinated biphenyls for which no substitution is 
present at ortho positions (Le., 2, 2', 6, or 6' positions) are 
classified as non-ortho or planar (often denoted as 'coplanar") 
PCBs, since planar conformations are permitted sterically. 
PCBs with two or more ortho chlorines are sterically con­
strained from the planar conformation; these compounds are 
referred to as nonplanar PCBs. Chlorinated biphenyls with 
a single ortho chlorine (mono-ortho PCBs) have intermediate 
properties and are usually grouped separately. McKinney et 
a!. have reported that all non-ortho PCBs have rotational 
energy minima at ~42°, with rotational barriers of 3.6 and 
2.3 kcal mol-' at 0 and 900

, respectively (34) . A shift in this 
minimum toward 900 occurs with ortho substitution. 

Because PCBs are highly halogenated, these compounds 
form complexes with electron-donor (ED) charge-transfer 
phases. Separations of PCBs have been reported on car­
bon-based sorbents (35, 36), and retention is attributed to 
formation of a charge-transfer complex between the elec­
tron-rich graphite surface and the electron-deficient PCB. 
Recently, Haglund et a!. have reported the use of a bonded 
pyrene column to separate planar and nonplanar PCBs using 
hexane as the mobile phase (37). In the current study, en­
hanced separation of planar and non planar PCB congeners 
was achieved using a pyrene bonded phase at subambient 
temperatures. A separation of a mixture of PCB congeners 
is shown in Figure 11. Peak identifications refer to IUPAC 
numbering convention for PCB congeners (31). At room 
temperature, PCB retention is limited. Since retention cannot 
be increased by using weaker normal-phase solvents (the 
elutropic strength parameter for pentane is 0.00), retention 
was increased by reducing column temperature. Reduced 
column temperature was conveniently obtalned by immersion 
of the column into a ice water slurry in a Dewar flask. Tem­
perature stability with this simple apparatus was excellent 
(±0.1 DC). Nonplanar PCBs were observed to elute before 
mono-ortho substituted PCBs. Planar (non-ortho) PCBs 
eluted last, with significant separation of the individual iso­
mers. The nonplanar conformation of the ortho-substituted 
PCBs reduces the strength of charge-transfer complexes with 
the pyrene moiety, and retention is reduced compared with 
planar PCBs. As with P AHs separated on EA charge-transfer 
columns, class separations of planar and nonplanar PCBs are 
possible on ED phases. This result is of considerable practical 
significance since separation of planar and nonplanar PCB 
fractions are required with many GC methods to eliminate 
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Figure 11. Separation of selected planar and nonplanar PCB con­
geners (SRM 2262 + PCBs 103, 127, 169, 198, and 204) on a bonded 
pyrene column at T = 0 DC and pentane mobile phase. Peak iden­
tifications refer to IUPAC numbering convention for PCB congeners. 

coelution of critical PCB pairs. Use of subambient column 
temperature improves this class separation and thus facilitates 
fraction collection in real samples. The application of pyrene 
columns at subambient temperatures to the fractionation of 
planar and nonplanar PCBs in environmental samples will 
be reported in detail elsewhere. 

CONCLUSIONS 

Shape recognition in liquid chromatography varies dra­
matically with stationary phase properties. Among re­
versed-phase C,s columns, better separations of P AH isomers 
are usually possible with polymeric phases than with mo­
nomeric phases. Electron-acceptor charge-transfer phases 
based on tetrachlorophthalimidopropyl or tetranitrofluor­
eniminopropylligands provide class separations of P AH iso­
mers. Nonplanar isomers form weak charge-transfer com­
plexes and have low retention; planar isomers form strong 
complexes which result in high retention. Similar class sep­
arations of ortho and non-ortho PCBs are possible with 
electron-donor charge-transfer phases. Because charge­
transfer phases are used in the normal-phase mode, samples 
can be prepared in nonpolar solvents, thus eliminating solu­
bility limitations. The unique retention mechanisms of 
electron-acceptor and electron-donor charge-transfer phases 
make these columns an excellent complement to polymeric 
CIS phases for the separation of rigidly structured aromatic 
compounds. 
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Role of Charge Suppression and Ionic Strength in Free Zone 
Electrophoresis of Proteins 
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The fr.. zone electrophoretIC mobIIty 01 proteins can be 
predicted from the protein'. amino acid content by applying 
a model based on the Debye-Hiickle-Henry theory and 
Hendenon-Ha_lbalch equation. Calculated mobllll .. are 
alway. greater than actual mobllty but a pH-Independent 
proportionality (described by the constant F z) Is found be­
tween the two. 11Ius, determination Of a protein'. mobility at 
_ pH alows, with the ... 01 the model and Fz, ,~alculatlon 

Of Its mobIlty et other pH conditions. 11111 leads directly to 
optimum condItIonI for the electrophoretic resolution Of pro­
tei .. In capRlary zone electrophore.. 11Ie fundamental na­
twe 01 Fz II examkled and found to be a function 01 a proteins 
molecular weight, charge, and solution ionic strength. ThIs 
work alell In explaining the form Of previously proposed em­
pirically based equations for peptide and protel11 mObll"y. 

• Corresponding author. 
1 Curren t address: ZymoGenetics. 4225 Roosevelt Way NE. Se· 

attIe, WA 98105. 

INTRODUCTION 

Optimization of the electrophoretic behavior of solutes such 
as proteins in the free zone capillary mode (CZE) requires an 
understanding of how experimental parameters and the in­
trinsic features of the protein itself interact to give a result. 
The most common way of describing such behavior is by a 
protein's electrophoretic mobility, u, which is defined as the 
steady-state velocity of a protein under unit field strength. 
As a starting point, a summary of various electrophoretic 
mobility functions previously derived for a variety of solutes 
is presented in Table 1. Though this list is not comprehensive, 
it illustrates the variety and differing complexity of rela­
tionships describing how u varies with solute parameters such 
as size, charge, and shape and solution parameters such as 
temperature, viscosity, dielectric constant, and ionic strength. 
More exact theories than those used to derive the cited ex­
pressions have been developed. For instance, Booth (7), 
Overbeek (8), and Gorin (9) have all introduced detailed and 
insightful treatments. These works are considered useful for 

0003-2700/91 1036~·2597$O2.5010 © 199' American Chemical Society 
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Table I. Summary of Electrophoretic Mobility Relationships 

equation application comment 

(1) u = Za
e 

6'11"rsn 
general expression for zero ionic strength based on Stokes' law of viscosity (1) 

Z.e~(kr) 1 
(2) u = S"nrs i+'k approximate expression for conducting solutions Debye-Hiickel-Henry theory (I) 

k(I)Z, 
(3) u = K(2)M'/3 + K(3)Il/2M'/3 

Z,e(f If,) 
(4) u = 5rwn 

k'Z 

derived for proteins from eq 2 (2) 

small ions used to study ion (f/fJ (3) 

(5) u = M'/~ peptides in paper electrophoresis Offord's equation, empirically based (4) 

k'ln (Z, + I) + k" 
(S) u = m'o ... 

Ce'l 
(7)u=­

n 

peptides in free zone CZE empirically based on eq 7 (5) 

colloids in ionic solutions basis for the I potential (6) 

C = I I ,(Huckel equation) to 11 ,(Helmholz-Smoluchowski equation) 
e = electronic charge 

n = solution viscosity 
nr = number of amino acid residues 
~(kr) = Henry'S function e I = medium dielectric constant 

eo = permissivity of free space 
(flf,) = frictional ratio 
I = solution ionic strength 
K(1) = ~(kr)e 
K(2) = 6"n(flfJ(4"N/3ut1/ 3 
K(3) = 6"n(21/'Ne(e,e'RT)-I/')(f/f,)'(4"N/3u)--2/3 
k', k" = empirical constants 
M = protein molecular weight 
N = Avogadro's number 

illustrating the complexity of the subject but do not easily lend 
themselves to practical solutions. 

With regards to Table I, eq 1 is the classic electrophoretic 
mobility function, based on Stokes' Law, which states that 
solute mobility is a direct function of its charge (Z,e, where 
Z, is the actual or effective valence of the solute and e is the 
charge of an electron) and inversely related to the frictional 
drag on the solute (S.-r,n, where r, is the solute Stokes radius 
and n is the medium viscosity). Though widely cited and 
applied to CZE, it has limited utility because it does not take 
ionic effects on mobility into consideration. 

Equation 1 can be made more useful by applying the De­
bye-Huckel theory, as shown in eq 2, to account for ionic 
affects. This expression also incorporates Henry's function 
(<I>(kr)) and is relatively accurate in principle for describing 
how u varies with both the nature of a solute and its envi­
ronment (1, 6, 10-13). The main limitation of utilizing this 
expression for the optimization of CZE separations is that its 
solution requires knowledge of both a solute's Stokes radius 
(r,) and actual valence (Z.) . The Stokes radius is obtained 
from diffusion or sedimentation studies, while Z. is most 
accurately determined from membrane potential measure­
ments (12, 14). Since both r, and Z. are dependent on solution 
conditions such as pH, ionic strength, the nature of the ions 
present, dielectric constant, and temperature, they must be 
measured under conditions identical to those used for elec­
trophoresis. 

Equation 3 was derived from eq 2 in an attempt to arrive 
at a more useful, albeit more approximate, expression for 
describing protein mobility. This involved the substitution 
of protein molecular weight (M) for protein equivalent radii 
and calculating valence from protein sequence information 
and the Henderson-Hasselbalch equation (2). Thus, a pro­
tein's amino acid content is used for direct calculation of a 
protein's molecular weight and, with an estimate of a protein's 

R = gas constant 
rs = Stokes radius 
rw = van der Waals radii 
T = absolute temperature 
v = partial specific volume 
Za = actual solute valence 
Z, = calculated solute valence 
1= t potential (particle surface charge density) 

partial specific volume (v) and frictional ratio (f/f,), allows 
calculation of a radius equivalent to Stokes' radius (15, 16), 
A protein 's amino acid content is best determined from se­
quence information as opposed to amino acid analysis, due 
to the lability of certain amino acids to protein hydrolysis 
conditions. Also, it is noteworthy that once calculated valence 
(ZJ is determined as a function of pH, the resulting pH-va­
lence curve is of limited usefulness because of the requirement 
for the determination of a proportionality constant (F z) to 
equate Z, with Z, (Z. = Z,/Fz, see ref 2). Since the nature 
of Fz is currently unknown, Fz will be investigated here with 
respect to the role that charge suppression plays on deter­
mining net protein charge. 

Equation 4 is similar to 1 but based on van der Waa1s radii 
and has been used to account for the frictional ratio (f/f,), 
a measure of solute symmetry, of small solutes (3). It is 
mentioned because it aids in understanding the limitations 
of eq 1 for applications involving solutions of high ionic 
strength but also shows under what conditions eq 1 is ap­
plicable. 

Due to the complexity of the subject, attempts at describing 
mobility of macromolecules such as peptides and proteins has 
often required an empirical approach. Thus, eqs 5 and 6 
resulted fwm mobility data of model peptides and proteins, 
The former expression was originally developed for paper 
electrophoresis and has recently been successfully applied to 
the free zone capillary mode (16-19). The latter expression 
was specifically developed for describing mobility of peptides 
in the free zone capillary mode (5). This expression (eq 6) 
is of interest since it shows that calculated valence (Z,) is 
proportional, as will be discussed further, to actual valence 
(Z.) by a complex logarithmic function. It also illustrates that 
the molecular weight dependency of mobility can be different 
than that predicted by the other expressions, with the ex­
ception of' eq 3. Equation 3 was actually derived to account 
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for the discrepancies between eqs 5 and 6 and the flmdamental 
expressions (eqs I , 2, and 4). 

Equation 7 is an interesting and familiar expression for 
describing the mobility of colloids. The basic form of this 
equation has been attributed both to Hiickel and to Hehnholtz 
and Smoluchowski, and the difference between their results 
has been reconciled by the work of Henry (J, 6, 1 n. It should 
be noted that this equation can be derived from eq 2 when 
one considers that the r potential of a particle (its surface 
charge density) determines particle mobility at high solution 
ionic strength and large solute radii, as noted indindly during 
the derivation of eq 3 (2). It is mentioned since it is often cited 
in reference to the mobility of nonmacroscopic solutes in CZE, 
but since it is a direct extrapolation of eq 2 to the limiting 
case of solutes of large size in high ionic strength huffer, this 
many not be an appropriate use of the expression. 

This brief survey indicates that the subject of solute elec­
trophoretic mobility is complex. This is particularly true for 
proteins since these large molecules show zwitterionic char­
acteristics and secondary structure which make simple de­
scription of their charge and size difficult. Sinc" there is a 
compelling need for analyzing this type of mater! al, the un­
derstanding of CZE for this application requires a practical 
solution . With this in mind, as mentioned, eq 3 was derived 
from eq 2 such that the solute size dependency can be ex­
pressed in terms of molecular weight rather than solute radii. 
Thus, this equation is an initial attempt at adding practicality 
to the use of eq 2. This is further manifested in the use of 
Z" rather than Z., since Z, is easily calculated for 8. particular 
solution pH from the amino acid content of a protein. Un­
fortunately, as noted, the difference between Z, and Z. re­
quires the use of a proportionality factor, Fz. Interestingly, 
the complex u dependency on Z, seen in eq 6, as has been 
previously noted, must be due to the nature of F;: since this 
eq 6 actually equates Z, and Z.. Though the nature of F z is 
expected to be complex, it warrants further study. 

Role of Protein Electrostatics on Charge Suppression. 
The classic work of Longsworth (20), Abramson (21, 22), and 
Beychok (23) , to name a few, have shown that a direct pro­
portionality exists between the valence of a protein determined 
by titration (ZJ and u. Furthermore, this proportionality is 
independent of pH. A$ mentioned, membrane potential 
measurements have been shown to give a more exact measure 
of effective protein valence in that they agree wi th valence 
measured by electrophoresis (J 2, 14). 

To explain these results, we refer to the classic work done 
on protein electrostatics. Kirkwood and Tanford (24) have 
shown that the measured titration curves, both for free con­
stituent amino acids and the protein itself, ove:restimates 
actual valence because of surface electrostatic charge sup­
pression. The determination of detailed protein surface charge 
distribution directly from sequence data is an unsolved 
problem, but an approximate relationship can be utilized to 
help explain the differences between Zt, Zoo and Z. , and be­
tween eqs 1-4 and 6, particularly the complex form of the 
charge relationship seen in the latter. 

To determine the nature of Fz, albeit in an approximate 
fashion, the classic expression for charge suppressi.on is used 
(24) 

pH = pKmt - O.86SwZ. + log (a/(l - a» (S) 

where pH is solution pH, pKmt is the intrinsic ionization 
constant for a particular amino acid side chain, and w = 
[eW / 2e'e.,R71 [r-I - [h/ (l + hri»). where e' is the solution 
dielectric constant, eo is permissivity of free space, R is the 
gas constant, T is the solution temperature, h is the Debye 
parameter, and ri is the sum of the radii of solute arid solution 
ions. Thus, w is a complex variable whose magnit.ude is de­
pendent on protein and solution ion radii and solution ionic 

strength. Also, a is the degree of ionization of the amino acid 
in question. In the past, Z, was calculated from 

Z = I: p. -I: N. 
, 1 + IOpH-pK(P.J 1 + IOpK(N·J-pH 

(9) 

where p. and N. are the number of cationic and anionic amino 
acids of a particular type (eg. n = 1-5), respectively, and the 
pK values refer to their respective ionization constants (26). 
This is a general expression that can be applied to other non 
amino acid ionizable groups, such as those attributed to 
posttranslational modification of proteins, by treating these 
groups in an fashion analogous to that of the amino acids. 

An expression for actual protein valence results from sub­
stituting eq 8 into eq 9 to give 

Z. = 

I: ~ -I: ~ 
1 + lOpH-pK(p. J+o.868wz. 1 + IOpK(N.)-pH-o.0868wz. 

(10) 

Given that F z = Z,/ Z .. the ratio of eqs 9 and 10 gives 

1 + IOpH- pK(p.J+o.868wz. 

F Z = .::....-I-=-=+-IO-p-:H=--p"CK:::(j''''.7'J- (11) 

where, for simplicity, it is assumed that n = 1 and N. = O. 
Since F z is independent of solution pH, we can solve for F z 
in the limiting case of pH - pK(Pn ) - 0 to arrive at 

log (Fz - %) = O.S6SwZ. + log y, (12) 

and substituting for w gives 

O.868e'NZ. 
log (F - Y:) = + log I, 

Z , 2e'e.,RT[r-1 _ (h/(1 + hri»] " 
(13) 

A further substitution of molecular weight (M) for protein radii 
(r) can be made, as was done in deriving eq 3, by using the 
expression r, = (3Mv / 41rNl I/ 3(f/ f.). We also assume that, for 
the case of large solutes such as proteins, r. approximates rio 
Upon substitution of this into eq 13, we arrive at 

log (Fz - %) = Z.h lh, [Ml/3 + hhl M2/3] + log % (14) 

where hi = [3v/ (41rNll' /3(JffJ and k. = (0.868e'Nl/ (2e'e.,RT). 
There are a number of interesting aspects to eq 14. First, 

its general form is similar to the mobility-eharge dependency 
seen in eq 6 and gives one explanation as to why valence 
calculated from amino acid content of peptides or proteins 
(Z,) results in a charge dependency different from the direct 
proportionality otherwise shown in Table I. Secondly, the 
expression indicates that the magnitude of F z depends on the 
actual charge of a protein (Z.), its molecular weight (M), and 
solution ionic strength (as [II' through the Debye parameter, 
h). The molecular weight dependency is complex and varies 
between Ml/3 and M'/3 depending on I . Substitution of I = 
70 mol/m3, v = 7.3 X 10-4 m3/Kg, and (f/f.) = 1.0 into eq 14 
gives hhl = 0.57, which indicates that under this condition 
of ionic strength, F z tends to have a dependency intermediate 
between Ml/3 and M'/3 (ie. Mil ') . 

Since eq 14 is based on a simplistic model of charge sur­
pression, it is not surprising that further attempts at its use 
for quantitative predictions of F z fail. The main limitation 
of the model is that it does not account for the differential 
suppression of individual amino acid side chains. The results 
of this become obvious when one examines eq 10, which does 
not give the constant proportionality with eq 9 that is de­
scribed for actual titration and mobility results. Also, eq 12 
fails in providing reasonable quantities for Fz as well. Though 
not completely satisfactory, these expressions, particularlyeq 
14, can be used in a semiempirical fashion to study the nature 



2800 • ANALYTICAL CHEMISTRY. VOL 63. NO. 22. NOVEMBER 15. 1991 

Table II. Summary of Calculated and Measured Mobility 

IOSu, 

caled M, pH 2.5 m'/(Vs) 

protein kg/ mol Z, Z. u, u. Fz 

a·lactalbumin 14.186 16.2 5.85 9.84 1.56 2.77 
trypsin inhibitor 20.100 21.0 5.14 11.4 1.31 4.08 
carbonic anhydrase 28.851 38.0 9.03 18.2 1.41 4.21 
chicken ovalbumin 42.749 41.8 10.2 17.6 1.39 4.10 
human serum 66.407 98.5 17.4 35.5 1.85 5.66 

albumin 
phosphorylase b 97.288 130.9 19.3 41.7 1.66 6.77 
,B-galactosidase 116.00 117.4 19.7 35.5 1.52 5.97 
chimeric-L6 IgG 147.76 152.9 18.3 42.6 1.23 8.37 

II Calculated from eq 9 and respective amino acid content at pH 
2.5. • Determined from mobility date (u.) and eq 3 as described in 
the text. 'Calculated from eq 3 and Z,. d Relative standard devi­
ation for the measurement is estimated to be 5 %. Most errors as­
sociated with this measurement were systematic and corrected for 
using adenosine as an internal marker of mobility. 

of F z for model proteins. A more elaborate model has been 
developed which significantly modifies eq 8, but its complexity 
limits its practicality (25). 

EXPERIMENTAL SECTION 
Experimental conditions and equipment have previously been 

described (2). Briefly, free zone capillary electrophoresis (CZE) 
was used for mobility determinations using a Biorad HPE 100 
(Biorad Corp., Richmond, CAl and a 25 I'm i.d. coated capiUary 
that is 20 em between electrode reservoirs (LJ and 17.2 cm from 
site of sample introduction to detection (L,.). A variety of different 
ionic strength orthophosphoric acid buffers (sodium salt), as 
described in the text, were used at a pH of 2.5. All chemicals 
except the model proteins were reagent grade from Fisher Sci­
entific (Pittsburgh, PAl. All determinations of mobility were done 
in triplicate with buffer flushes between individual runs. Except 
for chimeric LS. an antineoplastic human-mouse chimeric anti­
body, which was prepared in-house (2) , all model proteins were 
purchased from Sigma Chemical Co. (St. Louis, MO) and prepared 
as approximately 1 mg/ mL in physiological phosphate-buffered 
saline. They were subsequently diluted with deionized water to 
50-100 Ilg/ mL concentration prior to analysis and applied to 
capillary by electromigration. Previous studies regarding the 
sample buffer composition effects on solute migration indicated 
that solute band shape and size were greatly affected by variations 
in this parameter but not solute mobility (2). 

Sequence and amino acid data were obtained from the data 
base GenePro (Riverside Scientific Enterprises, Bainbridge Island, 
WA). The pK. values chosen for respective amino acid side chains 
have been given in ref 2. 

The nature of F z can be examined by determining u for a 
variety of proteins, calculating Z. from these determinations and 
eq 3 and Z, at the pH of interest from eq 9, and determining Fz 
from Z,/ Z •. Alternatively, Fz can be determined from the ratio 
of calculated to actual protein mobility (u,/ u.) as is done here, 
where u. is measured and u, is derived from eqs 3 and 9 (2). This 
was done by determination of the mobility of the series of model 
proteins shown in Table II at pH 2.5 in a sodium ortho phosphate 
buffer solution at ionic strength 70 mol/ ms (0.1 M) . These 
conditions were chosen because at this pH electroosmotic flow 
within the capillaries is low, the titration curves of the proteins 
indicate that this is a relatively unchanging portion of the curve 
(i.e. 8 region which is insensitive to changes in experimental 
conditions), and the proteins under investigation were all positively 
charged, simplifying measurements. 

The resulting migration times (t) for each protein were used 
to determine u. from the expression u = L.L,/ Vt, where Ld and 
L, are previously defined, V was 8.0 kV, and t was measured in 
seconds. 

Alternatively, studies on varying ionic strength were conducted 
at 2.0 kV to reduce capillary Joule heating as previously discussed 
(2). All work was conducted at room temperature (25 ·C). 

In calculation of the values for u, (from eqs 3 and 9 and the 
respective amino acid contents of the proteins), values for (f / fJ 
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Figure 1. Calculated valence (Z ,) as a function 01 pH lor (at pH 2 In 
descending order 01 charge) chimeric L6 IgG, phosphorylase b , (J­
galactosidase, human serum albumin, chicken ovalbumin, carbonic 
anhyaase, trypsin inhllllor, and a.ec\al)"'*>. WNIe Zc Is calculated 
to be large for some pmteins, charge St4lP'essIon as determined usi1g 
capillary zone electrophoresis, results In much lower actual charges 
(Z.) as tabulated lor pH 2.5 in Table II. 

and Henry's function were taken to be unity, v was assumed to 
be 7.3 X 10-< ma/ kg (2,16), andK(l) = 9.50 X 10-18 m'/(V s), K(2) 
= 6.62 X 10-10 (moP/' m) / kg1/s, and K(3) = 4.55 X 10-11 (m6/ . 

moP/Oj /kg2/'. Coefficient K(3) is defined differently here than 
in ref 2; in this instance, it does not incorporate the ionic strength 
term. This term is shown directly in eq 3 to emphasize the role 
this attribute of the system buffer plays in determining solute 
mobility. Table II is a compilation of the information resulting 
from these calculations and measurements. 

RESULTS AND DISCUSSION 
A pract ical means of optimizing resolution in CZE is to 

predict the mobility of respective solutes as a function of 
experimental conditions. The most effective means of con­
trolling protein mobility is by changing solution pH, since this 
directly changes protein valence and valence is the solute 
parameter which determines mobility to the greatest extent. 
Given the amino acid content of a protein, its titration curve 
can be calculated from the Henderson-Hasselbalch equation 
(26). The resultant titration curve has two features of interest 
Firstly, it predicts with reasonable accuracy (:1:0.2 pH unit) 
the isoelectric point (pI) of a protein, as has been demon­
strated with regard to showing the validity of these calculations 
(26). However, no attempt has been made at demonstrating 
that calculated valences at pH conditions different from the 
pi of the protein are valid since this is not easily accomplished. 
Thus, the second feature of these titration curves is that they 
most likely do not predict correctly the valence of a protein 
at conditions where the protein has reasonable charge. The 
basis for t his statement is that eq 6 is empirically based on 
calculated valence and yet does not conform to well-estab­
lished mobility relationships with regard to the charge-mo­
bility relationship described. The inconsistent form of this 
equation must be due to the way in which valence is estimated, 
i.e. calculated rather than measured by titration or membrane 
potential, since eqs 1-4 show that a direct relationship exists 
between valence and mobility. This inconsistency can be 
accounted for, in a general fashion, by classic concepts re­
garding protein electrostatics (24, 25). 

The use of calculated valence-titration curves is particu1arly 
compelling since, as shown in Figure 1 for the model proteins 
examined here, their direct inspection illustrates solution pH 
condition, wbere CZE resolution of respective proteins should 
occur. Similar mobility-pH curves can be generated using 
eq 2 or 3. This is illustrated in Figure 2 for human serum 
albumin (HSA), where mobility is calculated using the pa­
rameters mentioned in the Experimental Section. Also shown 
in this fifure are CZE mobility results measured below and 
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fig .... 3. Correlation of protein charge suppression (Fz ) to molecular 
weight according to eq 15 (data taken from Table II). While eq 15 
is expected to be IneXBcI, adIItIonaI scatter In the data probably ~ 
from using a constant value for (flf,) and v when u, is calculated using 
eq 3. 

above the p[ of HSA. The difference in the predicted and 
actual mobilities can be accounted for by calculating a charge 
suppression factor (F z) at pH 2.5 and recalculating the pre­
dicted curve using this factor. When this is done, the predicted 
and measured curves are coincident. This relatioru:hip is not 
surprising, considering the classic free zone electrophoresis 
and corresponding membrane potential and titration work 
previously cited. It has also been previously demonstrated 
for isoelectrotype resolution of IgG (2). 

The calculated values of F z for the eight model proteins 
are listed in Table n and plotted according to eq 14 using the 
simplified expression 

log Fz = aZ"Ml/2 + b (15) 

as shown in Figure 3. The line shown in the f1gU1"e represents 
linear regression analysis of the experimental data fit to eq 
15 where a = 0.0466 (standard error 0.00668), b = 0.341 
(standard error 0.0546), and R2 = 0.890. Thus, for an ionic 
strength of 70 mol/ rna, the log Fz of a protein is proportional 
to M'I', which is intermediate between radii and swface area. 
The charge suppression model expressed by eq 14 appears to 
fail in a quantitative sense. This is not surprising when one 
examines in detail eq 8, the basis for eq 14, since this equation 
does not correctly predict the relationship between Zt, Zoo and 
Z.. The reason for this is that the expression is based on a 
model that assumes all charges on the surface of a protein are 
suppressed to a similar extent as the charge density increases. 

This is clearly not the case since protein surface charge dis­
tribution is not expected to be uniform. A more detailed 
model has been proposed but is difficult to apply due to its 
complexity and requirements with regard to knowledge of the 
actual spatial distribution of surface charges (24). Other 
limitations of the approach discussed here, that the assump­
tion that peptides have similar secondary structure and that 
their Stokes radii can be approximated from M and v, are all 
simplifications that attempt to add practicality to the subject. 
Also, this work assumes the proteins under investigation have 
similar u and t / to on the basis of average values for generalized 
proteins (2), and again, this is not valid. Considering the 
complexity of the subject and the diverse nature of the model 
proteins, it is interesting that a reasonable relationship does 
exist between F z and M. This not only aids in explaining the 
difference between eq 6 and the other equations mentioned 
in Table I but also shows that approximate values for Fz may 
be predicted a priori. 

Though eq 14 is an approximation, it can be used in its 
simplified form (eq 15) by substitution into eq 3 to give a 
generalized expression for the electrophoretic mobility of 
proteins 

K(I)Z, lO-aMb+, 
u = am 

K(2)M'/a + K(3)/Jl/2M2/ 3 

where a, b, and c are experimentally derived factors. This 
expression indicates that, in dealing with calculated charge 
(ZJ and ionic solutions, eqs 1 and 2 take on different and 
complex forms. For instance, the molecular weight depen­
dency of u is not simply based on solute radius (eq 1) or 
surface area (eq 7) but is a complex continuous function of 
M'/a to M2/a. The charge dependency is equally complex, due 
to charge suppression and ionic factors. 

For any particular protein, eq 16 functionally reduces to 

u = Zc/C'M"' (17) 

where Ze is from eq 9 and the amino acid content of a protein, 
e', is experimentally determined (for instance, at pH 2.5) and 
becomes an aggregate constant encompassing [l/2, K(I), K(2) , 
K(3) , and m = 1/ 3..2/ 3' depending on [ and M. The predictive 
nature of this equation, used in a semiempirical fashion, has 
been demonstrated for the case of 19G isoelectrotype resolution 
(2). 

One shortcoming of the empirical models that resulted in 
eqs 5 and 6 was that in their derivation the respective roles 
of solution pH and ionic strength were not considered nor 
extensively discussed. Equation 16 indicates that [ has rel­
atively general affects on u. According to the Debye-Huckel 
model, the mobility relationship should be that u is propor­
tional to [-1 /2, as has been previously demonstrated (14). 
Figure 4 illustrates this relationship for human serum albumin. 
As ionic strength increases, the ionic shell of the protein also 
increases, effectively increasing rs and decreasing u. Com­
plimentary to this, the effect of [ on F z is shown in Figure 
5. As with u, ionic strength effects on F z are seen to be 
nonselective in nature. Thus, changes in solution ionic 
strength are not expected to change solute resolution dra­
matically unless specific ionic interactions between a particu1ar 
ion and solute occur. This in turn indicates, as is generally 
accepted, that solution pH plays the most significant role with 
regard to solution parameters, in determining free zone mo­
bility and selectivity of proteins. 

While this work attempts to aid in understanding how the 
mobility of complex solutes such as proteins are dependent 
on the nature of both the protein and the surrounding solution 
and does offer a predictive value with respect to equating 
mobility results to the calculated charge of a protein as a 
function of pH, the complexity of the subject does not appear 
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fig ... 5. Plot of the relationship of Fz and [ at pH 2.5 for (top-to­
boIIom) human serum albumin, phosphorylase b , and carbonic an­
hydrase, using the functional form of eq 14. These resutts are con­
sIsIenI with the expected relationship of Fz to I, in that as soIuIIon ionic 
strength Increases, a protein can carry greater surface charge and 
Fz should decrease. The general nature of Fz is also Illustrated by Hs 
observed proportional decreases being similar, and t therefore non­
selectlve, for each protein. 

to lend iteelf to a simple exact solution. One aspect of CZE 
that is often overlooked is that this technique presente itself 
as an elegant and convenient tool for investigating surface 
charge characteristics and specific ionic interaction of proteins. 
As more work is done using CZE, a better and more satisfying 

understanding of the behavior of protein mobility should 
present itself. 
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w. have compared the use of stable and racloactlv. IIoIopes 
for determining the concentrallon of telurtum In body fluids 
of animals end man, epeclllcally In the blood plasma of rab­
bits. Particular effort has been devot.d to de •• loplng a 
sample-proceaslng technique that allows the total amount of 
t"urtum and Isotope ratios to be measured by IJI aphlt. fur­
nace atomic absorption spectrometry (GFAAS) and aecond­
ary Ion ma .. spectrom.try (SIMS), r.spectlv.ly, Th. pro­
cedur. employed In the SIMS analysis Is dlscusaed In detal. 
Inv"'lgatlons on the plasma clearanc. and the fractional 
Intestinal abeorpllon were carrted out on four rabbits. Tracer 
solutions contalnlng.table t .... rtum enriched In '''''r. or 12''T. 
and radloactlv. telurtum ('2...,.. or '-r.) were adrnHsIered 
by gavage and/or InIrav.lIOUIIy. Blood samples were drawn 
during th. first 2 days aft.r appllcallon. Th. activity of th. 
separat.d plasma was m.asur.d by standard 'Y ray epec­
trometry. After wet asI*Ig and solvent .xtractlon with MIBK 
th. samples w ... analyzed for stable t .... lum. A detectton 
limit of 1 ng/mL of plasma could b. achl.v.d wH:h GF AAS. 
For SIMS analysis th. processed samples were deposited on 
hlgh-purlty graphlt. backings. R.Rable ISOtope rlltlo8 cOUld 
be determined wHh sample fractions containing 1 ng of t.l­
lurlum or .v.n Ie... Th. results obtaln.d by applying stabl. 
lsotop •• w.r. found to b. In good agr._nt with th. data 
achieved by U8Ing racloactlve tracers. Stucllel on the Intes­
tinal abIOrpIlon and the metabole behavior of t"lurIum In 
human volunt .... may thus be p.rform.d with stabl. Iso­
top.s. 

INTRODUCTION 

Tellurium is a rare nonessential trace element. It enters 
the environment of man mainly due to its increaBing usage 
in industry, particularly in semiconductor device fabrication 
(1). Information on the intestinal absorption and the meta­
bolic behavior of tellurium after incorporation is of concern 
from the point of view of occupational medicine and envi­
ronmental protection. Interest in the metabolism of this 
element is also stimulated by the recent discovery of the new 
tellurium-based irnmunomodulating compound AS .. 10l (2,3). 
Very few experimental studies on the metabolism or tellurium 
have been reported previously, and available data relate to 
animals only (4, 5). Studies on tellurium in human beings are 
highly desirable, therefore. 

1 Present address: The Prince of Wales Hospital, Department of 
Radiation Oncology, Randwick, NSW 2031, Australia. 

In the past the biokinetic parameters of trace elements in 
animals and man have commonly been derived from exper­
iments involving radioactive tracers. Due to the increasing 
number of restrictions limiting the in vivo use of radioactive 
substances in both women and men there is a need for 
methods based upon the application of stable isotopes. The 
purpose of this work was to develop procedures for deter­
mining the absolute and the relative content of tellurium in 
body fluids, specifically in the blood plasma, which constitutes 
the major transfer compartment in the organism. 

Investigations on the plasma clearance and retention merely 
require a measurement of the total amount of tellurium in 
a known quantity of plasma. Atomic absorption spectrometry 
(AAS) appears to be the method of choice for this purpose. 
Background problems would not be expected to be critical 
since the natural concentration of tellurium in blood is rather 
low (6). In order to determine the fractional intestinal ab­
sorption it is necessary to distinguish the administered tracer 
from another tracer applied via the intravenous route. The 
desired information can be derived by using a double-isotope 
technique, provided suitable isotopes are available. The 
concentration ratio of the employed isotopes may generally 
be measured by mass spectrometric means or, in favorable 
cases, by activation analysis. In this work we have explored 
the use of secondary ion mass spectrometry (SIMS). On the 
basis of the experience recently gained from studies on iron 
in blood (7,8), we had to expect that chemical processing of 
the blood samples would be required prior to a meaningful 
SIMS analysis. 

EXPERIMENTAL SECTION 

'Y Ray Spectrometry. The radioisotopes 12lmTe and 123mTe 
employed in this work were prepared at the research reactor 
Geesthacht, Germany, by neutron activation of the enriched stsble 
isotopes l"'Te and l"Te (purchased from AERE, Harwell, U.K.). 
The half-times tl /2 and the major 'Y energies E, are as follows: 
1'lroTe tl/2 = 154 days, E, = 212 keY; 123mTe tl/2 = 119.7 days, 
E, = 159 ke V. The activity in the administered solution as well 
as in the unprocessed plasma samples was measured with a 
well-type sodium iodide detector (Packard Auto-Gamma scin­
tillation spectrometer 5260 with a Canberra Series 35 multichannel 
analyzer) and standard data acquisition techniques. 

Graphite Furnace Atomic Absorption Spectrometry 
(GFAAS). The tellurium content in the administered solution 
and in the chemically processed plasma samples was determined 
by using an atomic absorption spectrometer (Perkin-Elmer PE 
2380) in combination with a hollow cathode lamp and graphite 
furnace atomization (Perkin-Elmer HGA 500). The absorption 
was measured at a wavelength of 214.3 nm by applying deuterium 
background correction in the peak height mode. 

Secondary Ion Mass Spectrometry (SIMS). The concen­
tration ratio of the enriched stable tellurium isotopes was de-
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Table I. Isotopic Abundance (in Percent) of Natural 
Tellurium and of the Two Tracers Te(124) and Te(126) 

mass no., U natural tellurium Te(l24) Te(126) 

120 0.09 0.05 <0.03 
122 2.57 0.12 <0.03 
123 0.89 0.34 0.08 
124 4.76 91.70 0.09 
125 7.10 2.98 0.16 
126 18.89 2.29 98.40 
128 31.73 1.54 0.93 
130 33.97 1.03 0.34 

termined by SIMS. For reasons discuased in detail with reference 
to Figures 1-3, we used tracers enriched in '''Te and ''''Te. These 
isotopes were purchased from AERE Harwell, U.K., and Med­
genix, Ratingen, Germany, respectively. The isotopic abundances 
of the enriched tellurium tracers, as quoted by the manufacturers, 
are listed in Table I. The data for naturally occurring tellurium 
(9) are given for comparison. 

The SIMS measurements were carried out by using the 
dual-beam raster scanning ion microprobe DORAMIS (named 
after the German term "Doppelstrahl-Rasterionenmikrosonde"). 
The instrument constitutes an improved version of the DIDA ion 
microprobe described elsewhere (10). The analysis chamber and 
the quadrupole-based secondary ion mass spectrometer of DIDA 
were integrated into DORAMIS without any changes. Different 
from the previous design, however. the new instrument features 
two primary ion guns that are symmetrically arranged with respect 
to a beam-switching and mass-selecting sector magnet (deflection 
angles :30°). A thermal surface ionization source (for generating 
cesium ions) and a plasma source (for generating ions of per· 
manent gases) are at the disposal of the operator. Primary ions 
with the desired mass-to-charge ratio Can be fed into the common 
beam line between the magnet and the analysis chamber. An 
einzellens located in this section serves to focus the beam onto 
a multiaperture diaphragm. This intermediate aperture acts as 
the object for the final lens and also dermes the primary ion mass 
resolution. 

In this work we used 8-keV primary ion beams of 0,+, Ar+, and 
Cs+ for sputtering and, desirably, for secondary ion yield en­
hancement. Focused beams with a spot of about 30 I'm on target 
were raster-scanned over an area of typically 3OO,um. The impact 
angle was 2° to the surface normal of the target. Beam currents 
ranged from 20 to 300 nA. The pass energy of the secondary ion 
energy filter was tuned for maximum signal, i.e. for analysis and 
detection of ions ejected with the most probable energy. During 
the SIMS measurements the total pressure in the analysis chamber 
was typically 2 X 10" mbar. 

Reagents. Tridistilled water (Millipore) was used throughout. 
The employed reagents were all analytical grade (Merck, 
Darmstadt, Germany). The tellurium concentration in the 
reagents, measured with AAS, was below the detection limit of 
4 pmol/mL. Tellurium titrisol (Aldrich, Steinheim, Germany) 
with a tellurium concentration of 79l'mol/mL (1 mg/mL) served 
as one standard solution. Another standard of the same nominal 
concentration was prepared by dissolving 125 mg of TeO, (Merck) 
in 5 mL of concentrated HCI and diluting with water to 100 mL 
(I1). According to analysis by AAS the tellurium concentrations 
in the two standards were the same to within 2%. 

Treatment of Rabbits. Tellurium was administered to four 
rabbits (breed "Kleine Gelbsilber") in the form of sodium tellurate 
(Na,Te03)' The animals were anaesthetized with Urethan and 
kept under narcosis during the whole experiment. The body 
weight of the rabbits, the administered quantities of tellurium 
and the employed tracer isotopes are listed in Table II. In­
travenous (iv) application of tellurium was carried out by using 
a catheter inserted in the vena formalis. Rabbit no. 1 merely 
received an injection of an isotonic solution containing tellurium 
while rabbit no. 2 incorporated sodium tellurate only per gavage 
(perorally, po). The other two rabbits first received tellurium 
intravenously and, 70 min later, a differently labeled tellurium 
tracer by gavage. The administered activities were typically 300 
kBq (iv) and 800 kBq (po). Blood samples of about 3 mL were 
drawn repeatedly from the femoral arteria via another catheter 

Table II. Body Weight of the Rabbits and Administered 
Amount of the Respective Tellurium Tracers(J 

rabbit body amt ofiv tracers amt of po tracers 
no. wt, kg dose, Ilg used dose, "g U8ed 

3.5 260: 30 "'Te 
123mTe 

2.7 160: 15 '''Te 
123mTe 

3.7 180: 20 '''Te 2500: 500 ''''Te 
123mTe 121mTe 

3.7 120: 20 '''Te 2800: 200 ''''Te 
123:mTe 121mTe 

(I The total concentration of tellurium in the applied solution was 
measured by AAS. The quoted error in the po dose partly reflects 
the uncertainty in tellurium uptake per gavage. The total amount 
of radioactive tellurium in the solution is estimated to 1 ng or less. 

(the amowlt of blood in a rabbit of this breed is typically 70 mL/kg 
of body weight (I2)). Sampling was continued up to about 40 
h after tracer application. 

Sample Processing. The extracted blood samples were first 
centrifuged to separate the pIssma. After measuring the l' activity, 
0.5-mL aliquots of the plasma were transferred to lO-mL Teflon 
container!. and dried therein. The GF AAS measurements were 
performed by using the standard addition technique. To at least 
one aliquot of each sample was added 10 ng of a natural isotope 
mixture of tellurium. In the closed Teflon vessels the samples 
were wet-ashed with 700 !<L of concentrated HNO, under pressure 
at 135°C (13). The ashing procedure was repeated if the re­
maining solution was not clear and slightly yellow in color_ The 
clear solution was evaporated (T ,;; 100°C) and redissolved in 
400 I'L of concentrated HC!. In order to reduce hexavalent 
tellurium w the tetravalent stage, the solution was heated to 100 
°C for 1 h, then evaporated, and redissolved in 600 I'L of 5 M 
HC!. Solvation was assisted by moderate heating (T < 50°C) 
in an ultrasonic bath. The properly dissolved sample was 
transferred to a I-mL polypropylene test tube and 150 I'L of 
methyl isobutyl ketone (MIBK) was added. MIBK is known to 
extract tetravalent tellurium from a hydrochloric solution (I4). 
After shaking for 2 min the tubes were centrifuged. Aliquots of 
20 !<L of MIBK were directly transferred to the graphite furnace 
of the atomic absorption spectrometer for a determination of the 
tellurium content. 

Sample preparation for SIMS analysis proceeded along the 
same lines as for the GF AAS measurements up to the point at 
which tellurium was extracted with MIBK. Natural tellurium 
was not added. After shaking and centrifugation the MIBK was 
separated and transferred to another test tube. The tellurium 
was reextracted from the organic solvent with 150 !<L of tridistilled 
water. MlBK was taken off, and the water was evaporated. The 
residue was dissolved in 50 "L of KOH, 0.5 M. 

Using a micropipet, aliquots of 10 I'L (1-3I'L for human blood 
plasma) were deposited in units of 2 "L (1 "L) on high-purity 
graphite backings and dried (Spectral purity graphite disks, 
diameter 12.5 mm, thickness 1 mm, Ringsdorff, Bonn-Bad 
Godesberg, Germany. As in previous work (7, 8) this material 
was found to be particularly suited as a hacking for SIMS analysis 
because the signals due to surface and bulk contaminations were 
rather low compared to other nominally pure backing materials). 
The residue on the graphite disks was brownish-red and between 
2 and 4 mm in diameter. Prior to sample deposition the graphite 
disks were "conditioned" with KOH by dropping I"L of aIM 
lye onto the backing. A total of 19 graphite disks were mounted 
on an aluminum sample caroussel and stored in a Teflon box. 
SIMS analysis was carried out at GSF, Neuherberg, several days 
(sometimEls weeks) after sample preparation in Frankfurt. 

Optimization of Sample Preparation for SIMS Analysis. 
The technique described above for processing the blood plasma 
prior to SIMS analysis was the result of an elaborate optimization 
procedure. Tellurium is known to exhibit a very low yield of 
positively charged secondary ions but a rather high yield of 
negatively charged ions (I5). This observation is closely related 
to the fact that tellurium features a high ionization potential (9.01 
e V), which results in a small degree of ionization, and a rather 
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Figure 1. Section of the mass spectrum of chemicslll' processed 
human blood plasma deposlted on a ~ backing, bombarded with 
a defocused cesium beam at near-normal Incidence (2° off normal, 
beam diameter 300 I'm, beam current 50 nA). The deposned sample 
contained the two enriched tracers Te(124), 20 ng, and Te(126), 10 
ng. The horizontal bars indicate the normalized Te- inten~;ities expect 
from the isotopic abundances listed in Table I (reference signal "'Te-). 

high electron affinity (1.97 eV), which favors electron attachment. 
In agreement with previous work (15) we found that negative 
tellurium ions provide a much higher sensitivity than positive ions. 
It has also been known that in order to maximize thl3 degree of 
ionization in the negative SIMS mode, the sample surl ace should 
be covered by a submonolayer of an alkali metal like cesium (16, 
17). Deposition of alkali metals has the desirable effect of lowering 
the work function of the substrate. The yield of negative sec­
ondary ions can also be enhanced by several orders of magnitude 
if primary ions of cesium are used for sputter erosion of the sample 
(I8, 19). 

On the basis of these findings, we have also performed SIMS 
analysis under cesium bombardment. In the course of the initial 
test measurements it turned out, however, that With "good" 
samples, i.e. samples yielding high SIMS signals of Te-, the use 
of Cs+ beams was often not mandatory. In fact, wheneyer sample 
preparation involved the use of KOH, the yields of negative 
secondary ions were often rather high even with prim,uy ions of 
Ar+ or 0,+. Only in very few cases the results obtained by using 
Cs+ bombardment were superior to those obtained with the otber 
two primary ion species. The reason for the somewhat erratic 
sample quality could not be identified. Apparently, I.he simple 
work function model of negative ion yield enhancen:.ent is not 
directly applicable to the situation encountered with the samples 
of chemically processed blood plasma. It is conceivable that 
tellurium and alkali-metal atoms like potassium or ce,;ium form 
a compound with a strong ionic bond. This ionic compound may 
then act as a site for strong emission of positive alkali ions and 
negative tellurium ions, a process which is commonly termed 
"bond breaking" (20). Alternatively, one could argue t!ult, under 
the "dynamic" bombardment conditions employed in this work, 
potassium can migrate to the instantaneous surfact~ where it 
generates the desired lowering of the work function. More work 
will be necessary to clarify the mechanism of negative secondary 
ion yield enhancement due the deposition of alkali-metal com­
pounds. 

Ma •• Spectrum and Analysis of Tracer Compollition. In 
order to achieve the best possible SIMS data with the processed 
plasma samples, the measurements to be discussed now were all 
obtained with primary ions of cesium. Quantitative aspects of 
tellurium analysis were explored with samples to which known 
quantities of isotopically enriched tellurium were added. Figure 
1 shows a section of the mass spectrum of a sample that was 
prepared from human blood plasma. The total amount of tel­
lurium in the two enriched stable tracers Te(124) and Te(126), 
which were contained in the sample material on the graphite 
backings, was 10 and 5 ng, respectively. Since the sample was 
spread out over an area of about 10 mm', only about 100 and 50 
pg, respectively, of tracer material were contained withbl the area 
hit by the probing beam (~0.1 mm'). 

The major peaks in the mass spectrum of Figure 1 are easily 
identified as the tellurium isotopes and molecular ions t)f carbon, 
i.e. CIO- and Cu-, the latter originating from the graphi~, backing. 

'. ' . 
'" 

Human blood plasma 
Tracer' lUTe, 126Te 

.... 
• ••••• 0; (110.2) 
126

Te
- ••• 

'0 20 30 
TIME OF BOMBARDMENT (min) 

Figure 2. Intensity of selected secondary ion species emitted from 
a sample of chemically processed human blood plasma as a function 
of the time of bombardment with a raster scsnned cesium beam (raster 
area 300 J'm2, beam current 20 nA). Tracer content of the sample: 
5 ng of both Te(124) and Te(126). 

Since natural carbon is composed of the two isotopes ,'{; (isotopic 
abundance (j12 = 98.89%) and 13C ({j13 = 1.11 %), the spectrum 
due to CIO- will extend from mass number 120 to 130 units (u), 
with relative intensities according to permutation statistics. For 
example, the relative intensity R(l21 / 120) = 1(121)/ 1(120) = 
10{j13/{j12 = 11.2%, in reasonable agreement with the results of 
Figure 1. Even the intensity of C,. at mass number 122 u is not 
negligible. '''Te would thus not be very well suited for tracer 
studies involving a graphite backing. At mass number 123 u and 
beyond, however, the C,. signals become so small that they can 
be ignored in evaluating the isotopic composition of tellurium in 
the sample. If we ratio the measured intensities at mass numbers 
between 120 and 130 u to the intensity of 12'Te- we expect the 
signal heights denoted in Figure 1 by horizontel bars. These 
estimates are based upon the assumption that the quoted 
abundances in the tracer materials are correct (see Table I). Very 
good agreement between expected and measured intensities is 
evident at mass numbers 126 and 128 u, whereas deviations in 
either direction are seen at mass numbers 123 (-60%), 125 
(+30%), and 130 u (-25%). Since the background signals at mass 
numbers 117-119, 127, 129, and 131 u are rather small, we at­
tribute the observed discrepancies to a deviation of the quoted 
isotopic abundance in the tracer materials from the true value. 
Fortunately, this deviation is not of great concern here because 
the tracer studies reported below relate only to the isotopes ''''Te 
and ''"Te. Therefore, we have not investigated the observed 
discrepancy any further. Generally, it appears advisable, however, 
to check the composition of commercially available enriched stable 
tracer materials by an independent test. 

Time Dependence of SIMS Signals and Background 
Problems. An important aspect in the SIMS measurements is 
the time dependence of the secondary ion signals. As an example 
Figure 2 shows the intensity of CIO- , O2- , 12"Te- , 12"Te-, and, 
presumably, ''"Te- versus the time of bombardment with cesium. 
The sample was prepared from 1 mL of human blood plasma to 
which 500 ng of each of the two tracer materials was added prior 
to chemical processing. Only 1 % of the final sample material was 
deposited on the graphite backing. 

Whereas the effect of cesium implantation on the degree of 
ionization is quite pronounced for C10- (IO-fold increase in ion 
yield), only a relativel small yield enhancement is evident for the 
Te isotopes (as already mentioned above). The same statement 
holds true for 0,. As is the case of the spectrum shown in Figure 
1, the data in Figure 2 suggest that the area probed by the primary 
ion beam is not completely covered with the chemically processed 
sample material. Therefore, the observed time dependence of 
the different signals cannot be interpreted readily. 

Even though all signals in Figure 2 vary with the time of 
bombardment, the intensity ratio R(126 j 124) is constant within 
statistical uncertainty and agrees well with the number calculated 
from the applied 1:1 ratio of employed two-tracer materials, 
R(126/ 124) = (98.40 + 2.29) / (91.70 + 0.09) = 1.10 (see Table I). 
By contrast, R(128/ 124) varies with time of bombardment, from 
0.047 to 0.054, and is significantly larger than the expected ratio 
of 0.027. Apparently, the ''"Te- signal is superimposed by an 
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Figure 3. (a) Same as Figure 2. but for a sample of chemically 
processed blood plasma of a rabbit. (b) Same sample material as in 
(a). but after adding about 10 ng of the isotopes '''Te and '''Te in a 
1:1 ratio. 

unknown background signal of the same magnitude. If such 
background signals were also present at mass numbers 124 and 
126 u, this would determine the detection limit for the employed 
conditions of sample preparation. Data analysis suggests that 
about 10 ng of the two isotopes contained in 1 mL of plasma 
should be clearly detectable. 

Results on the time dependence of secondary ion intensities, 
observed with a sample from a tracer experiment on rabbit no. 
3 are shown in Figure 3. Panel a relates to a plasma sample drawn 
35.5 h after intravenous application of tracer Te(I24), and panel 
b to another portion of the same plasma sample, but after adding 
58.6 ng of Te(124) and 52 ng of Te(126) with the aim of assessing 
the amount of tracer material in the sample of panel a. The 
stability of the Te- signals is seen to be even better than in Figure 
2. In contrast to the results of Figure 2, a yield enhancement effect 
is barely detectable in Figure 3, even with CIO - . Apparently. a 
large fraction of the area hit by the cesium beam was covered with 
sample material of a composition that already favored negative 
secondary ion emission. For this kind of samples, bombardment 
with cesium was not mandatory. 

The intensity ratio R(126/ 124) in Figure 3b is in very good 
agreement with the 126/ 124 isotope ratio in the added tracers, 
i.e. 1.0. This finding implies that the amount of tracer material 
in the sample of panel a did not exceed a few percent of the added 
quantities. A more precise estimate is not possible with this 
approach since the absolute intensities of Te- differed from sample 
to sample. sometimes by more than a factor of 10. Note, however, 
that by adding a sufficiently large amount of merely one tracer 
one can produce an internal standard. Thus it would be possible 
to determine not only the ratio but also the absolute value of the 
tracer concentrations in the sample by SIMS alone. In this 
exploratory study, however, we have relied on GFAAS for de­
termining absolute concentrations. 

RESULTS AND DISCUSSION 

Prior to tracer application the tellurium concentration in 
the plasma of the rabbita was below the detection limit of 
GFAAS, whicb was found to be 1 ng/mL of plasma. Due to 
the absence of a detectable background signal, the tellurium 
signal measured by GFAAS is directly proportional to the 
tellurium concentration. Figure 4 shows the tellurium con­
centration in the plasma of two rabbits (labeled no. 1 and no. 
2) as a function of the time after tracer application. The two 
rabbits received tellurium only via one route. The data are 
presented in normalized form, i.e. as the fraction of the ad­
ministered dose per milliliter of plasma_ 

It is evident from Figure 4 that the agreement lietween the 
resuIta obtained by GF AAS and 'Y ray spectrometry is quite 
satisfactory. The data for each rabbit may be described by 
a common time dependence, represented by full lines. The 
individual data points deviate from these curves by no more 
than %25% _ This number is very similar to the accuracy of 
the GFAAS measurements. 
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Figure 5. 11allo of the tellurium concentrations. c.,Jc •• after oral (cpo) 
and intravenous (c.) appIcation. mea .... ed In the blood plasma of two 
rabbits by SIMS and 'Y ray spectromelJy. The vertical arrow indicates 
the time 01 peroral (po) teHurium application. 

To first order the decay of the tracer concentration CT.,v(t) 
after intravenous application may be described by a function 
of the form 

GT •• iv(t) = c, exp(-t/T,) + C2 exp(-t/T2) (1) 

where T, and T2 are characteristic time constants of the plasma 
clearance. The decay function was fitted to the experimental 
data by means of a least-squares procedure employing the 
SAAM-2'J program developed for compartmental analysis (21). 
The data from both the GF AAS and the 'Y spectrometry 
measurementa were taken into account in the fitting routine. 
The resulta were as follows: c, = (1160 % 360) ppmJmL, T, 
= (0.65 + 0.05) h, C2 = (110 % 45) ppmJmL, and T2 = (70 % 
20) h. 

In a kinetic analysis of the po data one has to take into 
account both uptake and loss terms (22) 

CT •• po(t) = c. - Cu exp(-t/Tu) + c, exp(-t/TI) (2) 

The following characteristic parameters were derived by 
least-squares fitting: c. = (27 % 3) ppm/mL, Cu = (240 % 20) 
ppm/mL, Tu = (1.6 % 0.2) h, c, = (215 % 25) ppm/mL, and 
TI = (6.a % 1.0) h_ A detailed discussion of the derived 
biokinetic parameters is beyond the scope of the present paper. 
The main purpose here is to demonstrate that the quality of 
the results derived from tracer studies involving stable isotopes 
is good enough for determining such parameters. 

Rabbita no. 3 and no_ 4 received tellurium intravenously 
(iv) at time t = 0 and, 70 min later, another differently labeled 
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tellurium fraction by gavage (po). Figure 5 shows the ratio, 
cpo/ c", of the normalized tellurium concentrations as a 
function of the time after iv application. As in Figure 4 the 
agreement between the results derived from measurements 
involving stable and radioactive isotopes is rather good, except 
for the very lowest concentrations where the uncertainty is 
on the same order as the absolute value of the concentration 
ratio. 

About 5 h after peroral application of tellurium to rabbit 
no. 3 the concentration ratio has reached a constmt level, 
cpo/c,.(SIMS) = 0.40 ± 0.03 and cpo/c'vb ray spectrometry) 
= 0.39 ± 0.04. The constmt ratio implies that after this time 
interval a common metabolism is present for the orally and 
intravenously administered tracers. For this r"bbit the 
fractional intestinal absorption of tellurium from sodium 
tellurate thus amounts to about 40%. Similarly, "bout 4 h 
after peroral application a constant ratio cpo/ c'v was derived 
from the data for rabbit no. 4. The increase in cpo/ c" observed 
after about 8 h was due to a complete occlusion of the intestine 
in the continuously anaesthetized animal. It is completely 
artificial and has no physiological meaning. In the present 
context the data are nevertheless useful, since they substm­
tiate the agreement between the SIMS and 'Y spectrometry 
data. Furthermore the results for rabbit no. 4 demonstrate 
that with the described procedure tracer concentration ratios 
can be measured over 2 orders of magnitude. 

CONCLUSION 
The results of this study provide safe evidence that tracers 

of stable tellurium isotopes can be used for performing 
biokinetic studies on animals as well as on man. GFAAS is 
very useful whenever information about the total concentra­
tion of tracer material in the body fluid is needed. Such 
experiments do not even require enriched isotopes, but the 
hackground may be a problem if the element of interest is 
already present in the body. Much more complete hiokinetic 
information can be derived with a mass spectrometric tech­
nique like SIMS. As pointed out above, it is possible, with 
full use of the double-tracer technique, to determine both the 
absolute values as well as the ratio of the concentration of 
tracers incorporated via different routes. With elements like 
tellurium analysis and detection of negative secondary ions 
appears to be mandatory. 

The present study has again shown that chemical processing 
of the body fluid and details of the sample deposition tech­
nique are very crucial. As in previous work (6, 7) the quality 
of the SIMS data described here might have been "dversely 
affected by the need for transporting the samples from 
Frankfurt to Neuherberg, as well as by the sometimes long 
storage in air (up to 4 weeks) . It is very likely that much 
improved data (higher secondary ion intensities, I" .. back­
ground) could be achieved if SIMS analysis would be carried 
out immediately following the completion of samp:te prepa-

ration. Note also that the samples were deposited on the 
graphite backing by the simple droplet technique. It is con­
ceivable that other techniques like spin casting (23) or elec­
trospraying (24) will result in improved sample quality as well 
as in less variation from sample to sample. 

Irrespective of these potential improvements one can state 
that stable isotopes may be used to study the metabolism of 
tellurium on human volunteers. Since, from the point of view 
of occupational medicine, there is a need for the knowledge 
of biokinetic parameters of toxic substances like tellurium, 
the techniques described here may very well serve to provide 
the required data. 
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The adsorpllon I&oIhenn of phenykIodecane from acetonitrile 
IOIuIIons onto porous carbon hae been measured at 50 ·C, 
by frontal anaIy.. ThIs IIIoIhenn exhibits two inflexion points. 
It can be accounted lor by the sum of a quadratic and a 
Langmuir term. The Langmuir term accounts lor adsorption 
at very lOw swface coverages and could be explained by 
.. lectIve acIaorptlOn of the alkyl chains on swface defects. 
The quadrallc term accounts lor the adsorbate-adsorbate 
Interactions Involving the alkyl groupe at moderate degrees 
01 surface coverage. The aemlequlDbrium model 01 chroma­
tography permlta the calculation of the profiles of high con­
centration banda when the equilibrium I80therm Is known. 
The model Is appHed aucceafully here to the computatIOn of 
the promes 01 bands 01 Increasingly large samples of phe­
nyldodecane. In spHe of the complexHy 01 the pro""s ob­
served wHh this aIgmoIcIal Isotherm, satisfactory agreement 
Is obeervecI belween the experimental proIIlea and thoae 
predicted by theory. 

INTRODUCTION 
There is a close relationship between the equilibrium iso­

therm of a compound in a chromatographic system and the 
elution profile of its high concentration bands on the corre­
sponding column (1-3). The theory of nonlinear chroma­
tography permits the calculation of these profiles if the 
mass-transfer kinetics and the kinetics of adsorption-de­
sorption are fast enough and the column efficiency exceeds 
a few hundred theoretical plates (4). Numerous systematic 
investigations have demonstrated an excellent agreement 
between the experimental band profiles and the profiles 
calculated from the equilibrium isotherms (5-8). In all cases 
reported, however, the isotherms were convex upward. The 
aim of the present paper is to examine the more complex 
problem of an isotherm exhibiting inflexion points. In this 
case, theory predicts that shock layers or quasi-discontinuities 
of the eluent concentration will take place simultaneously on 
the front and the rear parts of the band profile (3). 

We know that the behavior of long-chain normal alkanes 
and alkyl derivatives on hydrophobic carbon adsorbents is 
peculiar (9). In gas-1!olid chromatography and in other ad­
sorption studies, adsorbate-adsorbate interactions involving 
the alkyl chains are observed to take place at moderate con­
centrations. Thus, the adsorption energy of a second molecule 
is higher than that of the first one (9). The equilibrium 
isotherms are convex downward at the origin and belong to 
either class V or class III (9, 10). It was expected that in 
liquid-1!Olid equilibria as well, the equilibrium isotherms of 
long-chain alkyl derivatives would be convex downward at the 
origin, contrary to what is observed for more bulky molecules 
for which the energy of the adsorbate-adsorhate interactions 
is weak compared to the adsorption energy. Since no phe­
nomenon analogous to capillary condensation can take place 

• To whom correspondence should be sent at the University of 
Tennessee. 

in liquid--solid equilibria, the isotherm should be of class V. 
Graphitized carbon black has been widely and successfully 

used in gas-1!olid chromatography (9, 11). Unfortunately, the 
very small carbon particles are loosely bound by van der Waals 
interactions and form agglomerates with very poor mechanical 
stability that cannot be used to pack columns for liquid 
chromatugraphy (12). Knox et al. have prepared spherical 
particles of porous graphitized carbon which are made of 
porous two-dimensional graphite (13). These particles have 
the proper mechanical stability, specific surface area and 
porosity for use as a stationary phase in liquid chromatog­
raphy. We have decided to study the equilibrium isotherm 
and the elution hand profiles of phenyldodecane on this carbon 
material. 

THEORY 
I . Isoltherm Models. The simplest isotherm model used 

in adsorption studies is the Langmuir isotherm (14): 

8=!!...=~ 
q. 1 + bC 

(1) 

In this equation, 8 is the surface coverage, q, is the specific 
saturation capacity of the adsorbent, and b is a numerical 
coefficient. The Langmuir isotherm assumes that the solution 
is ideal, t.hat the adsorbate forms a monolayer which is ideal, 
that there are no adsorbate-adsorbate interactions in this 
monolayer, and that the adsorption is localized. These con­
ditions are usually not met in practice. In many cases, how­
ever, and at low to moderate concentrations, the Langmuir 
isotherm. remains a satisfactory empirical model for fitting 
adsorpti,)n data (15). 

SimpJ,e statistical thermodynamics suggests a model of 
adsorption that is the ratio of two related polynomials of the 
same degree (16). The Langmuir isotherm (eq 1) is the sim­
plest, first-order such model (14). The second-order model 
is the quadratic isotherm: 

q C(b, + 2b2C) 
8 = - = --=--~­

q. 1 + bl C + b2C2 
(2) 

In this equation, bl and b2 are numercial coefficients and q, 
is the specific saturation capacity of the adsorbent- However, 
in the corresponding model, there are two molecules adsorbed 
per site in the saturated monolayer. For this reason, the limit 
of 8 for infmitely large values of C is 2q •. While the Langmuir 
isotherm is always convex upward and cannot have an in­
flexion point, the quadratic isotherm may be used to represent 
isotherms with an inflexion point. Thus, this model can be 
used to account for adsorption either at higher degrees of 
surface coverage than the Langmuir model or when one of the 
basic assumptions of this model falters. We shall use this 
model to account for the adsorption data of phenyldodecane, 
a compound for which adsorbate-adsorbate interactions are 
significant. 

Adsorbent surfaces are rarely homogeneous (17). Several 
different types of sites may coexist on a surface and have 
differem adsorption behavior for a given compound (17, 18) . 
In general, the adsorption on the different types of sites is 
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not cooperative (18). Thus, a multiterm isotherm may be 
necessary to account for the equilibrium behavior observed 
with such surfaces, each term accounting for the adsorption 
on a given type of sites. For example, different authors have 
used a bi-Langmuir isotherm in studying adsorption on 
heterogeneous surfaces (8, 18-20). 

II. The Semiideal Model of Chromatography. The 
profiles of elution bands in chromatography can be derived 
from the study of the response of the column to an input 
perturbation. This is conveniently done by using the equi­
librium-diffusive model (1-4), a model based on the inte­
gration of the differential mass balance of the compound 
considered in a chromatographic column, given the proper set 
of initial and boundary conditions. The exact balance is 
written as follows: 

ac ac, ac a'c 
-+F-+u-=D - (3) at at ax .p ax' 

In this equation, C and C, are the concentrations of the 
compound in the mobile and stationary phases, respectively, 
x and t are the length and time, respectively, F is the phase 
ratio (F = (1 - ,) j" , packing porosity), u is the mobile-phase 
flow velocity, and D. is the axial dispersion coefficient. D. 
accounts for the axial diffusion, the tortuosity of the packing, 
and the eddy diffusion (2, 4). 

To solve eq 3, we need a relationship between C, and C. 
Most chromatographic columns have a high efficiency, dem­
onstrating that the stationary and the mobile phas~s are close 
to equilibrium. Thus, we may replace C, in eq 3 by the 
equilibrium isotherm (e.g., q, as given by eq 1 or 2 or a more 
complex combination) and take into account the contribution 
of a finite rate of the mass-transfer kinetics in the column by 
replacing D. by D,p, the axial dispersion coefficient. D.p is 
related to the column efficiency by 

Dap = HL j2to (4) 

It has been shown that the solutions of the equation 

ac + F '!!!. + u ac = HL a'c 
at at ax 2to ax' (5) 

corresponding to the injection profile (boundary .;ondition) 
are the elution profiles, provided the column efficiency exceeds 
a few hundred theoretical plates (4, 21-25). 

In this work, we have used the calculation procedure based 
on the semiideal model, which has been previously described 
(3, 4) and discussed (25). 

EXPERIMENTAL SECTION 
I. Equipment. The determination of the equilibrium isotherm 

and the acquisition of the elution profiles of large-she samples 
of phenyldodecane were carried out with an HPI090 liquid 
chromatograph (Hewlett-Packard, Palo Alto, CAl, equipped with 
a multisolvent delivery system, an automatic sample injector with 
a 250-I'L sample loop, a rapid UV photodiode array detector, and 
a computer data acquisition system. 

The detector was calibrated directly, by flushing its cell with 
solutions of known concentrations and recording the signal. 

II. Materials. Stationary Phase. Microcrystalline porous 
graphitic carbon (PGC) supplied by Professor John H. Knox 
(Wolfson Liquid Chromatography Unit, Department of Chemistry, 
University of Edinburgh, U.K.) was used as the adsorbent (13). 
The spherical particles are ca 7 I'm in diameter. The packing 
porosity is approximately 60%; !be adsorbent has a spetillc surface 
area of about 150 m'/ g, measured with nitrogen, by using the BET 
method (I3, 26). 

Column Packing. The stainless steel chromatographic column 
(150 mm long, 4.6 mm i.d., geometrical volume 2.4H mL) was 
packed by using a slurry technique, slightly different from the 
one recommended by Knox et 81. (26). An acetone glurry COD­

taining approximately 5% (w / w) of adsorbent was pr"pared and 
treated in an ultrasonic bath for 10 min at ambient temperature. 

The slurry was then pushed downward into the column by using 
acetone pumped under a pressure of 3000 psi. The efficiency was 
much better than when the column was packed at the recom­
mended 2000 psi. After packing completion, the column was 
conditioned for several hours, under a stream of acetonitrile, at 
50°C hefore use. As a consequence of the use of a higher packing 
pressure, the back-pressure for a flow rate of 1 mL/min of a 
(90/ 10) mixture of methanol and water was 90-100 atm instead 
of 60-70 atm as reported by Knox et al. (26). 

Column Characteristics. The column contains 1.4 g of PGC. 
The retention volume of deuterated water, which is less adsorbed 
by carbon than acetonitrile (9), was 1.0 mL. This value was taken 
as the void volume. The column efficiency (1000 theoretical plates) 
was determined with naphthalene (k ' = 3). 

Mobile Phase and Chemicals. All experiments were performed 
under isocratic conditions, using pure acetonitrile (J. T . Baker, 
Philipsburg, NJ). Phenyldodecane (97% grade) and acetonitrile 
were purchased from Aldrich (Milwaukee, WI) and used without 
further purification. 

III. Procedures. During all the experiments, !be mobile-phase 
flow rate (1 mL/ min) and the column temperature (50 DC) were 
kept constant. The UV detector was set at wavelengths of either 
260 or 220 nm, depending on the concentration range considered. 
The raw data were acquired with the HP 9133 data station, then 
transferred to the VAX 8700 of the University of Tennessee 
Computer Center for processing. 

Determination of the Isotherm. Two methods were used for 
the determination of the equilibrium isotherms. Frontal analysis 
(27, 28) was carried out at high concentrations, using the ex­
perimental procedure already described (5). At low concentrations, 
elution by characteristic point (ECP) was preferred (5, 29). 

Ouerloaded Elution. The elution profIles of samples of a wide 
range of sizes were recorded by injecting different volumes (5-180 
!LL) of a concentrated solution of phenyldodecane (67 mM) in pure 
acetonitrile. The elution profiles (concentration of phenyl­
dodecane in the eluent versus time) were derived from the detector 
signal (time profile of the optical density of the eluent) by using 
a calibration curve of the detector in the range considered. 

RESULTS AND DISCUSSION 
PGC is prepared by impregnating high-porosity spherical 

silica gel particles with a mixture of hexamethylenetetramine 
and phenol, heating at 150°C to react the mixture into 
phenol-formaldehyde resin within the pores of the inorganic 
matrix, then pyrolyzing at 900 °C under nitrogen into a 
compact carbon (13, 26). After the silica is dissolved in a 
concentrated solution of sodium hydroxide, a porous glassy 
carbon (BET specific surface area 45<H3oo m' j g) is obtained. 
Finally, this carbon is treated at 2500 °C and becomes porous 
two-dimensional carbon. The porosity is unchanged by this 
last treatment, but the specific surface area is reduced to ca 
150 m'jg (13,26). The adsorbent properties are similar to 
those of graphitired carbon black, and the surface is essentially 
made of the 001 graphite planes. However, the intermediate 
product is similar to an activated carbon; its surface is highly 
heterogeneous and contains mesopores arising from the silica 
template and micropores from the pyrolytic carbon (26). A 
large fraction of the micropores disappears during the high­
temperature treatment, but the surface remains heterogene­
ous. The presence of micropores in the intermediate product 
is demonstrated by the considerable decrease in surface area 
observed during the high-temperature treatment; the hete­
rogeneity of the surface of the final product is demonstrated 
by the poor quality of the chromatograms obtained without 
the use of "tailing reducers", especially for compounds with 
an n-alkyl chain (13). However, while we observed strong 
tailing with long-chain alkyl compounds, the bands of com­
pounds with more bulky molecules were symmetrical. 

When a molecule is adsorbed onto graphitized carbon, it 
tends to lie as flat as possible, to maximize the interaction 
energy hetween its heavy atoms (carbon, oxygen, and het­
eroatoms) and the flat 001 graphite planes that constitute most 
of the surface (9, 11). Thus, the energetically favored con-
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FIgure 1. Experimental profiles of hIgtH:oncentration bands of phe­
n~ne. Sample: 67 mM solution of pheny1dodecane in aceta­
nltrHe. Sample vok.me: (1) 5 ILL; (2) 10 ILL; (3) 20 ILL; (4) 30 ILL; (5) 
50 ILl; (6) 100 ILL; (7) 140 ILL; (8) 180 ILL. Experimental conditions: 
column L = 15 em, I.d. = 0.46 em; temperature = 50°C; mobile­
phase flow rate = 1 mL/mln. 

formation in the adsorbed state of long-chein alkyl derivatives 
such as phenyldodecane is the gauche conformation (9). 
Strong lateral interactions take place between these chains 
(9, 30, 31). Accordingly, at low values of the surface coverage 
ratio, the adsorption energy increases with increasing con­
centration. An anti-Langmuir isotherm is expected (9). This 
was the reason why we decided to study the chromatographic 
band profiles of phenyldodecane under nonlinear conditions. 
A phenyl group permits the convenient use of a UV detector, 
while similar studies with alkanes or fatty acid methyl esters 
would have required a differential refractometric detector. 
The results obtained are more complicated than anticipated, 
as shown in Figure I , which reports the band profiles obtained 
with a series of samples of increasing sizes, from 82 ILg to 3 
mg. 

Instead of the anti-Langmuir profiles expected at low 
sample sizes, a typical Langmuir adsorption behavior was 
observed when very small size samples were injected (Figure 
I, profiles 1 and 2) . The elution bands of 82- and 165-ILg 
samples exhibit a steep front and a long tailing rear (the slope 
of the front is not as steep as usual with a Langmuir type 
behavior because the efficiency of the column is unusually low, 
only 1000 theoretical plates). When the sample size was 
reduced further, the retention time of the peak kept increasing 
with decreasing sample size, and it was not possible to record 
a detectable band with a Gaussian profile. This indicates that 
the surface of the adsorbent is highly inhomogeneous. The 
band profiles recorded for stilbene are symmetrical, however. 
Benzene is not retained and naphthalene is weakly retained 
but eluted with a symmetrical peak, even at very low sample 
sizes, which is expected for carbon. Polar compounds with 
bulky hydrophobic groups give Gaussian elution bands. The 
surface heterogeneity seems to affect essentially the long-chain 
normal alkyl groups. 

g 
~+---~--~---4 

1 2 
d mM) 

o -~--~--~--~--~~--~--~--~ 
f) 4 6 8 

c.CmM) 
10 12 14 

FlgIn 2. Equillbrkm isotherm of ~ In the system porous 
gaphitized carbon/p<n acetonIIrIe: experiT1enta1 points (symbols) and 
best isotherm model (solid line). The model Is given in eq 4, and 
numerical coeffiCients are In Table I. Experimental conditions are the 
same as in Figure 1. The inset gives a plot of q Ie versus C In the 
Iow-concentration range. 

On the contrary, the adsorption behavior observed for 
large-size !lalnples was as expected (Figure I, profiles 6-8). The 
equilibrium concentration at the surface increases faster tban 
the concentration in the solution, and the isotherm exhibits 
a region that is convex downward. Then, as the mobile-phase 
concentration is increased further, the monolayer saturation 
is approached and the equilibrium isotherm becomes even­
tually convex upward. Accounting for such a complex iso­
therm and for the profile of the elution bands reported in 
Figure 1 raises a few interesting challenges. 

I. Ad~orption Isotherm. The adsorption isotherm of 
phenyldodecane was determined by using frontal analysis at 
high and moderate concentrations in the mobile phase and 
the ECP method at low concentrations. In the high-concen­
tration range of the isotherm, the breakthrough fronts are 
self-sharpening and frontal analysis is easy and accurate in 
the classical mode, in spite of the low column efficiency. In 
the intermediate range (between ca. 2 and 10 mM), however, 
the breakthrough fronts are diffuse, confirming a reversal of 
the sign of the isotherm curvature. In this region of the 
isotherm, which is convex downward, frontal analysis can still 
be carried out accurately, provided the measurements are 
made with the rare boundaries, which are self-sharpening. 
Instead of the stepwise increase of the concentration, which 
is performed for the determination of conventional, convex 
upwards isotherms, the experimental procedures use a step­
wise decr~ase of the concentration (9). Isotherm data points 
are derive-d from the retention times of the rear fronts ob­
tained. At very low concentrations, ECP was found to be more 
accurate and certainly much easier to carry out. 

The adsorption data provided by frontal analysis at mo­
bile-phase concentrations exceeding 1.5 mM are consistent 
with an S ·shape isotherm (Figure 2). The simplest model 
for such an isotherm is provided by the quadratic isotherm 
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~~~~~~~~~~-=~--Table I. Parameters of the Adsorption Isotherm Models high-energy sites remaining at the carbon surface occupy only 

model I q = Q.C(b, + 2b,C) / (1 + b,C + b,C') 0.6% of the total area, which is small but still sufficient to 
params Q. = 24.605 mM, b, = 0.246 mM-', b, = 0.060 mM-' transform the chromatographic properties of the surface and 
model2 q = Q •. ,C(b, + 2b,C) / (1 + b,C + b,C') + Q"bC/ (1 + make it highly active toward alkyl groups. The column has 

bC) an inner volume of 2.49 mL and was packed with 1.4 g of 
params Q" = 24.450 mM, b, = 0.238 mM-', b, z 0.059 mM-', carbon, i.e., a packing density of 0.56 g/ mL. The adsorbent 

Q ... = 0.149 mM, b = 26.790 has a specific surface area of approximately 150 m'/ g. Thus, 

(eq 3). The least-squares fit of the frontal analysis data to 
the quadratic isotherm model gives very good results in the 
high·concentration range (see parameters in Table I, first 
model) . Satisfactory agreement was also obtained between 
the experimental hand profIles and the profIles calculated with 
the semiideal model at high column loadings (see next section 
and Figures 3-5), although the long shallow tail exhibited by 
all the bands cannot be accounted for by a simple S-shaped 
isotherm (3) . In the moderate and low concentration range, 
considerable differences were observed between the band 
profiles calculated with the quadratic isotherm and the ex­
perimental chromatograms that exhibit a strongly tailing rear 
boundary and a sharp front, a behavior typical of convex 
upward or of mixed isotherms. 

With the ECP method applied to the rear profile of the 
band obtained with an 82-jLg sample (smallest sample in Figure 
I) , the adsorption isotherm at low concentration was deter­
mined (inset in Figure 2). The experimental data exhibit a 
significant upward curvature, typical of a Langmuir isotherm 
with a small specific saturation capacity. This is in marked 
deviation from the prediction of the quadratic isotherm that 
is convex downward ("anti-Langmuir" isotherm), as shown by 
the inset in Figure 2. The least-squares fit of these low­
concentration experimental data to a Langmuir equation gives 
the parameters in Table I (second model). Assuming the 
isotherm to be the sum of a Langmuir and a quadratic term, 
we can determine the coefficients of the quadratic term by 
correcting the experimental data at moderate and high con­
centrations for the Langmuir term contribution and fitting 
the difference to the quadratic equation. This results in minor 
conections to the numerical values of the coefficients of this 
quadratic isotherm (Table I, second model). The global iso­
therm shown in Figure 2 demonstrates that it accounts much 
better for the experimental data at low concentrations than 
did the quadratic isotherm, while it is as good at high con­
centrations. For the sake of clarity, the inset in Figure 2 
provides a plot of q / C versus C, with an expanded scale for 
q/ C, which clearly illustrates the presence of two inflection 
points. 

Although the surface of graphitized carbon black tends to 
be highly homogeneous (9), the surface of many carbon sam­
ples prepared by pyrolysis of organic materials is not neces­
sarily so. The surface of the adsorbents obtained by pyrolysis 
of highly aromatic materials such as phenol-formaldehyde 
resins is heterogeneous (9). It includes micropores and is 
fragmented with numerous incomplete aromatic sheets. The 
surface of the porous two-dimension carbons prepared by 
different procedures to be used as stationary phases in liquid 
chromatography has micropores, other defects of the atomic 
arrangement, and active sites originating from differences in 
the reactivity of the carbon atoms in the basal or prismatic 
faces (12, 32, 33). A prolonged high-temperature treatment 
under an inert atmosphere is required to eliminate the mi­
cropores of these adsorbents and to rearrange the aromatic 
sheets into planar surfaces. This treatment was incomplete 
for the sample used in this work. 

From the numerical coefficients of the isotherm, we derive 
that the specific saturation capacities of the carbon corre­
sponding to the two isotherms are 2(24.45) = 48.9 mmol of 
phenyldodecane/ L and 0.149 mmol/ mL for the quadratic and 
the Langmuir terms of the isotherm, respectively. The 

the surface occupied by one molecule of phenyldodecane in 
the saturated monolayer would be 285 A'/ molecule. 

This value is somewhat high, approximately 3 times larger 
than the cross-sectional area of a phenyldodecane molecule 
but the discrepancy can be explained if we assume that th~ 
micropores are too narrow to let the phenyl group enter them. 
The nitrogen molecules used for the determination of the 
surface area, as well as the alkyl groups can enter freely. Then, 
only one phenyldodecane molecule can enter the opening of 
a micropore. This mechanism may explain an important 
increase in the apparent surface area occupied by one molecule 
of adsorbate. 

II. Experimental Band Profiles. The band profiles 
recorded for samples of increasing sizes (5-180 I'L) are shown 
in Figure 1. These hand profiles are compatible with an 
equilibrium isotherm following a Langmuir model at very low 
concentrations and having two inflexion points, as the iso­
therm in Figure 2. It is remarkable, however, how an ap­
parently minor kink in this isotherm results in band profiles 
that are extremely different from those obtained with a 
classical Langmuir or quasi-Langmuir isotherm, i.e., one which 
is convex upward in the entire concentration range. The kink 
is barely visible in the main Figure 2, where the isotherm 
appears to be linear. It is clearly seen in the inset, which shows 
a plot of q/ C versus C, much more sensitive to minor changes 
in the isotherm differential. As we know, it is the isotherm 
differential that controls the velocity associated with a con­
centration (2-5, 23-25). This result confirms the extreme 
sensitivity of the chromatographic band profiles to minor 
changes in the equilibrium isotherm (3-8). 

The main features of this series of profIles are tbe two shock 
layers (2, 4, 23, 24), on the front and the rear of the band 
profiles of the large-size samples (Figure I, profiles 5-8), the 
long tail of all the profiles, and the front shoulder which 
appears on all the profiles 3-8 but is especially noticeable on 
the front of the profile 5. The shock layers are not very steep 
because the column efficiency is poor. All features of these 
profiles are explained by the properties of the equilibrium 
isotherm. For low-size samples, the profile is Langmuirian 
(profile 1). It has even the long tail characterizing the bi­
Langmuir isotherms. For larger size samples, the hand front 
moves forward very slowly with increasing size, while the 
retention time of the band maximum increases and the band 
rear becomes steeper and steeper (profiles 2 and 3). A 
prominent shoulder is seen on the band front. Then, when 
the sample size is increased further, the direction of variation 
of the retention time changes again. For profiles 4-8, the 
retention time decreases with increasing sample size. The 
band rear remains stationary while the front becomes steep 
and moves toward shorter and shorter retention times. 

The features of the last four experimental profiles are very 
similar to those predicted for compounds having isotherms 
with an inflexion point in several previous theoretical studies 
(1,3, 34). Although this type of profIle has been classical for 
a long time in gas-solid chromatography (9), there are few 
examples reported in liquid chromatography. In most cases, 
the anti-Langmuir profiles reported have been observed in 
normal-phase HPLC, when a mixture of a weak and a strong 
solvent is used as the mobile phase (34,35). It has been shown, 
however, that in this case the competition between the strong 
solvent and the solute is intense. It results in solute band 
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10 12 14 

Time (min) 
Figure 3. Comparison between exparlmental elution bends (dolled 
lines) 01 phenyldodecane and calculated profiles (solid llnas). lor dll­
lerent masses Injected. The Isotherm model Is given in eq 4. and 
numerical coefficients are In Table J. Experimental conditions are the 
same as lor Figure 1. Sample concentration: 67 mM. Sample 
volume: (curve 1) 180 ILL; (curve 2) 140 ILL; (curve 3) 100 ILL. 

profiles that appear like those due to an anti-Langmuir or 
S-shaped isotherm even when the equilibrium isotherms of 
both the solute and the strong solvent are Langmuirian (36, 
37). Complex isotherms involving mixtures of strong and weak 
solvents have been reported in a number of cases, e.g., Sou­
teyrand et al. (38), but no study of band profiles on these 
systems has been performed. Complex band profiles have 
been reported but not investigated in detail (39). 

III. Comparison between Experimental and Predicted 
Band Profiles. Calculations of the band profiles corre­
sponding to the different samples injected (Figure 1) con­
ducted by using the simple quadratic isotherm (eq 3, coef­
ficients in Table I) and assuming a rectangular pulse injection 
profile gave satisfactory results only for the three large-size 
profiles. Even in this case, the profiles did not exhibit the 
front shoulder nor the long tail but ended at 12 min. This 
isotherm model does not contain the Langmuir term needed 
to account for these two features. 

In Figures 3-5, we compare the experimental chromato­
grams (dotted lines) recorded with a range of sample sizes (see 
Figure 1) and those calculated (solid lines) by using the 
composite isotherm (Table I, model 2). In Figure 3, we show 
the three largest bands recorded (sample sizes of lBO, 140, and 
100 ILL, corresponding to amounts of 3, 2.3, and 1.6 mg of 
phenyldodecane, respectively) and the predicted profiles. A 
very good agreement is observed between the two series of 
curves. The most significant differences are found around 
the band maxima and tails. The maxima are quite lower and 
rounder than calculated, maybe the result of more sluggish 
mass transfers at high concentration than estimated by the 
model. The band tail is underestimated (see below). 

In Figure 4, we compare the calculated and experimental 
profiles for three intermediate sample sizes, 0.8, 0.5, and 0.3 
mg of phenyldodecane, respectively. Good agreement is ob­
served again between the two series of band profiles. In this 

10 
Time (min) " 14 

Figure 4. Comparison between exparimental elution peaks (dolled 
lines) 01 phenyldodecane and the calculated profiles (solid lines). lor 
different masses injected. Conditions are the same as for Figure 3, 
except sample volume: (curve 1) 50 ILL; (curve 2) 30 ILL; (curve 3) 
20 ILL. 

second series, the agreement is much better than in the 
previous case for the profiles around the band maximum. The 
deviations are observed mainly at the front (the shoulder of 
the calculated band is not as conspicuous as the one of the 
experimental profile) and the tail of the profile. 

Finally, in Figure 5, we compare the experimental and 
calculated profiles for the smallest two sample sizes used, 82 
and 165 ILg, respectively. The agreement observed between 
experimental and calculated profiles for the tails of these two 
bands is only fair, however. The band tails are much longer 
than expected for a Langmuir isotherm. In comparing with 
previous results (8), we anticipated that an excellent agreement 
would be achieved when a bi-Langmuir isotherm was used. 
Analysis of the experimental adsorption data failed, however, 
to justify the use in the adsorption isotherm of a second 
Langmuir term to account for the strong band tail. At this 
stage, it seems rather that the tailing observed is due to the 
slow rate of desorption from the adsorption sites corresponding 
to the Langmuir isotherm, a conclusion which would also 
support the identification of these sites with micropores. 

CONCLUSION 

Our initial goal was to find a chromatographic system in 
which some compounds would exhibit equilibrium isotherms 
having an inflexion point, to determine these isotherms, and 
to compare the band profiles calculated from these isotherms 
with the experimental profiles at various degrees of column 
overloading. This goal has been successfully met. The 
agreement between calculated and experimental profiles is 
another demonstration of the validity of the current theory 
of nonlinear chromatography (4). 

The results reported here demonstrate that phenyldodecane 
has a complex equilibrium isotherm in the system aceto­
nitrile/graphitized carbon used in this study. This isotherm 
exhibits two inflexion points at low concentrations. It can be 
approximated by the sum of two terms, (i) a Langmuir iso-
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(26). Comparison between the results of this study and those 
obtained with more homogeneous surfaces could provide a 
more complete understanding of the complex adsorption 
behavior of alkyl derivatives on carbon. The results of these 
studies currently in progress will be reported later (40). 

u 
c 
8 

10 12 14 

Time (min) 

Figure 5. Comparison between experimental elution peaks (dotted 
lines) 01 phenyldodecane and the calculated proNes (sold lines). 10< 
different masses Injected. CondItIons are the same as lor Fig ... e 3. 
except sample volume: (curve 1) 10 I'L; (curve 2) 5 !£l. 

therm with a very small specific saturation capacity, ac­
counting for the strong initial slope and downward curvature 
of the isotherm at very low concentrations; and (ii) a quadratic 
isotherm, accounting for the more conventional S-shape ob­
served at moderate concentrations and due to adsorbate­
adsorbate interactions. The combination of the two terms 
provides for the reversal of the curvature sign and the second 
inflexion point at intermediate concentrations. This result 
raises several questions. 

Further elucidation of the adsorption mechanism needs the 
determination of the enthalpy and entropy of adsorption 
corresponding to the Langmuir and the quadratic terms, hence 
the measurement of the temperature dependence of the pa­
rameters of the isotherm. It is expected that longer chain 
alkylbenzenes, alkylphenois, and similar compounds will give 
similar isotherms. Shorter chain alkyl compounds of the same 
series should progressively lose this feature when the chain 
length decreases, as the intensity of molecular interactions 
between alkyl chains decrease with decreasing length. This 
phenomenon is currently under investigation (40). Phenyl­
tridecane and phenyldecane give results similar to those re­
ported here. The adsorption isotherm of phenyloctane has 
no inflexion point but still cannot be accounted for by a 
bi-Langmuir isotherm. Gas chromatographic measurements 
(using a porous layer open tubular column) could give useful 
data regarding the adsorption behavior in the absence of 
competition with a solvent. 

The use of short alkanes (e.g., n-pentane) as the mobile 
phase should provide effective competition to the adsorption 
of phenyldodecane in the micropores (40). It would also alter 
the adsorption behavior of this compound. System peaks 
would be observed only if the mobile phase is a mixture of 
acetonitrile and pentane, provided the adsorption of n-pentane 
is not insignificant compared to that of phenyldodecane (36, 
37). 

Finally, a variety of carbon samples are available. notably 
materials prepared by using a more effective heat treatment 
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In an attempt to examine the effect 01 emaller channel 
breadth In aecllmentatlon field-flow fractionation channels, 
computer simulations of zone profiles are reported which 
utilize the complete fully developed flow field obtained from 
Navler-Stokes calculations. The flow field displays Corlotls­
Induced secondary flow which resutts when a movtng fluid Is 
rotated regardl888 of the radius of curvature of the channel. 
By Inclusion of secondary flow In the simulation, H Is sug­
gested that channel breadths smaller than those used In 
commercial fractlonators wtn lead to zone leakage; I.e. a smaU 
concentration of particles wt. be found between the votd peak 
and retained peak. Simulation demonstrates that when 
channel rotatton Is In the same direction as flow, zone leakage 
Is enhanced compared wHh the case where flow and rotation 
are In opposing directions. To reduce zone dilution, which Is 
found to be Dnear In channel breadth, H Is recommended that 
channel thickness be reduced because of Hs 3'2 power de­
pendence on the dilution factor. Smaller channel thickness 
also allows the channel breadth to be reduced because of the 
reduction In secondary flow. Considerations of flow In a 
circular channel are also given to explain why circular chan­
nels fall to perform adequately In sedimentation FFF. 

INTRODUCTION 
Sedimentation field-flow fractionation, one of the most 

powerful subtechniques of the field-flow fractionation (FFF) 
method of separation, performs both separation and quan­
titation of particles and other colloidal-based substances (1, 
2). Sedimentation FFF is particularly suited for separation 
in the particle diameter range 0.0&--1.0 I'm when the normal 
FFF mode (1, 2) of operation is used; this diameter range may 
be extended beyond 50 I'm by using the steric mode of op­
eration (1-4). Quantitation of particle sizes using the normal 
mode of sedimentation FFF operation has been the subject 
of a recent publication (5). 

The sedimentation field used in sedimentation FFF is 
produced by rotating a channel most commonly formed from 
two concentric strips of metal or plastic and separated by a 
spacer system (6-8). These strips are assembled together so 
as to allow a curved rectangular duct to be formed between 
them. This duct is typically 254 I'm in thickness and 2 em 
in breadth and has a radius of curvature between 7 and 16 
cm. Alternatively, one of the concentric rings may be milled 
to form the channel. The channel is shown in Figure 1 along 
with the coordinate system and terminology commonly used 
in the sedimentation FFF literature. 

The first sedimentation FFF fractionators differed from 
the present day design in many respects. For instance, the 
apparatus of Berg and Purcell (9) utilized the annular space 
between two concentric rotating cylinders. Particles were 
sedimented radially and flow was introduced at the annular 

Onn~?7nn/Q1tn~R~,}R1A~n? "om 

edge; elution took place down the length of the annular region. 
In this configuration satisfactory results were obtained, how­
ever, further experimental work (10) on this configuration 
revealed a region of flow instability near the annular edge 
where solute was introduced. This design has not been used 
further in sedimentation FFF possibly due to the combination 
of the large radius, which is needed to obtain reasonable field 
strength, and the large annular cylinder length, which is 
needed to obtain reasonable separation efficiency. A different 
approach was utilized in the laboratory of Giddings and co­
workers where circular channels of small internal diameter 
were used in the configuration shown in Figure 1. These 
channels produced the unanticipated result of particles eluting 
prior to the channel void peak (11). Upon refinement of the 
sedimentation FFF technique it was learned that unidirec­
tional laminar flow conditions will not exist in a rotating 
circular channel due to secondary flow (6, 12, 13). Secondary 
flow normally arises when a fluid moving in a duct is subject 
to rotat ion or when flow takes place in a stationary curved 
duct or a combination of both. Secondary flow is characterized 
by the presence of regions of flow perpendicular to the di­
rection of bulk flow. This perpendicular velocity component 
will cause the solute zone to be convectively driven across the 
bulk flow lines to produce a mixing effect. To minimize this 
mixing effect, which is undesirable for practical FFF sepa­
rations, rectangular channels with a large breadth to thickness 
ratio (aspect ratio) were used (6); this configuration is now 
utilized in all modern sedimentation FFF fractionators. 

In rotating channels the major driving force for secondary 
flow is the Coriolis acceleration (14) which must be included 
in the equations of motion describing the fluid flow for a 
complete analysis of the flow profIle. The Cariolis force arises 
whenever a fluid particle is undergoing motion relative to a 
rotating frame of reference, in a direction not aligned with 
the axis of rotation, as the fluid does when flowing through 
a sedimentation FFF channel. This force is mathematically 
represented by the vector (cross) product of the angular ve­
locity of rotation and the fluid velocity; hence the Coriolis force 
acts in a direction perpendicular to both the axis of rotation 
and the fluid motion. The Coriolis force is most commonly 
observed in meteorological applications such as winds, hur­
ricanes. tornadoes, and ocean currents; chemical applications 
include the coupling between vibrational and rotational modes 
of motion in polyatomic gasses and liquids. For readers un­
familiar with Coriolis forces, a simple introductory explanation 
of the origins and effects are given in refs 15 and 16. 

The aspect ratio used in laboratory fractionators is typically 
greater than 70. No published systematic study has been 
performed which examines the effects of varying the channel 
breadth and hence the aspect ratio. It is known, however, that 
the concentration enhancement of particles from zone com­
pression against the outer wall will be reduced by dilution of 
particles across the channel breadth. Hence, the larger the 
channel breadth, the less probable is particle aggregation 
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Figure 1. Sedimentation FFF apparatus illustrating the coordinate 
system x, y, and z and the channel thickness w, breadth b . and length 
L. Note that the wall at y = 0.0 and y = b will be referred to as edges 
and walls at x = 0.0 and x = w will be referred to as the .. :Juter" wall 
and "inner" wall, respectively. The radius of curvature is the distance 
between the axis of rotation (the axis formed by the carrier fluid and 
effluent arrows) and the channel midpoint, x = w 12. 

during zone relaxation when the particle populatiO! I is in the 
most concentrated stage of the separation process. This di­
lution is impossible for circular channels because the field 
tends to concentrate particles at one point in the channel. On 
the other hand, large aspect ratio channels will dilute the zone, 
leading to a higher limit of detection; this may be important 
when the sample is either dilute or available il limited 
amounts or when detector sensitivity to the samp Ie is low. 

One experimental investigation (13) has been performed 
where the retention times of zones were compared for flow 
in the same direction as rotation and flow in the opposite 
direction to that of rotation. It was determined from this 
study that the retention times showed no dependen:e on the 
flow direction, relative to rotation, therefore the choi.:e of flow 
and rotation direction was deemed not important. l .s will be 
seen from the results given below, there appears to be no 
measurable difference in retention times of zones; lOwever, 
the quality of the separation is highly influenced by t 1e choice 
of relative rotation and flow direction. 

The velocity profile in a straight rectangular du<-t, under 
fully developed laminar flow conditions, was deri"ed from 
theory and experimentally verified (17) in 1926. Th ,s profile 
or an approximation of it has been used in many FFF studies 
(18-21) where edge effects have been studied. This velocity 
profile does not, however, consider the effects of c lrvature 
nor the rotation which produces secondary flow. P.lthough 
the effect of channel curvature has been studied in th" context 
of sedinlentation FFF for the infinite parallel plate m, <leI (22), 
a more exacting treatment of flow in a curved, rectang>llar duct 
(but with no rotation) has recently been given (23, 24). In 
addition, some studies have explored flow in rotating straight 
rectangular ducts (25, 26); however, these studies "ere con­
cerned with high Reynolds number flows in moderat e aspect 
ratio channels. The stability of flow in a rotatin, curved 
rectangular duct was recently published (27); how,·ver, the 
flow field was not computed. 

In the work reported in this paper we use a complete so­
lution to the Navier-Stokes equations for fully-develooed flow 
in rotating curved ducts of rectangular cross section. ' !'he flow 
fields are calculated at the aspect ratios, bulk flow rates, and 
rotation rates pertinent to sedimentation FFF. The complete 
numerical solution of the Navier- Stokes equations for this 
problem provides a detailed velocity profile which includes 
U(x ,y). the flow velocity in the x direction at each 'Joint in 
the x-y plane (i.e. the channel cross section) along wit 1 V(x,y ) 
and W (x,y), which are the flow velocities in the y ald z di-

rections, respectively, at each point in the x-y plane. This 
is in contrast to the previous approximations used in FFF of 
ideal unidirectional laminar fluid flow where the U and V 
velocity components are zero, except in flow FFF where U is 
considered to be constant throughout the channel cross sec­
tion. The Navier-Stokes equations are formulated k include 
the appropriate terms for the Coriolis effect, which arises as 
a direct result of motion of the fluid relative to the rotating 
duct, and channel curvature, which generates secondary flow 
through centrifugal acceleration of the moving fluid, inde­
pendent of rotation. The detailed theory and numerical 
method used for the evaluation of these flows is given in a 
recent publication (28). We will consider the effect that 
channel breadth has on practical separations in terms of peak 
shape by including the secondary flow effect in a digital sim­
ulation. In addition, a detailed view of particle flow in the 
edge region will be offered by viewing particle trajectories so 
that a microscopic explanation of zone evolution is revealed. 
We will also briefly consider the flow profile in a curved 
circular duct undergoing rotation in an attempt to explain why 
early attempts at sedimentation FFF with circular channels 
failed. 

THEORY 
Classical Sedimentation FFF Theory. We will discuss 

the classical analytical theory of Giddings and co-workers (6) 
as it applies to the problem of retention and zone broadening 
because simulation parameters will be cast in the parameters 
from this theory where possible. This theory, although sim­
plistic in nature, is highly useful because of the clear corre­
spondence between the theory and experimental quantities. 
Implicit assumptions in this theory include the use of infinite 
parallel plates as a duct model and that the zone is dispersed 
according to the limit of long times, resulting in Gaussian 
peaks. In addition, Coriolis and channel curvature effects are 
not considered in the theory and particles are treated as point 
masses with no wall interaction and no concentration effects. 
Lift forces, which are inlportant for larger particles and higher 
velocity separations, are not included in the theory. 

Retention in sedimentation FFF is easily estinlated through 
the retention ratio R, which is the ratio of the void time to 
to the retention time t,. The retention ratio is easily related 
to the nondimensional mean layer thickness I- for small 
particles not showing an appreciable steric effect (3-5): 

R = 61- coth (1 / 21-) - 121-2 (1) 

The quantity I- may be expressed in terms of fundamental 
physical parameters for sedimentation FFF: 

(2) 

where kg is Boltzmann's constant, T is absolute temperature, 
d is the particle diameter, G is the centrifugal acceleration, 
w is the channel thickness, and Clp is the density difference 
between the particle and fluid. For well-retained zones, I- is 
an excellent approximation of the nondimensional distance 
(x / w) from the outer wall to the point where half of the zone 
concentration is found. This definition of I- applies only to 
the case where the particle is denser than the fluid; however, 
this is the most important experimentally observed case as 
well as the primary case we will consider in this paper. For 
any level of retention the point in x / w where half the solute 
mass lies above and half the solute mass lies below may be 
calculated as (29) 

I- = I- _ 1 
, exp(l/I-) - 1 

(3) 

so that A. is equal to 0.5 in the limit A - 00 and X. approaches 
I- in the limit I- - o. 
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Zone broadening. as measured by the plate height H. may 
be expressed easily for sedimentation FFF: 

2D xw'(u) 
H = R(u) + -D- + 'L.Hk (4) 

where (u ) is the cross sectional average fluid velocity. D is the 
diffusion coefficient. x is the nondimensional nonequilibrium 
parameter (30). and H. represents additional secondary 
sources of zone broadening such as finite detector volume. 
finite injection volume. and channel imperfections. The 
symbol W will be used interchangeably witb v. the velocity 
component of primary flow; v is the standard notation in 
unidirectional laminar flow models of FFF. Where convenient 
the notation W will replace (u) for consistency. The plate 
height may be obtained from an experiment througb the use 
of the relationship 

<Ft' 
H=-L 

t.' 
(5) 

where L is the channel length and <F, is the standard deviation 
of the zone profile in time units. 

Dilution, The limit of detection concept has been pre­
viously discussed for chromatography (31-34) and is important 
because band-broadening mechanisms cause dilution of the 
component zones resulting in a reduction in the concentration 
of solute present in the detection system (3I). Understanding 
this dilution in quantitative terms with respect to cbannel 
dimensions and experimental parameters should aid in un­
derstanding how to minimize the dilution and create the lowest 
limit of detection separation system possible. 

The dilution effect is quantitatively given by using previ­
ously developed chromatographic theory (3I). We consider 
the dilution as a volume factor that will reduce the mass 
concentration of solute at the peak maximum. Cmu. relative 
to the mass of solute injected. minj' so that 

Crnu = minj/lvRV2,; / VNj (6) 

where N is the number of theoretical plates (equal to the 
channel length L divided by the plate height H>. VR is the 
retention volume. and the term in braces represents the ex­
plicit volume dilution of the zone. The factor of y2;; enters 
into this equation through the assumption of Gaussian zone 
profiles (3I). It is also assumed that the injection volume is 
small compared with the volume term in eq 6. The combi­
nation of eq 4. the above definition of N. and neglecting the 
longitudinal diffusion and secondary sources of broadening 
terms in eq 4. which are known to be negligible compared to 
the purely nonequilibrium term (13). yields for N 

N = LD/ xw'(v ) (7) 

Combining eqs 6 and 7 yields 

Cm .. = minj/ lwVRV21rX (u)/LDI (8) 

For the case of well-retained zones we use the approximations 
X s 24A' and R = 6A (13) along with the Stokes-Einstein 
relationship. D = kTj3'1fTJ<i. ('7 is viscosity). and V .. the channel 
void volume. which is equal to the product bwL to give 

Cmu = min;/1211'bW'V1)d (v )LA / kTl 

Finally. eq 2 is substituted for A in eq 9 

C = m .. {2yS;bw3/' '7 ( v )L l 
rna> .. ,I d GI~pl J 

(9) 

(10) 

Dilution is explicitly linked to a first-order dependence of 
channel breadth and a 3/ 2 power dependence on channel 

thickness. as seen from eq 10. This suggests that using smaller 
cbannel breadths is very advantageous in decreasing the di­
lution (and the limit of detection) in sedimentation FFF. 
However. the 3/, power dependence on channel thickness is 
more dominant. If very thin cbannels can be engineered. the 
zone dilution can be further reduced. The penalty here is that 
to maintain an equivalent A with a reduced w. the speed of 
rotation must be increased. which places an additional burden 
on the instrument. Although channel thickness may be dif­
ficult to reduce. the channel breadth is easily reduced. As will 
be shortly demonstrated. reducing the cbannel breadth. al­
though decreasing the dilution. may under certain conditions 
have deleterious consequences for multicomponent separa­
tions. 

COMPUTATIONAL DETAILS 

Flow Calculations, The flow velocities U. V. and Ware 
calculated according to the theory and computational pro­
cedures recently developed for flow in rotating. curved ducts 
of rectangular cross section. and the reader is urged to consult 
this paper for the computational details of the flow field (28). 
TYPically. a computational grid of size 41 (x) by 81 (y) is used 
for the rectangular channel The grid is nonwliform with finer 
mesh spacing near the edges. where the gradients of the flow 
variables are expected to be large. Due to the symmetry of 
the flow field. only the right half (referring to Figure 1) of the 
channel (y j b :$ 0.5) need be computed. The input parameters 
necessary for the calculation of the velocities include the 
streamwise pressure gradient dPj dz. the duct aspect ratio. 
the rotation rate (through the Ekman number described be­
low). and the nondimensional radius of curvature. which is 
simply the radius of curvature divided by the channel thick­
ness. Using the computed flow field based on these param­
eters the nondimensional velocities and the Reynolds number 
(equal t.o wWpj'7) of the flow are calculated. The nondi­
mensional velocities U(x,y) j W. V(x,y) j W. and W(x.y) j W are 
then stored on disk and converted by another computer 
program to corresponding dimensional velocities suitable for 
particle simulation. 

Particle Simulation, There are a number of numerical 
methods which can be used to obtain the elution profiles of 
particles in solution under the combined influence of force 
and flow fields. once the flow field is computed. The most 
general of these is the numerical solution of the partial dif­
ferential equations (PDE's) governing FFF. Theses PDE's 
have been given previously (19. 20); however their previous 
usage did not consider the convective effects due to flow 
velocity components U and V. Through additional tenns these 
flow components can be included in the PDE formulation 
describing FFF. Numerical methods which solve these PDE's 
have a number of advantages and disadvantages which depend 
highly on the detail to be provided in problem formulation. 
Some advantages of the PDE solution methodology include 
fast computational speed and the fact that the channel walls 
are specified distinctly through the boundary conditions. 
Some disadvantages include issues such as robustness in terms 
of solut ion convergence. difficulties near sharp gradients in 
the solution and the accuracy in calculating transport near 
walls when the diffusion coefficient is made to be a function 
of the distance between wall and particle center of mass. Note 
that in the PDE solution. the spatial concentration gradient 
drives diffusion on a macroscopic scale and in this regard the 
mathematical foundation of the method allows for the effect 
of finite zone concentration to be modeled explicitly. if ad­
ditional equations describing particle-particle concentration 
effects are known. 

An alternative method. based on a stochastic derivation of 
the FFF problem (29). and used previously (18) and in this 
paper. is that of discrete random walks under the influence 
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of force field and convective bias. In this method, zone sim­
ulation is carried out by aIlowing a particle starting at some 
initial point in the channel to repeatedly diffuse in the flow 
field, with movement in the x direction biased by the force 
field, and convect in the flow field components U, V, and W. 
These discrete convection and diffusion/ force bias steps are 
repeated until the particle is transported past the channel 
length, L. At this point, the time of transport and the x and 
Y positions are written to disk and this procedure is continued 
for typically 6000 or more particles. The initial starting point 
is sampled from an exponential distribution in x and a uniform 
distribution in y , as previously described (18). Some of the 
advantages of this method include the ability to specify 
complex boundary and initial conditions since these may be 
easily described in discrete locations, and the simplicity in 
implementing this algorithm on both course-grained and 
fine-grained (massively) parallel computers. Some of the 
disadvantages include long run times when single processor 
computers are used, and the ad hoc method through which 
a boundary is implemented. This type of transport algorithm 
only considers particles in the limit of zero concentration, Le. 
there is no provision for modeling particle concentration ef­
fects. Diffusion is implemented through the introduction of 
a microscopic random force of Brownian collisions. The 
simulation methodology does recognize, however, that particles 
have finite volume in that the particle center of mass may not 
contact a wall less than half of the effective particle diameter 
away. This effect may also be incorporated into the PDE 
approach by proper assignment of the boundary conditions. 
The particle simulation methodology used here is expected 
to be quite realistic when transport is due to the presence of 
flow gradients (e.g. secondary flow) and/or when time-de­
pendent behavior (e.g. in flow and field-programming) is to 
be considered for small-diameter, low-concentration elution 
problems. Laboratory experiments utilizing fast field decays 
which are difficult to describe by analytical mathematics have 
shown very good agreement with the stochastic particle sim­
ulation (35). 

In both the PDE solution technique and discrete particle 
simulation, transport is modeled as 8 passive process; i.e. the 
fluid flow influences particle motion through the convective 
components but the presence of the particle does not perturb 
the flow field. This ultimately limits the utility of this simple 
simulation methodology in FFF when large particles, which 
exhibit lift forces (3, 36, 37), are to be modeled. The reason 
for this is that the presence of a large particle modifies the 
flow field in the vicinity of the particle and the fluid forces 
on the particle are highly complex as the particle drifts near 
a waIl, causing the lifting to occur. The computer resources 
needed to model the full interaction of a distinct collection 
of large particles and the flow field near a wall, in the context 
of a complete moving boundary problem is beyond that of the 
largest supercomputer currently available. 

Mathematically, the random-walk algorithm may be stated 
as follows: Upon selection of the Cartesian coordinate starting 
positions xo, Yo, and ZOo the particle is allowed to diffuse ac­
cording to 

for 

and 

%;+1 / 2 = Xi - s for ~ <! p+ (lla) 

Yi+l j ' = Yi + s for ~ < 0.5 

and 

Yi+l / 2 :::: Yi - s for ~ <! 0.5 (llb) 

Zi+1/2 :: Zj + S for ~ < 0.5 

and 

for ~ <! 0.5 (l1c) 

where P+(x) is the probability of a particle moving to higher 
x, s distance away, the subscripts denote iteration number, 
and ~ is a random number with uniform density so that 0 :S 
~ < 1. By combination of the effects of isotropic diffusion and 
force field bias on particle movement in the x direction, a 
probabilistic equation can be derived (18) which gives 

P+(x) = 1 ( 2) 
1 + exp(-s/I) 1 

The sum of P+(x) and P-Cx) (where P-Cx) is the probability 
of a particle moving to lower x, s distance away) is unity. The 
dimensional mean layer thickness, I, is given as the product 
Aw. The distance s that a particle may move in time t, is given 
as 

s = ..j2Dt. (13) 

where t, is typically a millisecond or less in practical simu­
lations. The probabilities of moving to higher or lower Y and 
z are equal to 1 h because there is no force field to bias 
movement in the Y and z directions. 

After the particle is moved by the combined effects of 
diffusion and force field bias, it is transported by convection 
for time t, so that 

xi+1 = xi+lj' + U(Xi+l j ',Yi+1j,)t, (14a) 

Yi+l = Yi+l j2 + V(Xi+l j ,,yi+l jZlt, (14b) 

Zi+l = Zi+l j2 + W(Xi+1 j , ,yi+ljZlt, (14c) 

The stochastic algorithm assumes that diffusion and con­
vection can be split into separate and successive operations; 
the PDE formulation explicitly gives these operations oc­
curring simultaneously. Using the numerical method of op­
erator splitting (38), it can be shown that this separate and 
successive application is valid even for nonlinear operators 
when the time step, t" is sufficiently smaIl. The original 
stochastic derivation (29) states that s « I, which through eq 
13 gives t, « l'/ 2D. Typically, l'/ 2D is 100 times greater than 
t, in the calculations given in this paper. 

The computational details of the simulations presented here 
are similar to those presented previously (18), A number of 
important differences exist, however, and these will be dis­
cussed in detail here. First, the velocities of fluid in the 
channel are no longer broken up into waIl region flow and 
infinite parallel-plate flow. Second, the computational grid 
which was superimposed in the x - Y plane (18) is no longer 
used because the particle now has additional convective 
components which will certainly cause the particle to end up 
between grid points. If the particle surface touches a waIl (or 
artificially diffuses inside the wall), the particle center of mass 
is placed at a distance of one-half of the particle diameter away 
from the waIl at the point of particle-waIl contact. Subrandom 
numbers (39) are now used for sampling from these initial 
distributions with maximum sampling efficiency. 

Interpolation of velocity components U, V, and W in the 
x and Y coordinates of the channel cross section is necessary 
because the particle positions do not at all times coincide with 
the grid points used for fluid flow calculation. Interpolation 
is implemented by the following steps. Upon program ini­
tialization, four grid points defining a rectangular element in 
x and Y are identified. An additional five points are identified 
such that the original four points of each rectangle comprise 
the lower right one-fourth of a three by three patch of grid 
points (except for the largest values of x and Y corresponding 
to the inner wall and left edge of the channel). This three 
by three patch of velocities in U, V, and Ware individually 
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fit to a biquadratic function (38) and the resulting nine 
coefficients for U, V, and Ware stored for each rectangular 
element. These coefficients are then used to calculate U, V, 
and W, at the locations %i+1/ 2 and Yi+1 / 2 for each rectangular 
element. When the particle moves out of the local rectangular 
element, the new element is found by separately searching 
the % grid and Y grid locations in order of nearest location to 
the former grid locations. The new rectangular element 
number is then easily calculated from the % and Y grid loca­
tions. 

Analysis of the resulting data is presented in the form of 
unsmoothed arrival time histograms and particle concentration 
density plots. Production of smooth elution curves, as was 
done for a previous study (I 8), is not attempted here because 
the simulations generate a very wide range of arrival times, 
from the void peak to the retained peak, as will be shown 
below. Even with 6000 particles, there are regions of un­
dersampling which result in the production of unphysical 
bumps and gaps in the elution curves unless a large amount 
of flltering is used. This is, however, only a cosmetic situation 
and no further information is gained by smooth curve gen­
eration. The simulation code, written in FORTRAN-77, was 
developed and tested on a VAX 8800 computer (Digital 
Equipment Corp.) using the VMS operating system. Data 
were also analyzed on this computer. Production run data 
were obtained on RISC System / 6000 Model 530 and 540 
computers (International Business Machines Corp.) using the 
AIX operating system. All computer programs are executed 
with 64-bit precision. 

RESULTS AND DISCUSSION 
Channel Flow, To simplify the presentation of results, 

we introduce additional notation here. For graphs which 
contrast the importance of the direction of channel rotation 
with respect to the bulk flow direction, two arrows pointing 
up (f 1) signifies the case where flow and rotation are in the 
same direction; this will be called the parallel case from 
previously introduced terminology '(13). Two arrows pointing 
in opposite directions (I j) denotes the case where flow and 
rotation are in opposing directions; this will be called the 
antiparallel case (I3). A single arrow (f) denotes flow but no 
rotation. Other terminology for these cases exists in the fluid 
mechanics literature; for instance the terms codirectional (tt) 
and counterdirectional (f j). 

The secondary flow in a curved rectangular duct without 
rotation is illustrated in Figure 2A via a vector plot for the 
right-edge region of the channel cross section shown in Figure 
1. The dimensions of the channel used here are typical of 
those used in one type of commercial sedimentation FFF 
instrument. As can be seen from Figure 2A, there is a flow 
very near the channel edge (y = 0.0) in the direction of the 
inner wall (% = w). Approximately one channel thickness away 
from the edge there is a lower velocity flow toward the outer 
wall (% = 0.0) forming a counterclockwise rotating vortex. 
Between these regions is a small inner region where the sec­
ondary flow components U and V are essentially zero; this 
region is identified as the center of the vortex. Away from 
the edge region (y /w > 1) the secondary flow rapidly dimin­
ishes in magnitude. We show only one of the edge regions 
for the purpose of giving an expanded view; the vortex region 
at the opposite edge is exactly the same except that the di­
rection of vortex rotation is reversed. The placement of vector 
arrows seen here is nonuniform in % and y, and these arrows 
lie on the grid points where U, V, and Ware calculated. For 
the purpose of clarity we show only half the actual density 
of grid point locations used in calculating the flow field. 

Under the conditions of curvature and rotation at a mod­
erate spin rate (1000 rpm) and antiparallel operation, Figure 
2B shows that the secondary flow is seen to be opposite in 
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Figure 2. Vector plots of the secondary flow for a flow of 1 mUmln, 
w = 254 I'm, b = 2.0 em, radius of clXVature of 15 em: (A) without 
rotation; (B) 1000 rpm in the antlparallel mode of operation; (e) 1000 
rpm in the parallel mode of operation; (0) as in (B) but at 15 000 rpm. 
The arrow convention is described in the Resutts. 

direction to that ofthe case of curvature but with no rotation 
shown in Figure 2A. In both cases the secondary flow com­
ponent is present with approximately the same extent of 
importance in terms of channel cross-sectional occupation; 
the region of secondary flow extends about two channel 
thickness values inward from the edge. The velocities of the 
secondary flow components are very different for these cases; 
however, a vector plot tends to obscure absolute velocity 
comparison between plots. For a typical radius of curvature 
found in sedimentation FFF fractionators, the absolute ve­
locities of the secondary flow are about 3 orders of magnitude 
larger from rotation due to Coriolis forces as compared to the 
centrifugal acceleration component due to channel curvature. 
The domination of secondary flow by Coriolis forces takes 
place at rotation speeds of just a few rpm for channel di­
mensions typically used in sedimentation FFF. 

Secondary flow under parallel conditions is given in Figure 
2C. As can be seen, vortex rotation is of the same relative 
extent of that given in Figure 2B but of opposite rotation 
direction. In this case the fluid motion is up the edge at y 
= 0.0 to the inner wall and then toward the channel interior 
with motion toward the outer wall, culminating in full coun­
terelockv.ise rotation. In all cases, secondary flow tends toward 
zero as a wall is approached. 

The case of high field strength (15000 rpm) is shown in 
Figure 2D for anti parallel operation. Again, the clockwise 
motion of the vortex occurs, but now the vortex region is 
rectangular shaped with the V component of the secondary 
flow being of long range and U being mostly confined to one 
channel thickness away from the edge in the y direction. The 
U component here is also confined more toward the center, 
with respect to the channel thickness, away from where 
particles will be concentrated under normal retentive con­
ditions. This type of secondary flow is most desirable from 
the viewpoint of particle separations, as will be discussed 
below. 

The four vector plots shown in Figure 2 are normalized so 
that the maximum velocity of secondary flow at a point in the 
channel ."oss section fits in each plot, through the length of 
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of curvature equals 15 cm for both cases. 
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FIgwe 4. Secondary flow component V(/,y)/Wnear an edge under 
a variety of rotation speeds (speed In revolutions par minute) and in 
\he anUparalle1 mode of operation: (left graph) w = 127 I'm, b = 1.0 
em; (right graph) w = 254 ~, b = 2.0 em. W = 0.328 and radius 
of Ct.<Vature equals 15 em for both cases. 

the vector. Although this is convenient to show direction, only 
the relative magnitude of the secondary flow can be visuaJized. 
A better indication of the secondary flow velocity is to plot 
the flow velocity along a line in the x-y plane. These types 
of plots are shown in Figures 3-5 for selected regions of the 
channel cross section for U, V, and W, respectively, under 
conditions pertinent to sedimentation FFF. 

In Figure 3 the x-directed component of the secondary flow, 
U, scaled to the mean bulk flow velocity, W, is shown for the 
antiparallel case at different rotation speeds for the channel 
region x = I when the retention ratio, R, is equal to 0.1. Results 
are given in Figure 3 for two cases of channel thickness, w, 
equal to 127 and 254 I'm. In both cases shown in Figure 3, 
the aspect ratio is 78.74 because the channel breadth is varied 
for these two cases. These calculations are strictly valid when 
IV is 0.328 em/s; however, these plots vary only by a maximum 
of a rew percent for Was high as 4 cm/s, a value far in excess 
of that commonly practiced in FFF. The value of x = I is 
chosen for these calculations because a solute particle is most 
often found statistically at I distance from the outer wall. As 
can be seen from Figure 3, the U component at x = I achieves 
a small fraction of the bulk flow velocity, IV. The sign of U 
is negative when secondary flow is toward decreasing x; this 
is shown in Figure 2 near the outer wall. Although U appears 
to be arnall, it does control particle motion on a short-length 
scale near the edge until it diminishes asymptotically to zero 
a few channel thicknesses in from the edge. This can be shown 
by considering when W is 0.328 cm/ s, and U / IV is approxi­
mately -{).OOO5 (referring to Figure 3) then U will be on the 
order of 1I'm/s; in 1 s the particle can travel a sizeable fraction 
of I in this edge region. The main concern, however, is when 
U is positive, because the particle will be convectively lifted 
away from the wall causing premature elution. Although the 
positive U values are small, they are significant. Comparison 
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FIgwe 5. Primary flow component W(x = w /2,Y) near an edge .mer 
a variety of rotation speeds (speed in revolutions per minute) and In 
\he anUparalle1 mode of operation. Other condHions are as In Figures 
2 and 3. 

of the two plots shown in Figure 3 demonstrates that the 
secondary flow in the x direction is stronger under equal IV 
for the thicker channel than for the thinner channel. For low 
rotation speeds it can be seen that positive U values are much 
higher for the thicker channel than for the thinner channel. 
This is explained by considering the driving force for sec­
ondary flow which is given by the nondimensional Ekman 
number; the Ekman number is the ratio of the viscous force 
to Coriolis force and is given as 

E=V/W2{l (15) 

where. is the kinematic viscosity (equal to TI/ P where p is the 
fluid density) and {l is the rotation rate in radians per second 
(equal to 2·.-rpm/60). The larger is the Ekman number, the 
smaller is the extent of secondary flow. Because wappears 
in the definition of the Ekman number, larger channel 
thickness will result in a smaller Ekman number, leading to 
higher velocities and cross-sectional extent of the secondary 
flow. Figure 3 shows that U diminishes along x = I for both 
thickness values roughly the same relative distance (as viewed 
by the ratioy/ w) away from the edge. However, U diminishes 
to zero in a much shorter absolute distance from the edge for 
the smaller thickness channel; this is seen by multiplying the 
abscissas in Figure 3 by the respective w values. 

Because the nondimensional radius of curvature is so large 
in sedimentation FFF instrumentation (250-1200), the sec­
ondary flow component from curvature alone is insignificant 
compared with the secondary flow induced by rotation, as 
determined by extensive calculation with the computer pro­
gram described in ref 28 under conditions pertinent to sed­
imentation FFF. This means that in sedimentation FFF Uff 
"'" -UtI and V ff "'" - Vt l over all of the channel cross section 
when all variables except the relative direction of flow, with 
respect to rotation, are held constant. These approximations 
hold true down to the case where the nondimensional radius 
of curvature is less than 100. Below this value curvature must 
be considered as a unique source of secondary flow and the 
approximations mentioned above will no longer be valid. 
Hence, Figure 3 is valid for the parallel mode of operation by 
scaling the ordinate by a multiplicative factor of -1. 

Figure 4 shows the y-directed component of the secondary 
flow, V, also scaled to the average bulk flow, lV, for different 
rotation rates in the antiparallel mode of operation and again 
at the line where x = I for R = 0.1. From Figure 4 it is seen 
that the V component is larger than the U component shown 
in Figure 3 and is of longer range in terms of its transport 
capability. V is larger and of longer range for the larger w 
case than for the smaller w case. The V component, unlike 
the U component of secondary flow, is desirable because it 
will carry the solute zone away from the edge region where 
the U component will cause x-directed convection. A stronger 
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V component is also desirable in minimizing the diffusion of 
a particle back into the vortex region once it is convectively 
transported away from the edge region. As was the case in 

100 .00 

Figure 3, the results of Figure 4 are strictly valid for W = 0.328 
cm/s; only a few percent error is incurred from using Figure 
4 up to W = 4 cm/s. In addition, the results given in Figure 
4 can be used for the parallel case by multiplying the ordinate 
scale by -1. 

The edge profile of the bulk flow, W, scaled to W, is shown 
in Figure 5 for antiparallel operation at the channel midsection 
line x = w /2 and for the two channel thickness values used 
in Figures 3 and 4. On the basis of the analytical solution for 
laminar flow in straight rectangular, nonrotating ducts (17), 
W / W is equal to 1.512 and 1.506 at the channel midsection 
for the two channel aspect ratios, 78.74 and 157.48, under 
consideration in Figure 5. For rotating channel flow inves­
tigated in this paper, this value turns out to be approximately 
equal to 1.525 at the center of the channel for both channel 
thickness values. This difference is primarily due to the 
modification of parallel plate flow by the Coriolis forces and 
to a much lesser degree by the centrifugal forces arising from 
channel curvature. As can be seen from Figure 5, there is a 
large difference in the flow profiles between the two thickness 
values as the rotation speed is increased. For the larger 
channel thickness, it is shown that the velocity component 
WI W is no longer monotonically increasing away from the 
edge for rotation rates in excess of 5000 rpm. Also of interest 
in Figure 5 is the observation that WI W reaches a nearly 
constant value at a much longer distance away from the edge 
region for high rotation rates and thicker channels than for 
the thinner channels. 

These observations are explained as follows. Under zero 
rotation the velocity of fluid near an edge is governed exclu­
sively by the viscous drag that the fluid experiences near the 
edge and the only non-zero velocity component is W. How­
ever, the introduction of Coriolis forces through channel ro­
tation causes the flow field to assume a dramatically different 
structure, especially in the planes perpendicular to the 
bulk-flow direction. At relatively low rotation rates, Coriolis, 
viscous, inertial, and pressure forces interact in a complex 
manner to produce the resulting flow field. As the rotation 
rate is increased, a well-defined asymptotic flow structure 
emerges, with regions where distinct force balances are es­
tablished. At high rotation rates, i.e. small Ekman numbers, 
the basic flow structure in the x-y plane is divided into an 
essentially nonviscous core and very thin (relative to the 
channel thickness) viscous layers along the channel edges. The 
qualitative features of these regions is described in the fol­
lowing paragraphs. 

The interior region (i.e. the region away from all channel 
edges) , which occupies most of the channel cross section, is 
established by a balance between Coriolis and pressure forces. 
This core region, where inertial and viscous forces are neg­
ligible, is referred to as the Taylor--Proudman region in the 
classical fluid mechanics literature. The significant velocity 
component in this region is W, and it is responsible for the 
mass flux associated with the bulk flow. The other two ve­
locity components, U and V, are vanishingly small for small 
Ekman numbers, and are proportional to E1/2. 

The thin layers near the channel edges at y = 0 and y = 
b that are perpendicular to the axis of rotation are referred 
to as the Ekman layers in the fluid mechanics literature. 
Within each Ekman layer, for which the thickness is pro­
portional to E1 /2, the Coriolis force is balanced by viscous 
forces; the pressure is nearly constant and the inertial forces 
are negligible. Within the Ekman layer, U is the dominant 
flow component, whereas the other two velocity components 
are small and proportional to FJ12. This results in a mass flux 

8 0_ 00 

60.00 

N 

4(1. 00 

2(1.00 

0.00 
0.00 5.00 10.00 15 .00 20 . 00 25.00 

y/w 
figure 6. Trajectories 01 particles in the y-z plane not caught In the 
vortex; an1iparalel mode 01 operation: (1eIt bundle) 1000 rpm, d = 0.27 
I'm, A = 0.0190; (right bundle) 15000 rpm, d = 0.045 I'm, A = 
0.01823. Conditions: flow rate 1 mLlmin, w = 254 I'm, b = 2.0 em, 
L = 90 em, radius 01 curvature 01 15 cm. All particles are initially 
placedatxlw= A,ylw= 1.0. z= 0.0. t:;p = 0.05 g/lT'L in al cases. 

proportional to EI/2 within the Ekman layers along the x axis 
and leads to what is termed Ekman suction, which is the 
primary cause of the secondary flow in the x-y plane, The 
presence of Ekman layers at high rotation rates is substan­
tiated by the appearance of the characteristic overshoot shown 
in Figure 5 for the W component of fluid velocity, at a distance 
approximately in agreement with the position of overshoot 
predicted by the linear Ekman layer theory. 

The viscous layers along the edges x = 0 and x = W, that 
are parallel to the axis of rotation, evolve from a different and 
more complex balance of forces than that responsible for the 
Ekman layers. This results in a complex sandwich structure, 
consisting of two transition regions, one completely embedded 
inside the other. The outer viscous layer, whose thickness is 
proportional to Ell', occupies the region between the wall and 
the core region, whereas the inner sublayer extends from the 
wall to a distance proportional to EllS that is inside the outer 
layer. The primary function of the inner layer is to provide 
a return path for the fluid flow within the Ekman layers, such 
that the net mass flux in the side layers is the same as that 
carried in the Ekman layers. A secondary function of these 
layers is to provide a region for smooth adjustment of the fluid 
velocity from its value in the Taylor--Proudman region to the 
no-slip condition (zero velocity) at the wall. 

As can be discerned from the above discussion, at high 
rotation rates most of the mass flux associated with the sec­
ondary flow is confined to these thin viscous layers. A direct 
consequence of this is the shrinking of the extent of the 
vortical region, as the rotation rate increases. 

Particle Motion in the Vortex. For a complete under­
standing of particle transport in the edge region, we pick an 
initial starting point for a particle in the edge region and record 
the particle's x, y, and z coordinates at each time step of the 
convection-diffusion cycle. In this way it is possible to follow 
a particle's trajectory through the vortex or any other part 
of the channel flow. Such trajectories are shown in Figures 
6 through 8 under a variety of different conditions; these will 
be explained individually in this section. 

In Fib'Ufe 6 the trajectories of particles in the y-z plane are 
shown for the antiparallel mode of operation. As can be seen, 
there al'e two bundles of trajectories, those on the left side 
which are run under weak field (1000 rpm) conditions and 
moderate particle size (d = 0.27 I'm) and those on the right 
which are run under strong field (15000 rpm) conditions and 
small particle size (d = 0.045 I'm). In both cases R is ap-
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Figure 7. Trajectory of particle in the x-y plane caught in the vortex. 
CondItions are as in left boodle shown in Figure 6 except the particte 
is in~ially placed at y / w = 0.6875. 
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FIgure 8. Trajectories of particles In the y-z plane showing the ex­
change of particles between the wafl..dlsplaced secondary How driven 
by V(x ,y) and the fluctuatiorHnduced crossing into the vortex region 
of flow driven by both U(x ,y) and V(x ,y). CondHlons are as in Figure 
6 except the parttctes are initially placed between y/w = 0.78 and y / w 
= 1.0. 

proximately 0.1. The initial starting point for all particles is 
x = I, y / w = 1.0, and z = 0.0. For both cases it is shown that 
the secondary flow convectively drives the particles away from 
the edge region of the channel and into the interior of the 
channel breadth where the corresponding secondary flow 
component in V becomes negligible; at this point only diffusion 
governs motion in the y direction. This particular case is very 
favorable in terms of separation quality because it. prevents 
particles from being trapped in the edge region where the bulk 
flow velocity W becomes very sluggish and would normally 
cause zone broadening (IS , 21). For particles which initially 
start out closer to the edge, as depicted in Figure 7, the U 
component of the secondary flow is relatively large, causing 
the particle to lift away from the outer wall and to be con· 
vectively driven by the vortex. In Figure 7 the trajectory is 
projected in the x-y plane and show8 how the particle will 
swirl down the channel. For the case of small molecules, such 
as an unreacted monomer that may be injected with the 
macromolecular sample, the diffusional component is suffi· 
cient to cause a very erratic trajectory, as compared with 
Figure 7. This is caused becau8e diffusion across the vortex 
causes a rapid sampling of the different convective paths 
offered by the vortical flow. Although not shown here, this 
case is very favorable because small molecules will diffuse in 
and out of the vortical region and will therefore spend little 
time in the edge region where the bulk flow W tends to be 

retarded. For large particles which start in an edge·confined 
region similar to the case depicted in Figure 7, inertial effects 
may also playa role in terms of ejecting the particle into the 
interior regions of the channel with respect to the y direction. 
This may be important for sedimentation FFF separations 
run under the steric mode of operation. 

Due to diffusional fluctuations in position, a particle initially 
in one of the two modes depicted previously may cross over 
to the other mode of transport. This is shown in Figure 8 for 
the low field case, via projection in the y-z plane, where 
particles initially in the vortex region (shown here as the 
periodic oscillatory motion next to the edge) may diffuse out 
of the vortex region and be convectively driven into a channel 
location where U is minimal. Also shown in Figure 8 is the 
situation where a particle initially in the edge region comes 
under the influence of the vortex after traversing a few channel 
thickness values out from the edge in the y direction. This 
suggests that there exists an edge region from where particles 
will end up in the vortical region with a high degree of 
probability. This will lead to the presence of solute in the void 
peak and beyond, the amount of solute being proportional to 
the area of the edge region where the vortex contains a sig· 
nificant positive U velocity. 

Trajectories under the same conditions, except for the 
parallel mode of operation, show that the secondary flow 
actively promotes the convection of retained particles into the 
vortex where V is negative along the line where x = I; in this 
case premature elution is more probable, as demonstrated in 
the next section. This behavior is central to the findings of 
this paper in that particle zones with small mean layer 
thicknesses and, initially, in the edge region will not experience 
edge flow for long because the secondary flow, in the anti· 
parallel mode of operation, will convectively carry the particles 
away from the edge and into regions where there i8 very little 
flow in both x and y directions. However, in the parallel mode 
of operation, particles starting at the edge or near the edge 
will almost surely end up in the vortex through the secondary 
flow in V which promotes convective transport to the edge. 
A small change in initial particle position near the edges may 
cause the particle to elute somewhere hetween the void peak 
and the retained peak. In this regard particle transport at 
the edge region is noted to be chaotic for both parallel and 
antiparallel modes of operation, the use of the term chaotic 
referring to systems which exhibit a large sensitivity to initial 
conditions (40). 

Zone Profiles, In this section we will examine the zone 
profile that results from the repeated application of convec· 
tion-diffusion cycles to thousands of particles under retentive 
conditions. Figure 9 shows the elution prome of a zone which 
would be expected for the case of retention in a large aspect 
ratio (78.84) sedimentation FFF fractionator (w = 254 I'm, 
b = 2.0 cm) for both parallel and antiparallel modes of op­
eration. As can be seen from Figure 9, the presence of sec· 
ondary flow causes a sUhstantiai number of particles to elute 
prematurely before the main peak in both cases. As explained 
in the trajectory section above, the fraction of particles which 
prematurely elute before the main peak is suhstantially higher 
for the parallel case as compared to the antiparallel case. This 
suggests that sedimentation FFF fractionators should be run 
with flow in the direction opposite to that of rotation so as 
to minimize the predicted zone leakage, the term leakage being 
used here to denote particles that do not elute with the main 
peak but, rather, are prematurely eluted by vortex flow. The 
mechanism discussed above is also verified by considering the 
concentration density prome of the particles at the end of the 
channel, shown in Figure 9 for the two cases. In the anti· 
parallel mode of operation, there is a depletion of particles 
near the channel edges at y / b = 0.0 and y / b = 1.0. Again, 
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F'siure 10. Time elution profiles and zone breadth distributions at the outlet for an aspect ratio of 40 (b = 1.016 em, W = 254 ,urn). L = 90 em, 
d = 0.27 I'm. rotation rate 01 1000 rpm. flow rate of 0.507 mL/ min. ( v ) = W = ( '.328 cm/s. tJ.p = 0.05 g/mL. radius of curvature 15 em. 

secondary flow in V is pushing the majority of particles away 
from the edges and into the interior of the channeL This is 
contrasted with the concentration density profile at the end 
of the channel for the parallel case where the particles enter 
the vortex and mostly reside in the vortex, until the particles 
leave the channel. For multicomponent zones. zone leakage 
will contaminate each peak with solute from more retained 
zones. causing a loss in the purity of the recovered fractions 
when sedimentation FFF is used to isolate a pure component. 

Simulati,m also suggests that baseline irregularity will be more 
dominant in the parallel mode of operation; under this mode 
of operation, peak area and statistical moment quantification 
may be ,lifficult. 

In an zttempt to reduce the dilution caused by large channel 
breadth, simulations are performed with smaller breadths. 
These are shown in Figures 10 and 11 for aspect ratios of 40 
(b = 1.016 em) and 20 (b = 0.508 em), respectively. Note that 
the comparison of these cases is facilitated by holding the 
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Figur. 12. Time elution profiles for high rotation rate (15000 rpm) separations. Parameters are W = 254 I'm, L = 57 em, d = 0.045 I'm, (v) 
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For C and D: b = 1.016 em (aspect ratio of 40), flow rate of 0.508 mUmin . 

average linear velocity, W, constant, which is the more fun­
damental parameter controlling elution and zone broadening, 
as compared to flow rate. These figures demonstra te that as 
channel breadth is reduced, more solute is found propor· 
tionally near the void peak region. This may be a ttributed 
to the simple fact that the actual vortex area remains constant 
and the interior area of the channel, which is devoid of roo 
tational flow, decreases proportionately with reduction in 

channel breadth. This is most unfortunate since it implies 
that decreasing the channel breadth, in an attempt to decrease 
dilution, will result in a higher amount of zone leakage with 
a subsequent reduction in zone purity. Even for the more 
favorable case of antiparallel operation, enhanced zone leakage 
can be seen from these lower channel breadth results. 

As was shown in Figure 2D, the secondary flow in U and 
V is very important in terms of cross-sectional occupation for 
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Figure 13. Time elution profiles for small channel thickness case. Parameters are w = 127 I'm, L = 90 em, d = 0.35 I'm, (v) = W = 0.328 
em/s , tJ.p = 0.05 g/mL, and radius of curvature 15 em. For A and B: b = 0.508 em (aspect ratio of 40), flow rate of 0.127 mUmin. For C 
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very high rotation speed. In Figure 12 simulated elution 
profiles are shown for very small particles at a high rotation 
speed (15000 rpm) with parallel and antiparallel operation 
at two aspect ratios. In the case where the channel dimensions 
are chosen to be those of a typical high rotational speed 
fractionator (Figure 12A,B), the direction of spin with respect 
to flow is seen to be critical in maintaining a high-quality 
separation. For the parallel mode of operation, the void region 
is seen to be occupied by particles all the way from the void 
peak to the main peak. This situation highlights a potentially 
serious problem in that most experimentalists would interpret 
a fractogram like Figure 12B as having a sizable population 
of low and medium molecular weight material that was never 
resolved from the high molecular weight material composing 
the main peak. This, of course, is not correct and is a direct 
consequence of the zone leakage effect in its most extreme 
case. This is contrasted to the antiparallel case shown in 
Figure 12A where very few particles were detected between 
the void region and the main peak. Simulation, in this case, 
demonstrates a very high quality fractionation of the particle 
population with negligible leakage. The reason for the large 
contrast in results between parts A and B of Figure 12 is that, 
in the case of high rotation, the flow field is elongated (as 
shown in Figure 20) so that the V component is strong and 
of a relatively long range away from the edge. This causes 
particles to be convected laterally along the channel breadth 
either into the edge and the vortex region (for parallel op­
eration) or out of the edge region (for anti parallel operation) 
where the U component is very weak and cannot convect the 
particle into the vortex. This would indicate that higher fields 
are more favorable to reducing leakage when in the antiparallel 
mode of operation. 

Because of the elongation of the flow field under high spin 
rate conditions, reduced channel breadth operation is possible 
under this condition as shown in Figure 12C for antiparallel 
operation. However, for the parallel mode of operation shown 
in Figure 12D, simulation reveals that reduced channel 
breadth, as expected, leads to unacceptable levels of zone 

leakage. Because not all experiments are conducted at such 
high rotat ion rate, the reduced breadth fractionator, for the 
given cha:.mel thickness of 254 I'm, does not appear to be a 
promising configuration for routine high-quality separations. 

From the results given in this paper it is suggested that the 
field programmed mode of operation is conducive to mini­
mizing zone leakage in the early elution time part of the 
fractograro, when the initial rotation speed is high. However, 
as rotation speed is reduced as a function oftime, it is possible 
that later eluting zones will have more zone leakage than 
earlier zones in the anti parallel mode of operation. 

Becaus" commercial fractionators have employed channel 
thickness dimensions of approximately 254 I'm, the simulation 
studies" ported in this paper have been performed mostly 
with this w value. It is important, however, to examine the 
reduced (hannel breadth scenario in the context of smaller 
channel thickness because zone dilution is more favorably 
dealt with by lowering channel thickness. As was shown in 
Figures 3 and 4, secondary flow is smaller at lower channel 
thickness because smaller w values will give larger Ekman 
numbers, yielding less secondary flow. 

Simulation results for w = 127 I'm, a value where some of 
the earlier sedimentation FFF experiments have been per­
formed U 3), are given in Figure 13, where W is identical to 
the results given previously. As can be seen from parts A and 
C of Figure 13, wbere simulations at aspect ratios of 40 and 
20 are shown for the anti parallel mode of operation, zone 
leakage i:; minimal. Even for the lowest aspect ratio of 20, 
zone leakoge is far less than that shown in Figure 9 where the 
dimensions of one commercial fractionator are used for sim­
ulation. This finding suggests that for the highest quality 
separation, channel thickness should be made smaller than 
is currently commercially available. In addition, simulation 
suggests l;hat smaller channel breadths can be used with the 
reduced thickness channels. The dilution factor is decreased 
significantly in these cases as compared to the standard 
commercial dimensions of 254 I'm by 2.00 to 2.54 em. By using 
eq 9, the ratio of dilution factors for the 254-l'm channel by 
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calculated due to symmetry considerations. In this figure, the 
upper part of the semicircles correspond to the location x ; 
wl2 and y ; 0.0 and the lower right-most point corresponds 
to x; 0.0 and y ; b/2 (the accumulation point for particles 
with density greater than the carrier fluid) , where for circular 
channels the channel thickness, w, and channel breadth b 
are equal to the tube diameter. The conditions chosen 'fo; 
this calculation parallel the operating conditions for rectan­
gular channels; i.e. the rotation speed, radius of curvature and 
~ver~e cross-sectional velocity, W, are similar to those ~iven 
III Figure 9. The flow rate is, however, very much reduced 
because of the smaller cross-sectional area of the circular 
channeL As can be seen from this figure, secondary flow is 
prevalent over the whole channel cross section for both con­
figur.ations. The absolute mag!,itude of the secondary flow, 
relative to bulk mean velocity, W, although not shown, is large 
enough to convectively transport particles over the whole tube 
cross section a few times during the journey down the tube, 
rendering the principle of retention in sedimentation FFF 
useless in this type of experiment. 

Figure 14. Flow proms in a curved circular channel unde'f rotation. 
Conditions: rotation speed of 1000 rpm, duct diameter of 254 I'm, 
radius of curvature 15 em, and (v) ; W; 0.328 em/s. Note that 
the zone would accumulate at the three o'clock position in both cases 
and that the axis of rotation is perpendicular to the nine o'cIod< position. 

a 2.00·cm channel to the 127'l'm channel by a ').S08-cm 
channel at constant A is seen to be approximately 16 when 
the particle diameter is equal for the two cases. It should be 
noted , however, that the use of eq 9 in this way is only ap­
proximate because a constent A with different w necessitates 
different d values. Nonetheless, a factor of 16 less dilution 
results in the ability to lower the detection limit by a factor 
of 16. In addition, solvent consumption is reduced by ap­
proximately a factor of 8 for the reduced channel thickness 
and breadth case mentioned above. The only foreseeable 
problem with this suggestion, as was mentioned previously, 
is that under reduced channel thickness conditions, the cen­
trifuge must be rotated at a higher speed to maintain the 
equivalent A. This is only a consideration, however, until the 
secondary flow flattens out, as shown in Figure 2D, so that 
retained particles are isolated from the deleterious "ffects of 
the U secondary flow component. As was the case for previous 
simulations, the parallel mode of operation gives poor results 
and this is shown vividly in parts Band D of Figure 13 for 
the reduced thickness and breadth case (aspect rat ios of 40 
and 20) mentioned above. Simulation suggests thet for the 
case of reduced thickness and breadth it is of paramount 
importance to use the anti parallel mode of operation to 
maintain high-quality separations free of zone leakage. 

The results presented in this paper demonstrat" the im­
portance of secondary flow considerations in sedimentetion 
FFF. Perhaps the most important and certainly ':he most 
practical finding of this paper is that the proper "hoice of 
rotation direction with respect to bulk flow direction IS critical 
in minimizing zone leakage. Although these findi ngs have 
been obtained through computer simulation, recent experi­
mental verification has been obtained and will be given in a 
later paper. 

Circular Channels, Because the mathematical formula­
tion of the flow in a rotating curved duct was d",ived in 
generalized curvilinear coordinates (28), it is a relati {ely easy 
matter to compute the flow field for a rotating curved channel 
with circular cross section. This flow field was very recently 
computed (41) for the limiting case of small curvature. As 
mentioned previously, early attempts at achieving separation 
using a sedimentetion field with circular channels fai led. The 
velocity profiles calculated for a circular channel will he shown 
here to demonstrate that there is no vortex-free cross-sectional 
area of a circular channel; hence sedimentation FFF must be 
performed with relatively large aspect ratio channels. 

Figure 14 shows the secondary flow via. vector plots for 
circular channel sedimentation FFF. As was the case for 
rectangular channels, only half of the flow field need be 

Although we have simulated elution profiles with particles 
possessing a density higher than that of the fluid, which causes 
the sample zone to accumulate at the outer wall under re­
tentive conditions, the same behavior is expected for the 
occasional case of particles less dense than the carrier fluid. 
In this case the particles will be concentrated at the inner wall 
rather than the outer wall when particles are relaxed under 
the influence of the force field. It is easy to see from the vector 
plots in Figure 2 that under anti parallel conditions, particles 
which are initially present at the inner wall (x ; w) will be 
swept into the vortex causing premature particle elution. This 
suggests that the experimentalist should use the parallel mode 
of operation if particles less dense than the fluid are to be 
fractionated. 

One aspect of these studies which has not been previously 
discussed is the effect that high flow rates will have on 
practical separations. Because the absolute values of U and 
V secondary flow components increase with higher flow rates 
(flow rate being proportional to Wl , zone leakage will be 
expected to increase with higher flow rates. It may be argued, 
however, that although U is larger at higher flow rate, causing 
more lifting into the vortex, V is also larger and should convect 
the particles at the edge into the channel interior faster, 
minimizing the effects of higher U. Simulations at higher flow 
rates, although not presented here, have shown that there is 
a mild effect from higher flow rates causing more zone leakage, 
although not substantially higher, at elevated flow rates. For 
separations performed at much higher flow rates than nor­
mally encountered, the use of chanDels with larger breadths 
or higher rotation rates may be advantageous in minimizing 
zone leakage. It has been suggested (18) that large flow rates 
may cause poorer agreement between theory and experiment 
due to the incomplete flow field sampling of the particle for 
low retention in the normal mode of FFF operation. In this 
regard, higher retention will be advantageous under higher 
flow conditions to minimize both secondary flow (U is smaller 
for small x) and to facilitate complete sampling of the flow 
field (l is smaller). In addition, operation of sedimentation 
FFF in the hyperlayer mode of operation utilizing the lift force 
to generate the hyperlayer may be especially susceptible to 
zone leakage because of the high flow rates necessary to lift 
the particle and because the particle will experience the higher 
U velocity due to the higher zone position in x where U is 
larger. 

Finally, we note that a great deal of effort has been ex­
pended in attempting to include the effects of channel breadth 
in general treatments of FFF (18- 21) . The results presented 
here suggest that a reasonably accurate model of sedimen-
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tation FFF is that of the infinite parallel plate model, for the 
antiparallel mode of operation and particles more dense than 
the fluid, due to the particles being convectively driven away 
from the channel edges for retained zones. The three-di­
mensional model of a channel which includes edge-retarded 
flow may be simplified through the findings of this paper 
because the edge retardation does not occur. Through careful 
quantitation of the edge retardation effect (18) it was found 
that this effect is suggested to be slight for sedimentation FFF 
but the results presented here establish the validity of the 
infmite parallel plate model as a very good approximation for 
use in sedimentation FFF. 
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SYMBOLS 

channel breadth 
concentration of particles at the peak maxi-

mum 
diffusion coefficient 
particle diameter 
Ekman number 
acceleration due to channel rotation 
plate height 
plate height due to secondary contributions 
Boltzmann's constant 
dimensional mean layer thickness 
channel length 
mass of solute injected 
number of theoretical plates 
inlet pressure 
retention ratio 
average diffusion distance of a particle in t, 
absolute temperature 
passage time for an unretained zone 
retention time 
time between iterations 
secondary flow velocity in the x direction 
secondary flow velocity in the y direction 
void volume 
retention volume 
average axial flow velocity 
axial flow velocity 
channel thickness 
coordinate in channel thickness 
coordinate in channel breadth 
coordinate in channel length 
absolute viscosity 
kinematic viscosity 
fluid density 
difference between particle and fluid density 
nondimensional mean layer thickness 
exact nondimensional mean layer thickness 

x 
Q 

t 
tt 

nondimensional nonequilibrium coefficient 
rotation rate in radians per second 
notation for curvature but no rotation 
notation for flow and rotation in the same 

t j 
direction 

notation for flow and rotation in opposite 
directions 
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Power spectrum (PS) based analysis 01 muHlcomponent 
chromatograms Is extended to chromatograms contalnklg 
peaks of dlferent widths. For PoIssonIan chromatograms the 
PS Is derived both lor cases where peak width and ratentlon 
time are Independent 01 one another and lor cases 01 linear 
peak broadening. Computer-1l_rated chromatograms were 
U8ecI to test the derived model equations. The shape param­
eters and the number 01 slngle-component peaks can be es­
tlmated wHh good precision, aHhough the precision 01 the 
estimated minimum and maximum peak widths Is lower than 
that 01 their average. 11Ie results obtained by simulation are 
explored on the basis 01 the theoretically derived equations, 
and the relevance 01 the resuHs In handling practical cases 
Is emphasized. 

INTRODUCTION 
Fourier analysis of multicomponent chromatograms has 

recently been elaborated (1) and a general theoretical model 
of the chromatogram power spectrum (PS; see Glos.ary) was 
derived by representing the chromatogram as a random (i.e. 
stochastic) and stationary sequence of single-component (SC) 
peaks. In this initial treatment the peak standard deviations 
(for the sake of simplicity these will be called peak width, PW; 
see Glossary) were assumed to be constant and both SC peak 
heights and positions were random variables independent of 
one another. From this PS approach a new method was 
derived for determining the SC number m-that is the number 
of individual components which can be detected above a given 
concentration level-and other attributes of the multicom­
ponent chromatograms such as peak shape parameters and 
peak capacity N,. The method was tested on a substantial 
number of computer-simulated chromatograms (2), and it was 
found superior to the previously reported methods (3-10), 
since it appears applicable under conditions of grea:er over­
lapping, where other methods begin to fail. In addiiion, the 
PS method is insensitive to white noise, at least for signal­
to-noise ratios greater than 20 (2). 

This PS method may be applied under programmed elution 
conditions where constancy of SC PW is more closely met. 
However when such real cases are examined and the chro­
matogram is carefully viewed, it becomes clear that PW 
constancy is not perfectly respected. For example, one can 
easily check this failure in a programmed temperature chro­
matogram of a homologous series of linear hydrocarbons (11). 
Even if the temperature program is carefully controlled, 
variations of about 20-30% in PWs cannot be prevented. This 
exact perception is not so easily singled out in the chroma­
togram of a complex multicomponent mixture where the 
peak-overlapping effect hinders direct control over SC peak 
shape. However, in these cases, the above-mentioned figures 
are certainly higher since differences in physico(:hemical 

1 Present address: University of Tennessee, Knoxville, TN. 

properties of the SCs in the mixture could determine an ad­
ditional random, more unpredictable peak broadening. 

The other constraint of the PS method, i.e. the condition 
of SC peak density constancy along the entire chromato­
graphic space, are less critical since carefully controlling the 
elution program can improve resolution of the regions with 
greater peak density or compress the less dense regions. 
Another possibility is to cut the global chromatogram into a 
number of smaller windows, where SC peak density can be 
assumed constant, and to process them separately. Moreover, 
even from a mathematical point of view, such nonuniformity 
in the density of SCs is not of specific interest. This is, in 
fact, a case of a nonstationary stochastic process, which can 
be referred to stationary random cases under convenient 
compression or expansion of the time axis (12). However, the 
main point here is that we cannot easily keep both PW and 
SC peak density constant and, of these the PW proves the 
more difficult to control. 

In order to check the relevance of PW constancy in applying 
the PS method to experimental chromatograms, the following 
two model cases were thus considered: (1) In the first case 
PW is a random variable independent of peak position and 
peak height (model A). Two distribution cases were consid­
ered: the normal distribution and the uniform distribution. 
(2) In the second model dependence of PW on retention time 
is assumed (model B). Parts a and b of Figure 1 report sec­
tions of these two kinds of model cases. 

The Fourier analysis approach for obtaining theoretical 
expression of the PS is here again applied. In both cases SC 
peak density was assumed to be constant and Poissonian while 
the peak shape is taken as strictly Gaussian. The preference 
for Poissonian SC interdistance distribution is based on the 
fact that it is the limit distribution case holding true for very 
complex multicomponent chromatograms (1). The method 
will be validated under simulated chromatographic conditions 
closely related to those mentioned above, by applying the same 
numerical procedure previously set up (2). 

THEORY 
Derivation of a PS of noneonstant PW multicomponent 

chromatogram is similar to the one presented in ref 1. The 
only differences are that now the peak area characterizes the 
amount of a SC instead of peak height and the peak shape 
contribution to the PS is a function of the PW distribution. 

Let the equation describing the shape of a single-component 
peak be 

1 [(t - m)2] 
u(t,m,(1) = --- exp - ---

(2,..)1/2(1 2(12 
(1) 

U is a Gaussian peak of unit area, whose standard deviation 
and center are (1 and m, respectively. When shifted to the 
origin, the Fourier transform (13) of such a peak is 

g(w ,(1) = exp[-w2(12/2J (2) 

The quantity of a single component cannot be characterized 

0003-2700/9110363-2627$02.5010 © 1991 American Chemical Socie1y 
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Table I. Evaluatioll or the Term. ill eq 10 lor the Gau •• iall Peak Shape Case 

peak width type" EIIg("')I'1 1E1g(",)II' 

y';;[erf(",u,) - erf(",u,)] 

2,.,(0', - 0',) 

e""" 
y';;[erf(",u';V2) - erf(,.,u./V2)l' 

2,.,2(0', - 0',)2 

exp[-~] exp __ a. __ 

[ 
0' 2,.,2 ] 

.'''' + 1 

2s,.,' + 1 

'I = COll8tant PW, 2 = uniform PW distribution. 3 ~ normal PW distribution. 

(0) 

400 
time (0) 

(bl 

o 400 800 
time (0) 

FlgIn 1. Slm_ PoIssonIan cI1romatogams with nonconstant peak 
width (PW). m = 25 (I> = 0.5. R • • 0.5). (a) PW Is Independent 01 
retention time and uniformly distributed between 0', = 2.8 and 0', = 
14. (b) PW Is linear looctlon 01 retention time (0', = 2.8, 0', = 14). 

here by the peak height since the PW is not constant, the 
amount of a component being indeed more generally related 
to the peak area. This is why, when the chromatogram is 
assumed to be built up as a random sequence of a given 
number of SC peaks, the random characteristics are the area 
(a), the center (m), and the standard deviation (u) of the SC 
peaks. 

The "ensemble" approsch previously described is followed 
here in deriving the PS (1). An ensemble model containing 
2N + 1 components is considered. If the random chromato­
gram contains 2N + 1 components distributed within the time 
interval -NT < t < NT then its kth representation is 

N 
Y"(t) = L: a. ku(t,m.",t1. h) (3) 

n=-N 

The PS of such a random sequence is 

F(w) = ~!:!, (2N ! I)TEIIZif(w)121 (4) 

where 
N 

ZNh(W) = L: a.kg(w,t1.h) exp(-iwm. k) (5) 
n--N 

is the Fourier transform of the kth representation of the 
stochastic chromatogram. A derivation for the power spec­
trum of a stochastic chromatogram is given in eqs 16--42 in 
ref 1. 

A. Random Distributions of Peak Width along the 
Time Axis. By consideration of the deviations mentioned 
above, the important differences can be summed up 88 follows. 
For the final form of K(,.,) (see eq 22 in ref I) we now get 

K(w) = (2N + l)(a.' + t1.')EI[g(w,t1.")121 (6) 

where a. and t1. are the average and the standard deviations 
of the SC peak areas, respectively, and E is the expected value 
of a function defined as (14) 

(7) 

where f(~) is the frequency function of the ~ distribution. For 
qn-j(w) (see eq 35 in ref 1) we have 

q._j(w) = a.'IEIg(w,t1."1I128"-j(w) (8) 

where 8(w) is the characteristic function of the interdistance 
between subsequent SC peak poeitions (1, 14). Thus, when 
PW is also a random variable, the PS of a stochastic chro­
matogram is 

F(w) = 2~2{(t1.'/a.' + I)EI[g(w,t1)I'1 + 

8(w) } 
[E1g(w,t1)II'2Re 1 _ 8(w) (9) 

By introducing chromatographic quantities (i.e. taking into 
account that AT = mao and X = m 1') into eq 8, one gets 

2AT'{ F(w) = mX (t1.'/a.' + I)EI[g(w,t1l1'l + 

8(w) } 
IEIg(w,t1)11'2Re I _ 8(w) (10) 

The expected values found in eqs 9 and 10 are given in Table 
I, for the cases of uniform and normal PW distribution and 
under the hypothesis of Gaussian peak shape. Expressions 
for the term 2Re8(w)/[1 - 8(w)] were reported in Table I of 
ref 1 for the cases of exponential, uniform, gamma, and 
deterministic interdistance distribution between subsequent 
peaks. By use of a specific expression for general terms in 
eq 10, a consistent number of PS theoretical models are ob­
tained. 

In the present paper the Poissonian case is considered for 
which the interdistance between subsequent peaks is expo­
nentially distributed. In this case Re8(w)/[I- 9(w)] ~ 0 (1). 
If SC PW are uniformly distributed within the interval t1, < 
t1 < t1" then the PS is 
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AT'1rI/'( uo' )erf(WU,) - erf(.,ul) 
F(w) = -- - + 1 (11) 

mXw a.2 0'2 - 0'1 

When the distribution of PW is normal with u.., (the average 
PW) and s (the standard deviation of the PW) , then the PS 
is 

F(w) = mx(;~~'+ 1)1/'( ::: + 1) exp [ 2s:::~ 1 ] 
(12) 

B. Deterministic PW Variation along the Time Axis. 
Up to this point peak pesition and PW were assumed inde· 
pendent random vsrisbles. In real cases it is often found that 
PW is a monotone function of retention time. II', e.g., the 
components elute with a constant plate number, N a (V,I u)" 
then the relationship between PW and retention volume is 
strictly linear 

u = V,/NlI' (13) 

Equation 13 emphasizes the importance of the investigation 
of linear PW-peak pesition relationship. When linear peak 
broadening is detected, the PS of a Poissonian chromatogram 
can easily be derived. The expected value in eq 4 can be 
written as 

N N 
EIIZNk(w)I'1 = EI L: L: anka/g(w,unk)g(w,u/) X 

n- -Nj--N 

exp(-iwmn
k) exp(-iwm/JI (14) 

Distinguishing the cases n = j and n "'" j allows the above 
expression to be written as 

EIIZNk(w)I'1 = K(w) + L(w) (15) 

where 
N 

K(w) = L: El(ank)'}g(w,un
k) exp(-iwmn

k)l2J (16) 
n.- -N 

L(ro) = 

± ± E { (a:a/g(ro,a:)g(ro,a/ )exp(-<rom:J eXP(-irom/J} 
" .. -N j .. -N 

•• j (17) 

When peak area and PW are independent, the first sum of 
the above expression is 

N 
K(w) = L: E\(a.k)'IEl}g(w,u:)I'1 exp(-iwm:)fl (18) 

n=-N 

since the expected value of a product of random independent 
quantities is the product of the expected values (1, 14). 
Utilizing the expected value of (a:)' as a.' + u.' Isee eq 21 
in ref 1) and lexp(-iwm.k)I' = 1, we obtain for K(w) 

K(w) = (2N + l)(a.' + u.2)El}g(w,u.k)I'1 (19) 

L(w) can be written as 

L(w) = 2N(2N + l)a.'\E{g(w,u.k) exp(-iwm:JlI' (20) 

since peak area was assumed to be independent of PW and 
pesition. 

Writing eqs 19 and 20 into eq 4, we get 

F(w) = 1~ (2N! I)T[K(w) + L(w)] = 

2(a.' + u.2) k 
T El}g(w,un )1'1 + 

40' f }j!!!, N\E{g(w,u:) exp(-iwm!)l!' (21) 

Suppesing that the dependence of PW on retention time is 
a linear function, that is 

(22) 

and taking into account that if the chromatogram is Poiss<>­
nian, then the distribution of peak positions is uniform inside 
the region -NT < m. k < NT, one can calculate the limit in 
eq 21 as 

NT [w'(Am + B)' ] . .J INT exp - 2 exp(-iwm) dm ' 

}}!!!, HI 2NT 

(23) 

The integral in the above expression is finite, since when the 
limit of the integration is extended to plus and minus infinity, 
it resembles the Fourier transform of a Gaussian function. By 
the use of the following Fourier transform property (13) 

:1\e-(H >'I"", = (2,,-j1 /'ue-'a'I'-""" 

the above integral can be calculated as 

r~ [w' (Am + B)' ] J_ exp 2 exp(-iwm) dm = 

(24) 

(2,..)1 /' e-I/2A'ei"'BI A. (25) 
Aw 

by considering in eq 24 u = I / (wA) and t'= -(BI A). Thus, 
by consideration of eq 23, the limit in eq 21 is 

}j!!!, NIE{g(w,un
k) exp(-iwm.kJlI' = 

lim N 2,.. e-11A.' = 0 (26) 
N-~ 4N'T' A 'w' 

The PS of a Poissonian chromatogram in the case of linear 
peak broadening is 

20' 
F(w) = f\(u.'/a" + I)EI}g(w,u)I'1l (27) 

The expected quantity in eq 27 for the case of linear PW 
variation between two boundary values "I and '" is found in 
Table I for uniform PW distribution (case 2). In this way, 
for linear PW variation, one obtains a theoretical PS ex· 
pression exactly equal to eq 9, which holds true for the uniform 
peak width distribution model. In order to understand this 
imding, one must consider that the distribution of PW s is 
determined by the distribution of peak positions via the PW 
vs retention time function. When the pesition VB PW rela­
tionship is linear and the peak position distribution is uniform, 
the PW distribution will be uniform as well. The PS of such 
a chromatogram is the same as that in eq II .independent of 
whether the vsristion of the PW is ordered or disordered along 
the time axis. 

The point here is much more than a mathematical result. 
It can be explained as the consequence of the 'memory loss" 
intrinsic to the PS approach. The hypothesis of 
"stationariness" of the statistical attributes of the chroma­
togram which was assumed in deriving PS by Fourier analysis 
is mathematical artifice which allows us to derive the PS by 
the "ensemble average" process. The same "lack of memory" 
arises when the autocovariance function (ACVF) is numeri· 
cally computed over an experimental digitized chromatogram 
by the expression (J 5) 

1 N-k _ • 
Cu(k) = Iii j~ (Yj - Y)(Yj+k - Y) (28) 

k = 0, 1, 2 ... , M - 1 
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Table II. Random Peak Width with Uniform Distribution between a, and a, (m - 200) 

original values estimated values 

a a, ", ". m ", ", " .. 
0.333 1.68 5.05 3.37 3 222 ± 15 2.66 ± 0.43 5.29 ± 1.03 3.97 ± 0.36 2.09 ± 0.73 
0.5 2.51 7.53 5.02 3 217 ± 19 2.60 ± 0.61 8.67 ± 2.05 5.63 ± 0.78 3.67 ± 1.6 
0.5 1.67 8.36 5.02 5 213 ± 19 3.36 ± 0.62 10.27 ± 2.39 6.82 ± 0.93 3.27 ± 1.3 
0.667 3.32 9.97 6.64 3 222 ± 19 3.81 ± 0.81 9.75 ± 1.66 6.78 ± 0.67 2.77 ± 1.8 
0.667 2.21 11.07 6.64 5 214 ± 25 2.41 ± 0.62 11.77 ± 3.17 7.09 ± 1.4 5.50 ± 2.0 
1 4.92 14.75 9.83 3 220 ± 32 5.51 ± 1.2 15.21 ± 4.39 9.36 ± 1.8 3.04 ± 1.5 
1 2.21 11.07 6.64 5 219 ± 19 2.45 ± 0.53 11.49 ± 2.37 6.97 ± 1.1 5.00 ± 1.9 

Table III. Linear Peak Broadeninl (a - a, at t - 0 and" - ", at t - X) (m = 200) 

original values estimated values 

a ", ", " .. m a, ", a •• 

0.333 1.68 5.05 3.37 3 223 ± 18 1.75 ± 0.37 5.51 ± 1.13 3.63 ± 0.41 3.39 ± 1.29 
0.5 2.51 7.53 5.02 3 228 ± 20 3.03 ± 0.74 7.43 ± 2.28 5.23 ± 0.36 2.81 ± 1.84 
0.5 1.67 8.36 5.02 5 228 ± 13 1.82 ± 0.49 8.47 ± 1.90 5.14 ± 0.78 5.16 ± 2.38 
0.667 3.32 9.97 6.64 3 207 ± 17 3.74 ± 0.68 9.90 ± 2.59 6.82 ± 1.0 2.87 ± 1.36 
0.667 2.21 11.07 6.64 5 209 ± 16 2.38 ± 0.56 11.59 ± 2.12 6.98 ± 0.90 5.30 ± 2.02 
1 4.92 14.75 9.83 3 207 ± 23 5.93 ± 1.3 13.79 ± 4.31 9.86 ± 1.6 2.59 ± 1.46 
1 2.21 11.07 6.64 5 203 ± 14 2.51 ± 0.48 10.86 ± 2.15 6.69 ± 0.92 4.57 ± 1.69 

Table IV. Random Peak Width With Uniform Distribution between a, and", (Usinl tbe Theoretical Value of 'I, for a.'/a.') 
(m = 200) 

original values 
a ", ", a •• m 

0.333 1.68 5.05 3.37 3 208 ± 20 
0.5 2.51 7.53 5.02 3 206 ± 24 
0.5 1.67 8.36 5.02 5 193 ± 18 
0.667 3.32 9.97 6.64 3 218 ± 27 
0.667 2.21 11.07 6.64 5 227 ± 16 
1 4.92 14.75 9.83 3 224 ± 20 
1 3.28 16.38 9.83 5 235 ± 26 

where Y is the digitized chromatogram and Y its mean value 
of Y. M is the truncation point of the computed ACVF. From 
ACVF the experimental PS is evaluated by taking its Fourier 
transform (2, 15) 

M-I 

F(w) = 21Cxx(O) + 2 k~1 C .. (k) w(k) cos (wkJl (29) 

O!>w!>'I' 

where w(k) is a weighing function introduced to filter the effect 
of random fluctuations of the ACVF function (2). In the above 
equation M is the truncation point in the ACVF. 

Since the ACVF is the sum of products of time-scaled 
chromatographic responses (see eq 28), the specific order of 
different terms in the sum does not have any relevance. The 
only relevance is the abundance with which terms with the 
same sign at the same time shift appear, that is the frequency 
response. The order with which these terms appear along the 
time axis of the chromatogram is instead immaterial. Full 
exploration of these aspects of lack of memory lies beyond 
the aima of the present paper. What is important in this 
context is rather the implications of the method when it is 
applied in practice. Since estimates of parameters like "I' "2, 
and m are obtained by the nonlinear fitting to theoretical PS 
expression (like eqs 11 and 12) of the experimentally deter­
mined PS (eq 29), the determined quantities will be statistical 
mean values referred to the total time span over which the 
numerical treatment is applied. The determined SC number 
m cannot be considered as an exact value but as an estimate 
with its own bias. This last point was carefully discussed in 
a previous work where it was indeed shown by simulation that 
the determined number of single components is a typical, 

estimated values 

a, a, a .. 

1.86 ± 0.31 4.79 ± 1.01 3.33 ± 0.39 2.72 ± 1.00 
2.76 ± 0.70 7.62 ± 2.47 5.19 ± 0.98 3.13 ± 1.79 
1.75 ± 0.34 9.28 ± 1.76 5.51 ± 0.76 5.66 ± 2.09 
3.27 ± 0.80 11.90 ± 3.38 7.59 ± 1.4 4.08 ± 2.08 
2.29 ± 0.44 11.87 ± 3.36 7.08 ± 1.6 5.58 ± 2.84 
5.67 ± 1.7 15.31 ± 3.96 10.49 ± 1.4 3.12 ± 1.73 
3.62 ± 0.95 17.77 ± 3.65 10.69 ± 1.6 5.31 ± 1.92 

unbiased Poisson quantity with variance equal to its value 
(2). 

COMPUTATIONS 
All the programs were written in Basic and run on an IBM PS/ 2 

Model 5(1 computer. Poissonian chromatograms were simulated 
that contsined 200 Gaussian peaks at different saturation values, 
a, and had a varying range of PW by following the procedure 
previously described (2). The distribution of peak areas was 
uniform with a maximum A_/ A .... ratio of 150. To calculate 
peak areas, a perpendicular drop was used when a valley was found 
between two adjacent peaks. For each parameter combination 
25 runs were performed using different random sequences. 

The experimental PS was computed by using eqs 28 and 29 
with the procedure described in ref 2, method 1. The theoretical 
PS was computed by using eq 11. The nonlinear parameter 
estimation was performed by tha SIMPLEX method as described 
in ref 2. Tables ll-VlII report the mean values and the standard 
deviations of the fitted model parameters computed over these 
repeated runs. All the data reported in Tables II-VIII refer to 
a resolution Rs (3) equal to 0.5. 

RESULTS AND DISCUSSION 
The two cases of type A models for which the theoretical 

expression of PS was derived-the uniform PW dietribution, 
eq 11 and the normal one, eq 12-are compared in Figure 2. 
It can be seen that the ratio either of the largest over the 
smallest PW, r = ("2/ "1)' or of relative standard deviation 
(RSD = ,J O'av), respectively, for the uniform and for the normal 
distribution case, have significant influence on the PS shape. 
However. it can be seen that the cases of the two distributions 
display significant congruence once they are compared to­
gether. In order to check this point, a comparison at common 
RSD values was made (see Figure 3). It can be easily shown 
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Table V. Linear Peak Broadening (" - ", at t = 0 and" - ", at t = X) (Using the Theoretical Value of 'I, for ".'/a a') (m = 
200) 

original values estimated values 

", ", "a. m ", ", "a. 
0.333 1.68 5.05 3.37 3 210 ± 16 1.90 ± 0.43 4.92 ± 1.06 3.41 ± 0.39 
0.5 2.51 7.53 5.02 3 210 ± 23 2.75 ± 0.54 7.37 ± 2.04 5.06 ± 0.81 
0.5 1.67 8.36 5.02 5 209 ± 22 1.96 ± 0.50 8.10 ± 1.39 5.03 ± 0.60 
0.667 3.32 9.97 6.64 3 208 ± 30 3.68 ± 0.95 10.22 ± 2.88 6.95 ± 1.0 
0.667 2.21 11.07 6.64 5 208 ± 15 2.59 ± 0.58 10.38 ± 2.03 6.49 ± 0.87 
1 4.92 14.74 9.83 3 199 ± 18 5.85 ± 1.5 13.95 ± 4.30 9.90 ± 1.5 
1 3.28 16.38 9.83 5 214 ± 24 3.94 ± 1.2 15.80 ± 4.07 9.87 ± 1.6 

Table VI. Partial Processing of the Total Chromatogram with Uniform PW Distribution (m - 200, a - 0.500) 

original values estimated values 

processed part ", ", "a m ", ", "a. 
total 2.51 7.53 5.02 216 ± 14 3.03 ± 0.45 6.87 ± 1.0 4.95 ± 0.37 
first half 2.51 7.53 5.02 109 ± 6 3.23 ± 0.45 6.87 ± 1.0 4.95 ± 0.37 
second half 2.51 7.53 5.02 105 ± 12 3.36 ± 0.59 6.48 ± 1.2 4.86 ± 0.44 
first quarter 2.51 7.53 5.02 47 ± 8 3.55 ± 0.72 6.73 ± 1.7 5.14 ± 0.72 
second Quarter 2.51 7.53 5.02 49 ± 7 3.66 ± 0.78 6.27 ± 1.4 4.96 ± 0.68 
third quarter 2.51 7.53 5.02 49 ± 8 3.73 ± 0.88 6.06 ± 1.4 4.90 ± 0.77 
fourth quarter 2.51 7.53 5.02 51 ± 6 3.40 ± 0.77 6.34 ± 0.92 4.87 ± 0.54 

Table VII. Partial Proceooing of the Total Chromatogram with Linear PW increa .. (m - 200) 

original values estimated values 

processed part a ", ", "a. m 

total 0.500 2.51 7.53 5.02 3 231 ± 17 
first half 0.375 2.51 5.02 5.77 2 112 ± 12 
second half 0.625 5.02 7.53 6.28 1.5 116±7 
flfSt quarter 0.312 2.51 3.77 3.14 1.5 54 ± 7 
second quarter 0.437 3.77 5.02 4.39 1.33 51 ± 7 
third quarter 0.563 5.02 6.38 5.65 1.25 55 ± 9 
fourth quarter 0.687 6.28 7.53 6.90 1.20 50 ± 10 

Table VIII. Parameter Estimations Obtained by Using the 
Con8tant PW PS Model m = 200 (Method I of ref 2) 

Case 1: Random Peak Width with Normal Distribution 

original value estimated value F 

RSD "w m "a. 
0.500 0.1 4.00 209 ± 21 3.99 ± 0.20 
0.500 0.3 4.00 207 ± 22 4.04 ± 0.19 
0.500 0.5 4.00 191 ± 25 4.31 ± 0.31 
0.500 0.7 4.00 178 ± 21 4.64 ± 0.31 
0.500 0.9 4.00 163 ± 21 5.25 ± 0.45 

Case 2: Linear Peak Broadening 

original values estimated value 

", ", "a. 
2.89 ± 0.58 6.97 ± 1.59 4.93 ± 0.57 
2.70 ± 0.54 5.08 ± 1.51 3.89 ± 0.54 
5.43 ± 0.64 7.33 ± 1.14 6.38 ± 0.43 
2.56 ± 0.35 3.66 ± 0.56 3.U ± 0.23 
3.91 ± 0.36 5.22 ± 1.07 4.56 ± 0.52 
5.20 ± 0.64 6.55 ± 1.20 5.87 ± 0.77 
6.66 ± 0.83 7.37 ± 0.75 7.01 ± 0.72 

0 .• 
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0.7 

0 .• 

0 .5 

0.' 
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0.2 

0.1 ...... 
0.0 1.5 2.5 

wcrav 

2.80 ± 1.U 
2.91 ± 1.36 
4.45 ± 1.55 
3.13 ± 1.56 
4.32 ± 1.73 
2.72 ± 1.58 
4.57 ± 2.08 

2.36 ± 0.68 
2.36 ± 0.66 
2.08 ± 0.67 
2.05 ± 0.95 
1.82 ± 0.68 
1.74 ± 0.72 
1.97 ± 0.56 

2.59 ± 1.02 
2.09 ± 1.15 
1.39 ± 0.38 
1.48 ± 0.42 
1.35 ± 0.35 
1.30 ± 0.40 
1.11 ± 0.12 

r =5 
=3 

=2 
=1 

(a) 

3.5 

a " ", "p m "a. 
0 .• RSD=0.5 (b) 

0.500 3.81 4.19 4.00 1.1 200 ± 22 4.22 ± 0.27 
0.500 4.00 5.20 4.60 1.3 197 ± 22 4.68 ± 0.35 
0.500 4.00 6.00 5.00 1.5 193 ± 24 5.16 ± 0.51 
0.500 4.00 6.80 5.40 1.7 188 ± 25 5.76 ± 0.62 
0.500 4.00 7.60 5.80 1.9 182 ± 25 6.21 ± 0.49 

that for the uniform distribution, the relationship between 
rand RSD is 

RSD=...!...r-1 
V3 r+ 1 

(30) 

since the standard deviation of the uniform type PW dis· 

tribution is (<1, - "2)/V12 (16). From eq 30. one can get 

(V3RSD+ 1) 
r = (31) 

(l-V3RSD) 
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WOav 
figure 2. PS of a Poissonlan chromatogram with nonconstant PW 
distribution: (a) uniform PW distribution of different r = "zI'" values; 
(b) normal PW distribution of different RSD = sl" .. value •. 

Therefore, the correspondence between the cases in Figure 
3 for the uniform distribution is r = 2.06 if RSD i8 0.2 and 
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FIgure 3. Effect of PW _ type on PS shape: (a) RSO = 0.2; 
(b) RSO = 0.5; (continuous Ine) nonnal PW distrl>u1ion; (dashed line) 
uniform PW distribution. 

r = 13.93 if RSD = 0.5, a very high r value indeed. Otherwise 
RSD values greater than 0.5 for the normal PW distribution 
are meaningless, since this would imply a significant proba­
bility of having negative PW values. It can thus be seen that, 
for all cases of practical interest, PSs of different distribution 
types, with common RSD values, in practice yield superim­
posable profiles and, consequently, the distribution type­
whether it be uniform or normal-cannot be inferred from 
PS analysis. In the following description the uniform dis­
tribution type and the linear increase type of PW will be 
extensively considered. 

An extended set of parameter estimation results for simu­
lated chromatograms is presented in Tables II-V. Data refer 
to chromatograms of 200 SCs, with a values ranging from 0.3 
to 1. Two cases of PW variation ratio (r = "'/ "1) were con­
sidered: r = 3 and r = 5, respectively. These values correspond 
to a significant PW variation which could be found under 
programmed elution conditions. When isothermal gas or 
isocratic liquid chromatographic elution conditions are fol­
lowed, even greater PW variations are expected. Nevertheless 
this topic lies beyond the aims of the present investigation. 

The theoretical expression of PS (see eq 11), to which the 
experimental PS, computed over a simulated chromatogram, 
is to be fitted in the procedure of nonlinear parameter esti­
mation, contains the SC area dispersion ratio ("./a.) . This 
quantity cannot be determined from an experimental mul­
ticomponent chromatogram where SC peaks cannot he located 
but only "hands" containing an unknown number of SC peaks 
can be singled out. The SC area dispersion ratio (",/a.) was 

thus estimated through the corresponding quantities deter­
mined over detected hands ("b/ abJ (see Computation on how 
hands are detected here). This is the same problem previously 
faced when the PS method was fll'St set up under conditions 
of constant PW (2). In that case the SC peak height dispersion 
ratio was approximated with the peak maxima dispersion ratio. 

Data reported in Tables II and ill show that the PS method 
applied 10 cases of nonconstent PW allows unhiased deter­
mination not only of the SC number m but also of the mean 
PW value, "a~ The latter result is of particular interest since 
the method is validatad once a correct and independent es­
timate of "a. has been made, e.g. from chromatograms of 
separated components. 

The pI'ecision on "I and ". estimation and on their relative 
ratio r, is lower (see Tables II and III). The hias on r esti­
mation is significant (20-30%), especially at Iowa values and 
for the uniform distribution (see Table II) . The dispersion 
on r detE,rmination is always around 40-60% (see Tables II 
and III). In Tables IV and V, results obtained by using correct 
values of "./a. instead of "b/ab are reported. It can be seen 
that congruency of the results is improved with a significant 
reduction of the bias on r estimation, especially for low a 
values where the most significant error was previously found. 
The general conclusion is that the PS method can work even 
under nonconstent PW effects. Furthermore, better results 
could be expected if more sophisticated integration routines 
are employed for better estimation of the peak ares dispersion 
ratio. 

The effect of processing separated windows of an extended 
multicomponent chromatogram-i.e. cases of lower number 
of detecr,able SC peaks-is reported in Tables VI-VII for 
uniform distribution and linear increase ofthe PW, respec­
tively. As far as the m and the "a. estimates are concerned, 
it can be seen that the PS method works pretty well even for 
50 SCs, meanwhile the estimated "J "I ratio is poorer and the 
same behavior is exhibited by both the examined PW variation 
cases. 

The reason the PS method is less accurate in determining 
boundary "1 and '" values is explained by analyzing its de­
pendence on r (see Figure 2a). It can be seen that in the region 
of low",,, .. values, r has no significant influence over PS shape. 
Only at gTeater "'''a. values does r dependence appear, but this 
last part of the PS is less important to the fitting procedure 
since it is heavily filtered during the the windowing step of 
the numerical procedure (2). 

The point is further exploited by analyzing the limiting 
expressions of the PS equation at beight and low r values. Two 
boundaries can be calculated for the shape of the PS of a 
nonconstant PW model. The PS is narrowest when each peak 
is of the same width (i.e. "av Z "1 = "0>. For this case the PS 
is 

The oth"r boundary can be set when the ratio of the widest 
and narrowest peak is infinity (e.g. "1 = 0 and "a. = ",/2). 
Now the PS is 

AT2'11'1 /2( "o' )erf(2WO'a.) 
F(",)=-- -+1 ---

mX a.' 2w"av 
(33) 

All the other PSs lie between these two boundaries. It can 
be seen t.hat eq 29 is the case of constant PW of a Poissonian 
model (1). The fact that almost all the PSS plotted in Figure 
2a can hardly be distinguished below the inflection point 
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(which appears approximately at or below w '" 0.7/ u) and that, 
in this region, all tbe considered PS cases of nonconstant PWs 
which can be approximated by eq 32 can be usefully applied. 
In fact, this behavior suggests that by using only the frequency 
interval below the inflection point, the number of components 
can be correctly estimated even in tbe case of moderate 
nonconstant PWs by using the simple model of constant PW 
(eq 32). Full exploration of this aspect would require a specific 
setup of the numerical procedure of PS computation, although 
this point lies beyond the aims of the present work. 

What can be done in the present status of both theoretical 
and numerical development of the PS approach is actually 
a trial of the application of the model based on the constant 
PW hypothesis (2) to cases of limited PW variation. Some 
results of numerical simulations are presented in Table VIII 
for two cases of PW variations, the normal distribution and 
the linear increase. It can be seen that both u.v and the m 
estimation are equally good. Obviously, with this procedure 
the separated values of UI and U2 cannot be estimated. 

In conclusion, the PS method performs under an extended 
set of conditions. Other points will be explored, such as peak 
position patterns other than Poisonian or complex noise 
structure effects other than tbe white noise (2). These points, 
however, deserve separate handling. 

a 0 . 
A 

A..,.. 
Amin 

AT 
B 

Gzx(k) 

Ell 
erf 
IW 
F(w) 
g(w,u) 

8(w) 

K(w) 
L(w) 
m 

m" 
m 
M 
N 

N 

GLOSSARY 
single-component peak area 
mean value of single-component peak area 
mean value of the separate bands (see Computa-

tion) 
estimated peak value of single-component peak 

area 
area of the nth single-component peak in the kth 

representation of the chromatogram as stochastic 
process 

slope parameter of function of linear peak broad-
ening 

maximum single-component peak area 
minimum single-component peak area 
total area of the multicomponent chromatogram 
intercept parameter of function of linear peak 

broadening 
numerically computed autocovariance function at 

point k 
expected value of the quantity 
error function 
frequency function of the variable ~ 
PS value at frequency w 
Fourier transform of a unit area peak of width u 

when shifted to the origin 
characteristic function of the interdistance between 

subsequent SC peak positions 
part of the PS not dependent on peak position 
part of the PS dependent on peak position 
retention time 
as above but referred to the nth component in the 

kth representation in the chromatogram as sto­
chastic process 

number of single components 
truncation point in the ACVF computation 
ensemble parameter referred to the number of 

components (2N + 1) 
number of theoretical plates 

N, 
PS 
PW 
q.-iw) 

Re 
RSD 

R, 
s 

SC 
t 
T 

u(t,m,u) 
V, 
X 
Y"(t) 

a 
u 

w 
w(k) 

peak capacity 
power spectrum 
SC peak standard deviation 
part of the PS dependent on retention time re­

ferring to all the possible interdistances between 
components n and j 

ratio of the width of the widest and narrowest peak 
present in the chromatogram (U2 / UI) 

real part 
relative standard deviation of the normal PW 

distribution (s / u.v) 

chromatographic resolution (0.5) 
standard deviation of the normally distributed peak 

widths 
single component 
time axis 
mean value of interdistances between adjacent 

single-component peaks 
function of the single-component peak shape 
retention volume 
time range of the chromatogram 
kth representation of the multicomponent chro-

matogram 
Fourier transform of Y"(t) 
Saturation factor (m/ NJ 
peak width parameter of the Gaussian peak 
peak width parameter of the narrowest peak 

present in the chromatogram 
peak width parameter of the widest peak present 

in the chromatogram 
standard deviation of single-component peak areas 
average peak width 
standard deviation of separate bands 
characteristic function 
random variable 
frequency 
weight function 
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Hydrolytically Stable Bonded Chromatographic Phases Prepared 
through Hydrosilation of Olefins on a Hydride-Modified Silica 
Intermediate 

Junior E. Sandoval' and Joseph J. Pesek 

Department of Chemistry, San Jose State University, San Jose, California 95192 

A novel metIIod for the preparation of bonded stationary 
ph.-. cIeeaIbecIln which a ~ moiety • 
bound to silica surfaces through a clrect sIIc:on-carbon link­
age. An establlahed methocllnvolvlng the chlorination and 
reduction 01 .. Dca was .-cI to prepare an Intermediate ma­
terial containing fairly stable .. Ilcon hydride species. I n the 
present report, such an Intermediate was reacted with ter­
minal vinyl organic functlonalllles In the presence 01 a plati­
num catalyst. IR and ~ apecb oacopIc evidence c:onIIrmad 
the attachment 01 hydrocarbonac4loulllgancls onto the 8IIca 
..-lace. Typical alkyl ..-lace densities were 4.4 and 2.5 
jUIIOIIm' for octyl and octadecyl groupe, respectively. The 
extent 01 coverage was found to be strongly dependent On 

oIelln concentration and reactIOn temperature. When c0m­

pared to the corresponding organoillanization product, the 
bonded 8IIca w .. ahown to have ~ hydrolytic stabIIIy 
toward aqueous solutions containing trllluoroacetlc acid. 

INTRODUCTION 

Organosilanization, a surface-modification procedure de­
rived from ·silane-coupling" methodology (1), may now be 
considered a well-established synthetic technique for the 
preparation of high-performance liquid chromatography 
(HPLC) column packings. Typically, porous, particulate 
silicas are reacted with organosilanes to yield an Si-R func­
tionality attached to the support through an Si-o-Si (siloxane) 
linkage: 

ISi-OH + R._nSiXn - ISi-OSiXn_1R'_n + HX (1) 

Where n = 1-3, R is an alkyl or subatituted alkyl group, X 
is an easily hydrolyzable group such as halide, amine, alkoxy, 
or acyloxy, and the vertical line represents the support's 
surface. When di- or trifunctional silanes (n = 2, 3) are reacted 
with silica in the presence of a known amount of water, an 
organic layer is formed, the thickness of which may vary 
according to the reaction conditions. Traditionally, these 
so-called ·polymeric" bonded phases have been considered 
disadvantageous with respect to their monomeric (n = 1) 
counterparts, presumably because of difficulties associated 
with control of the polymerization process which frequently 
results in irreproducible phase thickness and limited column 
efficiency (2,3). Additionally, they show a tendency to con­
tribute additional silanols to the bonded phase because, due 
to steric constrains, only a fraction of the silanol groups formed 
upon hydrolysis is eliminated via condensation. More recently, 
however, improved polymeric bonded phases have been pre­
pared and shown to provide not only synthesis reproducibility 
comparable to that of monomeric bonded phases but also a 
better separation toward certain polyaromatic hydrocarbon 
mixtures (4). 

When a monofunctional silane is used, only a single sur­
face-silane linkage is possible and, consequently, an intrin­
sically reproducible monolayer is formed. A vast majority of 

commercially available reversed phases are prepared using 
chlorodimethylalkylsilane reagents, according to the reaction 

ISi-OH + CI-Si(CH:J2-R ~ 
solvent 
ISi-O-Si(CHa),-R + HCI (2) 

Monomeric bonded phases can also be prepared by reaction 
of silica under rigorously anhydrous conditions with poly­
functional silanes. They have the shortcoming, though, that 
residual X groups can be readily hydrolyzed when exposed 
to aque<,us mobile phases, and therefore also contribute ad­
ditional silanols to the phase . 

Bonded silicas produced from monofunctional silanes have 
been the most thoroughly studied and have found wide use 
in a variety of analytical as well as preparative applications. 
The extensive usage of these bonded materials does not 
necessarily imply that they meet all requirements with respect 
to column stability and performance. On the contrary, mo­
nomeric bonded phases are subject to serious effects arising 
primarily from an unsatisfactory hydrolytic stability of the 
Si-o-Si-C linkage, particularly under moderately acidic or 
slightly alkaline elution conditions, and to a lesser extent from 
a relativ.ely limited organic coverage. Poor hydrolytic stability 
and incomplete surface coverage both result in the exposure 
of a sub:;tantial number of surface silanols, groups which are 
thought to be primarily responsible for the residual adsorption 
phenomena that plague silica-based separation materials (5). 
One of t he most striking cases of these ·silanophilic" inter­
actions occurs perhaps in the separation of certain compounds 
contain i:ng amino or other similar groups, particularly bio­
molecules. For instance, many proteins may interact very 
strongly with unreacted silanols leading to excessive band 
tailing or incomplete recovery of one or more solutes. 

The problem of limited stability of the Si-o-Si-C linkage 
in current bonded phases has received a lot of attention in 
recent years (6-10). For instance, to achieve satisfactory 
reversed-phase separations of certain proteins, it is often 
desirabJe to incorporate in the mobile phase dilute aqueous 
solutions such as phosphate, at pH 2-3, or trifluoroacetic acid 
(6, 7). 111ese mobile phases have been shown to be particularly 
aggressive toward the bonded ligand and, with virtually no 
exception, lead to the gradual loss of a significant fraction of 
the bonded material and a concomitant increase of silanol 
exposwe. Poor long-term precision and potential fraction 
contamination are the two most evident deleterious effects 
arising from phase deterioration. Fraction contamination can 
be particularly disadvantageous in the case of preparative 
separat:ions. 

In an effort to overcome such problems, other organosilane 
reagent, have been developed. Two related approaches have 
been proposed in which either the methyl groups of the or­
ganosilane reagent (eq 2) were replaced by bulkier groups or 
a "bideL1tate" silanizing reagent was used (11-13). In both 
cases the new groups serve to shield the unreacted silanols 
as well as the hydrolytically labile linkage that bonds the silane 
to the support. Although this steric protection has resulted 
in significantly improved bonded phases, the synthetic pro-
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cedures still involve the formation of hydrolytically unstable 
Si-D-Si-C linkages. 

In a different approach, bonded silicas bearing direct Si-C 
linkages have been developed (14-16). They involve the se­
quential reaction of the silica substrate with a chlorinating 
reagent (e.g., thionyl chloride) and a proper aIkylating reagent 
(e.g., a Grignard or organolithium compound): 

SOCl, R-M 
ISi-DH -ISi-CI-ISi-R (3) 

where -M = -Li or -MgBr. In principle, this method should 
provide not only a closer attachment and a denser coverage 
of organic functionaIities but also a more hydrolytically stable 
bonded phase than that obtained by the corresponding Si­
O-Si-C linkage. However, the wide usage of a chlorina­
tion/ Grignard or chIorination/organolithium reaction scheme 
as a routine method to modify silica substrates has been 
hindered by several factors. One factor is that the two-step 
halogenation/ alkylation sequence is significantly more difficult 
to carry out than the one-step organosilanization procedure. 
Difficulties associated with the removal of residual salts which 
may be occluded in the porous silica matrix during the al­
kylation process is also an important factor which has con­
tributed to the limited usage of this synthetic approach. 
Finally, but no less important, the preparation of the alkyl­
ation reagent exhibits strong interferences with many reactive 
functionaIities. As clearly pointed out by Morisson ,md Boyd 
(17), "the great reactivity which makes a Grignard reagent so 
useful in many synthetic approaches seriously limits its 
applicability". The organic group, R, in the Grignard reagent 
reacts with acidic groups to form the corresponding hydro­
carbon species R-H. Additionally, it readily add.s to car­
bon-oxygen or carbon-nitrogen multiple bonds. It seems clear 
therefore that only a very limited number of organic func­
tionalities may be present in the halide compound from which 
a Grignard reagent can be prepared. Being even more reactive 
than the corresponding Grignard reagent, an organolithium 
reagent should exhibit the same limitations described above 
to a similar or greater extent. Such limitations, of course, 
greatly hinder the versatility of this approach. It is therefore 
desirable to address the shortcomings of existin~· bonded 
pacltings by applying an alternate silane chemistry which 
should combine the superior coverage and hydrolytic stability 
of direct Si-C linkages with the preparation simplicity of 
organosilanization. 

Because of its minimal interferences with many reactive 
organic functionalities and the relative ease with which it is 
carried out, the catalytic hydrosilation (addition of silicon 
hydride, SiH) of terminal olefins represents a promising al­
ternative to produce bonded chromatographic phases, pro­
vided that a suitable support containing surface silare species 
is available. In a previous work we prepared such an inter­
mediate support by sequentially chlorinating and reducing 
silica with SOCl2/toluene and LiAIH,/ ether, respectively. 
Treatment of the "reduced" silica with dilute HCI then follows 
to remove chemisorbed aluminum byproducts (18, 19). 

Hydrosilation is normally carried out in the presence of a 
metal catalyst. A variety of inorganic and organic complexes 
of transition metals such as platinum, rhodium, palladium, 
ruthenium, iridium, and nickel (group VTII) appear to be very 
effective catalysts for the reaction. The catalyst often consists 
of a solution of a halide, olefin, carbony~ or phosphine complex 
of the transition metal. A 2-propanol solution of hexa­
chloroplatinic acid ("Speier's catalyst") is one of the most 
commonly used forms. Normally 10-7 to 10-4 mol of plati­
num/mol of silicon hydride is sufficient for an effeetive hy­
drosilation. An "induction period" is often required before 
the addition becomes manifest. Then, a highly exothermic 
reaction occurs, which, when relatively large amounts are 

involved, may lead to hazardous situations if heat is not ef­
ficient and rapidly dissipated. For simple liquid olefins no 
additional solvent is normally required. For highly reactive 
olefins (particularly those with a strong tendency to polym­
erize, e.g., methacrylates, epoxides, etc.) a solvent such as 
toluene, benzene, saturated hydrocarbons, chloroform, etc. is 
norrnaIIy used. In general, the reaction is conveniently carried 
out under dry conditions, at temperatures ranging from am­
bient to a full reflux. Typically, an excess of the olerm with 
respect to the available silicon hydride groups is used. The 
magnitude of such an excess depends on the nature of the 
substituents in the olerm. Highly reactive reagents (epoxy­
containing olerms, for instarce) require a HHiO% molar excess 
while simple (unsubstituted) olefins usually permit a lO-fold 
molar excess or more. 

The most important goal of this work is to explore the 
feasibility of preparing bonded phases via hydrosilation of 
olefins on a hydrosilane-containing silica support: 

ISi-H + CH2=CH-R ~ ISi-CH2CH2-R (4) 

The heterogeneous reaction should result in the formation of 
an anti-Markovnikov adduct at the silica surface. 

EXPERIMENTAL SECTION 
Materials. l -Octene (Aldrich Chemical Co.) and I-octsdecene 

(Sigma Chemical Co.) were used as received. When required, 
toluene and other solvents (EM Industries Inc.) were dried with 
calcium hydride and distilled before use. Trifluoroacetic acid 
(TFA) was also used as received. A 100 mM hexschloroplatinic 
acid (37.5% as Pt, Aldrich Chemical Co.) solution in 2-propanol 
and a 50 mM dicyclopentsdienylplatinum(II) chloride solution 
in chloroform were used as catalysts for hydrosilation. The di­
olerm-Pt(II) complex was prepsred accordiog to Apfel et aI. (20). 
The method, bssed on procedures developed by Drew and Doyle 
(21), involved the reaction of hexachloroplatinic acid and di­
cyclopentsdiene in aqueus acetic acid solution. Bonded phases 
were prepared from single bstches of 40 I'm particle diameter 
Partisil-40 (Whatman Inc., Clifton, NJ) and 5.61'11l Vydsc IOlTPB 
(Sepsrations Group, Hesperia, CAl. The specific surface area and 
mear pore diameter (Brunauer-Emmett-Teller (BET) nitrogen 
adsorption) were determined as 315.3 m2/ g and 90.3 A, respec­
tively, for Partisil-40 and 88.8 m2/g and 334 A for Vydsc 101 TPB. 

Instrumentation. The spectrometric methods used have been 
previously described (18). The BET isotherms were obtsined with 
a Micromeritics Model ASAP 2400 at Chevron Research and 
Technology (Richmond, CAl. Carbon determinations were made 
at the Department of Chemistry, University of California 
(Berkeley, CAl by a conventional combustion method. Precision 
of the carbon determinstion was evaluated by repested submission 
of the same sample over a period of about 6 months. A relative 
stsndsrd deviation of ±1.2% resulted for a totsl of 10 independent 
measurements. 

Silica Derivatization. Hydride silica intermediates were 
prepared by a chIorinstion/reduction sequence on the native silies 
according to a procedure previously described (18, 19). Prior to 
hydrosilation, the hydride silica was dried at llO DC for 6 h or 
more. In a typical preparation of an octyl-bonded silica, 75 mL 
of I-octene (density 0.715 g/ cm', 97% purity) contsining 255 "L 
of freshly prepared 100 mM hexachloroplatinic acid solution in 
2-propanol was heated to about 60-70 DC while being agitsted 
magnetically for about I h (a clear solution was obtsined after 
about 15-20 min of mixing). A ~ sample of hydride intermediate 
substrate was then slowly added to the olefin/ catalyst solution, 
and the reaction was allowed to proceed for at least 24 h at 100 
± 2 DC. The mixture was then centrifuged and the solid washed 
with three 4O-mL portions of toluene followed by similar washings 
with dichloromethane and diethyl ether. After the solvent was 
removed, the solid was dried under vacuum at llO DC overnight. 
A similar procedure, this time with I-octsdecene (density 0.79 
gl cm', 99% purity) instead of l-octane, was followed to prepare 
an octsdecyl-bonded silica. Alternatively, an equivalent molar 
amount of 50 mM dicyciopentsdienylplatinum(II) chloride in 
chloroform was used as catalyst. When required. conventional 
octyl- and octsdecyl-dimethylsilyl silicas were prepared from 
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Partisil-4O according to the procedures described by Berendsen 
et al. (22, 23), 

Long-Term Hydrolytic Stability Test, A 0.75-g amount of 
bonded phase material was suspended in 1 mL of dioxane by 
magnetically stirring for 5 min. Then, 40 mL of an aqueous 0.1 % 
v/v TFA solution containing 20% v/ v dioxane was carefully 
added. The mixture was magnetically agitated at room tem­
perature for 12 h. After this period, a 2-mL aliquot of the 
well-agitated suspension was taken and the liquid of the remaining 
mother suspension was removed by centrifugation. A fresh 
treating solution was added and the hydrolysis continued for a 
new 12-h period. After each sampling, the volume of the treating 
solution was decreased so as to maintain a constant liquid-to-solid 
ratio during the entire process. The procedure was repeated over 
a total time of about 100 h. The silica from each 2-mL aliquot 
sample was washed consecutively with 3-mL portions of 1:1 v/ v 
THF / water, THF, and finally diethyl ether. The solid was dried 
at 110 ·C under vacuum for several hours and ita remaining carbon 
content determined. The decrease in carbon content (percent 
by weight), or its corresponding molar surface coverage v.mol/ m'!, 
is a direct measure of the loss of bonded material from the support. 
The test was performed on an octyl-bonded silica prepared using 
(hydrided) Vydac 101 TPB as the support. For comparison 
purposes, a parallel test was also performed on a commercially 
prepared (via a conventional silanization procedure) non-end­
capped octyldimethylsilyl-silica. The starting silica support was 
the same for both the commercial batch and the hydrosilation 
product. 

Surtace Coverage. The concentration, aR, of surface-bonded 
groups was obtained from the carbon content of the bonded 
matarial along with the BET specific surface area of the substrate 
before bonding (Le., the hydride intermediate). Since the hy­
dride-silica intermediate is a surface~modified substrate, 8 

monolayer of organic groups should result from surface hydro­
silation and, therefore, the equation proposed by Berendsen and 
de Galan (22) can be used: 

aR Vtmol/m'l = 100p./(IO'M.,n, - p,Mil8BF:r (5) 

where p, is the carbon percentsge by weight of the bonded material 
(after correction from any carbon present before bonding), n, is 
the number of carbon atoms in the bonded organic group (in this 
case, the olefin), 8BF:r is the specific surface area (m'/ g) of the 
hydride substrate, M R is the molecular weight of the olefin, and 
M, is the atomic weight of carbon. Notice that since the bonding 
reaction is an addition, the atomic weight of hydrogen (Mil does 
not need to be subtracted from the molecular weight of the bonded 
molecule as in the case of conventional organosilanization in which 
one hydrogen atom is lost during the surface (substitution) re­
action (22). Additionally, the 8BF:r value does not refer to the 
original (native) silica but rather to the hydride intermediate. 

RESULTS AND DISCUSSION 
Spectroscopy. The substantial structural changes taking 

place on the silica surface (namely, formation of Si-<: linkages 
at the expense of Si-H species) permit unequivocal charac­
terization of the addition product by spectroscopic as well as 
chemical methods. Figure 1 shows the ORIFI' spectral 
changes that take place upon silica derivatization, from a 
native substrate (curve A), through the hydride intermediate 
(curve B), to an octyl (curve C) or octadecyl (curve 0) bonded 
phase. The appearance of strong stretching bands in the 
3000-2800-cm-' region concomitant with a substantial decIine 
of the Si-H stretching band at 2260 cm-' clearly indicates 
chemical bonding to the silica surface. 

Another way of proving that the olefins indeed undergo 
Si-H addition at the silica surface is by means of solid-state 
NMR spectroscopy. Figures 2 and 3 show the '3C cross po­
larization-magnetic angle spinning (CP-MAS) NMR spectra 
of the octyl- and octadecyl-bonded phases. On the basis of 
previous reports of studies involving conventional bonded 
silicas (24, 25), resonance poeitions can be readily assigned. 
The peak poeitions are virtually the same for both bonded 
silicas, as expected, with only changes in intensity due to the 
difference in chain length. The peak near 12 ppm can be 
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FIgure 1. Partial DRIFT spectra of a silica (PartlsI1-40) after derlva­
llzation: (A) nallve silica; (8) hydride Inlennedlate prepared via a 
chlorination/reduction sequence; (C) octy~bonded phase; (D) oc1a­
decy~bonded phase. For better Illustration, 1he ordlnales were con­
tracted by a common factor and the curves were moved downward. 
Ordinate units are therefore arbitrary. 
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Flgwe 2. ''C CP-lAAS Nt.4R spectrum of an oc1yl-bonded phase. 

assigned to the combined contributions from the terminal 
methyl group of the alkyl chain (C. and C,. for octyl- and 
octadecyl-silica, respectively) and the methylene group which 
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FIgwe 3. "c CP-MAS NMR spectn.m 01 an octadecyl .. bond"d phase. 

is directly attached to the surface silicon atom (CI for both 
silicas), i..e. the carbon involved in the direct bonding of the 
terminal olefin to the hydride in the hydrosilation reaction. 
The peak at 22.4 ppm can be assigned to C2 + C, (octyHilica), 
and C2 + C17 (octadecyl-silica) composites, while the r'''''Dance 
at 32.0 ppm can be assigned to Ca + Cs (octyl) and C3 + CIS 
(octadecyl) composites. The peak near 29 ppm is a composite 
which represents the remainder of the alkyl chain, i..e.. , carbon 
atoms C, + Cs (octyl), and C, through CIS (octadec)'l). The 
last peak, of course, is the dominant absorption in the octa .. 
decyl-silica spectrum. It is not surprising that the 13C Cp .. 
MAS NMR spectra of our bonded materials closely resemble 
those of the corresponding polymeric bonded silicas (24) , since 
both contain a single type of alkyl group attached to silicon. 

With '"Si CP-MAS NMR spectrometry it is po, sible to 
obtain further insight into the structure of the hydride in .. 
termediate as well as the C8 and Cl8 product phases. Curve 
A of Figure 4 is the spectrum of the hydride intermediate 
showing five distinct peaks. Three of them have been observed 
in several previous studies (26, 27) .. These are the peaks at 
-110.4 ppm, which represents framework Si*(OSi==), struc .. 
tures, -100.9 ppm, which represents surface single o;ilanols, 
HOSi*(OSi==)" and -89.3 ppm, which represents surface 
geminal silanols, (HO).si*(OSi==)2" The new peak at -85.3 
ppm in the spectrum can be assigned to the hydride H­
Si*(OSi==), species, in agreement with the resonance at -85.5 
ppm observed by Engelhardt et al. on an oligomeri<: hydro .. 
siloxane material, (HSi03/,)8 (28) .. The other new re:lOnance 
at about -74 .. 8 ppm can be tentatively assigned to the H­
Si*(OH)(OSi==). group. Curve B of Figure 4 shows the "Si 
CP .. MAS NMR spectrum for the C8 product. The thrt", peaks 

51" ( OSl.)~ 
b 

b HOS l" ( OS1- ) 3 I 

( HO ) z S C ( 051- ) , 

8S1" ( 051- ) 3 

• HS1* ( OH ) ( 051-)2 

CS1" ( OS 1- )5 

CSt" ( OH )( 051_ )% 

PPM 

Figure 4. "Si CP-MAS NMR spectra of (A) hydride Intermediate and 
(B) octy~bonded silica. 

at -110.2, -100.2, -100.8, and -89 .. 9 ppm are as described 
above. The peaks near -85 and -75 ppm have virtually dis .. 
appeared due to the bonding reaction.. Two new peaks at -66.2 
and -54 .. 6 ppm have now appeared in the spectrum. These 
have been previously assigned to CSi*(OSi==), and C(HO)­
Si*(OSi==)" respectively (27). The spectrum of the Cl8 phase 
(not shown) exhibits the same characteristics as the spectrum 
of the C8 product described above. In all cases for "Si CP­
MAS NMR spectra, the relative intensities of the peaks vary 
considerably depending on the contact time used (26). 

Surface Covel'llge .. A typical plot of alkyl surface coverage 
as a function of reaction time at 100 ± 2 ·C is shown in Figure 
5. Similarly with other surface modification processes, a major 
fraction of the total surface coverage occurs during the early 
stages of the reaction, while at longer times, increases in 
surface coverage are progressively less pronounced. Figure 
5 also suggests a decrease in alkyl coverage with increasing 
carbon chain length (curve A VB B) . This observation should, 
however, be interpreted with caution. Both olefins, l -octene 
and l .. octadecene, were used as neat liquids. Their molar 
concentrations are about 6 .. 18 and 3.10 M, respectively, being 
in a ratio of 1.99 at room temperature (assuming a similar 
thermal expansion coefficient for both oleftns, this ratio should 
not be significantly different at the reaction temperature). The 
corresponding ratio of surface coverages, (Xoct,yI! aoctadecyb is 
approxinlately constant (as suggested by the close parallelism 
of the two curves) averaging 1.89 ± 0 .. 14 (nine data points), 
a value which approaches that of the molarity ratio. This 
fIDding suggests independence of hydrosilation yield from 
carbon chain length, a behavior which appears to oppose that 
of conventional siianization (29, 30). Additional experimental 
evidence should be obtained to further substantiate this point. 
Equality of coverage and concentration ratios also suggests 
fll'Strorder kinetics with respect to the olefm. Indeed, a roughly 
linear relationship was found between surface coverage and 



2838 • ANALYTICAL CHEMISTRY, VOL. 63, NO. 22, NOVEMBER 15, 1991 

Table I. Surrace Covera,es or Bonded Silica Pba .... • 

silica support 

Partisil-40 
Partisil-40 
Partisil-40 
Partisil-40 
Vydac 101TPB 
Vydac 101TPB 

• As defined for eq 5. 

" 

SBE'l'o m'/g 

296.7 
315.3 
296.7 
315.3 
89.1 
88.8 

e .. .... .. e ··· ···· e ··· ···· .(.;> ....... . 

RlOIoct.lon TlI11Q. hour. 

anchored group 

~ ....... .. o 

FIgur. 5. Effect of reaction time on akyt surface coverage for the 
hydrosllatlon of (A) l-octene and (8) l-octadecene on a hydrid&­
modified silica (PartisH-40). 

olefin concentration (linear fitting results for l-octadecene 
were intercept = 0.04 ± 0.08, slope = 0.45 ± 0.04, R2 = 0.9791). 

Surface coverage is also strongly dependent on the tem­
perature of reaction, as illustrated by Figure 6. The data 
advocate the use of high reaction temperatures to obtain 
maximum surface coverage. The highest allowed temperature 
is, however, limited by the boiling point of the liquid olefin 
and the thermal stabilities of the olefin, the product, and 
particularly, the catalyst. It was observed that for a 24-h 
hydrosiIation darkening of the product was appreciable at 
about 110 ·C, being more pronounced on the CIS phase at 
higher temperatures and with longer reaction times. It has 
been known that hydrosiIation may be accompanied by some 
darkening of the reaction mixture, concomitant with a decline 
of catalyst activity (31-33) . The observation has been at­
tributed to irreversible reduction of the metal catalyst by the 
hydrosilane. The extent of catalyst reduction depends on the 
reaction temperature and the nature of the transition metal 
and complexing ligands, as well as the structure of the hy­
drosilane and the olefin. Presumably, the metal precipitates 
in the form of extremely fine particles which, in the case of 
the hydride-modified silica, may remain trapped inside the 
porous support. Although extensive darkening of the bonded 
silica product was observed, Figure 6 also suggests that, even 
at the higher temperatures used, the catalyst was still active. 
When electron spectrometrY for chemical analysis (ESCA) was 
used to examine the bonded products, only one of the octa­
decyhilicas (datum for 140 ·C) exhibited traces of platinum 
(the detection limit of the instrument used was about 0.2 atom 

n 

8 
10 
18 
20 

8 
10 

M. 

112.22 
170.37 
252.49 
310.64 
112.22 
170.37 
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11.00 
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13.40 
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~ 6 . Surface coverage as a function of reaction temperature of 
the hydrosilatlon of (A) l-octene and (8) l-octadecene on a hydrid&­
modified silica (Partisi~40) with a 20-11 reaction time. 

%). Whether the presence of minute amounts of platinum 
adversely affects the chromatographic performance of the 
bonded silicas has not been yet determined. The eventual 
lack of such a deletereous effect would not be without pre­
cedent: when investigating the in situ bonding of alkyldi­
methylchlorosilanes (prepared via olefin hydrosilation with 
dimethylchlorosilane) on silica, Shih-Hsien et al. (34) found 
that the presence of adsorbed platinum did not have any 
observable effect on the bonded phase's performance. 

A reaction temperature of about 100 ·C along with 60 h of 
reaction time were routinely used during this preliminary 
work. Table I shows typical alkyl surface coverages obtained 
from hydrosilation on two different silicas. For comparison 
purposes, coverages obtained from conventional silanization 
on the same batches of silica are also shown. It can be seen 
that, for a given silica substrate, somewhat improved surface 
group density was obtained from hydrosilation in the case of 
C8 bonded materials. On the other hand, conventional or­
ganosilanization appears to perform better in the case of CI8 
phases. Note, however, that the coverage values obtained 
through conventional organosilanization appear to be near the 
upper end of the range normally found in the literature 
(roughly, 3.0-4.0 and 2.&-3.5I'ffiol/m2 for C8 and CI8 packings, 
respectively) (23, 30). Additionally, it should be recalled that 
uncertainties for calculated CXolkyl values are normally around 
5 % and in some cases as high as 10 %. 

Surprisingly enough, Table I also suggests that, for hy­
drosilation as well as organosiIanization, a narrower pore silica 
resulted in greater cetYl coverages. In the case of hydrosilation, 
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figure 7. Relattve SII1ace coverage of octyI-OOnded Vydac 101TPB 
silicas as a function of hydrolysis time. Prolonged treatmen1 was at 
room temperature In 0.1 % vlv TFA aqueous solution containing 20% 
vlv dioxane: (A) octyl-sillca prepared by hydrosilation; (8) octyl-di­
methytsilyl silica by sllanlzation from a commercial procedure. 

a cursory examination of the DRIFT spectrum of the C.­
bonded wide-pore support (not shown) reveals that no re­
maining Si-H stretching band was present; Le., virtually all 
the silicon hydride groups were consumed by the reaction with 
the olefin. A C,• product from the same substrate showed the 
same spectral characteristic. Therefore, the low availability 
of hydride sites rather than a lack of efficiency in hydrosilation 
appears to be the factor limiting alkyl coverage on wide-pore 
Vydac TPB silicas. If one assumes that, compared to their 
isolated counterparts, associated silanols exhibit a I.)wer re­
activity toward chlorination and organosilanization, then the 
unusually low yields on wide-pore Vydacs can be readily ra­
tionalized in terms of the predominantly associated silanol 
population on these silicas (35, 36). 

The use of equivalent amounts of dicyclopentadienyl­
platinum(II) chloride instead of Speier's catalyst resulted 
essentially in the same level of surface coverage, provided that 
other reaction conditions remained the same. 

Hydrolytic Stability. Assuming that good column-han­
dling practices are observed by the chromatographer, hy­
drolytic stability of a reversed-phase packing is perhaps the 
most important factor determining the frequency with which 
columns are discharged after use. Due to the superior hy­
drolytic stability of the Si-C bond as compared to that of 
Si-o-Si-C linkages, we anticipated improved stability for the 
hydrosilation product over that of the organ08ilanization 
analogue. In order to estimate the extent of bonded-phase 
deterioration, selected bonded materials were subjected to 
prolonged exposure to a water/ dioxane solution containing 
0.1 % v/v TFA. The amount ofremaining bonded lig,md was 
obtained from elemental carbon determinations on sample 
aliquots periodically tsken from the reaction vesseL The plot 
in Figure 7 clearly shows that the rate of degradation of the 
silica modified via hydrosilation (present work) is significantly 
lower than that of the same substrate modified via organo­
silanization. At the end of the test, the commercial product 
had lost about 50% of its initial coverage while, under identical 
conditions, the hydrosilation product lost only about 15% of 
its starting alkyl load. It should also be noticed in Figure 7 
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figure 8. Partial DRIFT spactrum of a hydrlde-modlfled siilea (PartI­
sll-4O) reacted with ethylene gas. C-H stretching bands are at 2971 
em-' (CIi" antlsymmetrlc), 2950 em-' (CH" antlsymmetrlc), 2929 and 
2904 cm-' (CH3, symmetric), and 2890 cm-' (CH, symmetric). C-H 
bending bands are at 1467 and 1418 cm-' . 

that a major fraction of the total losses occurs during the early 
stages of the long-term hydrolysis. This is in good agreement 
with the observations of Kirkland and co-workers (7, 13) when 
monitoring the loss of chromatographic retention for a number 
of bonded silicas. 

Hydrosilane "End-Capping"_ Similarly with any surface 
modification procedure, the sites of the bonding reaction will 
eventually become sterica1ly hindered at some point and, 
consequently, not all of the Si-H sites will be converted to 
Si-C. In some instances, it may be desirable to remove as 
many of the remaining hydrides as possible by means of a 
"hydride end-capping" procedure which follows the primary 
bonding reaction. Ethylene gas can be conveniently used for 
this purpose since it offers the smallest possible steric hin­
drance in olefin addition. Once the main bonding reaction 
is considered complete, the ethylene gas can be introduced 
into the reactor aod maintained at high pressure. The reaction 
can then be continued for an additional period of time. The 
need for hydride end-capping might be particularly critical 
when aqueous alkaline solutions are used. Under these con­
ditions and the assumption that efficient shielding is not 
provided by the bonded alkyl groups, hydride groups can be 
rapidly hydrolyzed, generating hydrogen gas, with deleterious 
effects occurring during the course of a separation. Under 
acidic conditions, on the other hand, silicon hydride groups 
are virtually indefinitely stable and, therefore, hydride end­
capping may not be necessary. 

In order to explore the feasibility of hydrosi1ane end-capping 
with ethylene, a C2-bonded silica was prepared by merely 
bubbling the gas through a hydrided silica/ toluene suspension 
containing dicyclopentadienylplatinum(II) chloride catalyst, 
at 60 °C for 18 h. Addition of the hydride silica was preceded 
by an induction period of about 1 h at the same temperature. 
The resultant product had an ethyl coverage of about 2.3 
I'mol/m2, an acceptable value, given the mild reaction con­
ditions (pressure and temperature) used. Its DRIFr spectrum 
(see Figure 8) depicts a number of C-H stretching and bending 
bands in good agreement with previously reported data for 
silicon-ethyllinkages (37). 

Versatility of Hydrosilation. In general, the hydro­
silation reaction has a great deal of versatility. This is due 
to the fact that relatively few reactive functionalities interfere 
with the olefinic addition. Thus, catalytic hydrosilation can 
be used to attach to silicon organic moeities containing a wide 
variety of functional groups such as alkyl, nitrile, amine, epoxy, 
etc. (38, 39). Although the ester group does not seem to 
interfere with the hydrosilation reaction, addition to the 
carbonyl group of aldehydes and ketones frequently tskes 
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place. This seems to be particularly true for a,p-unsaturated 
carbonyls. A similar behavior is exhibited by unsaturated 
nitriles as well as epoxides of 1,3-dienes. By using olefins 
whose C=C bond is separated from the heteroatom unsatu­
ration by at least a methylene (-CH,-) group, normal 1,2-
addition can be readily achieved. It should be pointed out 
that, in fact, the great versatility of the existing organo­
silanization methodology (eq 1) is largely due to the freedom 
from interference of the hydrosilation reaction. Such a re­
action is the most commonly used method to prepare a great 
variety of organosilanization reagents: 

R' 
I PIca. 

X-fi-H + CH,=CH-R 

R' 

R' 
I x-r-CH,CH2-R 

R' 

(6) 

where R' = CH3- or X and R and X are as defined for eq 1. 
In some ca<;es, olefin hydrosilation provides the only pathway 
on which an organosilanization reagent can be made. A 
coupling reagent such as [(methacryloxy)propyIJtrimethoxy­
silane (useful in gel capillary electrophoresis) or a surface 
modifier such as (glycidoxypropyl)trimethoxysilane (useful, 
among other things, in the preparation of affinity chroma­
tography supports) cannot be prepared by means of a Grignard 
reagent, due to the reasons discussed above. 

Mechanism of Hydrosilation. The mechanistic aspects 
of hydrosilation in the homogeneous phase have been de­
scribed elsewhere (31-33, 38). If one assumes that the same 
mechanism scheme is applicable to the reaction in the het­
erogeneous phase, the surface hydrosilation of olefins catalyzed 
by platinum(II) complexes should proceed as shown in Figure 
9. During the induction period a catalytically active (ole­
fm)·PtD complex (i) is formed. Oxidative addition of the silicon 
hydride to the metal generates an (olefin).PtIVH(-Si==) in· 
termediate (ii). Hydride addition to the oleim then gives an 
(alkyl).PtlV(-Si==) complex (iii), presumably stabilized by 
coordination of more olefin. Finally, reductive elimination 
of alkylsilane occurs, regenerating the starting (olefin).PtD 

complex. It should be noted that the whole process takes place 
around the coordination sphere of the transition-metal cata­
lyst. When Pt(O) complexes are used, the oxidation state of 
the metal in species i-iii should be lowered by 2 units (32, 33). 

Most experimental facts related to olefin hydrosilation 
(predominance of the terminal adduct, olefin isomerization, 
stereochemistry at the silicon atom, reductive catalyst deac­
tivation, etc.) have been explained in terms of the proposed 
mechanism. The well-known effect of oxygen as a cocatalyst 
has, however, yet to be elucidated. It appears that areation 
of the reaction mixture is often required for the reaction to 
start and/ or to be sustained. It has been suggested that an 
oxygen-containing ligand constitutes the active catalytic 
species (40). 

The similar coverages obtained with the Speier's catalyst 
(hexachloroplatinic acid in 2-propanol) and cyclo­
pentadienylplatinum(II) chloride can be easily interpreted if 
one considers that the active species in the Speier's catalyst 
corresponds to a (propene).PtD complex, as demonstrated by 
Benkeser and Kang (41). Like (cyclopentadienyl). PtU, the 
propene complex readily exchanges ligands with the bonding 
olefin (eq 4) and produces the starting species (i) of Figure 
9. 

When olefin hydrosilation occurs on a hydrided silica 
surface, other factors in addition to those found in the ho­
mogeneous counterpart, playa fundamental role in deter­
mining the reaction's yield. The maximum surface density 
of alkyl groups is ultimately limited by the mean pore size 
of the silica substrate, the cross·sectional area of the anchored 
groups, and perhaps more importantly, the additional size 
exclusion requirement imposed by the reaction's intermedi-

( 11i ) 

R 

"iH 
L H9\ / 

H Pc 

/ \ 
L L 

(i) 

( 11 ) 

R 

HC~CH L 

H \ / 
Pc 

/ \ 
L L 

( i ) 

Flglwe S. Reaction mechanism scheme lor SU'face olefin ~tIon 
catalyzed by platinum(lI) complexes. L = halide. olefin, carbonyl, 
phosphine. etc. 

ates. In other words, the accessibility of the surface active 
sites (SiR) is largely governed by the physics! size of the "olefin 
carrier" (i) and subsequent species (ii and iii) derived from 
it. The subject of size exlusion has been discussed by Cheng 
and McCown (30) with regard to conventional organosilan­
ization, while mechanistic aspects have been discussed by 
Kinkel and Unger (42). The size·exclusion requirement of 
organosilanization can thus be considered in the light of the 
pentacoordinated intermediate typical of bimolecular nu­
cleophilic substitution reactions (SN2): 

R 

I Si-~Jf--GI 1\ 
CH, CH, 

Presumably, the base used (see eq 2) is likely to assist in 
removal of hydronium and/or weakening of the Si-CI bond 
(42) and, therefore, increases somewhat the size-exclusion 
value. Without going over molecular size calculations, it is 
apparent that the steric requirement for surface organo­
silanization is less stringent than that for surface hydrosilation. 
The lower-than-expected coverages obtained from hydro­
silation in comparison to those for organosilanization can now 
be explained, at least partially, from the larger size-exclusion 
value associated with olefin hydrosilation. Interestingly 
enough, formation of Si-C linkages by alkylation of a chlo­
rinated surface (eq 3) involves the formation of another SN2 
intermediate. Here, the a1kylating group is the nucleophile 
while the pentacoordinate species occurs around the surface's 
silicon atom: 
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Given the immobility of the surface silicon, the penta­
coordinate intermediate is likely to be formed through a 
flank-side attack of the nucleophile (43). In contrast, in or­
ganosilanization the surface silanol is the nUcleophile and the 
pentacoordinate intermediate occurs around the reagent's 
silicon atom which is slightly removed from the surfaee. Again, 
the relatively high coverages obtained from alkylation of 
chlorinated silicas (14, 15) can be rationalized in the light of 
the less stringent size exclusion requirement associ.ted with 
Grignard and organolithium reagents. These observations, 
however, have to be substantiated by appropriste experiments. 

The chemical nature of the catalyst is, obviously , another 
important factor which requires further examination, as it 
relates to olefin hydrosilation on hydrided silica supports. 
Fortunately, there seems to be a plethora of group VIII 
transition-metal complexes from which to choose. 

CONCLUSIONS 
Olefin hydrosilation provides a suitable method for the 

preparation of silica-baaed bonded stationary phases for 
chromatography. The method allows good alkyl coverages as 
well as improved hydrolytic stability toward aggressive mobile 
phases such as those containing aqueous TF A. The hydrolytic 
advantage of direct Si-<: linkages can be achieved without the 
difficulties that occur when such a linkage is obtain.,.j by the 
known sequential reaction with a chlorinating reagent and an 
a1kylating reagent such as Grignard or organolithium. Ad­
ditionally, the intrinsic freedom from interference makes 
hydrosilation a particularly convenient approach t.o attach 
virtually any organic functionality to a hydride-modified 
support, resulting in a remarkably versatile separation ma­
terial. In principle, virtually all currently available silica-based 
bonded phases are amenable to being prepared by olefin 
hydrosilation on the hydrided substrate. This might result 
in a new generation of bonded silicas with improved hydrolytic 
stability. Thus, surface hydrosilation of olefin. not only 
combines the superior hydrolytic stability of direct Si-<: 
linkages with a simplicity approaching that of currently 
available silanization procedures but also provides a versatile 
separation support suitable for virtually any application. For 
instance, these features may prove valuable for the chemical 
modification of the inner wall of fused-silica capillaries used 
in high-performance capillary electrophoresis. 

Future developments are expected to improve the whole 
synthetic process by applying a simpler and more efficient 
method to prepare the hydride intermediate, thus avoiding 
the drudgeries associated with the chlorination/ " ,duction 
sequence. In addition, for optimal bonding, evaluadon of a 
number of group VIII transition-metal catalysts is r,squired. 
Work is currently underway in our laboratory along these lines. 
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Influence of Chemical Kinetic Factors on Separation Efficiency 
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Separation elftclencles In the centrHugal partition chromato­
graphic (CPC) "*hocIlor the dI8trIXIIIng apacles, a palladium 
Ion complex end an organic soIuta (~Ina) lor the hap­
tana:watar phase pair hava baan compared. The column 
elllclency lor the PeI( 11)-TOPO (trloctylphosphlna oxide) 
system (N = 500 ± 40) has been lound to ba slgnHlcantly 
lass than for the ~na system (N = 1280 ± 80) at allow 
rata 01 0.50 ± 0.05 mL/mln and Is depandant on Its dlstrlbu­
Don ratio. The behavior oItha Pd( 11)-TOPO system In CPC 
can ba attributed to the slow klneDcs 01 back-ex1racUon 01 
the PdCl.(TOPO}z complex. The dissociation rate constant 
lor this complex In aqueous solution has been deterrt*lad to 
ba 188 ± 8 ,.-' ,-, by the stopped-liow kinetics procedure. 
This kinetic study revaaled that the parameter channel 
equivalent 01 a theoretical plate (CETP), which Is analogous 
to the reduced plate height, can ba correlated to the haH-IHe 
lor the back-ex1raC1lon and the distribution raUo 01 Pd(I1). 
These IIndIngs have general appIcatIon to aI chromatographic 
separations Involving malal complex formation and dissocia­
tion because reaction klneDcs too last to ba observed by 
orclnary meaRS wll have a slgnHIcant a"aC1 on chromato­
graphic e"lclancy. 

INTRODUCTION 
Centrifugal partition chromatography (CPC), a counter­

current liquid-liquid distribution technique, has been widely 
used for the separation of organic compounds, biological 
materials, and natural products (1,2). It has been only re­
cently that this technique has been applied for the separations 
of metal ions (3, 4). We were the first to demonstrate the 
efficient separation by CPC of adjacent lanthanides including 
the separation of both light and heavy lanthanides in a single 
run using gradient pH elution (5). We were also the first to 
achieve the separation by CPC of paJladium(II) from plati­
num(II) , rhodium(III), and iridium(III) (6). These studies 
revealed that, under comparable conditions, CPC efficiencies 
for metal ion separations were significantly lower, by a factor 
of 4-5, than those regularly seen for organic compounds (7). 
Separations of metal ions by CPC involves formation and 
dissociation of extractable complexes using suitable ligands, 
most usually d issolved in the stationary organic phase. 
Further, the column efficiency is also a function of the dis­
tribution ratio of a given metal species, unlike the case of the 
organic compounds. Similar low efficiencies and the depen­
dence of these efficiencies on the distribution ratios of the 
extracted metal species are also observed in the separation 
of metals by derivatized solid supports (8) . Generally, in 
chromatography the column efficiency is constant for a given 
set of operating conditions, exhibiting no dependence on the 
distribution ratios of the species being separated. This 
puzzling observation in metal separations, which is yet to be 
addressed, prompted us to undertake a systematic investi­
gation of the influence of chemical kinetic factors on the 
efficiencies of metal separations by liquid chromatography. 
CPC, being a liquid-liquid separation technique, has the 

advanta,e over HPLC for elucidating the influence of chemical 
kinetic factors on chemical separations without the interfer­
ence from the adsorption-<iesorption processes of the analyte 
encountered in HPLC. 

This study describes our efforts to determine whether, and 
in what manner, chemical factors, in contrast to simple sol­
vation and desolvation as well as mass-transfer factors, were 
respons ible for the differences in CPC efficiencies for metals 
and organic separations. CPC studies coupled with solution 
kinetic studies using stopped flow has allowed us to clearly 
establish the influence of chemical kinetics on CPC column 
efficiencies and correlate them to the half-lives of the chemical 
reaction responsible for the lowered chromatographic effi­
ciencies. These are discussed in this paper. 

EXPERIMENTAL SECTION 
Apparatus. A Sanki, Co., Japan, assembly consisting of a 

Model SPL centrifuge containing six analytical/semipreparative 
csrtridges each having 400 channels (2400 total channels), a Model 
CPC FCU-V loop injector, and a Model LBP-V pump were used 
for CPC experiments. The current setup has been modified to 
obtain an internal volume of 120 mL compared to our original 
work on the separation of lanthanides where the internal volume 
was 130 mL (5). 

A UV-vis spectrophotometric detector (Model 770, Schoeffel 
Instrument Co.) with a O.l-mL cell volume and 8-mm path length 
was used. It was set at 238 nm and 255 nm for Pd(II) and 
3-picoline experiments, respectively. Data were acquired every 
10 s using an mM/ PC interfaced to the detector and a DASH-8 
program (Metrabyte Co.). 

A Hi-Tech Scientific stopped flow SHU spectrophotometer was 
used for the kinetic study of the formation and dissociation of 
the Pd(lI) and TOPO complex. Data acquisition and treatment 
were accomplished with the associated Hi-Tech software. Pd(II) 
and TOPO as well as chloride (NaC]) were dissolved in aqueous 
solutions of various concentrations of surfactant (0.7-4% Triton 
X-lOO). The kinetics was monitored at 420 nm. 

The viscosities of heptane solutions of TOPO were measured 
using an Ostwald viscometer. 

Reagents_ Trioctylphospbine oxide, TOPO (kindly supplied 
by Dr. Hichard Boyle of American Cyanamid Co.), was recrys­
tallized from acetone (mp = 53-54 .C). All other reagents were 
of analytical grade. Metal-free heptane and water solutions were 
equilibrated overnight before use. Palladium stock solutions (10-' 
M) were prepared by dissolving a weighed quantity of palladi­
um(II) chloride (59.9% Pd, Alfa Products) in 0.10 M HCI solution. 
3-Picoline (Eastman Kodak Co.) was purified hy distillation before 
use. The stock solution of 10-' M 3-picoline was prepared in water. 
Succinio: acid buffer of pH = 6.10 (3.88 x 10-3 M succinic acid 
and 6.94 X 10-3 M NaOH) was prepared using Perrin's method 
(9). De ionized-distilled water was used throughout this study. 

Prooedure. All CPC, kinetic, and viscosity measurements were 
performed at 25 ·C. CPC experiments were conducted with 
0.1-D.5 M TOPO in heptane as the stationary phase and an 
aqueou.; phase at pH 3 and appropriate chloride concentration 
(using NaC]) as the mobile phase, pumped in the descending 
mode. Equilibration of the two phases at 800 rpm resulted in 
20 mL of heptane and 100 mL of water. A I-mL aliquot of 
palladium stock solution (10-3 M) was injected into the CPC 
system for each run. Flow rates between 0.5 and 4.0 mL/ min were 
used in these experiments. 

The j~xperimental configuration for the 3-picoline experiment 
was identical to that for palladium except that the detection 

0003-2700/91/0363-2842$02.50/0 © 1991 American Chemical Society 
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Fig .... 2. Van Deernler type plot for (a) the Pd(1I)-TOPO system at 
0.1 M [TOPOl, 10-2 M [crl and pH = 3 and (b) 10-" M 3-f>icollne in 
succinic acid buffer of pH = 8.10. 

wavelength was set at 255 nm. The mobile phase was fldjusted 
to pH 6.10 using succinic acid buffer before injecting 1 mL of 10--" 
M 3-picoline. 

RESULTS AND DISCUSSION 
Comparison of CPC Efficiencies of Pd(II) and 3-

Picoline. We have completely characterized the extraction 
of Pd(II) by TOPO by batch solvent extraction and CPC, in 
terms of the nature of the Pd(II) species extracted and the 
dependence of the distribution ratio of this species on the 
ooncentrations of TOPO and Cr (6). It was shown that Pd(II) 
was extracted as the PdCI2(TOPO)2 complex and that the 
distribution ratio increased with [TOPOl and decreased with 
[Cn. 

We derme the term CETP, channel equivalent of a theo­
retical plate (2400/ NJ, which is the equivalent of reduced plate 
height, to characterize the separation efficiency of CPC. The 
dependence of CETP on flow rates of Pd(II) and 3-picoline 
were compared in the heptane:water system. The peak widths 
for pa1Iadium and 3-piooline at the same retention volume and 
flow rate of 2.0 mL/min are compared in Figure 1, which 
shows a significantly lower efficiency for Pd(II) compared to 
3-picoline. It is evident from Figure 2 that the CETP for Pd 
is higher than that for 3-picoline and that it exhibited a greater 
sensitivity to flow rate. The Pd(II) and 3-picoline separations 
became less efficient (higher CETP) with increasing f1o-w rate, 
analogous to conventional liquid chromatography. 

Chromatographic efficiency is typically limited by various 
types of diffusion processes which are operating for both 

Table I. CETP and D Values for 3-Pi.oline and Pd(lI) at 
Different TOPO and Chloride Coneentrations at a Flow 
Rate of 2.00 mL/min 

[TOPOl, 3-picoline [Cn, Pd(II) 

M ~, cp CETP" D M CETP tt /2. s6 D 

0.0 0.386 3.2 0.9 
0.2 0.485 3.6 0.1 10 2.2 0.4 
0.3 0.556 3.9 0.1 17 3.3 0.9 
0.4 0.643 4.2 0.1 25 4.4 1.4 
0.5 0.738 4.4 0.1 33 5.5 2.8 
0.5 0.738 4.4 0.05 68 11.0 8.3 
0.5 0.738 4.4 0.20 13 2.7 0.6 
0.5 0.738 4.4 0.30 11 1.1 0.4 

• Calculated values except in pure heptane. b Calculated from eq 
6. 

3-picoline and Pd(II). Simple diffusion alone cannot aooount 
for the significantly lower efficiency for Pd(II), however, even 
when the effect of TOPO on increasing the viscosity, ~, of 
heptane solution is taken into account. The CETP values of 
3-piooline at the viscosities of TOPO solutions in heptane were 
calculated from the CETP value in pure heptane by assuming 
a linear relationship between CETP and ~ .. , given the narrow 
range of viscosities, as indicated by the Knox equation (I 0) . 
As seen from Table I, the viscosity of TOPO solution in 
heptane and the CETP values for 3-picoline and Pd(II) in­
crease with the concentration of TOPO. The CETP values 
for Pd remain distinctly higher, indicating that viscosity alone 
does not account for the increase in CETP for Pd with in­
creasing TOPO concentration. It is also evident from this 
table that the CETP values for Pd(II) are dependent on its 
distribution ratio. The CETP values are larger at higher 
distribution ratios, indicating poorer column efficiencies at 
higher D values. The additional peak broadening in the case 
of Pd(II) compared to 3-picoline under identical conditions 
and at the higher distribution ratios of Pd(II) must arise from 
chemical kinetic factors. Approximately 50% of the 3-piooline 
molecules are protonated at pH = 6.1 (pK. " 6), at which its 
CPC chromatograms were obtained. The deprotonation re­
action will not cause CPC band broadening in the case of 
3-picoline, as it is very rapid and indeed is termed diffusion 
controlled. In the manner of the Van Deemter and Knox 
equations in which the reduced plate height is seen as a sum 
of contributions from various factors, we can express the 
observed CETP for Pd (CETP olio) as a sum of contributions 
from diffusion (CETP dil) and chemical kinetics (CETPcKi (eq 
1). 

CETPob• = CETPdif + CETPCK (1) 

We can isolate the contribution due to the cbemical kinetics 
to the observed CETP for Pd(U) by subtracting the CETP 
values for 3-picoline at the appropriate TOPO concentrations. 
We shall show that CETPcK is related to the half-life for the 
kinetics of bsck-extraction of the PdCI.(TOPO), oomplex and 
the D value of Pd(II). 

A further examination of the involvement of chemical ki­
netic factors in t he CPC efficiency for Pd(II) was obtained 
by studying the dependence of CETP on the concentration 
of chloride in the aqueous phase and the concentration of 
TOPO in the heptane stat ionary phase. It is evident from 
eq 2 that the distribution ratio of Pd(II) should depend on 

PdCI2(TOPOl. + 2CI- # PdCI/ - + 2TOPO (2) 

the chloride and TOPO concentrations, with D being directly 
proportional to [TOPOl" and inversely proportional to [CI-l'. 
It is not obvious, however, that CETP should depend on these 
concentrations as well. It was found that increasing [Cn and 
decreasing [TOPOl provided better CPC efficiencies for Pd(Il) 
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figure 4. CPC chromatograms for Pd (10-" M) at 0.05 M chloride and 
[TOPO] = 0.1- 0.5 M. 

(Figures 3 and 4) . As may be seen, CETP is directly pro­
portional to [TOPO] and inversely proportional to [CI-] (Table 
I). These observations are consistent with the hypothesis that 
the kinetics of the hack-extraction reaction, eq 2, is the major 
factor in affecting the CPC efficiency for Pd(Il). 

Study of the Back-Extraction of the PdCI2(TOPOh 
Complex Using Stopped Flow. Since the CPC results in­
dicated the involvement of slow chemical kinetics, a systematic 
study of the kinetics of the process of extraction and back­
extraction of Pd(II) seemed in order. We learned from pre­
liminary experiments of extraction and back-extraction of 
Pd(II) by TOPO in the heptane:water system using the mi­
croporous Teflon phase separator (MTPS) (11), that these 
kinetics were too fast to be measured by this system which 
can measure half-lives 5 s and longer. 

In order to understand the influence of the kinetics of 
formation and dissociation of PdCI2(TOPO)2 on CETP, we 
resorted to stopped-flow analysis and examined the kinetics 
in the presence of micelles, which as we have demonstrated 
earlier, provide excellent models for extraction systems (12). 
The micellar system containing up to 4 % Triton X-I 00, a 
neutral surfactant, to solubilize TOPO was chosen to compare 
the formation and dissociation rates of PdCI2(TOPO),. The 
formation of PdCI2(TOPO)2 under a variety of conditions was 
too fast even for the stopped-flow apparatus (limit of t1/' = 
0.4 IDS). The dissociation kinetics of PdCI2(TOPO)2 could be 
followed by the stopped-flow method. 

The PdCl,(TOPO)2 complex was formed in the Triton 
X-loo system using 10-3 M Pd(Il). The dissociation of this 
complex under pseudo-first-order conditions in [Cl-] was 
monitored as a function of [Triton X-l00], [Cn and [TOPO] . 
The observed pseudo-first-order rate constant was inde­
pendent of the T riton X-IOO concentration (Table II), indi­
cating that the dissociation of PdCI2(TOPO), occurred es­
sentially in the bulk aqueous phase. This also indicated that 
no appreciable dissociation occurred in the micellar phase and 

Table II. Variation of k ... with Triton X-IOO, Chloride, and 
TOPO Concentrations 

[Triton X-100I , M [Ct-J , M 10'[TOPOJ, M k •• 5- 1 

0.011 0.1 1 15.99 
0.Ql6 0.1 1 17.05 
0.032 0.1 1 17.97 
0.064 0.1 1 16.49 
0.Ql6 0.05 1 7.90 
0.Ql6 0.2 1 32.18 
0.Ql6 0.3 1 46.59 
0.Ql6 0.4 1 61.36 
0.Ql6 0.5 1 SO.64 
0.016 0.6 1 96.54 
('.016 0.5 5 75.00 
(1.016 0.5 10 66.72 
(I.Ql6 0.5 20 56.50 
(I.Ql6 0.5 30 47.52 

that mass transfer of PdCI,(TOPO)2 between the bulk aqueous 
and the bulk micellar phases was rapid. 

The value of kobo increased with increasing [CI-] at constant 
[TOPO] and decreased with increasing [TOPO] at constant 
[Cl-]. These observations can be rationalized on the basis of 
the ml!chanism in eqs 3- 5 for the decomposition of PdCI,­
(TOPO),. The rapid preequilibrium step, eq 3, and the 

P d CI2(TOPO), ~ PdCI2(TOPO) + TOPO (3) 
faa' 

PdCI2(TOPO) + Cl-~ PdCI3- + TOPO (4) 
slow 

PdCI3- + Cl- c;;;;; PdCIl - (5) 

rate-limiting step, eq 4, yield the following expression for kobo 
under pseudo-first-order conditions in [Cl-] : 

k,K 
kob! = K + [TOPO] [Cn (6) 

Equation 6 can be rewritten as 

[Cl-] 1 1 
kot.. = k. + Kk2 [TOPO] (7) 

Th. plot of [CI-]/ kobo as a function of [TOPO] yielded a 
straight line. The k2 and K values derived from the intercept 
and sl ope of this plot are 168 ± 8 M-1 S- l and 0.004 ± 0.0002 
M, respectively. Equation 6 indicates two limiting cases, K 
» [TOPO] and K « [TOPO] (eqs 8 and 9). Equation 8 is 
encountered in stopped-flow experiments at 10-4 M TOPO 
where kobo is linear in [Cl-] (Table II). These observed rate 

kob! = k2[CI-] (8) 

(9) 

constants yield a k2 value of 158 ± 4 M-1 S- l which is in 
excellent agreement wit h the value from eq 7. Equation 9 
indicates t hat t1 /2 oc [TOPOl/[CI-] (t1/2 = In 2/ kobo)' It is 
evident from Table I and Figures 3 and 4 that CETP has a 
similar relationship to [TOPO] and [Cl-]. 

Plotting the difference in the CETP for Pd and 3-picoline 
to eliminate the contribution from viscosity changes (eq 1) 
at constant [CI-] as a function of tlj2 yielded a straight line 
with slope 6.4 ± 0.2. A similar plot at constant [TOPO] 
yield"d a straight line with slope 5.9 ± 0.3. The CETP de­
termined chromatographically is thus a measure of the half-life 
for the kinetics of back-extraction of PdCI2(TOPO)2' It is also 
evident that the dependence of CETP on [TOPO] and [CI-] 
is different from the dependence of the D value of Pd(II) on 
these concentratins (eq 2). Interestingly, we find that CETP 
is directly proportional to [JO.' (Table 1) . Such a relation is 
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not obvious from the basic chromatographic equations used 
to calculate the D value from retention volume and the ef­
ficiency from the retention volume and the peak width. The 
relationship between CETP and tl/ ' and CETP and D have 
become evident through the independent elucidation of the 
mechanism of the kinetics of back-extraction of PdCl,(TOPO), 
using the stopped-flow technique. 

This analysis of chromatographic efficiency in ,*,parations 
involving the distribution of metal complexes clearly reveals 
the influence of the kinetics of complex formation and dis­
sociation on the chromatographic efficiencies and affords a 
semiquantitative description of the relevant kinetic parame­
ters. 

CONCLUSIONS 
The differences in the CETP values for the Pd(II) and 

3-picoline systems at a given flow rate are attributed to the 
slow kinetics of back-extraction of the PdCI,(TOPO)" complex. 
The CETP for the Pd(II) system is directly proportional to 
the tl /' for the kinetics of back-extraction of the PdCl,(TO­
PO), complex. This strong correlation between CETP and 
stopped-flow solution kinetics has allowed us to attribute 
unequivocally that the band broadening in the Pd(lI) system 
is due to the slow kinetics of dissociation of the exb'acted Pd 
complex. Thus CPC not only provides useful clues as to the 
chemical kinetics of extraction and back-extraction but also 
enables the correlation of column efficiencies with inde­
pendently measured chemical kinetic parameters. CPC offers 
an advantage over HPLC in this regard. Such correlations 
are difficult in HPLC due to interference from the adsorption 
and the desorption of the analyte on the solid support. 
Further, the kinetic information obtained from the correlation 
of column efficiencies with distn"bution ratios, as demonstrated 
here, can be used to improve the CPC efficiency. 

The customary screening of extraction reactions involving 

single-stage equilibrations serve not only to determine D values 
but also to enable one to discard reactions which are too slow 
to be chromatographically useful. Even when these experi­
ments indicate that extraction reactions are too fast to be 
measured by ordinary means, the sensitivity of CPC and 
related chromatographic techniques to reaction rates are 
dramatically greater. Slow reactions that have half-lives of 
even ca. 1 s will begin to adversely affect the observed column 
efficiency. Conversely, observation of efficiencies lower than 
otherwise expected, provides a qualitative index of slow re­
action kinetics. Although our study is focused on extraction 
reactions involving metal complexation, these will apply to 
any process in which the transferring species is formed (and 
dissociated) by slow kinetics. 
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I ndividual Aerosol Particles 
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Cluster, discriminant, correlation, and principal component 
analysis were used for data reduction of the elemental c0m­

positions of atmospheriC aerosol partiCles. To verify the 
rnethod8 used, cluater analysis was performed on (1) four 
clay minerals, (2) U.S.G.S. standard basalt particles, and (3) 
a complex Phoenix aerosol sample. A generalized scheme 
was developed for seed-polnt selection, the determlnaUon Of 
the number Of clusters, and cluster evaluaHon. Analysis of 
variance an:! testing of cluster significance were used as 
objective crHerla .or the evaluation Of each step In the 
scheme. Cluater analysiS was effective for determining the 
types Of particles that occurred In the Phoenix aerosof. Dis­
criminant analysis, based on the Phoenix clusters, and 
analysis Of the variance Of a muHlsample data set Of aerosol 
particles from Chandler, a neIghbor:olg community to PhoenIx, 
were used to test ~nt selection rnethod8 and centroid 
sets. COrrelation and principal component analysis o. the 
Chandler set were used to assess cluster slgnHlcance and 
temporal emission paUems. The temporal patterns In Chan­
dler correlated wei wHh upper level wind clrectlons. 

1. INTRODUCTION 
1.1. Motivation, Cluster, discriminant, correlation and 

principal component analysis are well-developed multiv~iate 
statistical techniques that have recently been used for data 
reduction of data sets containing individual atmospheric 
aerosol particle compositions (1-3). The determination of the 
composition, size, and morphology of aerosol particles has 
played an important role in the study of air quality (4-7). 
Aerosol particles in the respirable size range affect human 
health and may be important vectors for the introduction into 
the bo~y of heavy metals, asbestiform minerals, and other 
deleterIOUs substances. The need for multivariate analysis 
arose as an outgrowth of an ongoing study into the composition 
and character of particles in the Phoenix aerosol (8-13). 
However, the methods developed in this study are useful for 
any large data sets. 

The greater Phoenix area, with a population of 1.5 million, 
is surrounded by large areas having low population densities. 
Its arid climate and the possibilities for long-range particle 
transport make Phoenix an ideal area for studying inorganic 
particulate aerosols. 

Automated techniques using a scanning electron microscope 
(SEM) and energy-dispersive, X-ray emission spectroscopy 
(EDS) have been developed that are capable of rapidly 
measuring the elemental compositions and sizes of aerosol 
particles (3, 14). A typical study includes results on many 
hundreds of particles in each of a large number of samples. 
The analysis of this wealth of information is made more 
tractable by data reduction techniques that reveal underlying 
trends. The methods discussed in this study are cluster, 

'On sabbiticalleave from Colby College, Waterville, ME 0490l. 
2Current address: McCrone Associates, 850 Pasquinelli Dr 

Westmont, IL 60559. ., 

discriminant, correlation, and principal component analysis. 
Bernard., Van Grieken, and Eisma (15) have applied cluster 
and dis<:riminant analysis to single-particle elemental com­
positions obtained by EDS of estuarine particles. 

The objectives of this study were (1) to develop cluster 
analysis techniques for the rapid identification of aerosol 
particle types, (2) to assess methods for the evaluation of 
cluster ItIlalyseS, and (3) to apply the methods in a long-term 
sampling program. These objectives were achieved through 
the stud y of four distinct sets of samples, selected and designed 
to test "ach of the methods. 

1.2, Cluster Analysis, There are three goals for cluster 
analysis of atmospheric aerosols. (a) The first is to identify 
the types of particles that occur in the aerosol. Ideally, every 
particle type in the aerosol is represented by a cluster. Dif­
ficulties arise because in Phoenix about 75% of the particles 
are crustal in origin (4, 5). To distinguish the mineral types 
of these crustal particles, it is necessary to identify clusters 
that exhibit a wide composition range and/or extensive 
overlap . It is also important not to miss the less abundant 
anthropogenic particle types, many of which have composi­
tions different from the crustal particles. Examples of the 
latter in.c!ude ammonium and sodium sulfates, lead chlorides 
and bromides, and more exotic particles associated with 
specific industries. 

(b) The second goal of cluster analysis is to reduce the mass 
of data to a tractable size, but in a way that emission patterns 
can be 'lasily discerned. Instead of 1000 or more individual 
observations, cluster analysis groups the data so that the 
particles in each cluster have similar compositions. Each 
cluster is represented by a centroid, which is the average 
composition of the members of the cluster. The resulta of the 
cluster Imalysis are the centroid compositions and the number 
of particles assigned to each cluster (particle type). These 
cluster occupations represent a tremendous reduction in the 
volume of data without significant loss of information. 

(c) The third goal of cluster analysis is to discern particles 
with unusual compositions; particles greater than a chosen 
maxim'"m distance distance from all centroids are left 
unassigned. These unassigned particles generally account for 
less thlln 10% of a data set. 

The :success of a cluster analysis in meeting these goals is 
assessed by analysis of variance (ANOVA), which measures 
the ability of a centroid set to model the data. Tests of cluster 
signifiC<tIlce measure how well clusters are separated from each 
other. These tests are carried out by ANOVA of the members 
of pairs of clusters. 

Three studies of increasing complexity are discussed, cul­
minating in a complex aerosol sample. The single-particle 
sample in the clay study is a mixture of clay-type minerals; 
ripidolite, montmorillonite, nontronite, and muscovite mica. 
The basalt study contains particles from a basalt standard, 
obtained from the United States Geological Survey (USGS). 
The P hoenix study is a representative sample from the 
Phoenix aerosol. 

1.3. Discriminant Analysis. In a sampling program, 
samples are taken over a series of sampling periods at different 
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emission trends 

Figur. 1. Procedure lor multlsampte analysis. 

sites. Discriminant analysis is used for particle classification 
of these samples. Discriminant analysis classifies the particles 
in a sample into particle types. The chemical compositions 
for the types are determined by the centroid set from the 
cluster analysis of a representetive sample. Since a ,:entroid 
set from a single sample is used to classify particles in samples 
~r~~ a group that may represent widely differing conditions, 
It IS Important to 8SSess the ability of the cluster set to model 
the variability among the samples of the group. Mult.isample 
ANOVA is used for this purpose. 

ANOV A of the multisample data set can also be used to 
guide several steps in the cluster analysis of the representative 
sample. Multisample ANOVA provides objective criteria for 
choosing the best seed-point method, the number of seed 
points to use, and the best cluster analysis algorithm. In this 
way, a centroid set is tailored for use in classification. 

1.4. Correlation and Principal Component Analysis. 
The results from discriminant analysis are used to study 
temporal and spatial emission patterns. This work has re­
sulted in the general multisample procedure outlined below 
and diagrammed in Figure 1. This procedure i" useful 
whenever the same set of particle types are expected 
throughout the sampling study. 

(a) Cluster Analysis. A representative sample is studied 
by cluster analysis to identify the particle types in the aerosol. 

(b) Discriminant Analysis. The clusters determined in step 
a are used as a training set for discriminant analysis of the 
remaining samples. Discriminant analysis yields the particle 
occupation for each cluster for every sample, based on a 
consistent set of particle types. 

(c) Correlation Analysis. This particle occupation versus 
particle occupation correlation matrix is formed to determine 
the correlations among the occupations of the different particle 
types. 

(d) Principal Component Analysis. If significant structure 
appears in the correlation matrix, it is used as a basis for 
principal component analysis to try to identify particle sources 
or to find underlying trends that correlate with meterological 
conditions. 

This procedure was used for the Chandler study as an 
example of a long-term sampling program. This study consists 
of a nine-sample data set taken in Chandler, 27 km southeast 
of Phoenix, over a 2-week period. The Phoenix study clusters 
were used in the discriminant analysis. 

Principal component analysis is commonly used in aerosol 
particle chemistry (e.g. refs 16 and 17), but is has been re­
stricted to analysis of bulk particulate samples. Individual 
particle data show the distribution of elements among particles 
and therefore provide clearer patterns for determining sources 
and trends. 

EsnMATE PROPER NUMBER OF SEED POINTS 

• ~ CLUSTER ANAL YSIS 

$ + 
:: TEST CLUSTER SIGNIFICANCE 

i _~=.:::f===-_ 

figure 2, General scheme for cluster analysis. 

Correlation analysis can also be used to judge cluster sig­
nificance (separation). Assignments to a pair of clusters that 
overlap will show positive correlations because particles from 
one cluster will be misclassified to the other cluster in the 
overlap region. Correlation analysis is, therefore, a useful 
adjunct to tests of cluster significance. 

2. THEORY 
2.1. Cluster Analysis. The four steps in nonhierarchical 

cluster analysis are diagrammed in Figure 2. The first step 
IS to choose seed points, which are approximate points from 
which to begin cluster analysis. The second is to approximate 
the number of clusters necessary to describe the data set. The 
third is to apply an algorithm to classify the observations into 
clusters and to calculate the centroids for each cluster. Lastly, 
statistical significance tests are applied to determine if the 
clusters are well-separated. Details of the procedures discussed 
below are given by refs 1 and 18-23. 

2.1.1. Data Preparation. In the spectrum of X-rays 
produced by a sample in the scanning electron microscope, 
~ range of X-ray energies called a region of interest, or ROI, 
lS chosen as representative of each element in the sample. The 
raw ROI data, obtained as discussed in Anderson et al. (5) 
and Germani and Buseck (I4), are converted to relative in­
tensities. If p elements have been determined, and the ROI 
integral for particle i and element j is denoted ROIi " then the 
relative intensity, Xij' is calculated as ' 

P 

Xij = ROlij/ L ROlim (1) 
m=l 

Since light elements (Z < Na) are not determined and the EDS 
sensitivity varies greatly from element to element, these 
relative intensities deviate from the true concentrations. 
However, it is only necessary to establish a unique pattern 
for each particle type for cluster analysis; the true concen­
tration is not needed. If necessary, concentrations can be 
obtained subsequently for particles having compositions c()­
inciding with the centroid. 

The Euclidean distance measure is used in these studies. 
The squared Euclidean distance between an observation i and 
centroid k taken over p variables is 

p 

dik
2 = L(Xij - x/)2 ,-I (2) 

where Xij and i/ are the jth relative intensities for the ob­
servation and centroid, respectively. Saucy et aI. (7) have also 
applied cluster analysis to Arctic aerosol particulates. They 
used a x square and an angle-based distance measure in ad-
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dition to Euclidean distances. 
Data normalization is not used in this study for cluster 

analysis since it is desired to concentrate on the major ele­
ments, which have large standard deviations. Many values 
for the relative intensities of minor elements are zero, because 
of the minimum ROI cutoffs discussed in ref 14. This data 
treatment gives artifically low values for the standard devi­
ations of such variables and correspondingly too grest a weight 
after normalization. Data normalization also increases the 
noise in the data set caused by analytical uncertainty in the 
data. 

2.1.2. Seed-Point Determination. Seed points are ob­
servations or averages of observations from the data set, and 
they serve as rough approximations for cluster centroids in 
the first iteration of cluster analysis. Seven methods were 
tested (Table II), which are discussed in detail in ref 1. The 
"refine" procedure is the first refinement method from the 
FASTCLUS procedure in the SAS statistics package (22). In 
the "merge" procedure (1) , the data set is scanned to find the 
closest pair of observations. The second of this pair is rejected 
as a possible seed point. Merging is repeated until a few 
observations remain, and these remaining observations are 
then used as the seed-point set. Nearest centrotype sorting 
is discussed in ref 19. The last four seed-point methods are 
standard hierarchical techniques (18). For use in seed-point 
determination, the cluster merge list is traced backwards to 
the stage giving the same number of clusters as the desired 
number of seed points. The observations in each cluster are 
then averaged to yield the seed points. 

The effectiveness of seed-point selection is determined less 
by the algorithm than by the way the seed-point algorithm 
is applied. To be effective, seed-point selection must be fast, 
and all the important clusters must be identified. With some 
of the seven methods listed above, it is impractically slow to 
scan a large data set (e.g., 1000 observations) for seed points. 
Instead, a subset is chosen as trial seed points, and then one 
of the seven methods is applied to reduce the number further. 
This initial subset is chosen in two ways: (1) a consecutive 
group of observations is chosen from the full data set, or (2) 
the minimum seed·point separation method of Tou and 
Gonzalez (23) is used. For construction of the trial subset, 
the choice of the minimum seed·point separation distance in 
the Tou and Gonzalez method is not critical and is chosen to 
be small compared to the expected between-cluster separa­
tions. 

For simple data sets, seed-points are obtained in one step 
by constructing the trial subset and then applying one of the 
seed· point methods. However, for more complex data sets, 
a two-round procedure is necessary to ensure that all prom­
inent clusters have been found: 

Round 1: 

(a) Seed points are chosen. 
(b) Cluster analysis is performed on the full data set. 
(c) Unassigned observations are collected. 

Round 2: 

(a) Additional seed points are chosen from the unassigned 
observations. 

(b) Cluster analysis is performed on the unassigned obser­
vations. 

(c) The centroids from clusters containing a large number of 
particles in step 2b are combined with the centroids from 
step lb. 

The combined set of centroids is then used as seed points for 
cluster analysis on the full data set. 

As additional assurance that all the important clusters have 
been located, the two-round procedure is performed using 
several different seed-point selection algorithms and the results 

are compared. The ANOVA and tests of cluster significance 
discussed in sections 2.1.5 and 2.3 are helpful when comparing 
different seed-point selection algorithms. 

2.1.3. Cluster Algorithm. The Forgy variety of K·means 
cluster nnalysis (18, 20) is used because of its speed for large 
data sets. The centroid for cluster k is given by the compo­
nents x." for all variables j. The average is 

i ·' = ..!.. tx .. · 
J nk ,""1 'J 

(3) 

for the ,,' observations, xl, in the cluster. Cluster centroids 
are updated at the end of each assignment cycle. Outliers are 
excluded by choosing a maximum distance for cluster as­
signment. 

2.1.4. Analysis of Variance. For each sample, several sets 
of clusters are generated using different seed-point selection 
method. . It is necessary to compare each alternative cluster 
set to d"termine which best models the data. ANOVA is used 
for this purpose (cf. ref 24). The sample, modeled by c clusters 
on p variables, has 

n = t.n· (4) 
k=l 

assigned observations. The grand mean for variable j over 
the assigned observations is 

x· = ! t.n·i" ) n k=1 } 
(5) 

(Note that a single bar over an x indicates a centroid, while 
two bars indicate grand means over the data set.) The total 
sum of squared deviations over the assigned observations, t, 
with 

P c nA _ 
t = L L L (x/ - x)' 

j - l k- l i=1 } J 
(6) 

decomposes as 

t = b + w (7) 

where the between-clusters sum of squared deviations, b, is 
P c _ 

b = L Ln·(x·· - x)' 
j =l k= l } J 

(8) 

and w is the within·c1usters sum of squared deviations 

P c nil 

W = L L L(x/ - i ·')' 
j-I k= l i::::l) } 

(9) 

The variance ratio, hereafter denoted the f ratio, is 

b/p(c - 1) 
f = --,--:----:-

w/p(n - c) 
(10) 

The c1l1Ster set giving the largest f ratio best models the data. 
That is, a large f ratio shows that the variability within clusters 
is smaller than the distance between clusters. However, only 
assigned observations are included, so comparisons of the f 
ratio can only be made among cluster sets with comparable 
numbers of assigned observations. 

The ability of a cluster set to model all the observations 
in a sample, and not just the assigned observations, is mea­
sured by the ratio of the total sum of squared deviations of 
all the ,)bservations to the total sum of squared deviations of 
the assigned observations. This ratio, R, is given by 

T/p(N - 1) 
R = ---,--­

t '/p(n - 1) 
(11) 
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where T is the total sum of squared deviations from the grand 
sample mean over all observations. Note that lower case 
letters are reserved for sums over just the assigned observa­
tions, and upper case, for sums over all the observations. T 
is 

P N 
T= L L(Xi·-X.j' 

j:=l i-I) J 
(12) 

with N the total number of observations in the data set. The 
grand mean over all the observations for variable j is 

(13) 

For consistency, the sum of squared deviations of the assigned 
observations must be calculated from the same mean, so that 

Pen" 
t ' = L L Dx .. k -X.j2 

j=l k=l i;oo1 } } 
(14) 

An R ratio close to one indicate& that the total sum of squares 
is well-represented by the cluster model. 

2.1.5. Cluster Significance. The goals for significance 
testing using ANOVA are (1) to estimate the number of 
clusters that are needed to adequately represent the data set, 
and (2) to identify the amount of overlap between the various 
clusters. Although qualitative and semiquantitative tests exist, 
none is completely satisfactory. We chose the simplest 
ANOVA method, the sum-of-squares ratio test, based on eqs 
3-9. 

The sum-of-squares ratio test compares two clusters, rand 
q, by finding the ratio of the between-clusters sum of squares, 
b'·., to the within-clusters sum of squares, w'··. ThE,se sums 
are calculated using eqs 8 and 9; however, the sum:; extend 
over just clusters rand q, rather than all c clusters. The test 
statistic is then 

c',q = b"q fur'" (15) 

The c statistic is used to test the significance of pairs of 
clusters under the null hypothesis that the observat.ions are 
a sample from a single normal population. Hartigan (20) and 
Engelman and Hartigan (25) compiled a set of percentage 
points (critical values) for c. The suitability of these per­
centage points for this study is discussed in ref 1. A low 
confidence level (50%) is normally chosen when the percentage 
points are applied to overcome a tendency of the tE,st to be 
too stringent. 

The sum-of-squares ratio test with the Engelman and 
Hartigan percentage points is a rough but useful measure of 
cluster separation. A test failure indicates a significant overlap 
between a pair of clusters. The ability to detect ovel'lapping 
clusters is also useful for estimating the number of clusters 
in the data set. The process is diagrammed in the second box 
in Figure 2. The initial cluster analysis is intentionally per­
formed with too many seed points. The seed point that gives 
the largest number of test failures is rejected, and cluster 
analysis is repeated with the smaller seed-point set. Alter each 
subsequent cycle, the seed point with the largest number of 
test failures is rejected and cluster analysis is repeated. This 
process continues until the number of unassigned particles 
begins to increase rapidly and the number of significant 
clusters decreases. 

2.1.6. General Clustering Scheme. A general Btrategy 
for cluster analysis of complex samples is shown in Figure 2. 
The steps, using the above techniques, are 

Step i. Seed points are chosen with the two-round pro-
cedure, using the seed-point method judged best by ANO· 
VA tests. 

Step ii. The proper number of clusters is estimated by 
successive application of tests of cluster significance and 
seed·point deletion. 

Step iii. The final cluster analysis is performed. 

Step iv. The final cluster set is evaluated using ANOV A 
and tests of cluster significance. 

The completion of each of these steps is necessary but not 
sufficient for a successful analysis. Chemical insight must also 
be used to guide each step. 

2.2. Discriminant Analysis. Nearest centroid discri­
minant analysis is useful for large multisample data sets. A 
centroid set is chosen that represents the particle types found 
in the group of samples. The Euclidean distance from an 
observation to each centroid is calculated. The observation 
is assigned to the particle type whose centroid is nearest. To 
avoid the classification of outliers, a maximum distance for 
assignment is used. This nuuimum distance must be carefully 
chosen: too small a value classifies too few observations. Too 
large a nuuimum distance classifies too many unusual particles 
that are better left in the unassigned group. 

2.3. Multisample Analysis of Variance. ANOVA is also 
used to test the validity of centroid sets for use in discriminant 
analysis for a multisample study. A centroid set will not 
adequately model the variability in the multisample study if 
many of the particles that appear are not represented or if 
the resulting clusters do not include the range of compositions 
found for each type. Since the ANOVA is now taken over all 
clusters and several samples, the single·sample ANOV A 
presented in eqs 4-14 must be modified by the addition of 
the sum over all samples. The total sum-of-squares decom­
position holds over all samples if the daily cluster centroids 
are used to calculate band w, rather than the centroid set used 
for the discriminant analysis. The R ratio is diagnostic in a 
multisample study. If new types of particles appear that are 
not represented by the centroid set, the number of unassigned 
particles will increase or the compositional range within the 
existing clusters will increase. These factors increase R. An 
R ratio close to one shows that the multisample data set is 
well-represented by the cluster model. 

3. EXPERIMENTAL SECTION 
3.1. Sample Preparation. For the clay study, Ca-montma­

rillonte (Texas), ripidolite (chlorite, California), and nontronite 
samples, all from the University of Missouri clay minerals re­
pository, were ground in an agate mortar and pestle. A sheet of 
muscovite was washed in ethanol and ground in a ceramic mortar 
and pestle. The ground samples were separately suspended in 
distilled water. The distilled water was filtered through OA'l'm 
membrane fIlters before use. The suspensions were filtered onto 
OA-I'lll polycarbonate Nucleopore filters. A l_em2 portion of each 
filter was mounted on a carbon stub using carbon cement and 
coated with 20 nm of carbon in a Denton vacuum evaporator. 

The sample preparation for the basalt study is discussed in ref 
14. For the Phoenix study, the Phoenix, AZ, aerosol sample was 
taken on 34th St in downtown Phoenix on Feb 22, 1982. For the 
Chandler study, a series of nine aerosol samples was collected over 
a 2-week period in 1982 at a site in Chandler, AZ. The Phoenix 
and Chandler samples were collected on 8-l'm Nucleopore filters, 
and therefore represented the "coarse fraction' of the aerosol. The 
ground-level wind direction and speed were monitored continu­
ously during sample collection. Two 8-h samples were collected 
each day, a.m. and p.m. Details are given by Anderson et aI. (5) 
and by Germani and Buseck (14). Morning samples from 8-l'm 
filters were used for the present study, except for Feb 22, when 
unavailability dictated the use of the p.m. sample. No samples 
were collected on rainy days, which occurred several times during 
the sampling period. 

The imaging conditions and data collection techniques are 
discussed in refs 5 and 14. A beam current of 300 pA was used 
to avoid excessive sample heating. A 60-s X-ray acquisition time 
was necessary to obtain adequate signal-to-noise ratios for the 
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Table I. Region of Interest (ROI) Energy Ranges 

element energy range, keY element energy range, keY 

N. 
Mg 
Al 
Si 
P 
S 
CI 
K 
Ca 
Ti 
V 
Cr 
Mn 
Fe 
Ni 
Cu 

0.88-1.12 
1.12-1.36 
1.32-1.60 
1.56-1.92 
1.84-2.16 
2.12-2.52 
2.48-2.80 
3.12-3.52 
3.48-3.88 
4.32-4.68 
4.76- 5.16 
5.2()-5.68 
5.68-6.12 
6.12- 6.64 
7.12-7.76 
7.78- 8.40 

Zn 
Ge 
As 
Se 
Br 
Zr 
Pd 
Ag 
Cd 
Sn 
B. 
W 
Au 
Hg 
Ph 

8.4()-8.84 
9.6()-10.12 
10.28-10.84 
10.96-11.52 
11.6()-12.20 
15.44-16.08 
2.8()-2.92 
2.88-3.12 
3.92-4.08 
4.12-4.28 
5.6()-6.80 
8.2()-8.56 
11.28-11.80 
9.84--10.16 
12.24- 13.00 

Table II. Seed-Point Determination for the Clay Study 

clay typeO 

mont· nOD- ripido- musco-
method morillonite tronite lite vite 

refine + + -' + 
merge + + -' + 
nearest centrotype + + + + 
single linkage + + 
complete linkage + + + + 
BV linkage + + + + 
Ward's method + + + + 
0+ indicates a seed point was found in this cluster. bParticle 1 

in Figure 3 was chosen as a seed point representing this cluster. 

heavier elements (e.g., Sn, Br, Hg, and Pb). The ROI energy 
ranges are given in Table 1. ROI integrals with values less than 
3 times the standard deviation of the background were set to zero 
(14). 

3.2. Statistical Analysis. All the statistical methods were 
implemented in an interactive, menu-driven Fortran Program, 
EXPLOR. Other reports using this program are refs 5 and 7. The 
program includes extensive capabilities for data manipulation and 
graphics. The interactive nature of the program was important 
for the development of the schemes used in this study. The 
program is highly modular, so that new methods are easily added. 
The modules may also be quickly assembled into stand-alone 
applications for repetitive analyses. Versions are availble for VAX 
series computers under UNIX and VMS operating systems. 

4. RESULTS AND DISCUSSION 
4.1. Clay Study. The clay minerals study was designed 

to test the seven seed-point methods and the ability of K­
means analysis to cluster and distinguish among chemically 
similar phases. The data set consisted of 19 Ca-montmo­
rillonite, 10 nontronite, 49 ripidolite, and 54 muscovite par­
ticles, with relative intensities for Mg, AI, Si, Fe, K, Ca, and 
Ti (Figure 3)_ Table II shows the results from seed-point 
searches with each of the seven seed-point methods. Nearest 
centrotype sorting, complete linkage, average linkage, and 
Ward's method found a seed point for each of the four types 
of clays. The refine and merge methods chose particle I, which 
is a nontronite particle, instead of a ripidolite particle. Single 
linkage found seed points in the nontronite and ripidolite 
groups, particle 1, and at a composition intermediate between 
the Ca-montmorillonite and muscovite clusters. Therefore, 
single linkage did not find a suitable set of seed points for this 
data set. 

Forgy K-means analysis using the nearest centrotype, 
complete linkage, average linkage, and Ward's seed points 
converged to the clusters shown in F igure 3. The refine and 
merge methods also converged to the same clusters, as long 
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Figure 3. Scatter plot of Si and AI for the clay study clusters. The 
centrom are shown as squares. Particles 1-4 are misclassifM3d by 
K-means ·:Iuster analysis. (Triangles) muscovite; (c~cles) ripidolite; (X) 
nontronitEr; (+) Ca-montmorillonite. 

Table III. Clay Study Centroids, Given as Relative 
Intensiti.es 

duster Mg Al Si Fe K Ca 

nontrollite 0.088 0.630 0.233 0.039 
Ca- mo.Jtmorillonite 0.105 0.854 0.011 0.008 0.Ql5 
ripidolite 0.095 0.132 0.355 0.410 
muscol.:.:ite:::.... _ _ _ _ _ ......:0::.2:,:7.,:7......:0.:.:.5.,:3,:c3-=.O . .,:0,:c22:::....0:,:.,:c15:,:6=-__ 

as tbe maximum distance for cluster assignment was greater 
than or equal to 0.2. The cluster centroids are given in Table 
III. The closest centroids were for nontronite and Ca­
montmorillonite. The distance between the nontronite and 
Ca-montmorillonite centroids was 0.317, as compared to the 
standar(1 deviation of the within-cluster distances of 0.075 and 
0.096, respectively. Convergence of the single-linkage seed 
points tJ the same four clusters was dependent on the order 
of the olJservations in the data matrix. For some sequences, 
single linkage classified nontronite and Ca-montmorillonite 
particles into the same cluster, leaving particle 1 in its own 
single-member cluster. 

Partides 1-4 are misclassified; however, Figure 3 and similar 
scatter plots for the other elemental intensities visually showed 
these m isclassifications to be reasonable. The misclassifica­
tions of the particles arose because of natural variability and 
analyli<:al uncertainty. 

In swnmary, the refine, merge, and single-linkage methods 
were more likely to find clusters of atypical composition, but 
they were, therefore, more susceptible to outliers than the four 
other methods. Single linkage was the only method that failed, 
under a. wide range of circumstances, to delineate the four 
clay-particle types. Tbe other seed-point methods, on the 
application of K-means cluster analysis, produced four 
well-defined clusters. 

The clay minerals cluster analysis showed the ability of 
K-means to easily discriminate among similar mineral types. 
The maximum distance for cluster assignment was important 
for defining the clusters. A large maximum distance was able 
to compensate for less than optimal seed points. In the 
following studies, however, care was taken to keep the max­
imum elistance small enough so that the cluster analysis did 
not cOllnteract the ability of a seed-point method to find 
clustem of atypical composition and/or small occupation. 

4.2. Basalt Study. Data on 942 particles from USGS 
standard basalt BHVO-l were analyzed. Only elements Na, 
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Table IV. Balalt CIulter Centroid., Given as Rel"tive 
Intensities 

cluster Mg Al Si Fe K Ca Ti identity 

1 0.03 0.01 0.53 0.14 0.26 am pyroxene 
2 0.17 0.60 am 0.22 plagioclase 
3 0.12 0.65 0.01 0.19 ilmenite 
4 0.01 0.94 om 0.02 quartz 
5 0.02 0.34 0.50 0.05 0.06 0.15 miXEd ilmenite 
6 0,07 0.74 0.06 0.05 0,07 om glass 
7 0.04 om 0.51 0.23 0.19 om pyroxene 
8 0.04 0.83 0.01 0.10 iron oxide 
9 0.14 0.48 0.35 0.01 olivine 

10 0.12 0.62 0.05 0.21 feldspar 
11 0.99 alumina 

Mg, AI, Si, Fe, K, Ca, and Ti had sufficient concmtrations 
in most of the particles to be useful. The deletion from the 
data set of all other elements produced a data set of 933 
particles. Two of those deleted were apatite particles. 

Using the method of Tou and Gonzales (23) , 70 trial seed 
points were chosen using a seed-point separation distance of 
0.05. These 70 seed points were reduced to 15 using the merge 
method. The Forgy variety of K-means cluster analysis was 
used to generate cluster assignments and centroids. A small 
maximum disance for cluster assignment of 0.15 was used to 
yield the best possible discrimination among closely spaced 
clusters. This round gave the first seven clusters listed in 
Table IV, leaving 100 particles unassigned. Cluster 6 was 
designated as a glass (a cornmon constituent of basalt) because 
ofthe variable amounts of K and Si and the wide variability 
of the other elements from particle to particle. 

Tests of significance were applied using the Engelman and 
Hartigan percentage points at 50% confidence. The only 
completely significant cluster (i.e., no test failures) was number 
3, ilmenite. Clusters I, 2, 4, and 5 exhibited one cluster sig­
nificance test failure each, while clusters 6 and 7 exhibited 
two test failures each. However, neither cluster 6 or 7 could 
be deleted without markedly increasing the number of 
unassigned particles. Clusters 1 and 2 were the closest clusters 
in the data set, but they did not show a mutual te.t failure. 
The clear separation of these clusters underscored the im­
portance of considering the dispersion within clusters, as well 
as the distance between clusters, in tests of significance. 

Since the number of unassigned particles was so large, a 
second round of cluster analysis was performed (section 2.1.2), 
yielding four additional clusters (Table IV). However, the 
addition of these centroids to the original set of seven only 
decreased the number of unassigned particles to 71. The 
average number of significance test failures for the original 
seven centroid set was 1.1 per cluster. The inclusion of the 
four second-round clusters increased the average number of 
test failures to 2.2 for the full ll-centroid set. The olivine 
cluster strongly overlapped with the pyroxene and plagioclase 
clusters. The general feldspar cluster (no. 10) strongly ov­
erlapped with the pyroxene (no. 7), plagioclase, and glass 
cluster. Unlike other data sets, the iron oxide cluster was not 
totally significant because of the overlap with the ilmenite 
cluster. The ilmenite and iron oxide clusters appeared to be 
part of a single elongated cluster that was arbitrarily divided, 
when the composition of the particles was plotted versus Fe 
and Ti. These clusters may represent a Fe-Ti solid solution 
series of magnetite-ilmenite intergrowths (26). 

A sample of USGS standard granite G-2 particles was also 
analyzed in the same fashion (2, 14); however, only the first 
round of clustering was necessary. The difficulty in adequately 
characterizing the basslt data set, as compared to the granite 
set, seems to lie in an increased variability in the composition 
of the particles in many of the mineral clusters. Basalt is 
extremely fine grained; moreover it commonly contains long 

Table V. Seed-Point Trials for the Phoenix Sample and 
Final Results Using the 20·Centroid Set 

unassigned av no. of 
method particles test failures f ratio R ratio 

refine 67 8.2 1047 1.0922 
merge 76 7.8 1125 1.0864 
nearest 77 6.0 1184 1.0882 

centrotype 
single linkage 67 7.9 1052 1.0922 
complete 76 5.9 1184 1.0875 

linkage 
av linkage 78 7.5 1143 1.0874 
Ward's 76 6.0 1185 1.0875 

20-centroid set 42 2.5 1178 1.0110 

thin crystals that are intimately intergrown with one another. 
Thus, a granite will be likely to break into discrete mineral 
grains when crushed whereas a basalt will not. Basalt cluster 
5 is a likely candidate for such aggregate particles, and is 
therefore listed as "mixed ilmenite". 

The number of unassigned particles for the basalt sample 
could have been decreased by using a larger maximum dis­
tance for cluster assignment, but this distance was purposely 
held small to yield optimal discrimination among closely 
spaced clusters. The number of clusters to use was somewhat 
ambiguous. The end use of this centroid set was for mass 
balance calculations (2, 14), where there was no penalty for 
a large number of clusters. Since better results were obtained 
with a larger number of ciusters, the fullll-cluster set plus 
apatite was used in the mass balance calculations. 

4.3. Phoenix Study. 4.3.1. Seed-Point Methods. A 
sample from downtown Phoenix was chosen as representative 
and used to obtain clusters for the Phoenix aerosol study. This 
sample was selected because it had high relative intensities 
of many elements and, because of the central location of the 
sampling site, it was expected to have most of the types of 
particles found throughout the Phoenix basin. The 1000-
particle data set consisted of relative intensities for 19 ele­
ments: Na, Mg, AI, Si, P, S, Cl, K, Ca, Ti, Cr, Mn, Fe, Ni, 
Cu, Zn, As, Br, and Pb. To test the seven seed-point methods, 
each method was applied, in turn, to the flJ'St 70 observations 
in the data set in order to produce 20 seed points. These seed 
points were used in K-means cluster analysi.s, with a maximum 
distance for cluster assignment of 0.3. The 20-trial centroids 
for each seed-point method, so obtained, were used in tests 
of cluster significance and ANOVA (Table V). There was 
no unequivocal choice of the best seed-point method to use. 
The refine and single linkage algorithms were best, considering 
the number of unassigned particles. Complete linkage gave 
the best test failure results, with the Engelman and Hartigan 
percentage points at 50% confidence. Ward's method yielded 
the best model, based on the f ratio criterion. The R ratio 
showed that the merge method best modeled the total variance 
of the sample, even though the number of unassigned particles 
was not the smallest. Therefore, the merge method was chosen 
for further work. The use of the Chandler study and mul­
tisample ANOVA to assess seed-point mehods is discussed 
below. 

4.3.2. Clustering. Following the general scheme of section 
2.1.6 with the merge method, 35 seed points were chosen from 
the Phoenix sample. On the basis of the sum-of·squares ratio, 
seed points were eliminated, yielding a 20-centroid set. The 
centroids are listed for relative intensities greater than 0.01 
(Table VI). The last centroid, which is not listed, has a 0.65 
relative intensity for Cr and resulted from residues in the 
etching solution used to manufacture the polycarbonate fliters. 
This cluster i.s called the Cr-artifact cluster. The relative 
intensities are highly di.storted from the true compositions of 
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Table VI. Centroid. rrom the Phoenix Study, Given 88 Relative Intensities 

N. Mg AI Si Fe K C. S 

I 0.05 0.92 
2 0.01 0.08 0.54 0.09 0.04 0.21 0.02 
3 0.02 0.02 0.18 0.05 0.Ql 0.68 0.01 
4 0.11 0.61 0.03 0.23 0.02 
5 0.01 0.13 0.45 0.37 
6 0.04 0.06 0.51 0.26 0.06 0.04 0.01 
7 0.06 0.09 0.03 0.Ql 0.03 0.43 
8 0.06 0.02 0.91 0.01 
9 0.01 0.12 0.61 0.10 0.09 0.05 0.01 

10 0.99 
11 0.01 0.09 0.75 0.05 0.04 0.05 
12 0.Ql 0.03 0.35 0.08 0.03 0.45 0.Ql 
13 0.06 0.13 0.01 0.03 0.78 
14 0.01 0.08 0.01 0.61 
15 0.04 0.05 0.37 0.45 0.02 0.03 0.01 
16 0.04 0.13 0.51 0.Ql 0.03 0.05 
17 0.09 
18 0.01 0.13 0.01 0.40 0.16 
19 0.02 0.08 0.23 0.01 

T.ble VII. Cluster Compositions for Phoenix Sample 

signifi-
0/0 csnee 

elemental occupa- test 
cluster compnll similar mineral tion failures 

1 Fe magnetite 7 
2 Si C. Fe Al epidote 6 6 
3 C. Si Fe pyroxene 4 3 
4 Si K Al Fe orthoclase 7 4 
5 C. S Si gypsum 1 3 
6 Si Fe Al K biotite 4 4 
7 Pb CI Br 3 4 
8 C. calcite 3 1 
9 Si Al K Fe muscovite 15 5 

10 Si quartz 19 
11 Si Al Fe C. .Ibite/ montmoril- 14 

lonite 
12 C. Si Fe tremolitef actinolite 2 4 
13 S Si N. 1 2 
14 PbSi 3 2 
15 Fe Si Al Mg chlorite 2 2 
16 Ti FeSi 0.5 1 
17 Fe Zn Si S 1 1 
18 TiSi rutile 2 1 
19 KCIC.Si 0.5 4 

unassigned 4 

o Si indicates that Si may be present in the particles or may re­
sult from a spectral artifact (carbon absorption edge). 

the particles because no corrections are made for spectral 
artifacts, line overlap, atomic number (Z), absorption (A) , or 
fluorescence (F) (1). Relative intensities for Si less than 15% 
are suspect because the carbon absorption edge can give a 
small integral when no Si is present. The most important 
elements, in order of decreasing relative intensity, and the 
relative percentages of particles in each cluster are listed in 
Table VII. Only 4 % of the particles remained unassigned, 
most of which are rich in heavy metals. 

There was considerable ambiguity in the composition of the 
particles in each cluster, since light elemens (Z < Na) were 
not determined by EDS. For example, the Fe cluster could 
have contained iron metal, iron-carbon alloys, or iron oxide 
particles. The particles in a cluster could have been produced 
by a variety of sources. The particles in the Ca cluster could 
have been calcite entrained in the aerosol by automobiles, 
particles from cement manufacture, or CaO from combustion 
sources (4) . 

Assuming the particles were of crustal origin, suggestions 
for mineral types in each cluster were made by comparison 
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Figure 4. Scatter plot of Ca and At for Phoenix study clusters 3 and 
8: (circles) cluster 3, pyroxene; (triangles) cluster 8, calcHe. 

with the relative intensities measured for authentic mineral 
samples (Table VII). The possible minerals were chosen from 
those previously identified in the Phoenix aerosol by Post and 
Buseck (4), and Pewe et aI. (27). The structures of albite and 
montmorillonite are very different. However, they are not 
distinguishable on the basis of relative intensities, given the 
large compositional variability of these minerals and the low 
sensitivity of EDS for Na. 

The number of significance test failures for each cluster is 
also list,l(\ in Table VII. Clusters 1, 10, and the Cr-artifact 
cluster gave no significance test failures. Removing any of 
these centroids decreased the number of clusters with no test 
failures and produced a large increase in the number of 
unassigned particles. Scatter plots of the cluster pairs that 
gave significance test failures showed that clusters 3 and 8 
(Figure 4) and clusters 7 and 14 appeared to be single elon­
gated clusters that had been arbitrarily divided. 

The f ratios and R ratios for the Phoenix sample are in­
cluded in Table V. Compared to the centroid sets formed to 
test the seed-point selection methods, the 20-centroid set 
yielded a considerable improvement in the R ratio, indicating 
an improved ability to model the data set. This result came 
from a large decrease in the number of unassigned particles, 
However, the moderate f ratio showed that there was some 
sacrifice for the improved R ratio, which resulted from an 
increased variability of the composition of the larger clusters. 
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Table VIII. Seed·Point Trials Applied to the Nine 
Chandler Samples and Final Results Using the 20·Centroid 
Set 

method unassigned f ratio R ratio 

refine 973 276.5 1.4937 
merge 996 288.3 1.4820 
nearest centrotype 1004 300.0 1.'.946 
single linkage 973 277.0 1.4935 
complete linkage 995 297.4 1.4909 
av linkage 999 293.3 1.4841 
Ward's 1001 301.4 1.4920 
20-centroid set 638 382.8 1.1780 

The composite discriminatory power (28) was USEd to de­
termine the effect each variable had on the formation of each 
cluster. In order of decreasing discriminatory power, Si, Fe, 
Ca, S, K, and Al were the most important elements for sep­
arating the clusters. The high discriminatory power of S 
resulted from several factors. (1) Clusters 5 and 13 c.mtained 
large amounts of S. (2) Many clusters had small amounts of 
S. Clusters 2, 3, 6, 9, 12, 15, and 18 had relative intensities 
for S between 1 % and 5% . (3) The overlap of the Pb-M and 
S-K X-ray lines in the EDS spectra produced larg" counts 
for the sulfur ROI in clusters that contained significant 
amounts of Pb. In particular, clusters 7 and 14 had large 
relative intensites for S in addition to Pb, even though no S 
may have been present. Sulfur, therefore, played an important 
role in determining the structure of the data set. The large 
apparent abundance for As in centroids 7 and 14 wa, caused 
by overlap of Pb- L and As- K X-ray lines. For these :'easons, 
S and As were not listed as major elements for clusters 7 and 
14 in Table VII. The ratio of S and As relative inten,ities to 
Pb was consistent with only Pb being present in the particles. 
However, the characteristic pattern of As and S was an im­
portant distinguishing characteristic for clusters 7 and 14. 
Attempts to strip the relative intensities of S and As from 
these particles would have made the identification of Pb­
containing particles more difficult. The problem callSed by 
the overlap of the Pb, S, and As X-ray lines was that a particle 
with large amounts of As and S might have been miscLlSsified. 

In summary, the maximum distance for cluster assignment 
was chosen to yield a few unassigned particles. The large 
maximum distance gave a coarser structure than th" basalt 
study, that is, more large occupation clusters and few"r small 
occupation clusters. However, the large maximum distance 
did not result in an overly coarse structure, since 13 dusters 
with occupations less than 5% of the total were found. The 
lack of sensitivity to the seed-point method used showed that 
the data set was well-structured for this degree of coarseness. 
Larger differences between the seed-point methods would have 
resulted from a smaller maximum distance for cluster as­
signment. 

4.4. Chandler Study. 4.4.1. Phoenix Seed Point.s, The 

multisample Chandler data set was used to help assess the 
best seed-point method to use for cluster analysis in the 
Phoenix study. Each of the seven seed-point sets was used 
in a trial K -means cluster analysis, with a maximum distance 
for cluster assignment of 0.3, to produce 20 trial centroids. 
The trial-centroid sets were used, in turn, in discriminant 
analysis to classify the particles from the nine-sample Chandler 
set. ANOV A results are listed in Table VIII. There was no 
clearly superior seed-point method, but the variation among 
seed-point methods was larger than that obtained for the 
Phoenix sample alone. The merge method gave the best R 
ratio, in agreement with the single-sample ANOVA results. 
Therefore. the merge method, as reported above, was chosen 
for further work because it best modeled the variability in the 
nine-sample data set. 

4.4.2. Discriminant Analysis. The 20-centroid set de­
termined in the Phoenix study (Table VI) was used in nearest 
centroid discriminant analysis to classify the particles in the 
nine samples collected in Chandler (Table IX). A maximum 
distance for cluster assignment was chosen that was 3 times 
the standard deviation of the within-cluster distances of the 
largest cluster in the Phoenix study. The ANOV A results for 
the final 2O-centroid set are listed in Table VIII. The number 
of assigned particles, the f ratio, and the R ratio show con­
siderable improvement over the trial centroid sets discuseed 
in section 4.4.1. 

In the Phoenix study, quartz was the most common particle 
type. In Chandler, muscovite and albite/montmorillonite were 
more abundant, in agreement with Post and Buseck (4). 
Chandler is dominated by large housing developments and 
therefore is much less industrial than central Phoenix. The 
residential environment was reflected in the smaller number 
of particles in the Fe-rich (no. 1), Ti-rich (nos. 16 and 18), and 
Pb-rich (nos. 7 and 14) clusters in Chandler. 

4.4_3, Cor r elation Analysis, The relative number of 
particles in each cluster was used to calculate the covariance 
and correlation matrices (29, 30) of the cluster assignments 
(Table IX) over the nine-sample study. The resulting as­
signment correlation matrix is given in Table X. The small 
number of particles in some clusters created a large uncer­
tainty for many correlations; therefore, only correlations with 
absolute values greater than 0.50 are listed. Many of the 
clusters dominated by crustal material do not correlate well 
with each other from day to day. For example, the correlation 
coefficients between orthoclase (no. 4) and, in turn, muscovite 
(no. 9), albite/montmorillonite (no. 11), epidote (no. 2), biotite 
(no. 6), and quartz (no, 10) were all less than 0.50. 

The assignment correlation matrix was used to explore the 
significance (separation) of the various clusters, as an adjunct 
to the sum-of-squares ratio test used in section 4.3.2. A large 
positive correlation between two clusters could have arisen 
in two ways: the clusters overlapped, or the particles came 
from the same source or sources having the same temporal 
pattern of emissions. The lack of correlation between two 

Table IX. Classification of Chandler Samples Using the 2O-Centroid Set" 

cluster 
date 8 9 10 11 12 13 14 15 16 17 18 19 

Feb 22 18 34 18 37 6 22 2 6 95 39 91 16 15 3 6 1 3 1 0 
Feb 23 11 62 43 55 9 21 9 32 162 74 171 30 9 9 24 0 13 1 0 
Feb 24 7 13 15 31 2 13 0 8 114 29 101 8 6 1 6 0 1 0 0 
Feb 26 14 23 8 30 1 23 1 9 114 55 105 11 5 4 6 0 3 1 8 
Feb 27 17 23 8 36 10 18 4 5 85 74 94 15 22 7 11 0 4 1 4 
Feb 28 22 24 10 47 4 20 3 7 108 53 108 8 13 5 11 1 1 0 0 
March 3 10 36 28 30 6 20 2 43 104 57 119 21 7 2 6 0 2 0 1 
March 4 6 49 8 29 4 17 5 16 102 48 104 17 2 4 7 1 2 0 3 
March 5 3 19 18 24 3 11 2 15 33 29 67 17 5 5 5 3 0 6 3 

GEntries are the number of particles in each cluster. 
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Table X. ChaDdler Study As.illDmeDt CorrelatioD Matrix 

CI C2 C3 C4 Cs C6 C7 C6 C9 

CI 1.00 -<l.52 0.61 0.69 -<l.65 
C2 1.00 0.70 
C3 -<l.52 1.00 -<l.54 0.62 
C4 0.61 1.00 -<l.72 
C5 1.00 
C6 0.69 -<l.54 1.00 
C7 0.70 1.00 
C8 -<l.65 0.62 -<l.72 1.00 
C9 1.00 
C10 -<l.60 0.54 
Cll 0.90 
CI2 -<l.65 0.52 0.57 -<l.63 0.56 -<l.65 
CI3 0.72 0.52 0.74 -<l.56 
CI4 0.63 -<l.65 
CIS 0.64 
CI6 -<l.73 
C17 0.57 
CI8 -<l.77 
CI9 -<l.51 

Table XI. Principal Component Analysis Cor the Chandler 
Study 

cluster PI P2 P3 P4 similar mineral 

I 0.04 -<l.30 -<l.05 -<l.12 magnetite 
2 -<l.05 0.27 0.70 -<l.58 epidote 
3 -<l.05 0.36 -<l.26 0.09 pyroxene 
4 0.08 -<l.17 -<l.26 -<l.24 orthoclase 
6 0.03 -<l.ll 0.03 -<l.09 biotite 
8 -<l.09 0.50 0.18 0,49 calcite 
9 0.91 0.01 0.12 -<l.03 muscovite 

10 -<l.03 -<l,48 0.55 0.53 quartz 
II 0.38 0.24 -<l.08 0.23 albite/ montmorillonite 
12 -<l.10 0.16 0.09 -<l.03 tremolite/ actinolite 
13 -<l.03 -<l.31 -<l.09 0.01 (NHJ,sO" Na,sO, 
IS 0.01 -<l.03 0.03 0.00 ripidolite / chlorite 

eigenvalues 4.42 x 10" 1.19 X 10-' 5.68 x 10-' 3.77 x 10-' 

clusters showed that significant overlap was unlikely. 
The only pairs of clusters that exhibited a mutual signif­

icance test failure and a correlation coefficient greater than 
0.6 were pairs 9-11,16-18,15-17,7-14, and 3-8. There was 
a surprising lack of corre1ation between the clusters in the data 
set as compared to the number of significance test failures 
using the sum-of-squares ratio test (section 4.3.2). This showed 
that the sum-of-squares ratio test, while useful, may have been 
too stringent. 

The high correlation between these five pairs was reasonable 
from the point of view of compositional similarity and the 
possibility of common sources. For example, the particles in 
clusters 3 and 8 could have been derived from the wear of 
traffic on concrete roads (4), the Ph-rich clusters (nos. 7 and 
14) were almost certainly from vehicle emissions, and the 
particles in cluster 17 (Fe, Zn, Si, S) and the chlorite cluster 
(no. 15) might have been agglomerates of small iron oxide and 
dust particles produced by foundry activity. 

4.4.4. Principal Component Analysis. Principal com­
ponent analysis was useful for clarifying the structure in the 
assignment covariance or correlation matrix (29, 30). Clusters 
with an average number of particles, over the 9 days, less than 
or equal to nine particles were deleted to avoid the statistical 
noise inherent in such small numbers. The fllSt four principal 
components of the nine-sample covariance matrix are listed 
in Table XI, The first two components accounted for 80.6 % 
of the variation in the data set. 

The first principal component (PI) showed a large con­
tribution from clusters 9 (muscovite) and 11 (albite/ mont­
morillonite). This association resulted from the large overlap 
between the two clusters, as discussed in section 4.4.3. The 

C10 Cll C12 CI3 C14 CIS CI6 CI7 C18 CI9 
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Figure !i. Principal component scores for the nine-sample Chandler 
study, based on the principal components listed In Table XI. Upper 
level wind directions for each sample are shown. 

second principal component (P2) was more complex but was 
dominated by cluster 8 (calcite). The relative ordering of the 
principal component scores of the nine samples on P2, almost 
exactly, paralleled the assignments for the calcite cluster 
(Table IX). 

The principal component scores for each Chandler sample 
are plotted in Figure 5. The axes are the vectors corre­
sponding to the first two principal oomponents. To verify that 
the pattern observed in Figure 5 truly represented tbe data, 
the principal component analysis was repeated in several 
different ways. 

The principal components listed in Table XI were calcu­
lated using the relative number of particles in covariance about 
the mean (29). Principal component analysis was repeated 
using the relative and absolute number of particles in co­
variance about the origin, covariance about the mean, corre­
lation.bout the origin, and correlation about the mean (the 
traditional correlation matrix). Only for absolute numbers 
and covariance about the origin and mean did no single 
principal component show the ordering of the samples on P2 
in Figure 5. However, scatter plots of P3 versus P2 showed 
the expected ordering diagonally between P3 and P2, which 
showed that P2 and P3 in linear combination were equivalent 
to the desired principal oomponent in Table XI. In addition, 
target testing and short circuit data reproduction (29) with 
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the principal components in Table XI showed that the set of 
principal components calculated from absolute nwnbers and 
covariance about the mean were equivalent. Therefore, the 
structure shown in Figure 5 is inherent in the data set no 
matter the scaling or transformation used to prepwcess the 
data. 

The pattern of samples in Figure 5 did not correlate well 
with ground-level wind direction, speed, or occurrence of rain. 
However, the pattern of scores on the second principal com­
ponent did correlate well with U.S. Weather Service data for 
upper level winds at 850 mbar recorded at Winslow. AZ 
(Figure 5). Wind data were missing for Feb 26; however, the 
position of a low-pressure area in southern Arizona at that 
time was consistent with a northeasterly wind during the 
sample period, and so is shown with a question mark in Figure 
5. The wind direction for the sampling period immediately 
following was from the east. 

All the samples taken during westerly prevailing winds had 
positive scores on P2, and those with easterly winds (including 
the Feb 26 sample) had negative scores on P2. Positive scores 
corresponded to high assignments for the calcite and pyroxene 
clusters and low assignments for the Na2S0,/(NH.hSO, 
cluster. Samples with positive scores also tended to have fewer 
quartz and magnetite particles. The sources responsible for 
this east-west variation are not clear. 

5. CONCLUSIONS 

5.1. Methods. Relative intensities rather than concen­
trations are adequate for representing the compositions of 
aerosol particles for cluster analysis. K-means cluste:r analysis 
is a simple, fast, and sufficient tool for the analysis of data 
sets of complex aerosol particles. The maximum distance for 
cluster assignment tailors these methods for different goals. 
For particle recognition, a small maximum distance for cluster 
assignment allows the best discrimination among particle 
types. For data reduction and recognition of unusual particles, 
a large maximum distance for cluster assignment :is useful. 
A large maximum distance assures that most of the particles 
in the data set are represented in the cluster assignments and, 
conversely, that only unusual particles are left unassigned. 
No one set of centroids is optimal for each goal. 

Testing of cluster significance is critical for determining the 
number of clusters to use for a given data set, as well as for 
assessing the amount of overlap between clusters when the 
analysis is complete. Classical ANOV A, which measures the 
ability of a centroid set to model the data, is a useful adjunct 
to tests of cluster significance for comparing seed-point 
methods, for determining the number of clusters, and for fmal 
assessments. A necessary analysis of variance when some 
observations remain unassigned is the R ratio, which in some 
cases may be the most diagnostic of ANOV A techniques. 
While the f and R ratios are useful for comparing methods, 
they are limited in an absolute sense for evaluating the quality 
of results. 

If a multisample data set is available, multisample ANOV A 
aids in the determination of the best seed-point methods and 
the ability of a centroid set to model data under a wide range 
of circumstances. Rather than pooling the observations over 
a sampling study (7), keeping samples separate aHows the 
determination of possible variations from day-to-day and the 
ability of a centroid set to model that variability. After a 
centroid set is accepted, the process may be reversed so that 
the homogeneity of the particle types from sample to sample 
may be assessed. The number of assigned observations and 
the single-sample and multisample R ratios are useful mea­
sures of the ability of a centroid set to model sample-to-sample 
variability. 

Following discriminant analysis, the calculation of the as­
signment covariance matrix plays the dual role of (1) providing 

an additional test for judging the significance of clusters and 
(2) uncovering underlying trends in the temporal (or spatial) 
emission patterns. 

The results of the procedures in this study are a compre­
hensive set of tools for solving a wide variety of problems in 
aerosol environmental chemistry, and for large data sets in 
general. 

5.2. Applications, The clay study shows the suitability 
of K-means cluster analysis for chemically similar phases. 
Both the seed-point method and the maximum distance for 
cluster assignment playa role in the sensitivity to outliers and 
the coarseness of the clustering. The refine, merge, and sin­
gle-linkage seed-point methods, coupled with a small maxi­
mum distance for cluster assignment, provide a fmer structure 
by optimizing the search for clusters of small occupation or 
atypical composition. But these conditions also increase the 
tendency to choose outliers as seed points. On the other hand, 
nearest centrotype, average linkage. and Ward's method, 
coupled with a larger maximum distance, emphasize the major 
clusters, thereby leading to a coarser structure to the clus­
tering. 

The importance of tests of cluster significance as a guide 
to the selection of the proper number of clusters is evident 
in the basalt study. It is important in this testing to consider 
the dispersion within clusters as well as the distances between 
clusters. Even then, the best choice for the number of clusters 
for the analysis is, in part, determined by the prospective use 
of the centroids. 

For the Phoenix study. no clear choice of seed-point method 
is evident. Anyone of the methods would probably suffice. 
However, the scheme in which the seed-point method is ap­
plied has a large effect on the outcome. The scbeme suggested 
in this study uses the two-round procedure for seed-point 
selection and the repeated application of tests of significance 
and cluster analysis to determine the proper number of cen­
troids. The final 20-centroid set provides a good balance 
between clusters with large and small occupations. The 
natural variability of the aerosol particles produces overlap 
between many of the clusters in the fmal set, as detected by 
tests of significance. In the basalt and Phoenix studies two 
or more spherical clusters are used to model a single non­
spherical cluster. This usage overcomes the inherent spherical 
nature of K-means clustering but is responsible for some of 
the significance test failures. 

The Chandler multiday sampling study is used to aid the 
evaluation of seed-point selection methods for the Phoenix 
sample. Again, no clear best choice of seed-point method is 
evident, but the variation in the test results is larger from 
method to method than the results using only a single sample. 
The small number of large positive day-to-day correlations 
in cluster assignments shows that most of the clusters are 
well-resolved. which suggests that the sum-of-squares test may 
be too stringent. The temporal emission patterns. displayed 
using principal components scores. show a marked correlation 
with upper level wind directions. 

Cluster analysis is a necessary tool for data reduction of 
complex aerosol data sets. The particle types determined help 
to uncover underlying sources and trends in particle emission 
through the use of discriminant. correlation, and principle 
component analysis. Tests of significance and ANOVA are 
needed to judge seed-point methods, to determine the number 
of clusters for analysis. and to assess the ability of a centroid 
set to model the data. The Phoenix and Chandler studies 
show that single-particle EDS analysis provides a wealth of 
information not available from other techniques. 

Registry No. Na. 7440-23-5; Mg. 7439-95-4; AI, 7429-90-5; Si. 
7440-21-3; p. 7723-14-0; S, 7704-34-9; Cl. 7782-50-5; K. 7440-09-7; 
Ca, 7440-70-2; Ti. 7440-32-6; V, 7440-62-2; Cr. 7440-47-3; Mn, 
7439-96-5; Fe. 7439-89-6; Ni. 7440-02-0; Cu. 7440-50-8; Zn. 
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7440-66-6; Ge, 7440-56-4;~, 7440-38-2; Se, 7782-49-2; Br, 7726-
95-6; Zr, 7440-67-7; Pd, 7440-05-3; Ag, 7440-22-4; Cd, 7440-43-9; 
Sn, 7440-31-5; Ba, 7440-39-3; W, 7440-33-7; Au, 7440-57-5; Hg, 
7439-97-6; Pb, 7439-92-1; montronite, 12174-06-0; montmorillonite, 
1318-93-0; ripidolite, 12414-36-7; muscovite, 1318-94-1. 
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TECHNICAL NOTES 

Two-Dimensional Ion-Pairing Reversed-Phase Chromatography of Nucleosldes and 
Nucleotldes on Polymeric and Silica Stationary-Phase Supports 

Robert L. St. Claire, III 

Department of Drug Metabolism, Glaxo Research Institute, Research Triangle Park, North Carolina 27709 

INTRODUCTION 

Improved techniques for the analysis of mixtures of nu­
eleosides and nueleotides are in demand as a result of the use 
of these classes of compounds in studies directed at sup­
pressing the human immunodeficiency virus (HIV) (1). A 
desired technique would be one that could measure multiple, 
nonradiolabeled therapeutic nucleoside analogues and their 
respective phosphates simultaneously from a single biological 
sample containing an excess of endogenous nucleosides and 
nucleotides. Such a technique has not as yet been reported. 

The most popular chromatographic technique applied to 
the separation of nucleotides is reversed-phase ion-pairing 
HPLC using the tetrabutylammonium ion as an agent to 
impart added hydrophobicity to the nucleotides (2-7). Some 
applications of ion-pairing HPLC (3~) have included sepa­
rations of relatively simple mixtures of endogenous nlleleosides 
and nucleotides. However, as such mixtures become more 
complex and include therapeutic nucleoside analogues and 
their respective phosphates, the probability increases that 
nucleoside and nucleotides wi\1 coelute. 

For the chromatographic analysis of a complex biological 
matrix, some form of sample clean-up, such as solid-phase 
extraction (SPE), often precedes the HPLC separation me­
thod. There are few reports on the application of SPE, in an 
ion-pairing mode. The ion-pairing SPE of both anionic (8) 
and cationic compounds (9) was reported. 

This report describes a two-dimensional separation system 
in which ion-pairing solid-phase extraction and ion-pairing 
HPLC are combined for the analysis of 13 nucleosides and 
mono-, di-, and triphosphate nucleotides. Central to this 
approach is a novel ion-pairing solid-phase extraction pro­
cedure that relies on the use of a polymeric stationary-phase 
support as opposed to the widely used silica-based solid 
supports. 

EXPERIMENTAL SECTION 

Reagents. 2',3'-Dideoxyguanosine (ddG), 2',3'·dideoxy­
adenosine (ddA), and 2',3'-dideoxyguanosine 5'-triphosphate 
(ddGTP) were obtained from ICN Biochemicals Inc. (O:sta Mesa, 
CAl. 2'-Deoxyguanosine 5'-monophosphate (dGMP), 2'-deoxy­
adenosine 5'-monophosphate (dAMP), 2'-deoxyguanoiline 5'-di­
phosphate (dGDP), adenosine 5'-diphosphate (ADP), N"­
methy-2'-deoxyadenosine (mdA), N"-methyladenosine 5'-mono­
phosphate (mAMP), 3'-azido-3'-deoxythymidine (AZT), 2'­
deoxyadenosine 5'-triphosphate (dATP), and 2' ,3'·dideoxy­
adenosine 5'-triphosphate (ddATP) were obtained from Sigma 
Chemical Co. (St. Louis, MO). 2'-Deoxyadenosine (dA) was ob­
tained from Aldrich Chemical Co. (Milwaukee, WI). Because these 
nucleosides and nucleotides have the potential to interact with 
processes involved in the replication of human genetic material, 
they should be handled in a safe and appropriate mann"r. HPLC 
grade tetrabutylammonium hydroxide (TBAH) (1 M solution) 
was received from Fisher (Fair Lawn, NJ). 

Apparatus. The 1.00mL capacity Polysorb MP-l solid-phase 
extraction columns with 100 mg of packing were obtained from 
Interaction Chemicals Inc. (Mountain View. CAl. The 1.0-mL 
capacity Bond Elute ClS solid-phase extraction column with 100 

mg of packing was obtained from Analytichem International 
(Harbor City, CAl. The HPLC column, a 150 x 4.6 mm Ad­
sorhosphere HS C18 with 3 I'm diameter packing, was purchased 
from Alltech Associates Inc. (Deerfield, IL). A 10 x 4.6 mm 
matching guard column from the same source was also included. 
Vacuum aspiration for solid-phase extraction was provided with 
a Vac Elute SPS 24 manifold (Analytichem International). The 
HPLC system consisted of a Model 400 solvent delivery system 
and Model 783A programmable absorbance detector (Applied 
Biosystems Inc., Ramsey, NJ). Data acquisition employed the 
PE Nelson Turbochrom II with a Series 900 interface (Perkin 
Elmer Nelson Systems, Inc., Cupertino, CAl. 

Procedures. HPLC Conditions . The mobile-phase buffer for 
this study contained 0.05 M ammonium phosphate monobasic 
with 2.0 mM TBAH. The pH of this solution was adjusted to 
6.5 with ammonium hydroxide. The final mobile phase was 
prepared by adding acetonitrile to this buffer to a concentration 
of 7.0% (v/ v). A mobile-phase flow rate of 1.0 mL/ min and a 
column temperature of 35 ·C were utilized. Typically, the column 
was allowed to equilibrate under these conditions for 1-2 h prior 
to the start of analysis. The injection volume for all studies was 
50 ILL. UV detection at 252 nm with a rise time of 1.0 s was 
employed. Data acquisition was conducted with a sampling rate 
of 2.0 points/ s. 

Sample Preparation. A 1.0-mL aqueous solution of all nu­
c1eosides and nucleotides was prepared that contained 37.5 %, by 
volume, of the HPLC mobile-phase buffer. The concentrations 
(;LM) of the nUcleosides were AZT (1.1) , dA (0.53), ddA (0.70) , 
ddG (0.38), and mdA (0.60). The concentrations (I'M) of the 
nucleotides were ADP (0.45), dAMP (0.70), dATP (0.34), ddATP 
(0.72), ddGTP (0.43), dGDP (0.26), dGMP (0.41), and mAMP 
(0.65). This sample was analyzed directly by HPLC, as well as 
used in its entirety for the solid-phase extraction studies described 
below. 

Solid-Phase Extraction with MP-l CIa Columns. The following 
scheme outlines the SPE procedure used. (1) Wash the column 
with 2.0 mL of methanol. (2) Wash the column with HPLC 
mobile-phase buffer (500 ILL X 2). (3) Slowly (0.5-1.0 mL/ min) 
load 1.0 mL of the sample onto the column. (4) Wash the column 
with water (500I'L x 2). (5) Elute fraction 1 (nucleosides) with 
1.0 mL of 50% methanol in water (v/ v) . (6) Wash the column 
with 1.0 mL of 50% methanol in water (v/ v). (7) Elute fraction 
2 (nucleotides) with 1.0 mL of 0.26 M ammonium phosphate 
buffer, pH 6.5, containing 50% methanol (v/v). (8) Dry down 
fractions 1 and 2 at 40 ·C under N, for 1.5 h. (9) Reconstitute 
each fraction in 375 i<L of HPLC mobile-phase buffer plus 625 
ILL of water. This sample was analyzed by using the HPLC 
conditions described earlier. 

Solid-Phase Extraction with Bond Elute CIa Columns. The 
extraction scheme follows the same steps as described for the MP-l 
columns above with the following exceptions. In addition to 
processing an identical sample in a manner identical with that 
described for the MP-l column above, two additional samples 
were examined in a modified manner. In place of the HPLC 
mobile-phase buffer (with 2.0 mM TBAH) used in the sample 
preparation and in extraction step 2 described above, phosphate 
buffers with 4.0 and 8.0 mM TBAH were substituted. 

Modified Method for Solid-Phase Extraction on MP-l Col­
umns. (1) Wash the column with 2.0 mL of methanol. (2) Wash 
the column with HPLC mobile-phase buffer (500 "L x 2). (3) 
Load a 1.0-mL solution containing 250 SLL of water and 750 SLL 
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Figure 1. Ion-pairing HPLC of 13 nucleosides and nucleotides. A 
50-Ill Injection of a mixture containing between 0.34 and 1.1 IlM of 
each of the following compounds was employed: (A) and (8) (ddG,­
dGMP); (e) dA; (0) dAMP; (E) dGDP; (F) ddA; (G) AOP; (H) and (I) 
(mAMP,mdA); (J) ddGTP; (K) AZT; (L) dATP; (M) ddATP. 

of HPLC mobile-phase buffer. (4) Wash the column with water 
(500 ILL X 2). (5) Wash the column with 2.0 mL of 50% methanol 
in water. (6) Wash the column with 1.0 mL of 0.26 M ammonium 
phosphate buffer, pH 6.5, containing 50% methanol (v/v). (7) 
Wash the column with 1.0 mL of 0.05 M ammonium phosphate 
buffer, pH 6.5 (no TBAH). (8) Load a 1.0-mL aqueous sample 
with 75% v /v of 0.05 M ammonium phosphate buffer, pH 6.5 (no 
TBAH), that contains dAMP, ddGTP, ddGDP, dGMP, and mdA 
at the same concentrations as for the original sample described 
earlier. The remaining steps follow steps 4-9 of the original 
method for the MP-l CIa columns. 

RESULTS AND DISCUSSION 

Ion-Pairing HPLC of Nucleosides and Nucleotides. 
The separation of 13 nUcleosides and nucleotides using ion­
pairing liquid chromatography is shown in Figure 1. Com­
pounds ddG, dGMP (peaks A, B) and mAMP, mdA (peaks 
H, I) are not resolved. A less than desirable resolution occurs 
between ddGTP and AZT (peaks J, K). The TBAH con­
centration in the mobile phase represents what was experi­
mentally determined to be optimum and is consistent with 
what is recommended in the literature (4). For optimum 
nucleotide peak shape, TBAH also needs to be present in the 
sample prior to injection onto the HPLC system. All attempts 
at developing a gradient elution method in this ion-pairing 
mode proved unsuccessful Under a variety of gradient elution 
profiles (increasing acetonitrile concentration at a fixed mo­
bile-phase concentration of TBAH) a large positive base-line 
shift consistently compromised the detection of the later 
eluting nucleotide triphosphates_ It is suspected that this 
effect results in part from the effect the increasing acetonitrile 
concentration is having on the distribution of the ion-pairing 
agent between the mobile phase and the stationary phase. 

Solid-Phase Extraction with MP-l CIS Columns. Figure 
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Figure 2. Ion-pairing HPLe of fractions recovered from the MP-l 
soIid-phase extraction column. Figu'e 2(upper) represents the foIowing 
nucleosidas extracted: (A) ddG; (e) dA; (F) ddA; (I) mdA; (K) AZT. 
Figure 2(lower) represents the following nucleotides extracted: (8) 
dGMP; (0) dAMP; (E) dGDP; (G) AOP; (H) mAMP; (J) ddGTP; (L) dA TP; 
(M) ddATP. 

2(upper) is a chromatogram of the reconstituted neutral nu­
cleoside", while Figure 2(lower) is a chromatogram of the 
reconstituted anionic nucleotides. The extraction efficiencies 
of dA, ddA, dAMP, dGDP, dATP, and ddATP were all de­
termined to be 90% or greater. The combination of ion­
pairing SPE with ion-pairing HPLC yielded a separation of 
nucleosides and nucleotides (ddG, dGMP, mAMP, mdA, 
ddGTP, and AZT) not possible with ion-pairing HPLC alone. 

The TBAH concentration used in sample preparation and 
in step 2 of this SPE procedure was examined briefly. There 
was no advantage in increasing the TBAH concentration in 
the buffer above 2.0 mM. However when a TBAH concen­
tration of 1.0 mM was used, nucleotide triphosphates began 
to elute prior to fraction 2. 

The effect of the wash solvent composition utilized in step 
4 was examined. When the water was replaced with 10% 
methanol in water (v Iv), the extraction efficiencies of ddG 
and dA were reduced to 10%. 

The effect of the ammonium phosphate concentration in 
the buffer used to elute the nucleotides in step 7 was also 
examined. In addition to 0.26 M ammonium phosphate 
utilized for this SPE procedure, other concentrations examined 
included. 0.13, 0.052, and 0.026 M. The nucleotide tri­
phosphates did not elute off the column (using the same 
elution \'olume) when the buffer concentration was reduced 
below 0.26 M. This effect of ionic strength on the capacity 
factor is consistent with the role that the overall ionic equi­
librium has on ion-pairing liquid chromatography (2). Al­
though t he results were not presented in this report, this 
two-dimensional ion-pairing separation scheme was success­
fully applied to the analysis of nucleoside analogues and their 
phosphate metabolites in tissue culture. 
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Solid-Phase Extraction with Bond Elute CIS Columns. 
When the same SPE procedure utilized for the MP -1 columns 
was applied to the Bond Elute columns. all nucleosides and 
nucleotides eluted together in fraction 1 (step 5) with nearly 
100% extraction efficiency. The only exception was dATP. 
which had a 60% extraction efficiency due the fact that it had 
already begun to be eluted from the column with the pro­
ceeding wash procedure. step 4. Increasing the TBAH con­
centration (2 mM) used in sample preparation and step 2 to 
4.0 and 8.0 mM railed to effect the adsorption of the nu­
cleotides. Clearly. the adsorption characteristics of the Bond 
Elute SPE columns (C18 stationary phase bonded to silica) 
differ under these ion-pairing conditions from the MP-1 CI8 
columns. 

Retention Mechanism Studies on MP-l CI8 Columns. 
The MP-l SPE column contains a CI8 station,uy phase 
bonded to a polystyrene--<iivinylbenzene support. According 
to the manufacturer. this material behaves more like CI8 
silica-based columns than conventional polymeric reversed­
phase ("PRP") materials. In order to gain some undllrstanding 
of the ion-pairing phenomena occurring on the MJ'-l phase. 
the original extraction method was modified. Fin.t, an ana­
lyte-free sample containing TBAH was processed 011 an MP-1 
column in the original manner (steps 1-7). Following this 
procedure. the SPE column was reused for the extraction of 
a TBAH-free sample containing analyte. This sample was 
processed as described for the original method e>:cept that 
the phosphate buffer used in step 2 was also TBAH-free. A 
chromatogram of the original mixture prior to SPE is shown 
in Figure 3(upper) . Chromatograms of nucleosides and nu­
cleotides eluted with this modified SPE procedure Ilre shown 
in Figures 3(middle).(lower), respectively. The "xtraction 
efficiencies for mdA. dGMP, ddAMP. and dGDP were 90% 
or greater. The extraction efficiency for dGMP was 60% . 
Between the step when the TBAH-containing aqu1lOus solu­
tion was loaded onto the column and the step when the 
TBAH-free analyte solution was loaded onto th" column, 
approximately 20 column volumes of TBAH-free aqueous 
solution and 30 column volumes of TBAH-free aqueous so­
lution with 50% methanol passed through the column. De­
spite this column conditioning, the selective extraction of the 
nucleotides in the absence of any aqueous TBAH was still 
demonstrated (Figure 3(lower» . This data would imply that 
sufficient TBAH had adsorbed onto the stationary phase and 
remained there, despite extensive column washing, to yield 
an ion-exchange/ reversed-phase surface with enough capacity 
to retain the molar quantity of nucleotides examined in this 
study. 

Reports on the HPLC and SPE applications of the MP-1 
stationary phase have not detailed retention mechanisms that 
might be unique to this phase when utilized in an ic,n-pairing 
mode. Abidi (10) did a comparison study in whi<:h the re­
tentive characteristics of five different HPLC stationary 
phases, including MP-1, were examined under various ion­
pairing conditions. However, no direct comparison between 
MP-1 and ODS was done in an anionic ion-pairing mode with 
the tetrabutylammonium ion. In a recent repolt (9) the 
manufacturer of the MP-1 stationary phase described a SPE 
scheme using the MP-1 packing and hexanesulfonic acid to 
extract amphetamine and methamphetamine. This report 
attributes the retention of these drugs to the hydrophobic 
interaction between the ion pair (drug-hexanesu\fonic acid) 
and the stationary phase. Similar explanations have been 
given to the retention of analytes under ion-pairing conditions 
on conventional silica-based ODS phases as well (7). 

Krstulovic and Brown (11) have published a review that 
examines the various equilibria models that have been pro­
posed to explain the ion-pairing phenomena. In one model 
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Figure 3. Ion-pairing HPLC of one nucleoside and four nucleotides 
utilized in the modified SPE procedure on an MP-1 column. Figure 
3(upper) represents a 50-1'l- injection of a nonextracted mixture con­
taining between 0.26 and 0.72 I'M of the following compounds: (B) 
dGMP; (0) dAMP; (E) dGDP; (I) mdA; (J) ddGTP. Figure 3(middle) 
represents the HPLC of extracted nucleosides. Peak identity is listed 
in Figure 3(upper). Figure 3(lower) represents the HPLC of extracted 
nucleotides. Peak identities are isted in Fagure 3(upper). 

it is postulated that the hydrophobic ion-pairing reagent ad­
sorbs to the nonpolar stationary phase, forming a modified 
stationary phase with an ion-exchange character. Retention 
of the ionic solute then occurs through coulombic interaction 
with the charged surface of the modified stationary phase. 
The results of this present study with MP-1 and TBAH would 
indicate that this form of equilibria is playing a major role 
in the retention of the nucleotides examined here. One 
possible explanation for the apparently lower capacity of the 
ODS packing verses the MP-1 column in this study may 
originate from the fact that the ODS packing has a negative 
charge associated with it (ionized residual silanols at pH 6.5). 
The MP-1 phase has no charge. Depending on steric issues. 
some of the tetrabutylammonium ions associated with the 
ODS surface might have the opportunity to be in a coulombic 
association with the silanolates and not the analyte. 

CONCLUSIONS 

This two-dimensional approach should afford a versatile 
system for the simultaneous analysis of both charged and 
neutral compounds in a complex mixture in a manner never 
before possible with the sole use of silica-based stationary­
phase support materials. Specifically, this technique should 
be useful in the simultaneous measurement of therapeutic 
nucleoside analogues and their phosphate metabolites in 
biological samples containing excess endogenous nucleosides 
and nucleotides. More detailed studies on the capacity dif­
ferences between the MP-1 and silica-based ODS phases are 
recommended to better understand the relationship between 
the stationary-phase support material and the equilihria re-
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sponsible for the ion-pairing phenomena demonstrated here. 
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INTRODUCTION 

Pneumatic (PN) and ultrasonic nebulizers (USN) have been 
the most common sample introduction systems (1-3) for argon 
inductively coupled plasma mass spectrometry (Ar ICPMS). 
Electrothermal vaporization interfaces (4), direct injection 
nebulizers (5), and a PN coupled to a membrane separator 
(6) also have been evaluated for introduction of aqueous so­
lutions into the Ar ICPMS system. With thermospray neb­
ulization, detection limits were improved in ICP atomic 
emission spectrometry by up to a factor of 50 compared to 
pneumatic nebulization (7-8). In a preliminary study, Meyer 
et al. (9) reported the use of a thermospray nebulizer for Ar 
ICPMS and noted 1.5 times more count rate for Ce+ and Tb+ 
compared to that with pneumatic nebulization. Thus far, no 
extensive studies have been conducted on the analytical po­
tential of the thermospray nebulizer for Ar ICPMS, particu­
larly when the combination thermospray nebulizer-membrane 
separator (TNMS) is used for removing solvents from aerosol 
(10-12) . Relatedly, the utility of cryogenic desolvation used 
in tandem with the USN has not been reported for Ar ICPMS 
in terms of ion kinetic energy and interferences arising from 
oxide and doubly charged species. For pneumatic nebuliza­
tion, such studies have been documented for Ar ICPMS 
(13-16). 

In this study, we present results on the utility of the TNMS 
for Ar ICPMS in comparison to the USN and the PN used 
with and without desolvation. These studies were conducted 
with a new instrumental arrangement that included a Del­
si-Nermag quadrupole mass spectrometer (Delsi-Nermag, 
Argenteuil, France) coupled in this work to a solid-state, 
crystal-controlled 40.68-MHz ICP system. Analytical and 
fundamental characteristics were compared for three nebu­
lization systems in terms of detection limits, ratios of doubly 
charged to singly charged ions, oxide ion to analyte ion ratios, 
precision, and ion kinetic energies. These properties also were 
measured when cryogenic cooling was used to achieve max­
imum desolvation for the USN. Thus, this report not only 
provides information on the comparative performance of three 
nebulization systems, but it describes for the first time aspects 
and features of a new instrumental arrangement for Ar 
ICPMS. 

• To whom correspondence should be addressed. 
1 Present address: Patent Division, Chemical Abstract Services, 

2540 Olen tangy River Rd., Columbus, OH 43210. 

EXPERIMENTAL SECTION 
1. Inst"umentation and Operating Conditions. Details of 

the experimental system are summarized in Table I and are shown 
in Figure 1. The previous report (19) on the Delsi-Nermag 
ICPMS s)'stem was concerned with the use of a free-running 
56-MHz generator. In our study, a crystal-controlled, 40.6S-MHz 
ICP system (Table I) is coupled to the mass spectrometer. 

Aside from the ICP system, three major differences exist be­
tween thi,. and the commonly used ICPMS instruments (20). 
First, two quadrupoles are used for ion transmission and mass 
separation. Second, no photon stops or obstacles are present in 
the ion trajectory for the mass spectrometer. Third, an off-axis, 
analogue mass detector known as ·Coniphot" is used to detect 
positive ions. In this detector (Figure 1) ions are directed to a 
dynode where electrons are generated. These electrons then are 
amplified via a micro channel plate and are transferred to a 
scintillatoJ where electromagnetic radiation is produced. The 
resulting photons pass through a light guide to impinge on the 
cathode of a standard photomultiplier tube (PMT) held at at­
mospheric pressure. The signal is amplified at the detector by 
a current-to-voltage converter (Gain = 10' V / A) and is transferred 
to a 12-bit analog-to-digital converter. For maximum sensitivity 
and signal-to-noise ratio, the PMT normally is operated at-680 
V. 

2. Thermospray Nebulizer and Membrane Separator. 
This systf,m (Figure 2 and Tables I and II) consists of a ther­
mospray nebulizer, a spray chamber made from stainless steel, 
and a membrane separator which possesses a Teflon membrane 
mounted on an aluminum holder. The system is typically used 
for interfacing 8 liquid chromatograph to a mass spectrometer 
(21,22). 

The aqueous solution is delivered to the therrnospray nebulizer 
by a high-pressure pump (Table I). Test solution is introduced 
into an electrothermally heated capillary, converted into a fine 
spray (9, :13-25), and transported by carrier argon gas through 
a heated spray chamber. Large droplets condensed on the 
chamber are removed by a peristaltic pump attached to the drain 
tube. The membrane separator, connected to the outlet of spray 
chamber, isolates water vapor from the desolvated aerosol prior 
to injection into the ICP. Even though Teflon membrane is 
hydrophobic (26, 27), water vapor selectively diffuses through the 
membrane. Therefore, a sufficient sweep gas flow must be used 
to remove solvent vapor. A disposable gas purifier (Model 
DGP-125, Labclear, Oakland, CAl is installed on the argon gas 
line to remove the water moisture. Methanol should be introduced 
into the TNMS at the end of each experiment to prevent rusting. 

3. Optimization Procedure and Test Solutions. The mass 
spectrometer was set to provide 0.1>-1 mass resolution over the 
entire mass range. The operating conditions for the ICPMS 
system were optimized by maximizing the ion intensity for "'"Pb. 
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Table I. Experimental Facilities 

1. Mass Spectrometer 
~LASMASS (Delsi-Nermag, Argenteuil, France) ICPMS system shown in Figure 1 (mass range = 0-300 amu; microproceaaor assisted, 

adjustable resolution between 0.5 and 4 amuj scan speed = 2000 amu/s) consists of the following: 
(1) a nickel sampler (0.9-mm orifice, inside and outside cone angles of 90 and 120·, respectively) and a stainless steel skimmer (O.6-mm 

orifice, inside and outside cone angles of 100 and 1200
, respectively) with its tip located 8 mm behind the sampler (the sample is water 

cooled, and both cones are groundedj the interface contains an optical port for viewing possible auxiliary discharges between the cones) 
(2) an analyzer Quadrupole (35 cm long) and a prefilt<~r quadrupole (12 cm long) with a rod diameter of 15.6 mm 
(3) an input lens system made of a cylindrical lens to focus the ion beam from the plasma, a quadrupole used as a transmission lens, 

and an exit plate 
(4) a Coniphot detector (see Figure 1 and text) 
(5) a three-stage, differentially pumped vacuum system with 

(1) a 33 m' /h mechanical pump on the interface st"ge 
(2) a 33 m'/ h mechanical pump and a 700 L/ s wat<>r-cooled diffusion pump on intermediate stage 
(3) a 20 m'/ h mechanical pump and a 135 L/ s wat<>r-cooled diffusion pump on analyzer stage (diffusion pumps were water cooled) 

(6) a PC-AT type-80286 based computer (WYSEpc 286, WYSE Technology, San Jose, CAl with a typical VGA color display and a 
laser jet printer; menu-driven software (Version 2.30) 

II. ICP and Sample Introduction Systems 
(1) a solid-state, l.6-kW, 40.68-MHz cryztal-controllecl generator (Model ICP 16, RF Plasma Products, Inc., Voorhees, NJ) with an 

automatic phase and magnitude matching network (17) 
(2) a 3.5-turn load coil (top turn grounded) used with a Fassel-type torch (a copper strap was soldered near the edge of the coil and 

was bolted to the torch housing assembly; a silver braid was attached circumferentially on the sampler interface; the end of the silver 
braid was connected to the copper strap attached to the coil) 

(3) the torch housing assembly and the impedance matching network (17) mounted on grounded X-Y-Z translation stages 
(4) a mass flow controller (Model 8240, Matheson Ga~, Co., East Rutherford, NJ) used for the nebulizer injector gas line (other 

components for the gas lines were similar to those used on a typical rcp systemj boil-off from liquid argon (MG Industries, Valley 
Forge, PAl was used) 

(5) sample delivery units: a peristaltic pump (Minipuls 2, Rainin Instrument Co., Woburn, MA) for the ultrasonic and pneumatic 
nebulizers; a high-pressure pump (Model SP 8700, Spectra Physics, San Jose, CAl for the thermospray nebulizer 

(6) an ultrasonic nebulizer and the associated desolva,,ion unit (Model U-5OO0, CETAC Technologies, Inc., Omaha, NE) (the fluid level 
in the drain lines of the spray chamber and condenser were regulated separately by peristaltic pumps; see ref 18 for a description of 
the cryogenic desolvation unit) 

(7) a pneumatic nebulizer (Model 5801, RF Plasma Products, Inc.) with a Scott-type spray chamber, with/ without a desolvation unit 
(the desolvation system for the ultrasonic nebulizer (see item 6) was used) 

(8) a thermospray nebulizer (Universal Interface, VESTEC Corp., Houston, TX) 

Fig ... 1. Schematic diagrams of the ICPMS instrument and the 
Coniphot detector (Dels~Nermag Instruments, with perml,.sion). 

The reSUlting conditions (Table II) were used for all measure­
ments. 

Except for measurement of ion kinetic energies (see next 
section) and oxide ratios for which a 100 ng/mL multielement 
solution was used, all measurements were conducted with a 10 
ng/ mL solution. Solutions were prepared in 2-5% ultrapure nitric 
acid (National Institute of Standards and Technologies, Gaith­
ersburg, MD) from reagent grade chemicals or ICPAES ,tandards 
(SPEX Industries, Edison, NJ). For the studies with thl! TNMS, 
no nitric acid was added to the solution because the spray chamber 
was made from stainless steel. Test solutions for the TNMS were 
degassed with helium to ensure stable operation for I he high­
pressure pump. 

4. Measurement of Ion Kinetic Enelgy Distribution. For 
accurate measurement of ion energies (28), the entire input lens 
system (the cylindrical lens, the premter Q'18drupole, and the exit 
plate) was grounded. Typically, sensitivity was reduced ap­
proximately 10-fold in this mode of opention. Distributions of 
ion kinetic energy were measured by applybg a retarding potential 
to the prefilter element (Figure 1) located just before the analyzer 
Quadrupole and recording net ion intensities of Li, Mn, Ni, Cu, 
Zn, Cd, and Ph. The resulting curves of the ion signals vs the 
retarding potential were differentiated. The width of the energy 

Sampl. Solution 

C.arri.r G.. In 

s ..... p Gu and Vapor 
Out to V.nt 

FIgure 2. Diagram of the Ihermospray nebulizer wi1h the membrane 
separator (VESTEC Corp., Houston, TX, with permission). 

distribution at half-height and the most probable energy are 
approximate measures of ion energies (28). In this work, the width 
of distribution at half-height was measured. The retarding po­
tential was varied in steps of 1 V. 

RESULTS AND DISCUSSION 

1. Short- and Long-Term Precisions. The percent 
relative standard deviation (% RSD) was calculated for 60 
successive scans recorded in 10 min for ultrasonic and pneu­
matic nebulization of a 10 ngj mL multielement solution 
containing Mn, N i, Cu, Zn, Cd, Ce, and Mn. The integration 
time for each mass (one point per peak) was 0.6 s. Short-term 
precision in the range 2.6--5.2% RSD was calculated when the 
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Table II. Operating Conditions for the Ar ICPMS System 

ICP System 
forward rf power. kW 
reflected power. W 
frequency. MHz 
sampling position (above load coil). mm 
outer gas flow rate, L/min 
intermediate gas flow rate, L/min 
injector gas flow rate, LJmin 

(8) ultrasonic and pneumatic nebulizer 

(b) thermospray nebulizer 

Sample Introduction Systems 
solution uptake late, mL/min 

(a) thermospray nebulizer 
(b) ultrasonic and pneumatic nebulizer 

desolvation unit, heating chamber temp, °C 
desolvation unit, condenser temp, °C 

cryogenic desolvation unit, temp, °C 

parameters for thermospray nebulizer 
(8) nebulizer tip, ~m 

(b) sweep gas flow rate, L/ min 
(c) carrier gas flow rate, L/min 
(d) vaporizer probe, ·C 
(e) tip temp, ·C 
(0 desolvation chamber temp, °C 
(g) membrane separator temp, °C 

Mass Spectrometer and Detector 

1 
o 
40.68 
15, on-center 
20 
1.5 

0.85; 0.5-1.1, 
see text 

1 
2 
+150 
+5,0, -5, 

see text 
-78, see 

ref 18 

37.5,75, 
see text 

4.4 
1.8 
120 
200-220 
90-95 
62 

interface region, Torr 1 
first quadrupole region, Torr 5.4 X 10-5 
second quadrupole region, Torr 1.8 X 10-6 
voltage on PMT for the Coniphot detector, V -400 to -680, 

ion-optics settings, V 
QI offset (input lens system) 
prefilter 
post analyzer deviator 1 
post analyzer deviator 2 
post analyzer deviator 3 

see text 

-132 
-87 
-33 
-53 
-174 

USN was used. These values were consistently larger than 
the RSDs (2.1-3.5%) obtained with the PN. No significant 
improvements in % RSDs were noted for an integration time 
of 10 s when an USN was used. For comparison, Vickers et 
al. (29) reported short-term precision 00.25% RSD for their 
40.6S-MHz ICPMS system when 30 consecutive lO-s inte­
grations were averaged for pneumatic nebulization of a 1 
I'gjmL solution of barium. 

Long-term precision was measured every 10 min over 4 h 
with a 0.6-s integration time at each mass for a 10 ng/ mL 
multielement solution. The % RSDs measured ranged be­
tween 4.3 and 5.S% and 2.5 and 4.2%, respectively, when the 
USN and PN were used. Again, for a 10-s integration time, 
little improvement in % RSDs were noted for ultrasonic 
nebu1ization. Similar long-term precisions have been reported 
for other ICPMS systems (20, 30, 31). 

Figure 3 shows the typical signal stability achieved with the 
TNMS after it was operated for 40 min to reach stable op­
erating temperatures. A 10 ngjmL solution of Ce was neb­
ulized for approximately 14 min. The % RSDs measured were 
3.7 and 5.4 % for S and 14 min, respectively, roughly twice the 
values measured with a PN. For the membrane separator 
coupled to a PN used in Ar ICPAES, Gustavsson and Hietala 
(10) reported % RSDs of 3.6, 2.2, and 0.5% after I, 2, and 
3 h of operation, respectively. On the basis of theae studies, 
higher % RSDs should be expected when a membrane sep­
arator is coupled to other nebulization systems such as a USN. 
Relatedly, a longer wash-out time must be allowed when a 
membrane separator is used. For example, the length of 

'" "'00%~ :; 
£ 75% 

~ 500/. 

j25%-~ 
o 2 .. 6 8 10 12 14 

Time, min. 

Figure 3. Short-term stability of the ee+ signal using the TNMS (3-s 
integration time). 

Table III. Detection Limits (pg/mL) for Aqueous Samples 
Injected in the Ar ICPMS·~ 

PN PN 
with without 

element isotope USN TNMS desolvation desolvation 

Mn 55 0.5 2 2 5 
Ni 58 2 1 9 30 
Co 59 1 3 8 10 
Cu 64 2 3 10 20 
Zn 65 7 3 60 180 
Cd ll4 5 8 40 170 
In ll5 1.5 5 10 
Cs 133 0.4 1 2 4 
Ba 137 0.5 1 2 4 
Ce 140 0.2 1 1 10 
Nd 144 2 5 7 20 
Pb 208 0.4 0.5 3 35 
Bi 209 0.6 3 20 
Th 232 1 4 17 
U 238 1 3 10 

II The detection limit is defined as the concentration giving a 
signal equivalent to 3 times the noise, calculated from the standard 
deviation of 11 repetitive measurement with 3-s integration of the 
background intensity. Background intensity was measured at ei­
ther mas. 242 or 260. 'The analyte concentration was 10 ng/mL. 
C The pneumatic nebulizer was used with a desolvation system 
which consisted of a heating chamber (150 Oe) and a condenser (-5 
·C). 

wash-out times, for the signal to decrease to less than 1 % of 
the original level, was generally 1.5-2.5 min for the elements 
tested compared to the period measured for USN (SO s). 

2. Detection Limits. A thermospray nebulizer produces 
aerosol with smaller droplet diameter as compared to the PN 
(23, 32) . As a result, more particles are transported to the 
ICP by the injector gas to produce larger signals (8, 23, 32). 
In general, analyte transport efficiency is enhanced as the 
orifice size for the nebulizer tip is reduced (8, 32). Two re­
placeabl.e nebulizer tips, with i.d.'s of 37.5 and 75 I'm, were 
tested in our studies. The net ion intensities for "Cu, "Zn, 
ll<Cd, l'"Ce, and 208J>b with a 37.5-l'm orifice were greater by 
a factor of 1.2-2.5 compared to results obtained with the 75-l'm 
tip. However, tip clogging occurred more frequently with the 
37.5-l'm orifice, especially when the nebulizer was operated 
at elevated temperature (32, 33). 

Detection limits are shown in Table III for Ar ICPMS for 
nebulization with the USN, TNMS, and PN used with and 
without desolvation. A 75-l'm tip was used for the TNMS, 
and the integration time was 3 sjmass (one point per peak) 
for all measurements. Compared to those obtained with the 
PN used with or without a desolvation system, respectively, 
detection limits were improved by a factor of up to 20 and 
60 for Mn, Ni, Co, Cu, Zn, Cd, Cs, Sa, Ce, Nd, Pb, and U. For 
the same set of elements, a USN provided detection limits 
which were generally lower than those of TNMS by a factor 
of 2-5. 

Compared to a PN used with no desolvation, detection 
limits were improved by a factor of 6-S7 with ultrasonic 
nebuliza.tion. When aerosol desolvation was used for the PN, 
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Figure 4. Effect of injector gas flow on ion signals (V) for 140Ce+ and 
"'Th+ (a). and oxides and doubly charged ions for Ce (b). The uttra­
sonic nebulizer was used. The condenser temperature for the USN 
was held at -5 ce. 
results for the USN were still superior by a factor of 3-8. 
Improvements in detection limits also have been reported (34) 
for other ICPMS instruments when aerosol desolvation has 
been used for the PN. For this ICPMS system, aerosol de­
solvat ion significantly improved detection limits. 

Detection limits were also measured for Mn, !Iii, Cu, Zn, 
Cd, Ce, and Pb when cryogenic cooling was applied to the 
desolvated aerosol from the USN. Except for Ce for which 
the detection limit was improved only by a factor of 2, results 
for the other elements were degraded by a factor of 2- 3. This 
degradation may lead to desolvation-type interferences (35), 
especially for complex matrices. No such behavior was re­
ported by Houk and co-workers (18) for elements present in 
organic solvents. 

In general, the detection limits measured in this work for 
a PN used with desolvation are comparable, for most elements 
tested, to those reported for other systems (20, 30, 31), despite 
differences in ion optics, analY2ers, detection systems, and the 
integration periods used. Thus, all quadrupole-based ICPMS 
systems are capable of providing detection limits in the 
parts-per-t rillion range. These detection limits can be im­
proved by approximately a factor of 10 when double-focusing 
instruments are used (36) . 

3. Oxides and Doubly Charged Species. The effect of 
injector gas flow on ion signal and the ratios of the oxides and 
doubly charged to singly charged ion (MO+ IM+, and M+2/ M+) 
have been explored for the PN extensively (14- 16, 20, 30, 31). 
However, no detailed data have been published for ther­
mospray nebulizer or a USN. Figure 4 shows these effects 
for Ce and Th for the USN. These ions are selected for this 
study because of the large bond energies (37) of the cerium 
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3.64 4.2 5.76 6.39 7.29 7 .• 

BOND ENERGY (eV) 

Th 

S.18 9.0 

Figure 5. Oxtde ratios at a condenser temperature of _5°C and for 
cryogenic desolvation. The uttlasonic nebulizer was used. The injector 
gas flow and the forward power were 0.85 L/min and 1 kW, respec­
tively. Bond energies were taken from ref 37. Ideally. the dissociation 
energy of the mo~cular ion (MO+), not that of the neutral molecule 
(MO), must be used in the comparison of the oxide levels, but such 
data are not readily available. 

oxide (8.18 eV for MO) and thorium oxide (9.00 eV for MO) 
and the relatively low first ionization energies ofCe (5.57 eV) 
and Th (6.2 eV). Ionic and neutral molecular bonds may 
exhibit substantially different bond strengths (37, 38). Ideally, 
the dissociation energy of the molecular ion (MO+), not that 
of the neutral molecule (MO), must be used in the comparison 
of the oxide levels, but such data are not readily available. 
Maximum ion intensities for Ce and Th occur at an injector 
gas flow of 0.85 L/min. Under such conditions, oxide ratios 
of 5.4 and 6.5% and doubly charged ion ratios of 4.1 and 2.9% 
are measured for Ce and Th, respectively. These ratios are 
reduced at lower injector gas flow rates, but with reduced 
sensitivities for the metal ions. Other investigators (29) have 
reported oxide and doubly charged ratios of 7.9 and 17.1 % 
for 40.68-MHz Ar ICPMS when a PN was used to nebulize 
Ce solution into the plasma. The lower oxide and doubly 
charged ratios shown in Figure 4 for Ce may be attributed to 
the efficiency of the desolvation system in reducing the solvent 
load of the plasma. Lam and McLaren (39) noted a similar 
reduction for uranium oxide when partial desolvation was used 
for their PN. 

Two sets of data for eight ions are presented ill Figure 5 
to illustrate the effect of cryogenic desolvation on the reduction 
of oxide levels as a function of bond energy of the neutral 
oxides (37, 38, 40). In both cases, the injector gas flow and 
the condenser temperature were 0.85 L/ min and -5°C, re­
spectively, except that cryogenic cooling was applied to the 
desolvated aerosol in one case. As expected, a direct rela· 
tionship was generally observed between the oxide levels and 
the bond energies of the neutral oxides. At higher condenser 
temperatures and higher injector gas flow rates, larger levels 
of oxides were observed. The lowest oxide levels were mea· 
sured when cryogenic cooling was applied to the desolvated 
aerosol from the USN. 

Typical oxide ratios are presented for nine elements in 
Table IV for the USN at a condenser temperature of - 5°C 
as the injector gas flow rate is changed. In general, higher 
oxide levels were observed as the injector gas flow was in­
creased. For the sampling position of 15 mm and at injector 
gas flow rates higher than 0.95 L/ min. the sampler was well 
inside the initial radiation zone (IRZ), and therefore, high 
oxide levels were measured. 

A comparison of MO+ I M+ ratios of various elements for 
nebulization with the TNMS and USN is now relevant. The 
percent MO+ IM+ values for Yb, Tm, Ho, Y, and Ce were 0.001 
(0.00), 0.00 (0.10) , 0.002 (0.21), 0.1 (0.29), and 1.3 (5.4) for 
TNMS as compared to the results shown in parentheses for 
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Table IV. Oxide Ratios for Ultrasonic Nebulization Measured Cor a l-kW Ar ICPMS 

bond energy,1I: 
Mo+/ M+ (%) 

eV injector flow rate, L/min 

element isotope MO MO+ 0.80 0.85 0.90 0.95 1.0 1.05 1.1 

Ir 193 3.64 0.01 0.01 0.07 0.13 0.39 0.36 0.72 

Yb 171 3.97 0.05 0.12 0.16 1.22 1.09 1.78 

Rh 103 4.20 0.03 0.04 0.01 0.03 0.10 0.14 0.11 

Tm 169 5.76 4.92 0.08 0.10 0.22 0.80 2.75 2.58 5.0 

Ho 165 6.39 6.24 0.08 0.21 0.81 1.98 6.00 8.01 12.6 

Y 89 7.29 7.89 0.06 0.29 2.57 11.3 19.1 29.1 36.9 

Tb 159 7.30 7.33 1.60 2.38 6.73 16.0 23.9 35.8 41.9 

Nb 93 7.80 0.11 0.38 1.40 4.65 8.36 12.3 15.9 

Ce 140 8.18 8.80 0.84 5.40 15.0 46.0 50.4 65.8 117 

Th 232 9.00 2.03 6.53 19.6 30.9 42.0 64.6 66.6 

° Bond energies for MO and MO+ (Tm, Ho, Tb, Ce) were taken from refs 37 and 38, respectively. Bond energy for YO+ was calculated by 
us on the basis of data in refs 37, 38, and 40. Ideally, the dissociation energy of the molecular ion (MO+). not that of the neutral molecule 
(MO), must be used in the comparison of the oxide levels, but such data are not readily available. 

USN. Thus, MO+ I M+ ratios measured for the TNMS were 
less than those obtained for USN, by a factor of 3 and 4 in 
the case of Y and Ce, which form strong oxides. Again, note 
that these ratios were measured when maximum metal ion 
intensities were recorded at injector gas flows of 0.85 and 1 
L/ min for the USN and TNMS, respectively. At lower in­
jector gas flow rates, oxide ratios (and also ion signals) were 
reduced. These data also revealed that the TNMS approach 
was as effective as the USN--<oryogenic desolvation in reducing 
oxide levels. 

For the TNMS, the Ce2+ ICe measured was 6.0% as com­
pared to 4.1 % for the USN. As stated earlier, the level of 
doubly charged ion for the 40.6B-MHz ICP is higher than that 
for the 27.1-MHz plasma (29). 

4, Ion Kinetic Energies. The magnitude of ion kinetic 
energy is indicative of the strength of secondary discharges 
at the sampling interface of ICPMS instruments. Several 
investigators (16, 28, 41-45) have reduced secondary discharges 
at the ICPMS interface by minimizing the plasma potential. 
These efforts are significant in minimizing the formation of 
doubly charged ions and in extending the lifetime of the 
sampler and skimmer. Although secondary discharges may 
not be visually observed, they may still persist in the ICPMS 
interface (46,47). In general, more intense interface-related 
discharges have been noted for the 40.68- vs 27.1-MHz ICP 
(29), particularly when no center-tapped load coil is used or 
an electrostatic shield is not interposed between the induction 
coil and the plasma torch (42-45). 

Figure 6 shows ion kinetic energies measured for Li, Mn, 
Ni, Cu, Cd, and Pb for three neublization systems: (1) the 
USN operated at three condenser temperatures, (2) the USN 
coupled to the cryogenic desolvation unit, and (3) the TNMS. 
As the condenser temperature for the USN was raised from 
-5 to +5 cC, with the cryogenic cooling system disconnected, 
ion kinetic energies usually increased, except for the 7Li ion. 
The increase in ion kinetic energy is attributed to enhanced 
solvent loading as the temperature is increased. For the mass 
range 7- 208, ion kinetic energies measured ranged between 
5 and 12 eV. In general, the magnitudes of these ion kinetic 
energies are similar to or lower than the results reported for 
other ICPMS systems (16, 20, 28, 30, 31, 41 , 48) used with the 
PN. However, no clear trend, as described in ref 28, of ion 
kinetic energy with ion mass is noted. The lowest ion kinetic 
energies (5.0-7.7 eV) were obtained when cryogenic cooling 
was applied to the desolvated aerosol from the USN or when 
the TNMS was used. 

The low values measured for ion kinetic energies indicate 
that the sampling interface used in this work is not subject 
to strong secondary discharges. No 58Ni+ signal from the 
sampler was observed. Because ion kinetic energy usually 
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Figure 6. Ion kinetic energ~s with ultrasonic nebulization (at a con-­
denser temperature of _5°C), ultrasonic nebulization coupled with 
cryogenic desolvation, and thermospray nebulization coupled to the 
membrane separator. The injector gas flows were 0.85 and 1 Llmin 
for ultrasonic and thermospray nebulization. respectively . 

increased with condenser temperature and the ratio of doubly 
charged to singly charged metal ion increased initially with 
the injector gas flow rate (Figure 4), we can only conclude that 
a week secondary discharge should persist at the sampling 
interface. 

In view of the recent publication on direct injection nebu­
lizer (5), two points should be emphasized here for this TNMS. 
First, compared to a direct injection nebulizer (5), the TNMS 
introduces desolvated aerosol into the plasma, therefore re­
ducing MO+ I M+ ratios. Further reduction in oxide levels is 
feasible by using mixed-gas plasmas (13, 39, 49-53). Second, 
for the current TNMS, most components are made from 
stainless steel and the system is principally designed for use 
with organic solution in LC/ MS. To fully utilize the potentials 
of TNMS for analysis of inorganic samples in acid medium, 
a nonmetallic system should be devised. In addition, test 
solutions should he introduced in the flow injection mode to 
reduce the wash-out time with the TNMS. 

CONCLUSIONS 

The utility of the thermospray nebulizer with a membrane 
separator (TNMS) was demonstrated in comparison to the 
ultrasonic nebulizer (USN) and pneumatic nebulizer (PN) for 
argon inductively coupled plasma mass spectrometry (Ar 
ICPMS). Parts-per-trillion detection limits were obtained with 
the TNMS by using a new instrumental arrangement for 
ICPMS that incorporated an analogue detector. Compared 
to the PN used with or without a desolvation system, re­
spectively, detection limits were improved for the TNMS by 
a factor of up to 20 and 60, but the USN provided detection 
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limits which were lower than those obtained with the TNMS 
by a factor of 2-5. When cryogenic desolvation was used in 
tandem with the USN, detection limits were degraded by a 
factor of 2-3, except for Ce for which the detection limit was 
improved only by a factor of 2. The lowest ion kinetic energies 
(5.0-7.7 eV) and oxide levels were obtained when USN­
cryogenic desolvation or the TNMS was used. 
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Electroanalytlcal Chemistry 
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INTRODUCTION 
The development of electrochemical measurements with 

micro or submicrosecond time resolution is one of the most 
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interesting topics in recent electroanalytical chemistry. These 
novel measurements, including fast scan cyclic voltammetry 
(FSCV) (1-4) and chronoamperometry (1-3) have been made 
possible by the special characteristics of ultramicroelectrodes 
(UME) (5). However, in transient techniques, observed 
current signals are more sensitive to poor UME construction 
than in steady-state measurements (3, 6). In addition, 
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Figure 1. Diagram of a shielded mlcroelectrode (SME) assembly (a) 
and the dimensions (In mm) (b): (A) epoxy resin; (B) copper foil; (C) 
capillary tube (I.d. 0.85 mm, o.d. 1.65 mm); (D) aluminum foil; (E) 
rnIcrowlre; (F) weld point; (G) soft-giass tube (I.d. 2 mm, o.d. 4 mm); 
(H) Au lead wire; (I) terminal for shielding; (J) terminal for working. 

Wightman et al. recently pointed out that the stray capaci­
tance formed between the electrode material and the solution 
increases the background current in FSCV (7). Although 
various methods for fabricating UMEs have been reported 
(8-10), little attention has been paid to the fabrication of 
UMEs which meet the special requirements of these transient 
techniques. Difficulties in UME fabrication are among the 
most serious obstacles facing chemists seeking to make these 
transient techniques practical. Therefore, in a previous study, 
we developed a fabrication method for a UME which can be 
used for FSCV or chronoamperometry over a microsecond 
time scale (J) . 

We now report further improvement of this UME. The 
fabrication procedure was improved to increase the reliability 
and durability of the UME. To remove the stray capacitance, 
tbe internal conductor was completely shielded and a shielded 
ultramicroelectrode (SME) was fabricated. With this SME 
stray capacitance was found to be less than 0.1 pF and sig­
nificant practical advantages were obtained in FSCV and 
chronoamperometry. 

EXPERIMENTAL SECTION 

Syotem Configuration of FSCV. The details of the con­
struction of the fast response potentiostat and the current 
transducer have been previously described (1). 

Electrode Materials and Chemicals. Platinum microwire 
(10 I'm in diameter) and Wollaston wire (5 and 2 !tID in diameter) 
(99.99% , purchased from Japan Lamp Industry Co., Ltd.) were 
used as electrode materials. 

The chemicals were prepared in the same way as previously 
described (1). 

Electrochemical Cell. A conventional 5-l'm-diameter UME 
was fabricated by sealing the microwire using the electric furnace 
described below. Electrical contact between the microwire and 
lead wire was made by a mercury drop. 

The surface of the electrode was polished using 0.3- and then 
O.OS-I'm alumina on suede before each measurement. A dou­
ble-junctioned assembly of a Ptj(I,-, n reference electrode was 
employed (11). Platinum wire, 0.5 mm in diameter, was used as 
an auxiliary electrode. The temperature of the electrochemical 
cell was kept at 25 ± 0.1 ·C. 

Design and Fabrication of the SME. Figure 1 shows the 
configuration of the SME. Platinum microwire or Wollaston wire 
2 mm in length was directly connected to an Au lead wire (50 I'm 
in diameter, 6 em in length) by spot welding using a spark from 
a pair of graphite rods (8 mm in diameter) and a 2-5-V ac. A 

b. 

O~, 

Su leO 

d. f . 

G 

H 

Figure 2. Fabrication procedure for the SME: (A) Au lead wire; (B) 
weld point; (C) PI mlcrowlre; (D) Wollaston wire (silver coating was 
removed later; see text); (E) soft-glass tube; (F) capilary tube (i.d. 0.85 
mm, o.d. 1.65 mm); (G) aluminum foil; (H) soft-glass tube; (I) copper 
foil. 

soft-glass tube (i.d. 2 mm., o.d. 4 mm) was drawn to give a fine 
pipet, as illustrated in Figure 2c. The Pt microwire connected 
to tbe Au lead wire was inserted into the pipet so that the mi­
crowire was positioned at the capillary part (i.d. 0.3-Q.4 mm) and 
was then rinsed with 2 mL of acetone. The Wollaston wire was 
inserted into the pipet with its tip 2 mm outside of the capillary. 
The silver coating on the tip (0.&-1 mm) was removed by dipping 
the tip into 50% nitric acid solution for 15 min. After etching 
the coated silver, the lead wire was pulled up so thet the microwire 
was positioned at the capillary part. The microwire was rinsed 
with 2 mL of distilled water, dilute ammonia, distilled water, and 
acetone, in that order. After the tip of the capillary part was sealed 
using a methane flame, the capillary part was inserted into an 
electric furnace, which was fabricated by winding a Nichrome coil 
around a ceramic tube (Ld. 8 mm). The microwire was sealed 
into the capillary by gradually increasing the temperature of the 
furnace (20 ·Cjmin) while the inside of the pipet remained under 
vacuum. The temperature was kept at optimum (670 ± 10 ·C) 
for 20 min and then lowered to 450 ± 10 ·C for annealing. After 
10 min of annealing, the capillary was cooled down to room 
temperature. The sealed capillary was cut 5 mm above the sealed 
part (Figure 2d). The Au lead wire was inserted into another 
capillary tube (Ld. 0.85 mm, o.d. 1.65 mm) so that the exposed 
Au lead wire was covered by a new capillary (Figure 2e). Then, 
the two capillaries were tightly wrapped with aluminum foil , 
keeping the tip of the microwire exposed. The whole assembly 
was inserted into another pipet of the same size (Figure 2e), and 
then, the unwrapped part of the inner capillary was again sealed 
using the electric furnace. Finally, the Au lead wire was soldered 
to a gold·plated terminal. The exposed aluminum foil was folded 
out and wrapped with copper foil (Figure 20. The terminal and 
the copper foil were fixed using epoxy resin. Another gold-plated 
terminal was soldered to the copper foil. The microwire was 
exposed from the electrode surface using rough polishing paper. 

Scanning electron microscopy (SEM) was used to confirm that 
the microwire was completely sealed into the glass capillary. The 
electrode radius (r, ~m) was obtained from SEM. 
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FIgIn 3. Fast scan cycle voItammograms 01 1 mM femx:ene In AN 
with 0.6 M lEAPF. at 10 kV/s alter back~ subtraction (sold line) 
and calcUated IIOitarn'nogams after the oI1mIc aOP COfT"4>8IlS8t1cn (Ot. 
(a) SME 5 I'm and (b) 2 I'm In diameter. 

RESULTS AND DISCUSSION 
Parts a and b of Figure 3 show voltammograms of 1 mM 

ferrocene in acetonitrile (AN) containing 0.6 M tetraethyl· 
ammonium hexafloorophoephate (TEAPF sl obtained at a scan 
rate of 10 kV Is with a 5· and 2·l'm·diameter SME, respec· 
lively. Simulated voltammograms based on reversible electron 
transfer are also shown. In the case of the simulated volt­
ammograms, ohmic potential drop was compensated by it· 
erative calculations as described previously (1). There was 
excellent agreement between the observed and simulated 
voltammograms, which indicates that the SME were well 
constructed. This also confirms that there was no overcom· 
pensation of the ohmic potential drop, which indicates that 
there was no large stray capacitance (7). 

The apparent double·Jayer capacitance (Cd!.ai>I>,!tF) and the 
calculated double·layer capacitance (Cdl.oal' I'F) of the con­
ventional UME and the SME were compared to confirm that 
shielding reduced the stray capacitance. Cdl.epp values were 
obtained from the residual current (i" A) observed at a scan 
rate of 10 kV Is in AN containing 0.1 M TEAPF. according 
to eq 1 where v is the scan rate (V Is). Cdl.oal values were 

ic '" vCdl .. pp (1) 

obtained from r and the double-layer capacitance per unit area 
in this media (9.9 I'F I cm2) . This value was calculated from 
the Cdl.app of a O.5-mm-diameter Pt electrode and was in good 
agreement with the typical value in AN containing 0.1 M 
electrolyte (10 I'F/ cm2) (7,12). The results are listed in Table 
I. 

Positive deviations of Cdl.app from Cdl.oal and differences in 
Cdl.app depending on the portion of the electrode immersed 
into the solution observed with the conventional UME were 
greatly decreased with the SME. Furthermore with the SME, 
there was excellent agreement between Cdl.app and Cdl.oal' reo 
gardless of the depth to which the electrode was immersed 
when the internal shielding was used, i.e., keeping the internal 
aluminum foil on the SME at the ground potent ial. This 
shows that the internal shielding removed the stray capaci­
tance of the UME. 

In FSCV, hackground current is significantly larger than 
in conventional CV. In such a condition, the reduction in 

Table I. Comparison between Apparent Double-Layer 
Capacitance. (C,,-) and Calculated Double-Layer 
Capacitanceo (C G .... ) of tbe Conventional UME and Variou. 
Size. of SME. 

electrode type r,,um4 C",-, pF' CdI.coI,pF 

conventional UME 2.90 6.15 ,t 0.12' 2.6 
11.8,t 0.2" 

SME 
unshielded' 5.25,t 0.1 10.0,t 0.2' 8.6 
sbielded ' 8.35,t 0.2' 

SME 
tmshielded 2.90,t 0.1 4.75,t 0.1' 2.6 
unshielded 5.25,t O.ld 
shielded 3.05,t 0.15' 
shielded 2.95,t 0.15d 

SME 
unshielded 1.23,t 0.1 2.54,t 0.05' 0.47 
shielded 0.42,t 0.03' 

• The radius as measured by SEM. 'Values obtained from three 
independent measurements. cThe tip of the electrode was shal­
lowly (ca. 1 mm) immersed into the solution. dThe tip of the 
electrode was deeply (ca. 10 mm) immersed into the solution. 
'Without keeping the internal aluminum foil of the SME at the 
ground potential. 'With the internal aluminum foil of the SME 
kept at the ground potential. 

a. 

-.----~---

o 2 4 6 8 
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figure 4. Fast response chronoamperograms recorded from exper· 
iments In a higwesislance AN solution conlaining 0.01 M lEAPF. wIIh 
various electrodes: (a) SME, 10 I'm In diameter; (b) SME, 5 I'm In 
diameter; (c) conventional l!M:, 5 I'm in diameter. 

background current due to a smaller Cdl.app is very useful, 
because otherwise a large fraction of the dynamic range 
available for amplification is lost (7). A constant Cdl.app re­
gardless of the portion of the electrode immersed can give a 
reproducible background current value and is also useful in 
subtracting the background current. 

Figure 4 shows transient current responses in chronoam· 
perometry measured with 5- and IO-ILffi·diameter SMEs (the 
internal shield was used) and with the coventional UME in 
which the electrode potential was stepped from -500 to-2OO 
m V. In order to observe detailed profiles of the charging 
current, measurements were carried out in a high-resistance 
AN solution containing 0.01 M TEAPF •. As shown in Figure 
4, the current response in chronoamperometry consisted of 
two components with different time constants (currents A and 
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B). Current A is the charging current for the stray capacitance 
of the UME. The apparent response of this current was 
delayed due to the band-pass limitation of the current 
transducer (0.2 I's) regardless of electrode size and design. 
However, the peak intensity of current A increases with the 
amount of stray capacitance of the electrode in such condition 
that the current response is delayed due to band-pass limi­
tation. Therefore, the higher current A observed with the 
conventional UME can be explained by the presence of more 
stray capacitance. On the other band, current B decayed 
exponentially with various time constants corresponding to 
the various electrode sizes, i.e., 2.8 and 1.5 !'8 at 10 and 5 I'm 
in diameter, respectively. This can be attributed to the 
charging current for double-layer capacitance. Indeed, these 
time constants were in good agreements with the cell-time 
constants (T, s) predicted from eq 2, where p is the uncom­
pensated specific resistance of the medium (650 n cm), and 
R .. (0) is the solution resistance. 

T = R",Cdl.<al = Cdl.<a!P / 4r (2) 

The presence of current A did not cause any delay in current 
B. However, as shown in Figure 4c, it is difficult to distinguish 
these components when the former is much larger than the 
latter, that is, when the stray capacitance of the UME is 
significantly larger than the double-layer capacitance. In such 
a case, current responses originating from stray capacitance 
can be mistakenly interpreted as electrochemical responses. 
Therefore, internal shielding of the UME is necessary for 
precise measurement of electrochemical responses including 

faradaic responses in chronoamperometry. 
Another important property of the SME is its permanent, 

low-resistance junction between the microwire and the Au lead 
wire, which is obtained by arc welding. This junction helps 
a great deal in increasing the reliability and durability of the 
SME and also in reducing the consumption of the expensive 
microwire to only a few millimeters. These additional features 
of the SME can give practical benefits to many chemists who 
are interested in transient electrochemical techniques. 
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Long Optical Path Thin-Layer Spectroelectrochemistry in a Liquid Chromatographic 
UHravlolet-Vlslble Absorbance Detector Cell 

Thomas R. Nagy and James L. Anderson" 
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Spectroelectrochemical flow cell (SEFC) detectors of small 
volume offer novel possibilities for enhanced analytical se­
lectivity as well as characterization of reaction pathways in 
applications such as high-performance liquid chromatography 
(HPLC) or flow injection analysis (FIA). Although numerous 
stationary spectroelectrochemical cells have been reported 
(1-33), with both short (1-12) and long (13-33) optical paths, 
only several applications to flowing solutions have been re­
ported, with short (3) or long (13, 14,21,25, 30-32) optical 
path lengths. Occasional reports have also appeared in which 
separate electrocbemical and spectroscopic detectors have been 
used in series in a single flow stream (34). Electrochemical 
flow detector design and applications have been reviewed (35, 
36). 

Two general classes of spectroelectrochemical ceUs have the 
small volume which is needed for use in a flow stream. One 
class is based on optically transparent thin-layer electrode 
(OTTLE) cells, in which light passes along a short path 
perpendicular to an optically transparent electrode (OTE) 
consisting of a transparent conductor (1, 4) or a meshed or 
porous conductor (7-9). CeUs based on specular reflection 
with a short optical path would also fall in this category. The 
short optical path length of OTTLE cell limits optical sen­
sitivity and detection limits. 

A second class of spectroelectrochemical cells is based on 
a long optical path thin-layer electrode (LOPTLE) with the 
optical beam parallel (or nearly so) to the surface of the 
electrode. Both planar (20-23,25,27-33) and tubular (24) 

geometries have been successfully applied, as has a mUltiple 
specular reflectance cell geometry (18). The LOPTLE design 
can have significantly higher optical sensitivity due to a much 
longer optical path than feasible in the OTTLE design. 

The OTTLE and LOPTLE cells reported to date have 
exhibited various problems of material compatibility, optical 
alignment, and optical signal/noise ratio. We report here a 
tubular flow-through spectroelectrochemical LOPTLE cell 
which overcomes many of these limitations by incorporation 
of a tubular working electrode into a conventional HPLC 
UV-visible absorbance detector cell. This approach exploits 
the optimized optical alignment and signal/ noise ratio of 
modern HPLC detectors. We demonstrate simultaneous 
electrochemical and optical absorption detection of analytes 
by FIA and discuss factors governing signal/ noise ratio and 
interferences due to interaction between detectors in a flow 
stream. We also describe application of the LOPTLE cell for 
stopped-flow spectropotentiostatic titrations. 

EXPERIMENTAL SECTION 
The spectroelectrochemical ceUs were fabricated for these 

experiments by modifying a UV-visible HPLC detector cell of 
standard z-type configuration. The modified cell is shown in 
Figure 1. A tubular platinum working electrode (WE) (AESAR, 
Seabrook, NH, inner diameter 1.32 ± 0.03 mm, outer diameter 
1.57 ± 0.03 mm, length 10.0 ± 0.1 mm) was press-fit into the 
optical path of a Kel-F flow ceU (Schoeffel, Westwood, NJ), which 
had been drilled out to a diameter ca. 0.03 mm undersize to ensure 
a tight leak-free fitting. Electrical contact to the WE was made 

0003-2700/91/0363-2668$02.50/0 © 1991 American Chemical Society 
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F1glre 1. Schematic of spec1roelec1rochemlca eel: (OP) optical path; 
(Q) quartz window; (M) mask aperture and window retainer. 

through a small hole in the cell body drilled perpendicular to the 
optical path. A platinum wire was inserted into the hole and 
brought in contact with the WE. The contact wire was sealed 
into place using Epo-Tek R20E electrically conductive silver 
epoxy (Epoxy Technology, Billerica, MA). A gold WE cell was 
also constructed in much the same way as the platinum cell. A 
gold wire (Aldrich, Milwaukee, WI) of 2.00 mm diameter was 
press-fitted into a different Kel-F cuvette. A 0.40 ± 0.03 mm 
diameter hole was drilled through the center of the wire to create 
a tubular electrode. The tube length was measured to be 9.00 
± 0.03 mm after fabrication was completed. 

Solution entered through the bottom of the cell and exited out 
the top. Inlet and outlet ports used' / win. Teflon tubing and 
Fingertight fittings. UV quartz windows were placed at the ends 
of the optical path. The windows were kept in place by two 
opposing axially centered window flanges with nominally 1 mm 
diameter apertures, held together by three screws which passed 
through holes already present in the Kel-F cell. 

Electrochemical measurements were made with a Model CV -IB 
potentiostat (Bioanalytical Systems, West Lafayette, IN) and 
recorded with a dual-pen strip chart recorder (Linear) and an 
IBM-PC equipped with a LabMaster digital interface (Scientific 
Solutions, Solon, OR). The electrochemical cell was composed 
of a platinum or gold WE, a platinum wire as the auxiliary 
electrode (AE) , and a Ag/ AgCl (4.0 M KCl) reference electrode 
(RE). All potentials are reported relative to this reference 
electrode. The platinum AE was brought as close to the WE as 
possible in an effort to decrease iR drop. The RE was located 
ca. 10 cm further downstream in a small reservior, as close to the 
other electrodes as size constraints permitted. 

The spectrophotometer employed was a Model SF769Z 
Spectroflow monitor UV -visible LC detector (Kratos, Westwood, 
NJ). This optical unit had no scanning capabilities, and hence, 
a single wavelength was monitored. The absorption maximum 
for ferricyanide at 418 nm (21,24) was observed at a setting of 
421 nm due to a 3-nm wavelength offset on the spectrophotometer. 

A flow injection system was used to introduce the sample to 
the spectroelectrochemical cell in both the flowing stream and 
stationary solution experiments. The system included a Varian 
Model 8500 LC pump and pneumatically controlled injector 
(Valco) or a manually controlled injector (Rheodyne). A sample 
loop of 3.69 mL made of Teflon tubing was used in the flow 
injection experiments to ensure attainment of a steady-state 
response to facilitate comparison of experiment and theory. A 
l00-I'L stainless steel sample loop was used for the stopped-flow 
analyses. Flow rates were varied in the FIA experiments. For 
stopped-flow analyses, a flow rate of ca. 80 I'L/ min was used to 
introduce the sample into the cell. 

Reagent grade K,Fe(CN)., K,Fe(CN)., and KNO, were from 
J. T. Baker. All solutions were prepared daily in distilled­
deionized water and filtered through a Nylon-66 filter with a 0.2 

I'ffi pore size (Rainin, Woburn, MA). All solutions were degassed 
with helium. 

RESULTS AND DISCUSSION 
FIA Experiments. Meschi and Johnson (37) examined 

the amperometric response of tubular electrodes applied to 
flow injection determinations. They showed that peak current, 
ip, and steady-state current, i .. , were related by the equation 

ip = i .. lerf[VsU' /2/ (4".aT2J(1 /2(0.5Vs + VR)' /2)Jl = 
i .. lerf(XlI 

where Vs equals the sample volume (em3) , VR equals the dead 
volume (cm3) , U equals volume flow rate (cm3/ s), aT equals 
radius of the connecting tubing (cm), and K equals the dis­
persion coefficient (cm2/ s) expressible as 

K = U'/(48.,..2aT2D) 

where D is the diffusion coefficient of the analyte (cm2/ s) and 
X represents the composite argument of the error function. 
The dispersion coefficient varies with flow rate but is otherwise 
fixed for a given tube geometry and analyte diffusion coef­
ficient. The steady-state current i .. is predicted by Levich's 
equation (38, 39): 

i .. = 5.24 X lQSnCD2/3£2/3 U' /3 

where C is the bulk concentration of the substance diffusing 
(mol/ cm3) and L is the tube's length (cm). The expression 
is valid under laminar flow conditions and only when the 
diffusion layer thickness is small compared to the tube radius. 

Remarkably, when the above constraints are valid, the 
current at a tubular flow-through electrode is independent 
of the tube radius when expressed in terms of volume flow 
rate. The ratio of the diffusion layer thickness Ii, to the tubular 
electrode radius a, is dependent only on the distance from 
the tube entrance (37), the volume flow rate, and analyte 
diffusion coefficient: o,/ a, = [.,..2 Dx/ (2U)1' /3. The latter 
equation is strictly valid only for Ii, / a. « 1, such that flow 
velocity varies approximately linearly with distance from the 
channel wall. At sufficiently slow flow rates, the equation will 
underestimate Ii, due to neglect of the parabolic dependence 
of flow rate with distance from the channel wall. At constant 
volume flow rate and distance, the ratio of diffusion layer 
thickness to tube radius is constant and independent of tube 
radius. This result has important consequences for selection 
of tube radius of an optical detector in the flow mode, as seen 
below. 

Experiments under traditional FIA conditions (injection 
and dead volumes of 20 I'L; data not shown) gave typical FIA 
response. Much larger injection volumes (3.69 mL) were used 
for the FIA experiments presented here solely to ensure that 
Vs» VR so that erf(X) approached 1.0 and hence, ip equaled 
i". A log-log plot of amperometric response vs volume flow 
rate for FIA of ca. 0.10 mM ferricyanide yielded a slope of 
0.325 with a correlation coefficient of 0.996, in good agreement 
with the expected value of 'la, for Vs = 3.69 cm' , VR = 0.185 
cm', and connecting tubing radius aT = 0.040 cm, with a 
tubular platinum WE of radius a, = 0.061 cm and length L 
= 1.00 cm, at an applied potential of 0 V vs Ag/ AgCI. Figure 
2 illustrates both amperometric and absorptometric response 
for a sequence of flow injection experiments at flow rates 
ranging from 0.33 to 1.33 mL/min under the above conditions. 

Calculation of the absorbance of a tubular flow-through 
spectroelectrochemical detector requires integration across 
a spatially inhomogeneous zone in which local concentration 
varies both axially and radially. An approximate treatment 
was achieved by dividing the cell into two radial zones, cor­
responding to the diffusion layer zone and the undisturbed 
bulk solution zone. The absorbance of the diffusion layer zone 
was approximated by assuming a linear variation of concen-
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tration across the diffusion layer (30) and integrating the 
absorbance of reactant plus product both axially and radially. 
The effect on the absorbance of this zone was explicitly treated 
for a peripheral optical mask occluding the region closest to 
the tube wall. The absorbance of the undisturbed bulk zone 
was set equal to the reactant absorbance. 

Because it is more accurate to integrate transmittance than 
absorbance (40), the relative contributions of the absorbances 
of the two zones were treated by averaging the transmittances 
weighted by the relative cross section of the two zones. For 
the absorbances encountered here (A :5 0.1), the error of this 
approximation is small (less than 3%). The resulting ex­
pression for absorbance is 

A = - log (<t>,lO-A, + <t>blO-AR') 

where <1>, is the fraction of beam intensity and A, is the ab­
sorbance (reactant and product) in the diffusion layer zone; 
<l>b is the fraction of beam intensity and AR" is the reactant 
absorbance in the undisturbed bulk zone. If intensity may 
be assumed to be uniform, <l>b = (a - m~J' I (am)' and <1>, = 
1 - ~, where m is a small multiplier (here assumed equal to 
1) correcting for extent of depletion beyond the linear diffusion 
layer limit, OL is the diffusion layer thickness at the trailing 
edge of the tube, and am is the inner radius of the mask 
occluding part of the beam. 

The absorbance in the diffusion layer, A" is given by the 
expression (41) 

A, = CR"LI(fR - fp)[% - 3[214 + 1'18 - (m~L!2a) X 

(0/. - f + f 15)] + fp[l - f - (m~L!2a)(1 - (2)111 
1[1 - (m~L/2a)(1 + f)] (1 - f)} 

where CR" is the bulk reactant concentration, fR and fp are 
reactant and product molar absorptivities, and f is the ratio 
of the occluded portion of the tube radius to the augmented 
diffusion layer thickness mOL' Evaluation of the above ex­
pressions reveals that for the cell described here, with 
mask/tube ratio aml a = 0.8 (mask occluding only the outer 
20% of the tube radius), the absorbance of a reactant chro­
mophore will deviate from the undisturbed value for a dif­
fusion-controlled electrode reaction by less than 5 % for flow 
rates greater than 0.1 mL/min and by less than 1 % for flow 
rates greater than 0.25 mL/min, for a species with diffusion 
coefficient 7 X 10-<1 cm'/s, such as ferricyanide in aqueous 
solution. The near constancy of absorbance response of an 

absorbing reactant in Figure 2 for a wide range of flow rates 
illustrates the effectiveness of masking to block the optical 
beam in the diffusion layer and to decouple the absorbance 
response from the current response. The nearly constant 
absorbance response contrasts markedly with the conventional 
flow rate dependence of current response. In the absence of 
a mask, the absorbance response would be measurably smaller 
at the slowest flow rates than at the highest flow rates, in a 
trend opposing the trend for current. For a much higher 
diffusion coefficient of 3 X 1()-6 cm'/s, found in less viscous 
media such as acetonitrile, deviation from the undisturbed 
absorbance will be less than 5 % at flow rates greater than 0.5 
mL/min and less than 1% at flow rates greater than 1 
mL/min. Thus, a masked cell offers the significant advantage 
of minimal interaction between the electrochemical and optical 
detector signals when independent response in the same cell 
is desired. 

Optical detection limits for the platinum and gold electrode 
cells were estimated on the basis of the SIN ratio obtained 
at a flow rate of 0.50 mL/ min. Using ferricyanide (molar 
absorptivity 1023 at 418 nm) as the chromophoric sample, 
detection limits of 1.4 and 2.9 I'M were obtained for the 
platinum and gold electrode cells, respectively. Both these 
detection limits are ca. 10 times better than those attained 
using thin-layer cells in optical systems not optimized for 
small-aperture cells (31). The higher detection limit for the 
gold cell resulted from increased noise due to the loss of light 
throughput with the small-radius cell, particularly due to 
deviation of the drilled hole from the optical axis by ca. 0.02 
cm from entrance to exit. Detection limits based on elec­
trochemical response were not determined, as electrochemical 
detection limits are significantly lower than optical detection 
limits. 

Current response were also used to calculate concentration 
of the analyte in the sample. These concentration calculations 
were compared to concentration values based on absorbance 
response with no potential applied to the cell at a series of 
flow rates. For the first data set, the mean concentration based 
on absorbance was 9.37 X 1()-6 M (relative standard deviation 
(RSD) = 0.2%), compared to a mean of 8.97 X 10-5 M (RSD 
= 1.1%) based on current response, a relative deviation of 
+4.3 %. The second data set yielded mean concentrations of 
8.99 X 10-5 M (RSD = 1.2%) and 9.32 X 10-5 M (RSD = 1.4%) 
for absorhance and current calculations respectively, a relative 
deviation of -3.7%. Thus the between-run variability is 
significantly greater than within-run variability. Between-run 
variability within one detection method is comparable to the 
within-run variability between detection methods, and either 
absorbance or current measurements may indicate higher 
concentration for any run. 

Multipotential Step Chronoabsorptometry. The cell 
described here is also suitable for experiments with stationary 
solutions. In a double potential step spectropotentiostatic 
experiment for a Fe(CN).3- solution, the potential was stepped 
from 0.5 V vs AgCI, where the oxidized species Fe(CN).3- is 
stable, to 0 V, where the reduced product Fe(CN).<- is stable, 
and back, first removing and then restoring the chromophore. 
The time needed to achieve 95 % electrolysis, based on a 95 % 
cltange in absorbance, was approximately 330 s for the tubular 
electrode with a 1.32 mm diameter. This value compared well 
with a predicted electrolysis time (24) of 334 s. 

Figure 3 shows the results from a complete spectropo­
tentiostatic experiment. Current was monitored to determine 
complete electrolysis for each applied potential. A loo-I'L 
sample loop was used to introduce a 0.20 mM ferricyanide 
solution into the flow system. Flow was stopped near the 
absorbance maximum. Since calculations in this method were 
based on relative absorbance values, it was not necessary to 
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diameter would paradoxically be an advantage for spatially 
~esol~ed absorbance measu.rements such as diffusion layer 
!magmg (J 9, 23, 27, 33), by mcreasing the effective aperture 
and hence the S / N ratio for observation of a particular 
fraction of the concentration profile vs distance. 

0.02 AU t 
A 

20 min 

Flgur.3. Spectropotentlostatlc absorbance-time data for reduction 
followed by oxidative titration (raw data, no smoothing) of 0.20 mM 
ferrlcyanlde, 0.20 M KN03. Appled potentials (from left to right) were 
InItIaIy 0.000 V and then stepped to 0.500,0.000,0.200,0.210,0.230, 
0.240, 0.250, 0.260, 0.270, 0.280, 0.290, 0.300, and 0.500 V. 
Cond~ions: PI tubular electrode; path length = 1.00 cm; radius = 
0.066 cm; cell volume = 0.0137 mL. 

know the exact concentration in the cell. 
The sample was injected at an applied potential of 0.500 

V, and flow was stopped. After reduction at 0 V, the potential 
was stepped to 0.200 V and then increased stepwise after 
attainment of equilibrium in 0.010 V increments to 0.300 V 
and finally to 0.500 V. A Nernst plot of applied potential vs 
log ([Fe(CN) .... I/[Fe(CN)."']) derived from absorbance mea .. 
surements at 418 nm gave EO' = 0.253 vs Ag/ AgCl/ 4 M KCI 
and n = 0.94, respectively, for 0.20 mM initial ferricyanide 
concentration, using a platinum tubular electrode with L = 
1.00 em, a, = 0.066 em, and total cell volume of 13.7 ILL. Both 
eo' and n values are in good agreement with published values 
(20, 24, 42). 

The tubular spectroelectrochemical cell described here is 
a thin .. layer cell with a long optical path parallel to the 
electrode. When the electrochemical cell is coupled with the 
spectrophotometer, great care must be used to ensure that 
proper optical alignment is achieved. By incorporation of the 
electrochemical cell into a standard UV-visible absorbance 
detector cell, optical alignment has already been constructed 
into the system. Thin .. layer cells are usually epoxied together 
such that they cannot be dismantled. The cell construction 
presented here allows for the cell to be taken apart and in .. 
spected. Cell windows can be cleaned or replaced. The choice 
of epoxy used in thin .. layer cells also limits the use of solvents. 
Most epoxies are slowly dissolved by organic solvents. This 
newly designed spectroelectrochemical cell using the tubular 
electrode exposes no epoxy to the solvent, making it amenable 
to all types of solvents. This characteristic makes the cell 
practical for LC detection since most LC eluents contain a 
significant amount of organic solvents. 

Detection limits were calculated on the basis of the ex .. 
perimental absorbance data for the case of a chromophoric 
sample. Detection limits were improved by a factor of 10 in 
comparison with comparable thin .. layer cells, due to the im .. 
proved noise characteristics of the HPLC detector. Still lower 
detection limits and higher sensitivity would be expected for 
samples with high molar absorptivities (as much as 1Q-1()()'fold 
for molar absorptivity of 10<-10' M"! em"!). 

Absorbance response due to the electrochemical generation 
or consumption of a chromophore in a flow experiment in .. 
creases with the ratio of the diffusion layer thickness to the 
tubular electrode radius. As shown earlier, this fraction is 
predicted to be independent of the electrode radius at a 
constant volume flow rate, because the opposing effects of 
cross section and linear velocity cancel. The optimization of 
radius involves a tradeoff of the signal/ noise ratio (S / N) , 
which will suffer when the radius is too small due to a loss 
of throughput, vs dead volume, which grows with the square 
of the radius and adversely affects resolution and sensitivity 
in HPLC and FIA when the radius is too large. A larger cell 

The stopped .. f1ow spectropotentiostatic experiment took 
approximately 2.5 h to complete 13 potential steps and sub­
sequent equilibration, becsuse of the large diameter (1.32 rom) 
of the platinum electrode, averaging just under 12 min to 
complete all operations of each step. This time, which is an 
Important consideration for efficient experimentation or for 
samples. of limited stability, can be dramatically reduced by 
decreasmg the electrode radius, since electrolysis time is 
proportional to the square of the radius. If shot noise is 
dominant, the optical S / N ratio should vary linearly with the 
radius. For example, the gold electrode (0.4 mm diameter) 
showed only a 2 .. fold degradation in S / N ratio for a ca. 3 .. fold 
reduction in diameter, despite serious misalignment of the 
tube with respect to the optical axis, while affording a nearly 
10 .. fold decrease in electrolysis time. 

Optimization of cell dimensions can be achieved once 
minimum acceptable levels of charge and absorbance uncer .. 
tainty are set, in conjunction with a maximum allowable 
electrolysis time to determine the minimum and maximum 
feasible cell volumes. Complete electrolysis can be expected 
to require less than 1 min per optical step for electrode di .. 
ameters less than 0.56 mm, a size intermediate between the 
two electrode assemblies discussed here. 

Tubular electrodes have advantages (24) and disadvantages 
(35) relative to other electrode geometries. Tubular electrodes 
are not easily polished because they are enclosed surfaces with 
small diameters. Some popular electrode materials cannot 
be used, such as carbon paste, or liquid mercury, although an 
amalgam of mercury on gold can be used. Extreme iR drop 
situations can develop with tubular electrode use due to 
difficulties placing the auxiliary and reference electrodes close 
to the working electrode. Despite the disadvantages, tubular 
electrodes do offer long optical path lengths. The electrode 
material need not be optically transparent. The electrolysis 
time experienced with tubular electrodes is short due to 
cylindrical diffusion and a small electrolysis volume. Acyl .. 
indrical cell will exhibit faster electrolysis times and signifi .. 
cantly lower dead volume than a planar thin .. layer cell whose 
thickness is equal to the tubular electrode diameter (24). In 
contrast, a planar thin-layer cell is expected to exhibit a faster 
electrolysis time than a tubular cell of equal cross .. sectional 
area and dead volume, because the planar cell can be made 
thinner on the axis of diffusion and wider in the plane of the 
electrode to admit the same light flux (and hence comparable 
S IN ratio) as transmitted by the tubular electrode cell. 
Perhaps most importantly, tubular electrodes are easily fa .. 
bricated in a geometry compatible with commercially available 
HPLC detector optics. A small hole can be drilled through 
an electrode material such as gold or graphite (24), or con .. 
ductive tubing can be readily obtained. The advantage of 
having a long optical path length coupled with flow in a tu .. 
bular geometric shape makes tubular electrodes a practical 
choice for spectroelectrochemical detection. 

The spectroelectrochemical cell described herein is the first 
such detector to employ a tubular electrode as part of a 
standard HPLC f1ow .. through UV-visible detector cell. This 
combination allows for detection of electroactive and/ or 
UV-visible absorbing species. Hence, this type of cell can 
accommodate a wide range of species without the need for 
changing detectors. In addition to the steady .. state flow .. 
through and stopped .. f1ow spectroelectrochemical titration 
applications described here, the applicability of this cell for 
HPLC or FIA detection has also been demonstrated (data not 
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shown), using the much smaller injection volumes (20 I'L) 
required for optimum resolution in these experiments. 
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CORRECTION 

Preparation and Study of Two Benzo-Crown Ether 
Polysiloxane Stationary Phases for Capillary Gas 
Chromatography 

Cai-ying Wu, Xi-chun Zhou, Zhao-rui Zeng, Xue-ran Lu, 
and Li-fong Zhang (Anal. Chem. 1991,63, 1874-1879). 

The locants in the compound names given in Figure 2 and 
elsewhere (lines 2-4 in the abstract, lines 2 and 3 of the last 
paragraph in the Introduction, lines 2-4 of the first paragraph 
in the Experimental Section, lines 2 and 3 of the second 
paragraph in the Experimental Section, and line 4 of the third 
paragraph in the Experimental Section) are incorrect. The 
correct names are as follows: 

2,3-benzo-8-[(propenyloxy )methyl]-15-crown-5 
2,3-benzo-8-[(propeny!oxy )methyl]-18-crown-6 
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