


1ore information on our computer
products, please call for our Computer
 Software Brochure at 800-231-8327.

_ Aldrich Vapor-Phase FT-IR Library
for the HP 59970C IRD Chemstation

A new FT-IR library, produced on the HP 599708 IR detector and opti-
mally formatted for searching with the HP 59970C IRD Chemstation, is
the fifth generation infrared collection at Aldrich.

Library features include:

 Over5,000 IR spectraof organics

- Additional data—boiling point,
CAS number, density, melting
point, molecular formula,
molecular weight, refractive
index and RTECS number.

 Fully cross-referenced to the
other Aldrich FT-IR and Safety
publications.
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Compounds (TICs). For IBM® per-
sonal computers.

Searchable by:

» chemical name * empirical formula
* CAS number ° molecular weight
* user spectra ° sequential spectra
« database identification number

» abundance of major peaks

Sigma-Aldrich Material
Safety Data Sheets

A database of over 58,000 com-
plete, printable material safety data
sheets with chemical structures. We
can accommodate single and mul-
tiple PC and Macintosh users with
CD-ROM software which is search-
able by over 290,000 names/syno-
nyms, CAS number, molecular for-
mula and more. Magnetic tape for
IBM®or VAX™ mainframe systems

is aiso available. An annual sub-
scription includes quarterly updates.




Install Confidence In Your Lab.

The System Suitability
Test (SST) checks the
effectiveness of the
system in compliance
with standare
protocols.

A real time topo-

graphical display o

.:})eclml data to vali-
ate method integrity.

The Integral 4000
validates your method
against the instru-
ment configuration to
ensure correct results.

Monitoring of the
complele system
performance mini-
mizes error.

Perkin-Elmer com-
bines experience,
expertise, and world-
unde resources to
provide unmatched
products, service, and
support for analytical
laboratories.

Circle 108 for Information only.
Circle 109 for Sales Call.

See us at the Pittsburgh Conference — Booth #4162.




e The Power of Original Thinking

When Nermag set out to develop the premier Automated
Benchtop GC/MS Workstation, we were aware there was a need -
your need, for more analytical power. Power that is simple to use,

yet flexible enough to tackle the toughest problems. A true research-

grade mass spectrometer was required, not a compromised mass
analyzer camouflaged by glitzy game-show software.

Introducing Automass, the benchtop mass spectrometer that
only Nermag could build, and the only one of its kind in the world
today. The basis of Automass is a state of the art quadrupole with
plug-in prefilters and an optimized lonization Source for EI, CL,
and negative ions. Our original Off Axis Ion - Photon Conversion
Detector and patented Resolver electronics are enhanced by a
differentially pumped vacuum system for real CI spectra.

-Nermag Instruments, 98terBlvd. Heloise,
15701 West Hardy Rd. Houst
Intruments BV, Gebouw aetsvelt, va
ents Ltd, 38 Thrapston Rd., Bra:
West Germany: Delsi Instruments Gmbh, Otzbac!

Automass is controlled by our exclusive Lucy™ software.
Lucy does window after window of instrument configuration
setting, auto or manual tuning, calibration, mass spectra,
chromatographic trace, and data reduction; while simultaneously
examining the complete library and quantifying results.
You'll Love Lucy.

Automass can flawlessly perform routine analysis all day
virtually unattended, or help you tackle the most difficult analytical
problem.

Automass advances Mass Spectrometry into the 90's.

Powerfully.

il 9500, Tel: (1) 39,
713) 847-0811,
Houten Ind Pk 11, 1381
n, Huntington, Cambs PE 18
D4020 Mettmann, Tel: 02104/25085

9.47.66.22, Fax: (1) 39.47.85.66
Fax (713) 591-: 2134

Belgium: Intersmatt, 103, Av. des Volontaires, 1760 Eruxe‘lss Tel: 2733.16.32
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On the cover. Fourier transform
ion cyclotron resonance mass
spectrometry: The teenage years.
In its childhood, FT-ICRMS
seemed to offer almost unlimited
promise for ultrahigh mass resolu-
tion and mass accuracy with simul-
taneous high-speed detection over a
wide mass range. Alan G. Marshall
and Peter B. Grosshans of The Ohio
State University discuss efforts to
correct flaws that surfaced in ado-
lescence and to provide a better un-
derstanding of the behavior of elec-
tromagnetically trapped ions

®
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CHEMISTRY

A/C INTERFACE 243A

Concentration histogram imag-
ing: A scatter diagram technique
for viewing two or three related
images. Conventional methods for
the display of compositional maps
are limited in terms of understand-
ing numerical relationships. D. S.
Bright and D. E. Newbury of the
National Institute of Standards and
Technology describe how to effec-
tively display numerical concentra-
tion information by adapting the
technique of scatter diagrams that
can be extended to the simultaneous
plotting of three components
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Analytical instruments for undergraduates. » CFCs: Worse than ever. » Pro-
posed IUPAC bioanalytical nomenclature. » Bucky Ball chemistry
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Conferences. » Short courses and workshops. » Call for papers
BOOKS 232A

Critical reviews. Books on chromatography, MS, IR and Raman spectrosco-
py, and the determination of molecular weight and chemical composition are

reviewed

FOCUS

237A

Personal dosimeters: Analytical chemistry on a lapel. Over the last decade
personal dosimeters, small lightweight collection devices that can be worn or
carried, have been developed for the measurement of contaminants in the
workplace. That same concept of individual measurement is now being extend-
ed for the determination of a wider range of pollutants, both in and out of the
workplace
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BRIEFS
s neas oy

Articles

Use of Conformal Maps To Model the Voltammetric Response of
Collector-Generator Double-Band Electrodes 306

A digital simulation procedure is developed that accurately
gives currents at double-band electrodes for a variety of
electrochemical cases.

Bruno Fosset and Christian A. Amatore*, Ecole Normale Super-
ieure, Laboratoire de Chimie, 24 Rue Lhomond, 75231 Paris, France
and Joan E. Bartelt, Adrian C. Michael, and R. Mark Wight-
man*, Department of Chemistry, University of North Carolina,
Chapel Hill, NC 27599-3290

Expansion of Laser-Generated Plumes Near the Plasma Ignition
Threshold 314

A hydrodynamic model is developed to describe the expan-
sion of laser-generated plumes on the solid-vacuum inter-
face. Density, velocity, temperature, and pressure profiles
for neutral and singly and doubly charged ions are evaluated
across the expanding cloud during the laser pulse and at
later phases, providing plume velocities comparable to ex-
perimental results.

Laszlo Balazs, Central Research Institute for Physics of the Hun-
garian Academy of Sciences, P.O. Box 49, H-1525 Budapest 114,
Hungary and Renaat Gijbels and Akos Vertes*, University of
Antwerp (U.LA.), Department of Chemistry, Universiteitsplein 1,
B-2610 Wilrijk, Belgium

Evaluation of Three Zero-Area Digital Filters for Peak
Recognition and Interference Detection in Automated Spectral
Data Analysis 32

The performance of zero-area square wave, Gaussian, and
triangular filters is investigated. Digital filtering, combined
with Zimmermann’s method, is used to detect most spectral
interferences.

Fabian Janssens and Jean-Pierre Francois*, Limburgs Univer-
sitair Centrum, Department SBM, Universitaire Campus, B-3590
Diepenbeek, Belgium

Luminescence Quenching Mechanism for Microheterogeneous
Systems 332

A model-independent method for determining the contribu-
tions of dynamic and static luminescence quenching in
microheterogeneous systems is developed and tested by
simulation and on experimental data.

E. R. Carraway and J. N. Demas*, Chemistry Department, Uni- _

versity of Virginia, Charlottesville, VA 22901 and B. A. DeGraff*,
Chemistry Department, James Madison University, Harrisonburg,
VA 22807

* Corresponding author
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Photophysics and Photochemistry of Oxygen Sensors Based on
Luminescent Transition-Metal Complexes 337

The nonlinear Stern-Volmer calibration curves and photo-
decomposition kinetics of luminescence quenching-based
oxygen sensors are explained using a two-site microhetero-
geneous model in which each site has different quenching/
photochemical sensitivities.

E. R. Carraway and J. N. Demas*, Chemistry Department, Uni-
versity of Virginia, Charlottesville, VA 22901, B. A. DeGraff*,
Chemistry Department, James Madison University, Harrisonburg,
VA 22807, and J. R. Bacon*, Chemistry Department, Western
Carolina University, Cullowhee, NC 28723

Direct Analysis of Solid Powder Biological Samples Using a
Magnetron Rotating Direct-Current Arc Plasma and Graphite
Furnace Sample Introduction 343

The concentrations of various trace metallic elements are
determined in NIST bovine liver, citrus leaves, tomato
leaves, pine needles, oyster tissue, and rice flour biological
reference materials using a direct-current plasma device.
David Slinkman and Richard Sacks*, Department of Chemistry,
University of Michigan, Ann Arbor, MI 48109

Quantitation of Acidic Sites in Faujasitic Zeolites by Resonance
Raman Spectroscopy 348

The technique involves selective excitation of the Raman
spectra of dye molecules adsorbed on acidic zeolite surfaces.
The sensitivity of the Raman method at low proton loadings
(~1 per supercage) appears to be considerably better than
the typical IR methods used to estimate acidity on catalyst
surfaces.

Robert D. Place and Prabir K. Dutta*, Department of Chemis-
try, The Ohio State University, 120 W. 18th Avenue, Columbus, OH
43210

Influence of Carrier Molecules on the Intensity of Biomolecule
lons in Plasma Desorption Mass Spectrometry 352

The intensities of insulin and melittin molecule ions are
enhanced or suppressed by the presence of different carrier
molecules.

A. Grey Craig* and Hans Bennich, Department of Immunology,
Box 582, Uppsala University, S-75123, Uppsala, Sweden

Noise Reduction of Gas Chromatography/Mass Spectrumetry
Data Using Principal Component Analysis

A method for digitally filtering GC/MS data that separates
noise from significant mass spectral response is described.
For chromatographic data, the signal-to-noise ratio in-
creases by at least a factor of 2. Integration results and mass
spectral quality are also improved.

Terrence A. Lee, Lisa M. Headley, and James K. Hardy*, De-
partment of Chemistry, The University of Akron, Akron, OH 44325
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How to Succeed
at ppb Analysis...

Simple! Use only the highest purity gases.
But to maintain gas purity throughout your
delivery system and into your instrument, your
gas handling equipment must be ultra-clean
and prevent contamination. Inboard diffusion
is the major culprit in the contamination of
high purity gases.

Solution: The Matheson Model 9001 Pres-
sure Control Module with a 9300 ULTRA-LINE
regulator and valve will deliver your high purity
gas with virtually no inboard diffusion.

The Matheson Pressure Control Module
achieves this by utilizing semiconductor gas

Matheson

Gas Products

World Leader in Specialty Gases & Equipment

30 Seaview Drive
Secaucus, NJ 07096-1587

SEE US AT PITTSBURGH CONFERENCE BOOTH 2202.
CIRCLE 90 ON READER SERVICE CARD

handling technology: 316L stainless steel body
and diaphragm, metal-to-metal seals, clean
room assembly and packaging; electropolished
stainless steel tubing, butt welded VCR and
CGA connections and a permanent wall mount-
able installation. The entire system is then
tested to meet a minimum inboard helium leak
rate of 1 x 10 cc/sec.

At Matheson we understand your needs
because we are solving them every day, and
allowing you to challenge the limits of ppb
analysis.




BRIEFS

Multiphoton lonization of Laser-Desorhed Neutral Molecules in
a Fourier Transform lon Cyclotron Resonance Mass
Spectrometer 361

The detection of iron at the 100-ppm doping level in an InP
compound semiconductor sample and the production of mo-
lecular ions from peptides are achieved in an FT-ICR mass
spectrometer by resonant multiphoton ionization. Addition-
al dissociation of peptide molecular ions is obtained using IR
multiphoton dissociation.

Jeffrey A. Zimmerman, Clifford H. Watson, and John R.
Eyler*, Department of Chemistry, University of Florida, Gaines-
ville, FL 32611-2046

Ultrasonic Time-of-Flight Method for On-Line Quantitation of in
Situ Generated Arsine 366

Speed of sound measurements made on flowing streams of
Ar-He and AsH3;-H, at ambient pressure and temperature
are in excellent agreement with values predicted using an
acoustic model based on ideal gas theory.

Jorge L. Valdes* and Gardy Cadet, AT&T Bell Laboratories,
Murray Hill, NJ 07974

Stable Carbon Isotope Analysis of Amino Acid Enantiomers hy
Conventional Isotope Ratio Mass Spectrometry and Combined
Gas Chromatography/Isotope Ratio Mass Spectrometry 370

A method for 6!3C analysis of amino acid trifluoroacetyl
isopropyl esters is presented. Stable carbon isotope compo-
sitions of underivatized amino acids in natural samples are
derived through an empirical correction for the carbon intro-
duced during derivatization.

dJ. A. Silfer and M. H. Engel*, School of Geology and Geophysics,
The University of Oklahoma, 100 E. Boyd Street, Norman, OK
73019, S. A. Macko, Department of Environmental Sciences, The
University of Virginia, Charlottesville, VA 22903, and E. J. Ju-
meau, VG Isotech Limited, Aston Way, Middlewich, Cheshire
CWI100HT, UK.

lon Spray Liguid Chromatography/lon Trap Mass Spectrometry
Determination of Biomolecules 375

On-line microbore HPLC with single and tandem mass spec-
trometric detection of components in a synthetic peptide
mixture, a tryptic digest, and a synthetic mixture of proteins
is achieved. An ion trap mass spectrometer, equipped for ion
injection from an external ion source via an ion spray LC/MS
interface, is used.

Scott A. McLuckey*, Gary J. Van Berkel, and Gary L. Glish,
Analytical Chemistry Division, Oak Ridge National Laboratory,
Oak Ridge, TN 37831-6365 and Eric C. Huang and Jack D.
Henion*, Drug Testing and Toxicology Diagnostic Laboratory,
New York State College of Veterinary Medicine, Cornell University,
925 Warren Drive, Ithaca, NY 14850

Analysis of Drugs in the Presence of Serum Albumin by Liquid
Chromatography with Eluents Containing Surfactants 384

Surfactant-containing eluents used with reversed-phase col-
umns are used for routine analysis of drugs in serum albu-
min, and more than 500 direct injections are made per col-
umn. Protein is quantitatively eluted at the void volume.
Ralph A. Grohs, F. Vincent Warren, Jr., and Brian A. Bidling-
meyer*, Waters Chromatography Division, Millipore Corporation,
34 Maple Street, Milford, MA 01757
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High-Repetition-Rate Laser Ablation for Elemental Analysis in
an Inductively Coupled Plasma with Acoustic Wave
Normalization 390

Detection limits are improved by ablation with a UV laser at
100 Hz and use of relatively low vaporization laser power (50
mJ). The amplitude of the acoustic wave serves as an inter-
nal standard signal to improve precision.

Ho-ming Pang, Daniel R. Wiederin, R. S. Houk, and Edward S.
Yeung*, Ames Laboratory—U.S. Department of Energy and De-
partment of Chemistry, Iowa State University, Ames, IA 50011

Technical Notes

Garbon-Fiber Ultramicroelectrodes Modified with Conductive
Polymeric Tetrakis(3-methoxy-4-hydroxyphenyl)porphyrin for
Determination of Nickel in Single Biological Cells 395

Frederick Bailey and Tadeusz Malinski*, Department of Chem-
istry, Oakland University, Rochester, MI 48039-4401 and Freder-
ick Kiechle, Department of Clinical Pathology, William Beaumont
Hospital, Royal Oak, MI 48072

Tissue Bioelectrode for Eliminating Protein Interferences 398
Joseph Wang*, Li Huey Wu, Sandra Martinez, and Juanita
Sanchez, Department of Chemistry, New Mexico State University,
Las Cruces, NM 88003
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Restek Corporatlon e

‘material produced.

The quality of the data your lab generates depends on the quality of the reference standards
you use. Can your lab afford to use anything less than the best?

- Restek Corporation =] (A
110 Benner Circle ® Bellefonte, PA 16823-8812 = ‘ =
Phone: 800-356-1688 ® Fax: 814-353-1309 CORPORATION
Visit us at Pittsburgh Conference Booth #2253
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Separate Complex
Hydrocarbon Mixtures

and Get...

®

e

Our Petrocol™ DH family of capillary columns is
specifically designed and tested for detailed GC
hydrocarbon analysis. You can separate closely
eluting isomers and light hydrocarbon gases, or
achieve detailed separations of highly complex
mixtures.

Each fused silica column is rigorously tested to

ensure highly consistent polarity and film thickness.

Now you can be assured of consistent column-to-
column performance.

For more information, call our Technical Service
Department at 814-359-3041 and ask for our new
Petroleum/Chemical Applications Guide.

High Resolution
High Efficiency
Reproducibility

Fused Silica Capillary Columns
Petrocol DH 50.2
50m x 0.20mm x 0.50um ds

Petrocol DH
100m x 0.25mm x 0.50um dg

Petrocol DH 150
150m x 0.25mm x 1.0pum dg

Fused silica columns manufactured under HP US
Pat. No. 4,293,415.

SUPELCO

SEPARATION TECHNOLOGIES
DIVISION OF ROHM AND HAAS
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NEWS
I

Bucky Ball Chemistry

Now that a synthesis of Buckminsterfullerene, the soc-
cer-ball-shaped Cg, molecule, and its oblong-shaped C,,
analogue has been found, scientists are scrambling to
unravel their chemistry. One of the first reports comes
from researchers
at the Santa Bar-
bara and Los An- i
geles campuses of N
the University of
California. They
recently an-
nounced that elec-
trochemical exper-
iments—cyclic \ ; | /}
voltammetry and A A P &
bulk electrolysis— ! o d b B
found that both
forms accept up to
three electrons
per molecule.
“Both have almost
identical tendencies to accept electrons,” explains Santa
Barbara chemist Fred Wudl. This high electron affinity
suggests that the fullerenes could have electrical proper-
ties similar to semiconductors, although Wudl says the
data also suggest that they can take a metallic form.
The experiments were run in dichloromethane,
o-dichlorobenzene, tetrahydrofuran, and benzonitrile.
Wudl also reports that the electrolysis experiments re-
sulted in some interesting color changes. For instance,
the purple color of Cg, in o-dichlorobenzene turned silver
brown when one electron was added. Further details will
appear in the Journal of the American Chemical Society.

Analytical Instruments for Undergraduates

Hewlett-Packard has provided 18 colleges and universi-
ties with benchtop GC/MS systems for their undergradu-
ate laboratories. Each system is valued at $53,000. “The
purpose of the grants is to help upgrade the level of
undergraduate chemical education by exposing students
to modern instrumentation,” said HP’s grant administra-
tor and R&D manager James Serum.

For 1991, grants were awarded to Arkansas College,
Batesville; California State University, Long Beach;
Calvin College, Grand Rapids, MI; Massachusetts
Institute of Technology, Cambridge; Northern Arizona
University, Flagstaff; the University of Michigan, Ann
Arbor; the University of Minnesota, Minneapolis; the
University of Puerto Rico—Mayaguez; and the Universi-
ty of Wisconsin—Stevens Point. Nine grants will also be
awarded in 1992. Instruments will go to Beloit College,
Beloit, WI; the College of William and Mary, Williams-
burg, VA; Hendrix College, Conway, AR; James Madison
University, Harrisonburg, VA; Skidmore College,
Saratoga Springs, NY; Union College, Schenectady, NY;
the University of Louisville, KY; the University of Texas
at El Paso; and the University of Wisconsin—Eau Claire.

Proposed IUPAC Bioanalytical
Nomenclature

Because of the involvement of different disciplines in the
practice of clinical laboratory medicine, the terminology
is often vague, inexact, and, in some cases, at variance
with conventional and official terminology. To rectify
this situation, the International Federation of Clinical
Chemistry, the International Union of Pure and Applied
Chemistry, and the International Union of Biochemistry
have compiled a general set of definitions. This docu-
ment includes sections on general terminology as well as
terms that describe body fluids, enzymology, and immu-
nology. Other relevant topics will be included in subse-
quent reports.

Copies of the document are available by writing to
ANALYTICAL CHEMISTRY at our Washington, DC, address.
Comments on the definitions are welcome and should be
sent by October 31 to Carl Burtis, Oak Ridge National
Laboratory, P.O. Box 2008, Bldg. 4500-M, MS-6194, Oak
Ridge, TN 37831.

CFCs: Worse Than Ever

Recent measurements of ozone-destroying chlorofluoro-
carbons (CFCs) by Sherwood Rowland’s group from the
University of California—Irvine indicate that levels of
these chemicals in the atmosphere continue to rise. “As
of June 1990,” explains Rowland, “the concentrations of
CFC-11 and CFC-12, the two compounds long identified
as the major CFCs in the atmosphere, are growing at a
steady rate. The yearly release of CFC-13 [used primari-
ly to clean electronics] is increasing rapidly and has
reached a level almost as large as the other two.”

Rowland’s analysis was based on measurements of air
samples from different locations in the Pacific ranging
from Alaska to New Zealand. “The total amount of CFCs
going into the atmosphere in 1989 appears to be the
largest of any year,” adds Rowland. Because CFCs take
approximately 10 years to reach the stratosphere where
they can remain for up to 100 years, it appears that the
worst ozone depletions are yet to come.

For Your Information

The Association of Official Analytical Chemists (AOAC)
has announced newly approved analytical methods in
pesticide formulations and disinfectants, drugs, foods,
microbiology, feeds and fertilizers, and environmental
quality. For more information, contact AOAC, Suite 400,
2200 Wilson Blvd., Arlington, VA 22201-3301 (703-522-
3032, fax: 703-522-5468).

The Board of Chicago’s famed Museum of Science and In-
dustry has approved a $50 million renovation program. In-
cluded in the plans are new exhibits that explore recent de-
velopments in lasers, genetics, robotics, and a “trip”
through various simulated climates and environments.

ANALYTICAL CHEMISTRY, VOL. 63, NO. 4, FEBRUARY 15, 1991 - 213 A



Laser Probe™ FT/MS®

New surface probe instrument com-
bines the power of EXTREL's 2001 FT/
MS system with laser ablation and
sample viewing for solving tough
materials characterization problems.
A versatile, easy-to-use industrial
problem solver for analysis of ad-
vanced polymers, biopolymers, cata-
lysts, ceramics, superconductors and
fibers. Features high-resolution, accu-
rate mass measurement, simultancous
measurement of all ions and MS/MS.
Call EXTREL FTMS at (608) 273-8262.

CIRCLE 35

Components for
FT/MS® and ICR

Build award-winning FT/MS systems
with the finest FT/MS components
available: data systems, electronic
modules, trapped-ion cells, vacuum
components and superconducting
magnets. A patented dual ion source /
analyzer provides excellent sensitivity
for many ionization methods. Non-
magnetic cells are manufactured
through proprietary processes that
minimize magnetic susceptibility and
engineered for easy maintenance
and cleaning. EXTREL FTMS com-
ponents save
time, money
and frustration
when build-
ing an FT/MS
System. Call
EXTREL FTMS
at (608) 273-
8262.
CIRCLE 35

Superconducting Mag-
nets for Instruments
EXTREL FIMS superconducting mag-
nets are designed for versatility and
ease of use. Large, horizontal bores
provide convenient access and posi-
tioning in powerful, highly homoge-
nous central fields. Low field drift
provides high magnetic stability for
long periods. Proprietary engineering
means low maintenance, low coolant
consumption, reliable operation and
rapid installation. Available with
bores up to eight inches (20 cm) and in
multiple field strengths with a variety
of accessories.
Call EXTREL
FTMS at (608)
273-8262.

CIRCLE 35

2001 Fourier Transform Mass Spectrometer

™

EXTREL's new 2001 FT/MS®
system makes high- performance analyti-
cal mass spectrometry easyand affordable.
This problem solver gives you unprece-
dented analytical power: ultra-high resolu-
tion better than 1,000,000 at m/z 131...
accurate mass measurements better than
2 ppm ... mass ranges upwards of 16,000 u

. and pico to attomole detection limits.
Plus,our patented dual ion source/analyzer
design allows you to trap and then man-
ipulate ions in both space and time.

EXTREL

Our revolutionary SWIFT
method provides unmatched experimental
versatility. And our software — the most
powerful in the industry — is menu-driven,
making it easy to use. Plus, the unique
Autoprobe™ improves sample throughput.

Power. Versatility. Ease of use.
At an affordable price. Once again, EXTREL
pushes technology further — giving you
more in a mass spectrometer. For more
information on the 2001 FT/MS system, call
EXTREL FTMS today.

EXTREL FTMS © 6416 SCHROEDER ROAD » MADISON, WI 53711  (608) 273-8262 » FAX (608) 273-8719

benchmark™ LC/MS

benchmark, 2 liquid chromatography/
mass spectrometry (LC/MS) system,
is designed to be a fully integrated LC
detection system. It provides highlv
accurate qualitative and quantitative
analysis for both target and unknown
compounds separated by high-
performance liquid chromatography
(HPLC). The MS detector fits well
into LC laboratories, requiring only
37 inches of bench space. With the
ThermaBeam™ particle beam interface
or Thermospray, the system has the
versatility to solve a wide range of
problems. For more information, call
Extrel Corp. at (412) 963-7530.
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switch inletting techniques in minutes
without venting. Full range of pump-
ing options, mass ranges up to 4000 u
and new 2000 data software for auto-
matic data batching. Call Extrel Corp.
at (412) 963-7530.
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Over 98.5% uptime monitoring hun-
dreds of process streams in production
plants, pilot plants and process re-
search facilities worldwide. Fast and
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closures for classed environments, ready-
to-use statistical packages, menu-driven
software and applications support
from EXTREL
process engi-
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Extrel Corp. at
(412)963-7530.
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Fourier transform ion cyclotron reso-
nance mass spectrometry (FT-ICRMS
or FT-MS) is a technique that effec-
tively converts ionic mass-to-charge ra-
tio, m/q, to an experimentally measur-
able ion cyclotron orbital frequency, v,
given approximately by

v = q_Bo (S.I. units) (1)
27m

in which By is the strength of an ap-
plied static magnetic field. Because fre-
quency can be measured more accu-
rately than any other physical property
(1), FT-ICRMS offers potentially ul-
trahigh mass measurement accuracy (1
part in 10° or better) as well as other
advantages that will be discussed later.
Note that the chemical formula of an
ion may be determined directly from
its mass alone, if the mass is measured
accurately: for example, Nj at 28.0056
u versus CO* at 27.9944 u.

Although ions in a static magnetic
field execute circular ICR orbital mo-
tion (see Figure 1), simply placing such
ions between a pair of detection elec-
trodes will not produce a signal, any
more than placing a sample in an FT-
NMR spectrometer will spontaneously
generate an NMR signal. It is necessary
to excite a packet of ions of a given
mass-to-charge ratio coherently to
larger ICR orbital radius, so that the
spatially coherent orbiting ion packet
induces an oscillating difference in
charge between two opposed detection
electrodes. Current will then flow (at
the cyclotron frequency) between the
detection plates. Forcing that current

7 Also a member of the Department of Biochemis-
try.
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to pass through an impedance “con-
verts” the current to a voltage differ-
ence between the electrodes. That volt-
age difference can then be amplified to
give a time domain free ion decay signal
(see glossary, p. 216 A) that can be digi-
tized and Fourier transformed to yield
a frequency domain spectrum. Conver-
sion from the frequency scale to a mass

ICRMS grew rapidly in unforeseen
ways, and behavioral flaws that were
excusable in an infant soon became un-
acceptable for an adult. In this article,
we describe the adolescent maturation
of the FT-ICRMS technique.

The initial enthusiasm and early ap-
plications for FT-ICRMS were based
on its highly linear behavior: In uni-

INSTRUMENTATION

(actually mass-to-charge ratio) scale
may then be performed algebraically
from Equation 1 or from more accurate
expressions discussed below.
Seventeen years ago (2) the infant
FT-ICRMS technique exhibited the
same genetic traits that distinguished
its FT-IR and FT-NMR spectroscopic
forebears: the multiplex (Fellgett) ad-
vantages for speed (by a factor up to
108) or signal-to-noise ratio (S/N) (fac-
tor of up to 10%) compared with its sin-
gle-channel ICR parent technique, as
well as the unique advantage of poten-
tially ultrahigh resolving power. As
with any promising youngster, FT-

form magnetic (and no electric) field,
m/q is linearly related to the observed
ICR orbital frequency, ». (in Hz), ac-
cording to Equation 1, and the detect-
ed FT-ICR signal (i.e., differential
voltage induced between two infinite
parallel electrodes) is directly propor-
tional both to the number of ions of a
given m/q value and to their cyclotron
orbital radius.

For on-resonance single-frequency
excitation between infinite parallel
electrodes, the postexcitation cyclo-
tron orbital radius of an ion is propor-
tional to the product of the radiofre-
quency (xf) excitation voltage magni-

Figure 1. Magnetic force acting on a positive (left) and negative (right) ion, each
with velocity, v, subjected to a static magnetic field, B, directed into the plane of

the paper.

Note the opposite sense of rotation for ions of opposite charge, because changing the sign of g in Equa-
tion 2 (F = qv X B) changes the sign (and thus the direction) of the Lorentz magnetic force.
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tude and duration (3). In this idealized
case, the mass-to-charge ratio of ions of
any m/q value could be determined
with ultrahigh precision simply by de-
termining B, from the FT-ICR spectral
frequency, v, for ions of a single known
m/q value. Moreover, the observed rel-
ative FT spectral magnitudes at vari-
ous v, values would directly reflect the
relative numbers of ions of correspond-
ing m/q values.

However, as we shall see, an actual

Broadband: Sii

FT-ICR experiment requires that ions
be confined (“trapped”) within a finite
volume bounded by conductive elec-
trodes (which may be plates, screens,
rods, or wires). Those electrodes neces-
sarily produce spatially warped static
and rf electric fields in the ion trap with
several generally undesirable conse-
quences. First, the relation between
ICR orbital frequency and m/q be-
comes nonlinear, making mass calibra-
tion more difficult (4-8). Second, ICR

Glossary

signal strength no longer varies linearly
with rf excitation magnitude and dura-
tion (9, 10) or even ICR orbital radius
(9, 11, 12), and (even worse) some of
these nonlinearities are mass depen-
dent. Third, coulomb forces between
ions broaden and shift the mass spec-
tral peaks (6, 13, 14). Finally, the spa-
tially nonuniform excitation field may
even eject ions axially before they can
be detected (15-19).

Although a full analytical solution

or detection covering a wide
range of frequencies

Burst excitation (see also impulse excitation): A shaped brief rf
waveform whose frequency domain spectrum covers a wide range

at the itati

Critical mass: lon mass above which ions cannot be trapped in stable
ICR orbits (see Equation 7)

Cyclotron motion: Rotation of an ion about a fixed applied magnetic
field (see Figure 7)

Daughter ions: lons formed by nonreactive or reactive ion-neutral

Modulation: Variation (often sinusoidal) of one observable resulting
from oscillation of some other quantrty (e g variation in ICR orbital
\ Ve of of ions
regions of different electric or magnetic field strength). The
amplitude (AM) and/or frequency (FM) may be modulated
MS/MS: Mass spectrometry/mass spectrometry, in which the first
stage of mass separation is designed to select parent ions of a given
mass-to-charge ratio, and the second stage is designed to detect all
of the daughter ions resulting from fragmentation or ion-molecule
reaction of the mmally selected parent ions

collisions T or covering a narrow range of
Differential charge, AQ: Charge induced on one detector electrode frequencies
minus the charge induced on an opp and in a hyp ic ion trap,
Differential voltage, AV' Voltage difference two or ion of the voltage between the (unbroken) ring
(or ) , usually through an electrode and the end cap electrodes
impedance Parent lons: lons selected in the first stage of an MS/MS experiment

Direct-mode ICR detection: Amplification and analog-to-digital
conversion of the signal obtained directly from the differential
voltage induced between the detector electrodes

Fellgett advantage: The advantage in speed (for a given resolution) or
S/N (for a given total data acquisition period) gained by
simultaneous detection of the whole spectrum rather than single-
channel scanning of one spectral element at a time. For an A-point
spectrum, the Fellgett speed advantage is a factor of Nand the S/N
advantage is N

Free ion decay: Time domain ICR signal (by analogy to free-induction
decay in magnetic resonance)

Frequency domain spectrum: Spectrum obtained by Fourier
transformation of a time domain signal

Frequency sweep (chirp) excitation: Excitation waveform in which
frequency varies linearly with time over a perlod that is short

Penning lon trap: A hyperbolic ion trap operating in an axial magnetic
field

Quadrature: Used to denote either the second channel in a two-
channel quadrature experiment or an experiment in which both the
unshifted and 90° phase—shmsd quadrature components of a signal
are d or d

Quadrupolar potential: Defined in Equation 6, it approximates the
actual electrostatic potential near the center of an ICR ion trap and
may be generated exactly by a hyperbolic trap (see p. 224 A)

Radial ejection: Excitation of ion cyclotron orbital motion to an ICR
orbital radius larger than the transverse boundary of the ion trap

Reciprocity: The principle that relates the electric potential at a field
point within an ion trap when a potential is applied to a detector
electrode to the charge induced on that electrode by a unit charge
placed at the same position (see p. 225 A)

compared with the i for exp
of the time domain ICR signal
Hadamard transform: A particular a!gorlthm for encodement and de-
d to detection of the
daughter ions of approx:mate!y half of the parent ions of interest
Harmonic frequency: An integral muitiple of the fundamental

the is also known as the first
harmonic frequency
mode ICR As in direct mode, except that the

detected differential voltage is amplified and multiplied by the output
from a fixed (““carrier"’) frequency oscillator and low-pass-filtered to
y|eld a relatively narrowband signal

Imp dc in such a short period that signals

i ly all of the | range of interest are excited
simuitaneously

M. motion: Slow (typi a few Hz) circular drift of

an ion along a path of constant electrostatic potential (see Figure 7);
magnetron motion occurs as a result of the crossed radial electric
field and axial magnetic field

Mass callbraﬂo:r In ICR, conversion of observed ICR sp: |

The in which the excitation frequency is the
same as a natural frequency (e.g., cyclotron, magnetron, trapping,
or combinations or multiples thereof) of the system

Sidebands: Signals (usually of reduced magnitude) that appear at
equally spaced intervals above or below the fundamental frequency
(see pA 223 A)

A magnet constructed with
supefcondumlng wire wound around a cylinder so as to produce a
strong magnetic field along the central axis

Spatial coherence: lons bunched in a packet whose dimensions are
much less than the ICR orbital radius

SWIFT: Stored waveform inverse Fourier transform, a means for
generating an arbitrary excitation waveform for mass-selective
excitation or ejection of ions (see p. 220 A)

Time domain ICR signal: Detected differential voltage between the
ICR detector electrodes

Trapping oscillation: Axial back-and-forth motion of ions trapped
between two plates to which a positive dc potential, relative to the
other plates, has been applied

fre to-charge ratios (see Equation 8)
Mass rmlvlng power: m/Am, in which m is ionic mass and Am s the
width of the mass peak (typically taken as the full width at half-
il FT-ICR mass sp | peak height). Am is also known as
the mass resolution
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Figure 2. The reciprocity principle,
demonstrated for infinitely extended
parallel planar electrodes located at

x = %al2.

If a potential Ve, is applied to the upper electrode
and — V,, to the lower electrode, the potential
anywhere between the electrodes is Vex(2x/a). By
symmetry, the potential cannot depend on y or z;
thus, only a linear function of x can satisfy La-
place’s equation, V2V = 0. Alternatively, if a
point charge, g, is located somewhere between
the electrodes, it can be shown that the differ-
ence, AQ, between the charge induced on the up-
per and lower electrodes is —q(2x/a). The rela-
tionship, AQ/q = — V/ Ve, illustrated here for infi-
nitely extended electrodes, holds in general; we
denote this relation as reciprocity.

for ion behavior in an electromagnetic
ion trap is not feasible, most of the crit-
ical features of the problem may be un-
derstood from simplified models. We
therefore begin with a brief review of
ion cyclotron orbital motion in a uni-
form magnetic (and no electric) field,
and then show how addition of a spa-
tially uniform rf electric excitation
field produced from two infinitely ex-
tended parallel electrodes generates an
observable ICR signal at the frequency
given by Equation 1.

The basis for optimal selection (by
stored waveform inverse FT, or
SWIFT, excitation) of ions of one or
more m/q values is presented, along
with two general approaches (Hada-
mard and Fourier) to two-dimensional
(2D) experiments designed for MS/MS
applications. Next, we show how the
confinement of the ions in a finite elec-
tromagnetic box shifts the ICR orbital
frequency and introduces two new
kinds of natural motions (trapping and
magnetron). Finally, we show how the
placement of (and interconnections be-

tween) various electrodes affect the
magnitude, frequency, and linearity of
the detected signal(s), and how the in-
herent nonlinearity may be eliminated
or exploited.

Linear ICR behavior

ICR orbital frequency, resolving
power, radius and energy, and up-
per mass limit. At first glance, any
attempt to describe the motion of as
many as a million ions subjected to
static magnetic as well as static and
time-varying electric fields might ap-
pear dauntingly difficult. Fortunately,
it can be shown that the center-of-mass
motion of an ion packet (spatially co-
herent or not) is unaffected by ion—ion
coulomb forces, provided that the ap-
plied magnetic field is spatially uni-
form, the applied electric field varies at
most linearly with position, and no oth-
er species are present (20). These con-
ditions are satisfied for the idealized
case of ions of a given m/q in the region
between two infinite parallel electrodes
with an applied, uniform magnetic
field.

Let the coordinate normal to the
electrodes be x (see Figure 2); by sym-

metry, in the absence of ions, the elec-
tric potential between the electrodes
cannot depend on y or z. For the poten-
tial field, V, to satisfy Laplace’s equa-
tion (V2V = 0), the potential must be a
linear function of x; that is, the applied
electric field is spatially uniform (i.e.,
E, = —3V/dx = constant).

Moreover, if the ions of a given m/q
are spatially coherent (i.e., the ions are
bunched in a packet whose dimensions
are small compared with the ICR orbi-
tal radius—see below), then the signal
from N ions is simply N times as large
as the signal from one ion. In other
words, under the stated conditions, the
behavior of N identical ions can be un-
derstood simply from the behavior of a
single ion. Therefore, we begin our de-
scription of ion cyclotron motion with a
single ion moving under the influence
of a spatially uniform magnetic field in
the region between two infinite parallel
electrodes (i.e., spatially uniform elec-
tric field).

The Lorentz force acting on an ion of
mass, m, and charge, g, moving at ve-
locity, v, and subjected to an electric
field, E, and a static magnetic field, By,
is given by

(b)

(@

(d)

Figure 3. Effects of various ion excitation schemes.

(a, b) Archimedes spirals for ions of two different m/ g values excited on resonance for the same length of
time at the same excitation voltage magnitude. The ion of lower m/q has the higher cyclotron frequency.
(c) Off-resonance excitation resulting in only a small absorption of energy. To make the ion trajectory visi-
ble, the scale of this diagram has been greatly enlarged compared with those of the other diagrams in this
figure. (d) lon ejection resulting from high-amplitude resonant excitation.
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d’r dv

mdt2 mdt gE+gvXB; (2)
in which r is the vector position of the
ion and ¢ is time. Let By = Bok: The z-
axis points along the direction of the
magnetic field whose magnitude, By, is
constant. In the absence of an electric
field, (E = 0), Equation 2 is indepen-
dent of ion position. An ion moving
with speed, v, in a plane perpendicular
to By will be bent into a circular (ion
cyclotron) orbit by the magnetic force
that is always directed perpendicular
to both By and the ion velocity vector
(Figure 1); because there are no forces
acting in the z-direction, the axial (z)
motion is unrestrained. Equation 1
then follows immediately from Equa-
tion 2, in which ion cyclotron angular
velocity, 27v. = w, = v/r, where r is the
radius of the ion cyclotron orbit. ICR
frequencies at By = 3 T fall within the
range 5 MHz > », = 5 kHz for singly
charged ions of 10 u < m < 10 000 u.

Apart from its fundamental connec-
tion between m/q and v., Equation 1
has several other immediately useful
consequences. First, by taking the dif-
ferential of Equation 1, we quickly find
that mass (or mass-to-charge ratio) re-

solving power, m/Am, is the same as
frequency resolving power, v./Av,

m Ve
e 3
Am Ay, @

in which Am is the width (say, at half-
maximum peak height) of an ICR mass
spectral peak and Ay, is the corre-
sponding frequency domain peak
width (21). In the high-pressure limit
(i.e., data acquired for several damping
periods of the time domain signal), Av.
is directly related to the ion-neutral
collision frequency, which is not a
strong function of m/g; thus, Equations
1 and 3 may be combined to show that
ICR mass resolving power varies ap-
proximately inversely with m/g. Nev-
ertheless, FT-ICR mass resolving pow-
er as high as ~106 has been attained at
m/z ~ 900 u/e, where e is the charge of
an electron (22), and more than 108 at
m/z = 40 u/e (23).

Second, Equation 1 can be rear-
ranged to yield the ion cyclotron orbital
radius, 7, if the transverse component
of the velocity is known:

r="%in general, (4a)
9B,

or r = (2mkT/q%By®)Y2 for an ion of
thermal root mean square speed

v = (2kT/m)"? (4b)

in which k& is the Boltzmann constant
and T is temperature (in K). From
Equation 4b, one finds that room-tem-
perature singly charged ions of typical
mass, 15 u < m < 1000 u, have preexci-
tation ICR orbital radii < 0.25 mm at
B = 3.0 T (i.e., much smaller than the
maximum radius allowed by a typical
ion trap [10-25-mm radius]). More-
over, a singly charged ion of 100 u excit-
ed to an ion cyclotron orbital radius of
~1 cmat By = 3.0 T possesses a transla-
tional energy of 434 eV and can gener-
ally be induced to fragment on collision
with neutral atoms or molecules.
Finally, because r = ym in Equation
4b, it is clear that ions of sufficiently
high m/q will have thermal ICR orbital
radii large enough that some of these
ions will collide with one of the trap
electrodes. For example, at 300 K and
3 T, an ion of average thermal speed
will have an ICR orbital diameter > 1
in. when the ion mass exceeds 2 700 000
u. From the Boltzmann or some other
velocity distribution, one could calcu-

) |
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late the fraction of ions lost in such a
case. In addition, for finite dimension
ion traps, there is a “critical” upper
mass limit above which ions of even

zero initial velocity cannot be trapped. lonf Synthesis
Excitation and detection of an

ICR signal with infinitely extended

electrodes. Figure 2 shows the electro- I I

static potential produced by applying a lon Purification

differential voltage, AV = 2V, across
two infinitely extended flat conductive
parallel plate electrodes. Note that the rmlecie
potential varies linearly with distance collisions/reactions Chemical reaction
from either plate. Because force is the
negative gradient of potential, the elec-
tric force, F = gE, on an ion of charge,
g, will be independent of ion position 5
between the plates. roadband =

Next, let pthe applied differential excitation/detection Product analysis
voltage oscillate at the ICR orbital fre-
quency Vex = Vp cos (wt) (ie., linearly
polarized resonant excitation). Gener- lon removal ”_
ally, in FT-ICR, electric field calcula- (quench)
tions are performed as if the problem
were an electrostatic one. That approx-
imation is excellent provided that the
wavelength associated with the highest

Cleanup

Figure 4. Generalized FT-ICRMS event sequence (left), labeled by the corresponding
cyclotron frequency of interest is much Iconv::ntlonal/chelmlcal Tﬂ)ylﬁtlﬁnz(rlght). - ik
3. as : = lons of many m/q values are fort initially. One or more of these parent species may be isolated for
lalrger th}‘;in the t:rap 8 dl.menswns’ asis subsequent chemical reaction or fragmentation. The parent ions and any daughter ions formed during the
always the case In p.ractlce.' . reaction period are then mass analyzed. Finally, all ions are swept out of the trap by applying a large po-
The spatla.lly uniform time-varying tential difference between the trapping plates. (Adapted with permission from Reference 26.)
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electric field, E, between the plates
may be analyzed into two counter-ro-
tating (circularly polarized) compo-
nents: E = (Vo/a) exp(+i27v.t) + (Vo/
a) exp(—i2my.t), where a is the plate
separation (see Figure 2). The second
component rotates in the same sense as
the ions and the other in the opposite
sense (for positive ions and a right-
handed coordinate system).

It can be shown that the ion is signifi-
cantly affected only by the electric field
component rotating in the same sense
as the ion. That rotating electric field
component acts as a constant force on
the ion, pushing it continuously for-
ward in its ICR orbit. Therefore, for an
ion initially at rest, the resultant ion
trajectory is an Archimedes spiral (Fig-
ures 3a and 3b). For ions not initially at
rest, the ion trajectories are slightly
more complex in the lab frame. How-
ever, in a coordinate frame rotating at
the ICR frequency they become much
simpler (24), just as NMR magnetic
moment trajectories are more simply
represented in a coordinate frame ro-
tating at the Larmor frequency.

It turns out that ions of different m/g
are excited to the same ICR orbital ra-
dius when irradiated by resonant (v =
v) rf electric fields of the same magni-
tude for the same amount of time. This
fortunate property allows us to excite
ions having a whole range of m/q values
simply by irradiating them with “flat”
rf power: The frequency domain spec-
trum of the excitation signal is con-
stant over the frequencies of interest.
Finally, ions subjected to off-resonance
irradiation (v # »;) undergo a forced
oscillation (24) in ICR radius (Figure
3c¢; note expanded scale), rather than
the continuous increase in ICR orbital
radius produced by resonant excita-
tion.

One purpose of an excitation event is
to produce a spatially localized ion
“packet” in preparation for the detec-
tion event. Figure 2 also shows the dif-
ferential charge, AQ, induced between
two infinitely extended flat parallel
conductive electrodes by an ion of
charge, g. In the limit that the ion is
infinitesimally close to the upper elec-
trode, a charge of —g is induced on it.
Midway between the electrodes (x = 0
in Figure 2), the difference in induced
charge between the electrodes is zero.

It can be shown that AQ is a linear
function of the transverse coordinate,
x; thus AQ increases linearly with ICR
orbital radius (25). Later we will dis-
cuss the similarity or reciprocity be-
tween AV and AQ that is exemplified in
Figure 2. The unamplified ICR “sig-
nal” is the voltage difference produced
by the oscillating differentially in-
duced charge across an RC network

Figure 5. Frequency domain magnitude mode spectra (right) of several FT-ICRMS

time domain excitation waveforms (left).
(a)F pulse

The shorter the duration of the pulse, the more broadband the

excitation. (b) Frequency sweep (*'chirp™) excitation results in a more or less constant frequency domain

magnitude over the swept range of fr

(c) SWIFT

to produce a truly flat frequency do-

main spectrum over an arbm'ary frequency range. (d) SWIFT
i y ranges. (€) SWIFT excitation designed to eject ions within one
equal magnitude ions within either of two other

over two ql
q Y I and

to eXCﬂB with

to produce

ange
fraquency ranges. Note the high uniformity and high selectivity offered by SWIFT excitation and/or ejec-

tion in c-e.

connecting the two plates. By design,
the ICR signal is essentially indepen-
dent of frequency, at least for small to
moderate m/q values, because the cir-
cuit is predominantly capacitive reac-
tive, so that two ions of different m/q
with the same trajectory will produce

the same ICR signal amplitude.
Excitation of an ICR signal: Im-
pulse, frequency sweep, and

SWIFT. Resonant excitation may be
exploited in two ways. First, ions may
be ejected by exciting them to an ICR
orbital radius at which the ions strike
the boundary electrodes and are re-
moved (Figure 3d). Alternatively, if
ions are excited to a radius ~1 cm and
the rf voltage is then turned off, each
packet of ions of a given m/q value will
persist in circular orbit until collisions
with neutrals and/or field inhomogen-
eities disperse the ions (in ICR orbital
radius, phase angle, and orbit center)
and they no longer form a coherent
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packet. During this randomization pro-
cess, the ions are detected. The basic
FT-ICR experimental event sequence
(Figure 4; Reference 26) is based on
combinations of ion formation, ejection
(to select ions of one or more m/q val-
ues by ejecting ions of other m/q val-
ues), excitation, and detection.

One of the advantages of FT-ICRMS
is the ability to simultaneously (or
nearly so) excite a wide mass range;
obviously, a single-frequency excita-
tion waveform is not well suited for this
purpose. Thus we must consider the
effects of other waveforms on ions of a
given m/q. For the infinite electrode
limit (Figure 2), the ICR signal magni-
tude is proportional to the rf electric
field excitation magnitude (ie., the
system is linear), and we need not com-
pute the actual ion trajectory to predict
an ion’s response to a given excitation
waveform. We may simply use a Fouri-
er transform to determine the frequen-



cy domain spectrum of the time do-
main excitation waveform itself.

Figure 5 shows the effect (i.e., fre-
quency domain magnitude spectrum)
of three such waveforms that are capa-
ble of producing broadband excitation:
a rectangular pulse (“impulse” [2, 27,
28; Figure 5a]), frequency sweep
(“chirp” [29, 30; Figure 5b]), and
SWIFT (31, 32; Figure 5c-5e). The
chirp waveform requires vastly less
(factor of 1-1000) excitation voltage
magnitude than the impulse function
and has until recently been the excita-
tion method of choice in virtually all of
the approximately 110 FT-ICR mass
spectrometers in use worldwide.

Although both the rectangular pulse
and the chirp waveforms can excite
ions over a wide m/q range, the excita-
tion magnitude envelope is far from
flat over most of the frequency range
and is not optimally selective (i.e.,
broad “shoulders” at each end of the
irradiated frequency range). In 1985 we
showed that because Fourier trans-
forms work in reverse (i.e., from fre-
quency to time domain) as well as for-
‘ward (from time to frequency domain),
‘one can specify almost any desired ex-
citation magnitude spectral profile as a
discrete magnitude spectrum, and then
inverse Fourier transform that data to
produce the corresponding time do-
main excitation waveform. The result-
ing SWIFT excitation provides opti-
mally flat and selective excitation (Fig-
ures 5¢ and 5d) and/or ejection (Figure
5e) for FT-ICRMS and is now the
method of choice for ion selection and
excitation in the FT-ICR experimental
event sequence of Figure 4. Approxi-
mately one-fifth of the FT-ICR mass
spectrometers worldwide should be
equipped with SWIFT capability by
the end of this year.

One- and two-dimensional MS/
MS: Hadamard versus Fourier. FT-
ICR is uniquely suited for high-resolu-
tion multiple-stage MS because the an-
alyte ions remain in the ion trap
throughout the experiment. A one-di-
mensional MS/MS experiment might
proceed as follows. Parent ions of all
but a chosen m/q value are ejected and
then the remaining ions are excited to
higher ICR orbital radius and thus
higher translational velocity. During a
variable delay period, the mass-select-
ed parent ions collide with neutrals and
fragment to form daughter ions. Subse-
quent broadband excitation and detec-
tion of the daughter ions yield a high-
resolution mass spectrum from which
one may reconstruct part or all of the
parent ion structure from the chemical
formulae of its daughter fragments.

Alternatively, ions of a given m/q
value may be isolated and then allowed

to react (rather than fragment) with
neutrals to establish ion-molecule re-
action pathways, kinetics, energetics,
and equilibria, as described in various
recent reviews (32-49). For example,
we recently used SWIFT excitation
and ejection to establish the structures
of several osmium cluster ions, Os;,
based on the kinetics of their condensa-
tion reactions with their corresponding
neutral clusters (50). Multiple-stage
MS" experiments have been used to
sort out even more complex ion-mole-
cule reaction pathways (see, e.g., Refer-
ence 39).

Although FT-ICRMS offers the mul-
tiplex advantage that all of the daugh-
ter ions are detected simultaneously in
an MS/MS experiment, an obvious dis-
advantage is that parent ions of all but
one m/q are discarded at the outset.
Two recent innovations have made it
possible to include either half or all of
the parent ions simultaneously in 2D
MS/MS experiments.

In Hadamard 2D ICR (51), SWIFT

@ g
g ‘- D‘,'» ‘Ev"

©

©

excitation is used to eject a linear com-
bination of approximately half of the N
possible parent ions; the remaining
parent ions are then excited and al-
lowed to fragment by ion-neutral colli-
sions, and all of the resulting daughters
are excited and detected afterward.
The process is then repeated for N lin-
early independent combinations of se-
lected parent ions. (The Hadamard
code [26] simply specifies how to
choose the various parent ion combina-
tions and how to decode the resulting
mass spectra afterward to extract the
daughter ion spectrum corresponding
to each of the individual parent ions.)
Because approximately half of the N
parent ions are involved in each mea-
surement (rather than just one), the
Hadamard 2D ICR experiment offers a
potential gain of a factor of ~N/2 in
speed (for the same S/N) or ~(N/2)!/2
in S/N (for the same total experiment
time) over N 1D FT-ICRMS/MS ex-
periments.

The second 2D ICR experiment is

Figure 6. Several ion trap geometries designed for use in FT-ICRMS.
(a) Standard cubic trap. (b) Standard cylindrical trap. (c) Hyperbolic or Penning trap with ring electrode

segmented to operate in the standard mode. (d) Elongated and

ion trap, to

detection in a central electric field-free region. (e) Screened ion trap designed to produce a particle-in-a-
box-like potential (see also Figure 10). The excitation, detection, trap, and screen electrodes are desig-

nated E, D, T, and S, respectively.
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modeled after the so-called NOESY
(nuclear Overhauser enhancement
spectroscopy) 2D FT-NMR experi-
ment (52). It is based on the principle
that ions can be “de-excited” back to
their starting points by use of a 180°
phase shift in either a single-frequency
(53) or frequency sweep (54) excitation.
In the 2D FT-ICR experiment, all ions
are excited to a given ICR orbital radi-
us; following a variable delay period
(whose duration defines the time scale
for the second FT), the ions are excited
again. Depending on the ICR frequen-
cy of the ions of interest, the second
excitation will be in phase, out of
phase, or somewhere in between with
respect to the first. The ICR radius and
the translational energy of the parent
ion (and hence the abundance of
daughter ions) can thus be modulated
according to the ICR frequency of the
corresponding parent ion by incre-
menting the delay period in successive
experiments (55). In the resulting 2D
FT mass spectrum, off-diagonal peaks
reveal ion-molecule reactions and/or
fragmentation, just as off-diagonal
peaks in a NOESY spectrum reveal
through-space dipole-dipole coupling
between magnetic nuclei.

Electromagnetic pathology: Nonlinear
ICR

Readers familiar with FT-NMR spec-
troscopy will recognize many features
it has in common with FT-ICRMS in
its linear approximation: SWIFT exci-
tation, 180° pulse, 2D FT spectrosco-
py, and quadrature excitation and de-
tection (see below). However, the com-
mon ground narrows considerably
when we consider nonlinear effects,
which form the basis for the rest of this
article (and much of the recent pro-
gress in FT-ICRMS).

Finite electrodes: Trapping and
magnetron motions. Typical solenoi-
dal superconducting magnets have
good spatial homogeneity (e.g., to with-
in ~1 part in 105) over the relatively
small volume (say, 2.5 X 2.5 X 10 ¢cm) of
the ion trap within which an FT-ICR
experiment is conducted. As noted ear-
lier, in the absence of an axial (z) com-
ponent of the electric field, the axial
motion of ions is unrestrained. Ions ini-
tially formed along the central (z) axis
of the solenoid are kept from escaping
in the x—y plane by virtue of their ion
cyclotron orbital motion. However, to
keep ions from escaping along the z-
axis, it is necessary to apply a static
voltage, Vr (typically a few volts), to
each of the two “trapping” electrodes
located at z = +c¢/2 at each end of the
ion trap. Moreover, it is experimentally
convenient to excite ICR orbital mo-

Figure 7. lonic trajectory (left) within an ion trap, with all three fundamental modes
(cyclotron, magnetron, and trapping) excited, and the projection (right) of that trajec-

tory onto the x-y plane.

For clarity, the relative of the

illation has been exaggerated. In typical FT-

ICRMS experiments, the magnetron radius i: much smaller than the cyclotron radius. (Adapted with per-

mission from Reference 26.)

tion on one opposed pair of electrodes
and to detect that motion on a second
opposed pair of electrodes. Some of the
many ion trap configurations applied
to FT-ICRMS over the past few years
are shown in Figure 6.

To a good approximation, we may
separate the forces and resulting ion
motions that are parallel or transverse
to the magnetic field (2) axis. Near the
center of any of the ion traps of Figure
6, the trapping electric field varies ap-
proximately linearly with z (56). Thus
ions execute simple harmonic “trap-
ping” oscillation back and forth be-
tween the two trapping electrodes, at a
trapping frequency

vy = (gaVp/r’ma?)'? 5)

in which « is a constant that depends
on trap shape (e.g., « = 1.386 for a cubic
trap).

Just as squeezing a balloon from the
ends forces it to bulge out in other di-
rections, “squeezing” ions toward the
center of the trap along the z-axis by
introduction of a trapping z-potential
also produces a force that pushes the
ions radially outward from the z-axis.
That radially outward force (the x—y
component of the first term on the
right-hand side of Equation 2) is exact-
ly opposite in direction to the magnetic
component of the Lorentz force (sec-
ond term on the right-hand side of
Equation 2). In other words, it is as if
the magnetic field strength has been
reduced by adding the trapping poten-
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tial. Because ICR orbital frequency is
proportional to By (Equation 1), we in-
fer that introduction of the trapping
potential will lower the observed ICR
orbital frequency from its value (v, =
qBy/27m) in the absence of the trap-
ping potential.

Fortunately, the electrostatic poten-
tial in any of the ion traps in Figure 6 is
well approximated (at least, near the
center of the trap) by a “quadrupolar”
potential (13)

Vixy.2) = Voly = (@/ad)(x* + y* — 22%)]
(6)

in which « and v have fixed numerical
values for a given trap shape and a is a
characteristic trap dimension. Substi-
tution of the resulting electric field,

= —VV(x,y,2), into Equation 2 leads
to a system of three linear second-order
differential equations. The equation
involving only the z-coordinate may be
solved independently to yield the si-
nusoidal trapping motion of Equation
5. The two remaining coupled differen-
tial equations in x and y have two solu-
tions (56): the ion cyclotron orbital mo-
tion, whose frequency is shifted (down-
ward, as noted above) to

1
or = Lo+ ft = mimeg)
where m,;, = ga®B,%/8aVy (7a)

and a natural magnetron motion at fre-
quency



Table I. Natural ion motional frequencies (Hz) for singly charged
ions trapped in a quadrupolar potential (Equation 6) at a static
magnetic field strength of 3.0 T2
Motion m=100 1000 10,000 mgeit = 50,492
vy~ gB/2Tm 460,430 45,837 4,366 456
v_~ aVi/ra’B 228 229 240 456
vr = (aqVy/1?ma?)'/2 14,496 4,584 1,450 645

Note: Masses are listed in u.

@ Although the cyclotron frequency v vanes strongly with mass, the trapping frequency, vy,
d the

exhibits a much weaker mass
charge-independent.

g v— is nearly mass- and

> Assumptions: a = 1.0 in. (cubic trap); « = 1.386 (cubic trap); B=3.0T; Vs = 1.0 V.

w_= %[wc — w1 = mimg)V?] (1b)

The three natural ICR motions are
illustrated in Figure 7, and typical ex-
perimental values are listed in Table 1.
We shall next discuss their implica-
tions.

ICR orbital frequency shift and
mass calibration. From Equation 7a it
is clear that the relation between ob-
served ICR orbital frequency, w., and
ionic charge-to-mass ratio, g/m, is no
longer linear. As a result, Equation 7a
leads to a mass calibration equation
that has two adjustable parameters (A
and B) rather than one (6):

m=Alv, + B2 ®)

Equation 8 has proved accurate in
practice, leading to sub-part-per-mil-
lion mass measurement accuracy over a
wide mass range (e.g., 60 < m/z < 500)
when an internal calibrator is provided.
Addition of more terms to Equation 8
does not materially improve mass mea-
surement accuracy (8).

Reduction of upper mass limit.
From Equations 7a and 7b it is clear
that above a “critical” mass, mi;, the
cyclotron and magnetron frequency ex-
pressions become mathematically com-
plex. Physically, what happens is that
the outwardly directed electric force
can no longer be overcome by the in-
wardly directed magnetic force: Ions of
m = m simply spiral radially out-
ward until they strike one of the trap
electrodes. In other words, ions of m >
Merir cannot be trapped. The resulting
upper mass limit, m, can be relative-
ly low (e.g., ~50000 u for singly
charged ions at 3.0 T in a 1-in. cubic
trap with Vp =1 V).

From Equation 7 it is also clear that
the upper mass limit may be increased
by increasing g (i.e., multiply charged
ions), increasing B (larger magnet), in-

creasing a (larger ion trap), reducing
Vr (smaller trapping voltage), and/or
decreasing « (e.g., changing the trap
electrode geometry). Of these options,
the simplest and most effective is to
change the trap configuration.

Harmonics. Over the past few years,
it has become evident that the nonlin-
earities of the ICR experiment can pro-
duce responses not only at the three
natural trapping, cyclotron, and mag-
netron frequencies, but also at various
multiple and combination frequencies
(see box).

Of these, the easiest to understand is
the appearance of spectral signals at
(odd) “harmonic” frequencies (57).

Consider an ion executing a perfectly
circular orbit centered on the z-axis in
a cylindrical ion trap (Figure 8). When
the ICR orbital radius, r, is much less
than ry (the inner radius of the detector
electrode), the difference in induced
charge between the two opposed detec-
tor electodes is small but nearly sinu-
soidal. The corresponding FT frequen-
cy domain spectrum of that signal
therefore consists of a single peak at
the “fundamental” or “first harmonic”
ICR orbital frequency, w+. However, as
the ICR orbital radius approaches ro,
the detected time domain signal more
closely resembles a chopped square
wave whose spectrum now contains
peaks at both fundamental and odd
harmonic frequencies: Mwy, M =1, 3,
5, .... (Only odd harmonics are ob-
served, because the ICR signal is de-
tected “differentially”’—as the differ-
ence between the signals induced on
the two opposed detector electrodes.)
In practice, harmonic signals are gener-
ally small in magnitude (a few percent)
relative to the signal at the fundamen-
tal ICR orbital frequency, but they
may be exploited or amplified for spe-
cial applications (see below).
Sidebands. A second type of distor-
tion resulting from nonlinear ICR be-
havior is modulation, in which a re-
sponse is observed at combination fre-
quencies between two or all three of the
fundamental ICR motions. For exam-
ple, it is well known that the amplitude
of the detected signal from an ion un-

(bottom)

Fundamental frequencies of motion of an ion in an ion trap
under the quadrupolar approximation (top) and the
frequencies detected with various detection schemes

F ICR

vy ye—vo ™y, — aVy/na’B
v_ =~ aVy/Ta’B
vr = (agVy/m2ma?)'/?

lly observed fi

Exper

Ve
Ves ey SV TVeye e«

Ve, 2v¢, 3V, 4vc,. . .
vetv_,vpt20 ...
vex20_vyt4v,. ..
vyt v, vy £ 204, ..
vy + 2ur, v 4y, ..
vy, vy, Svy,. ..

2v7, 4, ..

Ve, 2V, 2V

(Infinite detection electrodes)

(Finite detection electrodes, V;r = 0)
(Off-axis ions, finite electrodes, V; = 0)
(Single detection electrode: v+ + v— = v.)
(Differential two-electrode detection)
(Trap and magnetic field axes not parallel)
(Trap and magnetic field axes parallel)
(Differential detection on trapping plates)
(Differential two-electrode detection)
(Quadrupole detection mode)

2 Some observable frequencies are not mentioned because they are of no interest. In
general, the higher the order of the harmonic or sideband, the lower its relative magnitude.
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dergoing cyclotron motion depends on
the axial position of the ion (9, 11, 12).
In particular, the amplitude of the sig-
nal at frequency, ws, is maximal at the
center of the trap (z = 0) and minimal
at the trap plates where it actually
drops to zero. Thus, for an ion undergo-
ing combined cyclotron and trapping
motions, the FT spectrum of the ob-
served time domain ICR signal exhibits
sidebands at w4 + 2wr, which have
been observed experimentally (16).
From symmetry arguments, it is possi-
ble to show that there should be no
sidebands at wy + wr in a properly
aligned trap; the magnitude of any
such sidebands therefore provides a
useful diagnostic index for aligning the
trap with respect to the applied mag-
netic field. Magnetron sidebands (e.g.,
w+ £ nw_,n=1,2,...) have also been
observed; their utility will be discussed
later.

The z-excitation: Mass-depen-
dent mass spectral peak magni-
tudes. Up to now, we have considered
the effects of the true static electric
field. However, the rf electric field is
nonuniform because of the finite di-
mensions of the transmitter electrodes
and the presence of the remaining de-
tector and trap electrodes, which warp

the rf electric field between the trans-
mitter electrodes. There are at least
three direct consequences of nonuni-
form rf electric field.

First, the effective rf electric excita-
tion field is weaker than that predicted
from the infinite electrode approxima-
tion (e.g., by a factor of ~0.72 for a
cubic trap (10, 15]).

Second, because the electric field
lines curve rather than extend in
straight lines between the two trans-
mitter electrodes, an rf electric field ex-
citation in the x-direction will have a
component along the z direction. If
that component happens to oscillate at
twice the trapping frequency (or even
at one of the cyclotron/trapping side-
bands), ions will be excited (or even
ejected) axially as the result of trans-
verse excitation (15, 17-19). The effect
is mass dependent: For a given irradia-
tion period at twice the trapping fre-
quency, lowest mass ions gain the most
energy and are more readily ejected.
Because the rf electric field curvature
varies with radial distance from the z-
axis, the ejection effect varies with ICR
orbital radius, leading to mass- and ra-
dius-dependent FT-ICR relative mass
spectral peak heights (17).

Third, the transverse component of

Figure 8. Origin of odd-integer harmonic signals in FT-ICR mass spectra, illustrated
for a positive ion moving in a circular orbit in a cylindrical ion trap.

Left: The time domain ICR signal induced on opposed cylindrical detector electrodes, D, is small but ap-
mxmw%;wmmmmmw.nsmuehmlﬂmmmw.m of the detector

FT

of a single peak at the funda-

mental ICR orbital frequency, ws. Ruyvt: As r approaches rg, the detected time domain slgnal approaches

a square wave whose

spectrum contains peaks at all odd
the ion. (Adapted with permission from Reference 26.)

quency of
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the rf electric field is strongest near the
midplane (z = 0) of the trap and weak-
ens as one proceeds toward either trap
electrode. Thus ions with low trapping
amplitude will be excited to higher ICR
orbital radius than ions of large trap-
ping amplitude. Also, because ICR or-
bital frequency varies with ICR orbital
radius in a nonquadrupolar trap, the
effect is to produce inhomogeneous
line-broadening caused by a superposi-
tion of signals of different ICR orbital
frequency from ions of different trap-
ping oscillation amplitude and/or dif-
ferent ICR orbital radius (14).

Description, exploitation, and/or
elimination of nonlinear effects

The problems resulting from nonlinear
ICR behavior are empirically well
known but have only recently been
quantitatively analyzed or rectified. In
this section, we try to show how a better
description of the problems has led to
some remarkable improvements in the
performance and reliability of the FT-
ICR technique.

In search of a quadrupolar poten-
tial: Hyperbolic trap. A perfect qua-
drupolar electrostatic potential (Equa-
tion 6) offers the very important ad-
vantage that the ICR orbital
frequency, w; of Equation 7a, is inde-
pendent of ICR orbital radius (6, 56).
Thus there is no “spread” in ICR fre-
quencies (inhomogeneous spectral
peak broadening) for ions with differ-
ent ICR motional amplitude. Most ear-
1y ICR ion trap configurations produce
an approximately quadrupolar field
only near the trap center. Fortunately,
there is a trap geometry that produces
a near-perfect quadrupolar potential: a
“hyperbolic” trap (see Figure 6c)
formed from a “ring” electrode and two
“end caps,” all of whose surfaces are
hyperboloids of revolution (56).

If the “ring” electrode is unbroken, it
turns out that ions must be introduced
off axis to provide for “parametric” ex-
citation and detection (6). Alternative-
ly, the “ring” electrode may be cut
along two perpendicular planes to yield
a trap that is configured just like a cu-
bic trap except that the electrode sur-
faces are curved (58). We have shown
that such a segmented hyperbolic trap
indeed reduces FT-ICR spectral peak
widths and also improves mass accura-
cy based on the quadrupolar mass cali-
bration formula of Equation 8. How-
ever, the hyperbolic trap has the fol-
lowing disadvantages: The curved elec-
trodes produce a highly nonuniform rf
excitation field, further exacerbating
problems associated with z-ejection
(see above); and the static electric field
quadrupolar potential produces a radi-
al electric field, E(r) = Eor, which re-



duces the upper mass limit (see above)
as in the tetragonal and cylindrical
traps.

Quantitating ion behavior for
nonhyperbolic traps: Reciprocity.
Because even a perfectly quadrupolar
trap is not optimally suited for FT-
ICRMS, we are forced to consider other
trap geometries. Unfortunately, the al-
gebraic complexity of computing the
electric field (rf plus static) and the
ICR signal (from the differential
charge induced between two opposed
detector electrodes) can become truly
formidable. For example, the electro-
static potential alone for a simple tet-
ragonal trap of length, ¢, and cross-sec-
tional width, g, is given by

16V.
Vix,3,2) = —+ X
22
z {(—l)m*"cos [(Zm + l)rx:] x5
a
mn=0

cos [(Zn +iny ]cosh I:k,,mwz:l /
a a

Rp,me
(2m + 1)(2n + 1)cosh [—]} 9)
2a

in which &k, =[(2m +1)2 + (2n + 1)3]12
and the geometric center of the trap is
taken as the coordinate frame origin
(56). Moreover, it is much more diffi-
cult to compute the induced ICR signal
than to compute the electric potential
for the same arrangement.

Fortunately, the simple relation be-
tween the excitation and detection
“fields,” shown (for infinitely extended
electrodes) in Figure 2, turns out to be a
special case of the very useful “recipro-
city” theorem (12). One way of stating
the theorem is that the potential (in
volts) at a given point in the trap, pro-
duced by applying +1 V and —1 V to
two opposed “transmitter” electrodes,
is numerically identical to the differen-
tial charge that would be induced be-
tween the same two (grounded) elec-
trodes by placing a unit charge at that
same point. In other words, if (as is
generally the case) we are able to ob-
tain an algebraic expression for the po-
tential at any point within a particular
ion trap with +1 V applied to the two
detection electrodes (+1 V to one, —1V
to the other), then we have automati-
cally solved the converse problem of
determining the ICR signal for an ion
at the same point—we need simply
compute the ICR signal for each of 100
points around the circumference of one
ICR orbit (in steps of 3.6° each) and
Fourier transform it to discover the
FT-ICR frequency spectrum for ions
following that trajectory.

ICR orbital radius and ion energy
determination. Nonlinear effects are
not all bad. For example, such useful
devices as laser-doubling crystals and
rf mixers are based on nonlinear phe-
nomena (26). We may therefore seek to
capitalize on some of the nonlinear ef-
fects of ICR. For example, the relative
magnitudes of the first, third, fifth, . ..
harmonics increase with ICR orbital
radius, r, approximately as r, 3, 75, . ..
(59). Thus the experimentally measur-
able ratio of the magnitude of the third
harmonic to that of the first harmonic,
M(3w+)/M(ws), increases approxi-
mately as the square of the ICR orbital
radius (Figure 9). Thus measurement
of M(8w+)/M(w,) provides the first di-
rect measure of the orbital cyclotron
radius of an excited ion (and thus its
translational energy).

Moreover, now that we are able to
calculate the ICR signal induced by an
ion at a given ICR orbital radius, we
should be able to determine the num-
ber of ions from their measured radius
and measured ICR signal. These new
tools should prove exceedingly valu-
able for testing current theories of ICR
signal relaxation: for example, loss of
ions from a coherently orbiting packet,
diffusion of a packet of ions around
their cyclotron orbit, decrease in ICR
orbital radius, and ion-molecule mo-
mentum transfer collision mechanism.

As an alternative to measuring cyclo-
tron radii, we have expressed the exact
excitation potential in cylindrical coor-

.dinates to compute the postexcitation

cyclotron radius of ions in response to
on-resonance single-frequency excita-
tion. We find that the infinite electrode
model overestimates the ICR orbital
radius by a factor of ~1.39 for a cubic
trap. Because the translational energy,
q2Bo’r%/2m, of an rf-excited ion varies
as the square of its ICR orbital radius,
we find that ions in a cubic trap are
excited to only about half the energy
previously estimated from the infinite
electrode model (which had been used
to determine collisionally induced dis-
sociation energy thresholds).

We have been able to demonstrate
good agreement between the experi-
mental and calculated onset of radial
ejection attributable to rf electric field
excitation in a cubic trap (10). Our re-
sults allow for similar computations for
tetragonal or cylindrical traps of arbi-
trary aspect (i.e., length-to-width) ra-
tio (10, 11). Fortunately, the rate of in-
crease of ICR orbital radius with the
product of rf electric field excitation
magnitude and duration is still approx-
imately linear, but with a slope reduced
by a factor of ~0.72, and thus does not
pose a problem for most routine analyt-
ical work.

Figure 9. Ratio of the magnitude of the
third harmonic to that of the fundamen-
tal, M(8w+)/M(w+), versus ICR orbital
radius, r, for cylindrical (¢/2rmax = 1)
and cubic ion traps.

Both curves are approximately quadratic. From
such curves, the ICR orbital radius (and thus ion
orbital translational energy) may be determined
directly from experimental FT-ICRMS magnitude
mode peak heights. (Adapted from Reference 60.)

Shimming the static electric field:
Screened trap. The two general ways
to approach physical problems are to
seek a complete mathematical descrip-
tion of the conventional system or to
devise a new system for which the de-
sired behavior is realized more closely.
FT-ICRMS ion traps offer good exam-
ples of each approach.

Until recently, it was thought that
the optimal trap geometry for FT-ICR
should be hyperbolic; that is, V(x, y, 2)
- V(0,0,0) = (aVy/a?)[222 — (x2 + y2)],
s0 as to produce simple harmonic oscil-
lation in ion position along the z-axis
and a position-independent cyclotron
frequency. However, as noted above,
the trapping potential that is applied
axially is ily accompanied by a
radially outward electric field that
shifts the ICR orbital frequency in a
mass-dependent way and reduces the
upper mass limit. Furthermore, the ex-
citation field in such a trap has a strong
axial component that may exacerbate
z-ejection problems.

In 1989 we introduced a new kind of
ion trap in which grounded screens are
placed just inside the trapping elec-
trodes (60). Just as a bubble can pene-
trate through a screen door by only
about one mesh spacing, the electric
field from the trapping plates is effec-
tively shielded from ions in the trap
until the ions nearly touch the screens.
In other words, we have effectively re-
placed the harmonic oscillator poten-
tial by the simpler particle-in-a-box
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potential, as shown in Figure 10. The
electrostatic potential in the trap is re-
duced by a factor of up to 100, virtually
eliminating ICR orbital frequency
shifts (and thereby improving mass
resolution, mass accuracy, and selectiv-
ity for ion excitation or ejection) by
eliminating the unwanted radial elec-
tric field. The screened trap should sig-
nificantly extend the FT-ICR upper
mass limit for the same reasons. The
effect of the screened trap is similar to
that of an elongated trap (61, 62); the
advantage of the screened trap is that
the near-zero electric field region is pro-
duced in a smaller volume over which
the magnetic field is more uniform.

Shimming the rf electric field:
Guard wires. From the previous sec-
tion, the reader may have guessed that
it is also possible to design an ion trap
for which the rf excitation electric field
is more uniform than that of a conven-
tional tetragonal, cylindrical, or hyper-
bolic trap. The trick here is to shim
(“unwarp”) the rf electric field by add-
ing conductive elements whose posi-
tions and rf voltages are adjusted so
as to flatten the rf field and make it
spatially uniform anywhere between
the two transmitter electrodes. The
problems associated with the nonuni-
form excitation field were discussed
earlier.

Figure 11 shows one of several possi-
ble rf-shimmed ion trap designs (63,
64) and the resultant improvement in
rf electric field homogeneity. With our
rf-shimmed trap, the variation in rela-
tive FT-ICR mass spectral peak
heights with ICR orbital radius was re-
duced from a factor of more than 10
down to a few percent for a cubic trap.
Even better quantitative precision
should be possible with somewhat elon-
gated ion traps that reduce the effects
of electrostatic field nonuniformity. Fi-
nally, we note that the rf-shimmed trap
of Figure 11 effectively incorporates
some of the advantages of the screened
trap with those of the rf-shimmed trap
by its placement of shim wires in front
of the trapping electrodes.

Quadrature excitation and detec-
tion. Until recently, FT-ICRMS was
conducted with linearly polarized rf ex-
citation and detection (i.e., use of just
one pair of opposed electrodes for exci-
tation and a second pair for detection).
It can be shown that this configuration
is half as efficient as quadrature excita-
tion and detection, in which both pairs
of electrodes are active simultaneously.

The inefficiency of the standard
mode of operation during the excita-
tion event can be understood as fol-
lows: The orbits of positive ions all ro-
tate in the same sense (counterclock-
wise, when viewed along a magnetic

Figure 10. Screened tetragonal ion trap.

A conductive screen, typically 10-20 wires per inch, is placed in front of each trapping electrode. Holding
the screens at ground potential produces the particle-in-a-box potential along the z-axis of the trap shown
at the bottom of the figure. For comparison, the axial potential for the corresponding unscreened trap is
also shown (middle). Note that the screens effectively shield most of the trap volume from the (mostly un-
desirable) effects of the trapping potential (see text). The excitation, detection, trap, and screen elec-

trodes are designated E, D, T, and S, respectively.

field directed into the plane of the pa-
per). The linearly polarized excitation
field may be decomposed into two
counter-rotating (clockwise and coun-
terclockwise) electric fields, of which
the clockwise-rotating component has
almost no net effect upon the ions.
Thus half of the excitation field magni-
tude is wasted.

By introducing a second pair of op-
posed excitation plates with an excita-
tion waveform that is phase-shifted
90° relative to the first pair, we can
construct a circularly polarized excita-
tion field that rotates in the same sense
as the ions. The resulting quadrature
excitation is clearly twice as efficient as
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its linearly polarized counterpart.

The argument that demonstrates the
relative efficiency of quadrature detec-
tion proceeds similarly: By using only
one pair of detection plates, we obtain a
linearly polarized time domain signal.
In other words, the detector cannot dis-
tinguish between clockwise and coun-
terclockwise rotation, even though the
ions are actually rotating in only one
sense.

By detecting simultaneously and in-
dependently from a second pair of op-
posed plates oriented at 90° relative to
the first pair, we can distinguish be-
tween clockwise and counterclockwise
components: The time domain signals



from the two pairs of plates are identi-
fied as real and imaginary components
of a mathematically complex input to
the FFT algorithm, and the clockwise-
and counterclockwise components are
then manifested as negative- and posi-
tive-frequency peaks in the resulting
FT spectrum. Thus, for a given coher-
ently rotating ion packet, quadrature
detection yields a S/N that is higher by
afactor of 2 (i.e., signal increased by a
factor of 2 and noise increased by a
factor of y2) than would be obtained
with linearly polarized detection.
Several groups have recently demon-
strated various forms of quadrature de-
tection, based either on independent
acquisition of signals from two pairs of
opposed detector electrodes (65) or (for
heterodyne mode only) on splitting the
signal from one pair of detector elec-
trodes in half and phase-shifting one of
the two signals by 90° (66, 67). The FT
data reduction is essentially the same,
except that the raw data from linearly
polarized detection are treated as
mathematically real, whereas each pair
of data points from the two quadrature
channels is treated as mathematically
complex (one real, the other imagi-
nary). Various nuances of quadrature
data reduction and display are dis-
cussed at length elsewhere (26).
Multipole excitation and detec-
tion. Quadrature excitation and detec-
tion offer one of many recently ex-
plored multiple-electrode arrange-
ments for FT-ICRMS. Perhaps the
most clever and useful is the quadru-
pole detection scheme of Schweikhard
et al. (68). The signals from one pair of
opposed detector electrodes are added
together and then subtracted from the
sum of the signals from the second pair
of opposed detector electrodes oriented
perpendicular to the first pair. De-
pending on the relative magnitudes of
the cyclotron and magnetron orbital
radii (which can be varied in their ex-
periment), the FT-ICR frequency
(mass) spectrum contains a harmonic
signal at 2, and (more interestingly) a
new signal at the sum of the cyclotron
and magnetron frequencies (v4 + »-).
The striking advantage of this ex-
periment is now evident from Equation
7: namely, (v+ + v-) = ». In other
words, this experiment extracts the un-
shifted ion cyclotron orbital frequency,
even though ions are trapped by the
usual quadrupolar potential, which
would shift the conventionally detect-
ed signal, »;, to a value lower than »..
This same sideband can be generated
from more conventional traps by
grounding either of the detection elec-
trodes and ensuring that both modes
are excited as shown by Allemann et al.
(69). Magnetron motion has also been

observed directly (70).

Several research groups have devised
ion traps specifically designed to in-
crease the strength of various harmonic
signals at the expense of the fundamen-
tal (57, 71, 72). Such designs were moti-
vated by the hope that mass resolving
power might increase with harmonic
order, because two closely spaced
peaks are three times farther apart at
the third harmonic than at their funda-
mental ICR orbital frequencies. How-
ever, the precision with which an ICR
signal (or any other discretely sampled
spectral signal) can be determined is
proportional to the product of S/N and
the square root of the number of data
points per linewidth (73).

Because the maximum magnitude of

the Mth harmonic signal is in general
less than 1/M of that of the fundamen-
tal signal for conventional two-elec-
trode differential detection in standard
traps (10), detection of the Mth har-
monic signal thus offers no theoretical
advantage in precision (e.g., for accu-
rate mass determination) over detec-
tion at the fundamental ICR orbital
frequency. In other words, for conven-
tional ICR detection, the harmonic
peaks may be farther apart, but their
smaller magnitudes more than make
up for their increased peak separation,
with respect to mass measurement ac-
curacy.

Various multielectrode ion trap de-
signs can increase the strength of har-
monic signals at the expense of the fun-

Figure 11. Standard (top left) and rf-shimmed (bottom left) cubic ion traps and their

corresponding rf isopotential contours (right).

An rf potential of 15 V is applied to the excitation electrodes, with rf p ials of ing i
applied to the shim wires as shown. Note the much flatter rf isopotential contours (and thus much more
uniform rf electric field magnitude) for the rf-shimmed trap, with resultant elimination of mass-dependent
z-ejection (see text). The excitation, detection, and trap electrodes are designated E, D, and T, respec-

tively.
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damental to overcome the factor of
1/M loss in S/N that is inherent in con-
ventional two-electrode detection. Un-
fortunately, a detailed analysis shows
that the spectral linewidth is not neces-
sarily independent of M (59); further-
more, one always encounters multiple
peaks corresponding to the same m/g,
leading to more complex mass spectra.

Directions for future research

We have considered recent develop-
ments in our fundamental understand-
ing of the processes of ion trapping,
excitation, and detection in FT-
ICRMS. An additional ongoing major
development not treated here is the ex-
ternal injection of ions through the
fringing field of a solenoidal supercon-
ducting magnet. Such injection has
made possible the coupling of various
ion sources (e.g., laser desorption [36],
fast atom bombardment [74], super-
sonic jet [75], Cs* ion beam [76], SFs
neutral beam [77], field desorption
[78], %2Cf plasma desorption [79], elec-
trospray [80], and high-pressure ion-
ization [81]) to an FT-ICR mass spec-
trometer for ultrahigh resolution mass
analysis. In addition, many papers de-
scribing improvements in acquisition
and reduction of the inherently dis-
crete data sets involved in FT-ICRMS
have appeared. For these and other as-
pects, the reader is referred to any of
several recent reviews (32-49).

The FT-ICRMS technique has ma-
tured significantly over the past five
years. The SWIFT technique makes it
possible to produce optimally uniform
and optimally selective excitation and
ejection for ion selection and detection.
Analytic algebraic expressions for the
electric potential (static plus rf) and for
the detected ICR signal in tetragonal
and cylindrical ion traps of arbitrary
length-to-width ratio are now avail-
able. Those expressions can be exploit-
ed to determine directly ICR orbital
radius and energy as well as the num-
ber of excited ions in the trap. More-
over, we now understand the origin
(and can control the relative magni-
tudes of) signals at various harmonic
and combination frequencies.

Finally, we are now able to devise
nonquadrupolar ion traps with highly
uniform static and rf electric fields,
thereby reducing or eliminating prior
limitations on mass accuracy, upper
mass limit, selectivity of ion excitation
or ejection, and relative ion abundance
precision and reproducibility. The way
is now cleared for applications of FT-
ICRMS to the full range of mass spec-
trometric analysis.

Because most of the existing FT-ICR
mass spectrometers were acquired be-
fore the advent of the above-men-

tioned improvements, it is reasonable
to project that the next doubling period
for growth in the number of FT-ICR
instruments should be much shorter
than the first.

This work was supported by National Science
Foundation grant no. CHE-8721498 and The Ohio
State University.
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® Enzymes: Principles and Appli-
cations. March 13-14

B Bioreactors for Biotechnology.
April 10-11

m HPLC/CZE. May 7-9

230 A * ANALYTICAL CHEMISTRY, VOL. 63, NO. 4, FEBRUARY 15, 1991

B Genetic Engineering for Nonspe-
cialists. May 14-15

For information on the following
courses to be held in Chicago, IL, con-
tact Nancy Daerr, McCrone Research
Institute, 2820 S. Michigan Ave., Chi-
cago, IL 60616 (312-842-7100)

B Microscopical Identification of
Asbestos. March 18-22, April 8-12,
April 29-May 3, May 13-17, June 17—
21, July 8-12, Sept. 9-13, Sept. 30-Oct.
4, Oct. 14-18, Nov. 18-22, and Dec. 16—
20

B Advanced Asbestos Identifica-
tion. March 18-22, April 29-May 3,
June 38-7, July 15-19, Aug. 26-30, Sept.
30-Oct. 4, Oct. 28-Nov. 1, and Dec. 2-6
® TEM Introduction. April 1-5,
Sept. 9-13, and Dec. 9-13

®m TEM Asbestos Analysis. April 8-
12, May 20-24, Sept. 16-20, Oct. 28—
Nov. 1, and Dec. 16-20

m TEM Applications. May 6-10 and
Oct. 7-11

B Photomicrography for Asbestos
Analysts. May 13-17

B Quantitative Asbestos Analysis.
June 10-12 and Nov. 4-6

® Special Asbestos Probl Aug.
26-30

For information on the following
courses, contact Susan Millman, Uni-
versity of Cincinnati, NIOSH Educa-
tional Resource Center, Kettering
Laboratory, 3223 Eden Ave., Cincin-
nati, OH 45267 (513-558-1732)

® Biological Monitoring Tech-
niques. March 27-28. Cincinnati, OH

® Survey of Industrial Hygiene.
May 7-10. Cincinnati, OH

For information on the following
courses to be held in St. Paul, MN,
contact Stat-Ease, 2021 East Henne-
pin Ave., Suite 191, Minneapolis, MN
55413 (612-378-9449)

W Statistical Process Control Made
Easy. April 9-12

B Advanced Experiment Design.
April 23-26

m Advanced Statistical Process
Control. May 7-10

For information on the following
courses to be held in Madison, WI,
contact Extension Services in Phar-



macy, University of Wisconsin, 425 N.
Charter St., Madison, WI 53706 (608-
262-3130)

B Pharmacokinetics. May 6-10

B Introduction to the Regulatory
Process for Pharmaceutical Scien-
tists. May 20-22

B Basic Pharmacology. May 20-24

B Polymer Testing and Character-
ization. June 6-7. Lowell, MA. Con-
tact: Plastics Institute of America,
Suite 100, 277 Fairfield Rd., Fairfield,
NJ 07004 (201-808-5950)

® Colorimetry: An Intensive Short
Course for Scientists and Engi-
neers. June 11-13. Rochester, NY.
Contact: Colleen McCabe, Munsell
Color Science Lab., Rochester Inst. of
Tech., P.O. Box 9887, Rochester, NY
14623 (716-475-7189)

These events are newly listed in the
JOURNAL. See back issues for other
events of interest.

Gall for Papers

H 1992 Winter Conference on Plas-
ma Spectrochemistry. San Diego,
CA. Jan. 6-11, 1992. Program topics
will include automation, expert sys-
tems, and robotics with plasma spec-
troscopy; chemometric applications in
plasma spectrochemistry; chromatog-
raphy with plasma source detection;
flow-injection plasma spectrometry;
glow discharge and low-pressure plas-
ma atomic and mass spectrometry; la-
ser-assisted plasma spectrochemistry;
mechanisms and processes in plasma
sources; modern sample preparation
and calibration techniques; new instru-
mentation; plasma source MS; process
control, remote, and on-line plasma
analysis; sample introduction tech-
niques and phenomena; spectrochemi-
cal applications of plasma sources; and
transform spectroscopy. Authors wishing
to contribute oral or poster presentations
should submit titles and 50-word ab-
stracts by July 1 to R. M. Barnes, Dept. of
Chemistry, GRC Towers, University of
Massachussetts, Amherst, MA 01003
(413-545-2294).

® 5th Conference on Computer Ap-
plications in Analytical Chemistry
(Compana ’92). Jena, Germany. Aug.
24-27, 1992. The program will consist
of invited lectures and contributed oral
and poster presentations on the follow-
ing topics: chemometrics for environ-
mental analysis and monitoring, prin-
ciples of artificial intelligence in ana-
lytical chemistry, statistical data
analysis, multivariate experimental de-
sign and optimization, structure-activ-
ity and composition—quality relations,
simulation and modeling of processes,
evaluation of spectroscopic and chro-
matographic data, computer-coupled
hyphenated methods in analytical
chemistry, laboratory automation and
information management, and princi-
ples of image analysis in analytical
chemistry. Authors wishing to contrib-
ute oral or poster presentations should
request information from K. Danzer,
Friedrich Schiller University Jena, In-
stitute of Inorganic and Analytical
Chemistry, Steiger 3, Haus 3, DDR-
6900 Jena, Germany. Preliminary ap-
plications should be submitted by June
1991.

New
edition!

Choosing a graduate school?
Need to know who’s doing
research critical to yours?

The ACS

Chromatography
Data System

Full-Featured,
PC-Based Packaged

Directory of
Graduate Research
need on chemical research 1989

and researchers at univer- | ;.00
sities in the U.S. and Canada {yhhond

. .. in a single source. L e 325,00

All the information you

o Contains a wealth of facts on 683 academic departments, 11,938
faculty members, and 68.276 publication citations.

o Includes listings for chemistry, chemical engineering,
pharmaceutical/medicinal chemistry, clinical chemistry, and
polymer science.

e Lists universities with names and biographical information for
all faculty members, their areas of specialization, titles of papers
published in the last two years, and telephone numbers, FAX
numbers, and computer addresses.

Call toll free (800) 227-5558 and charge your credit card. In
Washington, DC, call 872-4363. Or order from: American
Chemical Society, Distribution Qffice Dept. 705, P.0. Box 57136,

West End Station, Washington, DC 20037. 705

If you need the power of advanced PC-based
chromatography data handling, but have a tight
budget — the Chromatic™ system is for you. Here
are just some of the advanced features of Chromatic!

o Post-run reintegration

e Interactive graphics

e Zoom function

o Selectable baseline sirategies

o 5 chromatogram overlay capability

Call us today for a brochure and demo diskette
toll-free at 800-247-7613.

LACHAT

INSTRUMENTS

6645 West Mill Road
Milwaukee, WI 53218 USA
Phone: 414-358-4200 FAX: 414-358-4206

CIRCLE 80 ON READER SERVICE CARD
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Chromatography, MS, IR and Raman
Spectroscopy, and the Determination of
Molecular Weight and Ghemical

Composition

Chromatographic Analysis of Pharma-
ceuticals. John A. Adamovics, Ed. ix +
688 pp. Marcel Dekker, 270 Madison
Ave., New York, NY 10016. 1990. $125

Reviewed by Lawrence A. Pachla,
Sterling Research Group, Malvern, PA
19355

This monograph is directed at chemists
with responsibilities in the areas of an-
alytical research and development,
pharmaceutics, quality control, and
manufacturing. It provides a compre-
hensive overview of the chromato-
graphic methods of analysis for phar-
maceuticals. It is divided into four ma-
jor sections: Section 1, Regulatory
Considerations; Section 2, Sample
Handling; Section 3, Chromatographic
Methods Development; and Section 4,
a comprehensive tabular review of
available chromatographic methods for
pharmaceuticals.

One strength of the book is the dis-
cussion of regulatory requirements for
the chromatographer. This topic is
rarely covered in other monographs
and is a definite attribute. This section
provides an overview of which regula-
tory considerations should be evaluat-
ed when developing a method, rather
than a mere compilation of regulatory
acts. Section 2 discusses sample pre-
treatment and automation of methods.
The contributors have attained their
objective, which is to address those
manual and automated approaches
that have an impact on providing sam-
ple pretreatment for optimum method
performance.

Section 3 discusses the various as-
pects of materials, hardware, detection,
sampling, and applications associated
with TLC, GC, HPLC, and headspace
analysis. The authors do not review
theory in depth but discuss the topics
from a practical point of view. Because
of this approach, the practicing chro-
matographer will find these chapters
useful.

The major portion of this monograph
is Section 4, which reviews the applica-
tion of chromatographic techniques in
pharmaceutical analysis. Approxi-
mately 400 pages are devoted to the
tabular review of available chromato-
graphic pharmaceutical methods. The
literature cited indicates that 1137
manuscripts have been reviewed. The
majority of references were published
prior to 1985. Less than 4% of the cita-
tions date to the period 1986-87. This
section will quickly become outdated.
Nevertheless, it is a valuable feature at
present.

Introduction to Infrared and Raman
Spectroscopy, 3rd ed. Norman B.
Colthup, Lawrence H. Daly, and Ste-
phen E. Wiberley. xii + 547 pp. Aca-
demic Press, 1250 Sixth Ave., San Die-
go, CA 92101. 1990. $70

Reviewed by Chris W. Brown, Depart-
ment of Chemistry, University of
Rhode Island, Kingston, RI 02881

During the developmental years, inter-
pretation of IR spectra became almost
an art form. There were a number of
superb practitioners of this art who ap-
parently learned their trade by inter-
preting many, many spectra. Most of
these experts worked in industrial lab-
oratories and had access to spectra of
derivatives of similar molecules, which
aided in their understanding of the
spectra.

During this same period (the late
1940s and 1950s), many publications
appeared on the assignments of IR
spectra of organic molecules. These
were closely followed by a rash of publi-
cations on the force constants of mole-
cules. The practical and useful knowl-
edge of vibrational spectroscopy was
beginning to unfold.

By the 1960s spectra of enough com-
pounds had been measured and inter-
preted to allow correlations to be made
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between the spectra and molecular
compositions. The primary correla-
tions were between the appearance of a
band in a certain frequency range and
the presence of a functional group in a
molecule. Eventually, these correla-
tions led to a set of rules for interpret-
ing spectra.

The primary objective of this book is
to convey the rules and correlations to
the novice and to those of us who have
an occasional need for interpreting
spectra. However, it is also an excellent
reference for those more experienced in
interpretation. The first edition, pub-
lished in 1964, brought together a large
body of information into one well-writ-
ten and well-conceived book. I would
say that my copy of that edition has
been the most used book in my library.

The newest edition contains some
useful improvements over the earlier
ones. Previously, Raman spectroscopy
appeared in the title as well as in the
theory and experimental sections, but
Raman spectra were noticeably lacking
in the chapters on interpretation. The
emphasis is still on IR; however, Ra-
man plays a larger role and some nice
examples are presented.

I have emphasized the spectral inter-
pretation aspects of the book, but it
contains much more. In fact, it has all
of the ingredients for an excellent in-
troductory text on IR (and Raman)
spectroscopy. The first chapter pre-
sents a splendid discussion of the basic
aspects of vibrational and rotational
spectra. The approach is from the clas-
sical mechanical point of view, but it
conveys to the novice a basic picture of
the relationship between energy and
the fundamental motions of molecules.
For those desiring a greater under-
standing of vibrations, detailed theo-
retical aspects are discussed at the end
of the book in Chapter 14.

Experimental considerations of IR
spectroscopy are covered in Chapter 2.
The coverage is at the level of a general
instrumental analysis text and proba-



bly should have been left to that
source. Chapter 3 does a good job of
covering molecular symmetry and its
applications to vibrational spectra.
This is important for future users.

Chapter 4, on the vibrational origin
of group frequencies, is the pivotal
point of the book. Here, theory meets
application, and the basic rules for
spectral interpretation are developed.
The authors’ many years of experience
are conveyed to the reader in simple
and understandable fashion. They con-
nect the spectral bands to the motions
of molecules and show the dependence
on masses, bond strengths, adjacent
atoms, and groups. The authors start
with the motions of diatomics and
“build” larger and larger vibrating
structures.

Chapters 5 through 11 cover the ma-
jor organic functional groups contain-
ing C, H, O, and N, whereas Chapter 12
covers groups containing B, Si, P, S,
and halogens. In these chapters the
correlation and/or lack of correlations
are discussed. The individual discus-
sions are brief but very useful in help-
ing to sort out the spectrum of a com-
plex molecule.

The famous IR correlation charts,
which consist of spectra of bars indicat-
ing the appearance of a band related to
aparticular group, are given in Chapter
13. These are useful, but even more
practical are the 624 miniature IR
spectra and 36 miniature Raman spec-
tra of organic molecules. As the novice
matures in the art of interpretation,
the pages containing these spectra will
be the most used of the entire book.
They provide understanding and help
in problem solving. Often, the spec-
trum one is trying to interpret will not
appear in the figures, but many of the
key features can be identified by flip-
ping through the pages of spectra.

This book should be on the desk of
every spectroscopist and everyone in-
volved with IR and Raman spectra of
organic molecules. In addition, it is a
great starting place for anyone inter-
ested in learning about vibrational
spectroscopy.

Determination of Molecular Weight.
Anthony R. Cooper, Ed. xiv + 526 pp.
John Wiley & Sons, 605 Third Ave.,
New York, NY 10158. 1989. $95

Reviewed by Howard G. Barth, Cen-
tral Research & Development, E. I. du
Pont de Nemours & Company, Experi-
mental Station, P.O. Box 80228, Wil-
mington, DE 19880-0228

The determination of average molecu-
lar weights and molecular weight dis-

tribution of polymers is a fundamental
measurement needed for polymer
characterization. Although size-exclu-
sion chromatography (SEC) is perhaps
the premier technique for rapidly mea-
suring these parameters, there are also
available a number of classical ap-
proaches and new techniques. The pur-
pose of this multi-authored book is to
provide a survey of these methods. The
major techniques covered include os-
mometry, light and neutron scattering,
ultracentrifugation, viscometry, frac-
tionation, chromatography, mass spec-
trometry, NMR, and FT-IR.

For the most part, each chapter in-
cludes theory, instrumentation, and
application sections. Coverage general-
ly ranges from brief surveys to compre-
hensive treatments. Pertinent refer-
ences, extending to 1986-87, are given.

.
provides

IIT

excellent
survey of
current
techniques that
are available. )

his book

Most chapters are well written; how-
ever, a number of typos were noticed,
including a misplaced line in the mid-
dle of a paragraph. Several chapters
use the term “daltons” to describe mo-
lecular mass, rather than the accept-
able terminology “g/mol.”

Chapter 1 (A. R. Cooper) briefly lists
definitions of molecular weight aver-
ages and distribution functions; it is
not very informative, especially for a
leadoff chapter. Chapter 2 (Cooper)
provides a short overview on the use of
colligative properties and end-group
analysis for the determination of num-
ber-average molecular weight. Vapor
pressure osmometry is covered in
Chapter 3 (C.E.M. Morris), although
not very extensively. Membrane os-

mometry, treated in Chapter 4 (H.
Coll), is a comprehensive survey of the
subject and includes a number of prac-
tical suggestions.

Chapter 5 on light scattering (B.
Chu) is an advanced treatment of the
subject. The emphasis is on the use of
both static and dynamic light scatter-
ing measurements to estimate molecu-
lar weight distributions. Unfortunate-
ly, practical limitations of the tech-
nique are not discussed in detail. Also,
the determination of radius of gyration
is only briefly mentioned.

The use of neutron and X-ray scat-
tering to measure molecular weights is
reviewed in Chapter 6 (R.W. Rich-
ards). Although the author stresses
that neutron and X-ray scattering are
best employed for determining struc-
tural information, the chapter, which
focuses primarily on neutron scatter-
ing, does provide an excellent overview
of these techniques and their compari-
son to light scattering. One serious er-
ror, however, is a statement in the in-
troduction claiming that it is doubtful
if the radius of gyration can be ob-
tained for random polymers of < 5 X
10° g/mol. With present-day laser light
sources, the lower limit is closer to 1 X
10 g/mol.

Chapter 7 (A.R. Cooper) is a good
survey of ultracentrifugation of syn-
thetic polymers. Topics include equi-
librium sedimentation, density gradi-
ent, and sedimentation velocity meth-
ods. Although ultracentrifugation has
been almost supplanted by SEC, the
author demonstrates the usefulness of
this technique in a variety of applica-
tions.

Chapter 8 (K. Kamide and M. Saito)
represents one of the more comprehen-
sive treatments of intrinsic viscosity
available; the authors are to be com-
mended for their clear and well-written
discussions. Coverage includes most
aspects of dilute solution viscosity
measurements. Also included is an ap-
pendix containing the derivation of
Einstein’s viscosity equation and the
Kirkwood-Riseman theory.

Polymer fractionation based on solu-
bility differences is covered in Chapter 9
(K. Kamide and S. Matsuda). Theory
and applications of this classical ap-
proach are adequately reviewed; howev-
er, the long and tedious derivation of
several equations was unnecessary—pri-
mary references would have sufficed. All
fractionation approaches, including tur-
bidimetric titrations, are discussed. It is
unfortunate, however, that the authors
take a rather defensive position when
comparing fractionation techniques to
SEC. It would have been preferable to
treat them as complementary approach-
es, depending on the application.
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Chapter 10 on SEC, authored by
M. C. Styring and A. E. Hamielec, was
a joy to read. The sections on theory,
calibration approaches, and data treat-
ment are concise and well written. A
good overview of aqueous SEC is also
presented. In discussing concentration
effects, the authors cite an outdated
reference, which suggests that injected
sample solutions should have a viscosi-
ty less than twice that of the mobile
phase. Although appropriate for con-
ventional columns, this ratio is not ap-
plicable to high-performance columns
where a relative viscosity of < 1.1 is
typically required.

Chapter 11 (G.S. Greschner) de-
scribes an interesting separation tech-
nique, phase distribution chromatog-
raphy, in which a polymer is separated
on the basis of molecular weight using a
stationary phase of the same chemical
type as the sample. Separation is ac-
complished by operating the system
below the theta temperature of the
sample in the mobile phase. Although
this procedure has been used only for
polystyrene, theory suggests wide ap-
plicability, especially for polymers of
low polydispersities (< 1.01).

The use of sedimentation, thermal,
and flow field-flow fractionation (FFF)
techniques for determining molecular
weight distributions is covered in detail
in Chapter 12 (J.C. Giddings, K.D.
Caldwell, and L. F. Kesner). A number
of useful applications are given; the
most striking is determination of poly-
dispersities of polystyrene as low as
1.008 using thermal FFF.

Chapter 13 (B. E. Richter) is an over-
view of the application of supercritical
fluid chromatography for the separa-
tion of oligomers. Various approaches
using MS to determine molecular
weights of polymers, mainly oligomers,
are reviewed in Chapter 14 (R. P. Lat-
timer, R. E. Harris, and H-R. Schul-
ten). Methods examined include rapid
heating, californium plasma desorp-
tion, secondary ion, field desorption,
electrohydrodynamic ionization, laser
desorption, and thermospray.

The next two chapters deal with the
characterization of insoluble, cross-
linked polymers. Chapter 15 (A. M.
Zaper and J. L. Koenig) contains an ex-
cellent section on the theory of net-
works. Characterization methods dis-
cussed include chemical, thermal, and
spectroscopic approaches. The sections
on solid-state NMR and FT-IR are
quite informative. Chapter 16 (J-P.
Queslel and J. E. Mark) focuses on me-
chanical and solvent-swelling methods
for characterizing insoluble polymers.
Network topology and molecular elas-
ticity theory are covered.

The last chapter, compiled by P. H.

Verdier and L. E. Smith, is a source
listing of commercially available poly-
mer standards of known molecular
weight.

This book provides an excellent sur-
vey of current techniques that are
available for molecular weight mea-
surements. It is not an introductory
text, but should serve as a reference
book for those experienced in this area.
Both analytical and polymer chemists
will find it of considerable value.

Determination of Chemical Composi
tion and Molecular Structure, Part B.
Bryant A. Rossiter and John F. Hamil-
ton, Eds. xi + 971 pp. John Wiley &
Sons, 605 Third Ave., New York, NY
10158. 1989. $150

Reviewed by Philip J. Savickas, Ana-
lytical Sciences Laboratory, The Dow
Chemical Co., Midland, MI 48667

This book, at just under 1000 pages, is
part of a comprehensive collection of
topics for the Physical Methods of
Chemistry series. The series was start-
ed under the title Physical Methods of
Organic Chemistry in 1945 by the late
Arnold Weissberger and is now in the
second edition (fourth overall) under
the current title. This particular work
is part of a two-book volume that is one
of eight projected in this edition cover-
ing many aspects of physical chemis-
try. A comprehensive accumulation of
knowledge such as the full set would
best suit a technical library. For some-
one interested in only one of the topics,
however, each book is self-sufficient.
For convenience, related topics are
generally discussed in the same book.
The contributions of 12 authors on
eight topics were coordinated by Ros-
siter and Hamilton. The chapters in
this book include: Chiroptical Spec-
troscopy, Determination of Dipole Mo-
ments in Ground and Excited States,
Static Magnetic Techniques and Ap-
plications, Electron Spin Resonance,
New Nuclear Magnetic Resonance Ex-
periments in Liquids, Gas Chromatog-
raphy, Size-Exclusion Chromatogra-
phy, and Field Flow Fractionation.
The book provides, for technically
trained scientists, an introduction to
the topics discussed along with suffi-
cient bibliographical information to
supply further resources for the rea-
ders’ advancement. I would call this
work more than just an appreciative
treatment, as the serious reader will
use it as a fundamental introduction
and guide toward further information.
The book excels with a thorough yet
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concise treatment of each topic.

One challenge to the editors is to
coach the authors in providing a consis-
tent, accurate, and relevant introduc-
tion without getting lost in the details
of current research. The editors state in
their preface that the use of selected
applications by the authors is intended
to complement the basic theory and de-
scriptions, and to illustrate the tech-
niques’ capabilities and limitations. I
liked this approach because many
readers will be using the book for prac-
tical applications as well as for academ-
ic reasons.

Bibliographies are critical in compi-
lations such as this. Although the basis
of any subject can be discussed without
reference to current literature, the
deeper understanding of any technical
topic constantly changes and applica-
tions certainly require timely refer-
ences. The book’s references generally
extend through 1984 with a few in 1985,
which makes it a bit dated in terms of
current understanding and applica-
tion. This generally will not be to the
readers’ disadvantage, as the book is
intended to provide a basis rather than
a current overview. The bibliographies
are very good; some authors provide
not only a list of references but also
suggestions on textbooks, journals, and
data compilations, as well as further
representative applications.

This book competes with many other
sources of information on these topics.
These sources range from current re-
view articles to full textbooks. The
book under review cannot, by its self-
imposed physical constraints, compete
with all these other sources. Not every-
one will find this format to be ideal or
even appealing. I did, however, and the
book, in fine fashion, fills a valuable
niche in depth of coverage and conve-
nience.

A Computer-Assisted Chromatography
System. Kiyokatsu Jinno. viii + 271
pp. Hithig Buch Verlag GmbH, Im
Weiher 10, Postfach 10 26 40, D-6900
Heidelberg, Germany. 1990. $70

Reviewed by Edward J. Kikta, Jr.,
FMC Corporation, P.O. Box 8, Prince-
ton, NJ 08543

A Computer-Assisted Chromatogra-
phy System by Kiyokatsu Jinno offers
the reader an interesting insight into
the development of a microcomputer-
based chromatography system. The
author develops a system that inte-
grates four highly important predictive
and/or organizational concepts: reten-
tion prediction, optimization of separa-



tion conditions, a database, and auto-
matic solute identification. The goals
of this monograph are lofty, and suc-
cess, in a limited manner, is achieved.

The organization of this book is very
similar to a thesis for an advanced de-
gree. This serves both as an asset and as
a detriment. The author often switches
between computer-related and chro-
matographic concepts. In one sense
they must be interrelated, but the pre-
sentation does not effectively show the
relationship.

Chapters 1 and 2 (the introduction
and description of a database system)
are too brief given the import of the
topics at hand. The use of PAHs as a
model system for retention behavior,
however, is an excellent choice.

Chapter 3, in this reviewer’s opinion,
is the heart of the book. In fact the bulk
of Chapter 3 with some inclusions from
Chapter 5 would make an excellent
review article, one that would be much
tighter and to the point. The work with
phenylthiohydantoin amino acids
should be expanded upon in a future
edition of this book.

Chapter 4, which reviews detection
systems, is much too brief and out of
place in this book; the concepts are cov-
ered in significantly better depth in
many publications. A liberal paragraph
in the introductory chapter referring to
this topic would have been sufficient.
An appendix containing 62 pages of
BASIC code is not particularly useful
to most readers and is unnecessary to
most.

This book is a good attempt at tack-
ling a very relevant topic in chromato-
graphic automation, namely integrated
systems, but it falls somewhat short of
its goals. It is not generally useful to the
practicing chromatographer but will be
useful to systems developers whether
they are programmers or chromato-
graphers.

Biomedical Applications of Mass Spec-
trometry, Vol. 34. Clarence H. Suelter
and J. Throck Watson, Eds. xiii + 396
pp. John Wiley & Sons, 605 Third Ave.,
New York, NY 10158. 1990. $45

Reviewed by Richard B. van Breemen,
Department of Chemistry, Box 8204,
North Carolina State University, Ra-
leigh, NC 27695-8204

Volume 34 of the series “Methods of
Biochemical Analysis” differs from the
previous volumes by focusing all the
chapters on a particular analytical
technique instead of covering a variety
of methods. This volume contains five
chapters, the first of which is an intro-

duction to instrumentation and data
interpretation. The next four chapters,
each written by an expert in the field,
discuss applications to carbohydrate
analysis, peptide sequencing, analysis
of nucleic acid components, and phar-
macology.

The editors state that this book is
intended to serve as a reference for a
course in MS applied to biology. In this
regard, the text fills a significant void
by providing chapters on the analysis
of several specific classes of biological
compounds that are accessible to stu-
dents of MS. The requirements of sam-
ple purity, quantity, and handling, as
well as methods of derivatization, are
discussed in great detail, followed by
careful interpretation of the resulting
mass spectra with an emphasis on
structure determination. Researchers
who are not mass spectrometrists but
are interested in the structural deter-
mination of carbohydrates, peptides,
or nucleic acid components or in the
pharmacology topics of drug metabo-
lism, pharmacokinetics, and detection
and quantitation of pharmaceuticals in
biological samples would also benefit
by reading the appropriate chapters of
this book. Even experienced mass spec-
trometrists should learn some new
methods, since few will be experts in
the analysis of all types of samples.

The introductory chapter provides
an overview of instrumentation, ioniza-
tion methods, and data interpretation.
Although it is necessarily concise, per-
haps the desorption ionization tech-
niques and mass analyzers that are
mentioned in later chapters should
have been discussed more completely.
Laser desorption and Fourier trans-
form mass spectrometers are not dis-
cussed, although they appear as exam-
ples in the chapters on peptide se-
quencing and nucleotides.

The chapters on the analysis of spe-
cific classes of compounds provide de-
tailed accounts of procedures for sam-
ple preparation and analysis by classi-
cal as well as more recent techniques.
Numerous examples are discussed, and
extensive bibliographies that include
many reviews as well as original papers
through 1988 are provided. The book
contains a complete author index for
all references and a less complete but
satisfactory subject index. The chapter
on pharmacology includes interesting
applications of MS to the identification
of drug metabolites and drug detection
in biological fluids, but it lacks the
tight focus on the analysis of a particu-
lar class of compounds found in the
other applications chapters. Detailed
accounts of sample preparation and
data analysis are not presented, but
numerous examples of quantitation us-

ing MS and the use of MS in medicine
are provided. Therefore, it is indis-
pensable as a textbook detailing bio-
medical applications of MS.

Although every chapter contains ex-
amples from the author’s own laborato-
ry, many others are discussed that were
published by other researchers. These
examples are typically presented with
original mass spectra. For some reason,
the chapter on MS of nucleic acid com-
ponents contains no figures or spectra
from laboratories other than that of the
author. Noticeably absent from this
chapter are spectra of oligonucleotides
using fast atom bombardment, tandem
MS, plasma desorption MS, and LC/
MS, all of which are discussed in the
text.

The main problems with this book
are the limited number of classes of
biological compounds that are dis-
cussed and the timeliness of the cited
references. Although the applications
of MS to the analysis of carbohydrates,
peptides, and nucleic acids are vitally
important to biology and medicine,
other significant topics have been over-
looked. An important addition would
have been a chapter on lipid analysis by
MS that discussed compounds such as
fatty acids, acylglycerols, and phospho-
lipids. Another chapter might have in-
cluded the analysis of steroids and bile
acids.

Mass spectrometric instrumentation
and techniques for biomedical applica-
tions are advancing so rapidly that, by
the time of publication, any text in this
area will be outdated. This book is no
exception. For example, the introduc-
tory chapter states that plasma desorp-
tion MS has been used to measure the
highest molecular weight compounds,
in excess of 25000, and cites a 1988
reference. The chapter on peptide se-
quencing (slightly more up to date)
cites another 1988 reference in which
the mass of bovine serum albumin
(MW 67 000) was determined by using
matrix-assisted laser desorption MS.
By 1989, papers were published that
reported the observation of molecular
ion species of proteins weighing up to
250 000. In 1990, this mass range ex-

ceeded 300 000 daltons.
Other recent advances that are not
discussed in this book include

LC/MS applications such as electro-
spray, SFC/MS of carbohydrates, and
continuous flow-fast atom bombard-
ment MS of oligonucleotides. Although
new methods, applications, and instru-
mentation have been reported since
this book was written, the basic
methodology discussed in all of the
chapters will remain in widespread use
for at least several more years if not
indefinitely.
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Personal

Dosimeters:
Analytical
Chemistry
on a Lapel

isotopes, a film badge is often stan-

dard wearing apparel. The badge
provides the wearer with an individual-
ized measure of radiation exposure.
Over the last decade other personal do-
simeters, small lightweight collection
devices that can be easily worn or car-
ried, have been developed for airborne
volatile organic compounds (VOCs)
and particulate contaminants in the
workplace. That same concept of indi-
vidual measurement is now being ex-
tended to determine a wider range of
potentially harmful agents, in both the
workplace and the community.

“It is driven by the EPA’s [Environ-
mental Protection Agency] desire to
measure direct human exposures to
contaminants at levels 10 to 1000 times
lower than before,” explains Paul Lioy,
director of the Exposure, Measure-
ment, and Assessment Division at the
University of Medicine and Dentistry
of New Jersey. In particular, EPA is
interested in measuring contaminants
in home atmospheres and those associ-
ated with personal activities, which are
found at much lower levels than in
workplace environments. By combin-
ing information on home atmospheres
with data on workplace and outdoor
pollutants, public health researchers
hope to gain a measure of total human
exposure to various contaminants (I).

F or anyone who works with radio-

Currently, says Lioy, about 25 vola-
tile organics can be measured by per-
sonal dosimeters. “That is a small suite
of compounds. We need to be a little
more clever.” In particular, inorganics
such as chromium species and semi-
volatile organics such as polyaromatic
hydrocarbons (PAHs) are not easily
measured by personal dosimeters.

The design of these personal sam-
plers can be broadly divided into pas-
sive and active (pump-driven) types.
Passive samplers are lighter and sim-
pler than active devices and generally
require longer sampling periods to col-
lect sufficient samples for analysis.
Passive samplers depend on either per-
meation- (onto a membrane) or diffu-
sion-controlled collection.

FOCUS

Diffusion-controlled passive sam-
plers are designed with a gap between
the inlet and the collection medium.
This gap may include filters or well-
defined channels between the environ-
ment and the sorbent material, provid-
ing a region of quiet air. Mass transport
in this area occurs solely by diffusion,
offering a mathematical model for sam-
pling rate. For instance, if the ratio of
the length to diameter of the diffusion

channel is at least eight, Fick’s first law
determines mass flow (2).

Several different sorbents can be
used to collect pollutants in these sam-
plers, although Tenax (porous 2,6-di-
phenyl-p-phenylene oxide) appears to
be the most popular. Tenax quantita-
tively absorbs a host of VOCs at ppb
levels, remains inert, and has a low af-
finity for water. Analytes are desorbed
by heating Tenax to 150 °C or higher
(the material also displays good ther-
mal stability), typically in a He flow,
and are collected in a cold trap for sub-
sequent analysis by GC or GC/MS. Un-
fortunately, to obtain quantitative re-
sults all of the analyte must be de-
sorbed and collected in a cold trap.
Thus sample tubes must be handled
with care.

In the future, says Lioy, supercritical
fluid extraction (SFE) may replace
thermal desorption. Preliminary ex-
periments with supercritical CO; have
shown quantitative recovery of PAHs
from Tenax (3). Besides extracting less
volatile organics, SFE offers the possi-
bility of using only a fraction of the
sorbent for analyte extraction, retain-
ing the remainder for different or re-
petitive measurements.

The other commonly used sorbent is
activated charcoal, which retains many
of the same VOCs as Tenax. However,
charcoal has a greater affinity for water
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and higher desorption temperatures.

The chief limitation of any sorbent
centers on how much of a particular
pollutant it can retain. Because of the
small quantities of sorbent involved in
these studies, generally <0.5 g, re-
searchers measure retention in terms of
breakthrough volumes. Related to re-
tention volumes, the breakthrough vol-
ume is defined as the volume at which
an analyte flowing steadily over the ad-
sorbate saturates the material and ap-
pears in the tube’s effluent. This value
is often recorded as liters of analyte per
gram of sorbent. As a rule, compounds
with low boiling points, such as n-pen-
tane or CCIL3F, or high polarities, such
as methanol, have low breakthrough
volumes (< 80 L/g) on Tenax.

Fortunately, several important
VOCs such as benzene, toluene, and
benzaldehyde have high breakthrough
volumes on Tenax. For instance, a re-
cent British study of styrene vapor re-
tention on a commercially available
passive sampler (90 mm long with a
5-mm id.) loaded with 200 mg of
Tenax found that the rate of uptake
began to drop only after more than 5 h
of exposure. In this study, the styrene
air concentration in an occupational
setting was 70 ppm and desorption con-
ditions were 250 °C for 10 min with
analysis by GC. Field studies of the
sampler demonstrated that the coeffi-
cient of variation for workplace styrene
measurements is about 6% (4). It re-
mains to be determined how it will per-
form at the ppb range found outside
the workplace. :

One factor that can influence mea-
surements is the presence of strong oxi-
dizers in ambient air. For example, al-
though Tenax does not retain ozone, it
has been shown that this reactive gas
can convert bound styrene into benzal-
dehyde or benzoic acid (5).

Polar molecules require a different
type of sorbent. One example from Ja-
pan is a model diffusive personal sam-
pler for acetone vapors in occupational

settings. In a simple experiment, 3 mL
of water were used as the sorbent and a
syringe as the holder. A porous poly-
propylene membrane allowed only low
molecular weight vapors to pass into
the water, and a 2-cm glass fiber filter
paper provided the diffusion gap. Ac-
cording to the researchers, acetone in
atmospheric concentrations ranging
from 200 to 1000 ppm is steadily and
linearly absorbed by this sampler for

periods up to 8 h (6).
ombining

‘C
sorbents

leads to a more
versatile passive
sampler. 33

Combining several sorbents creates a
more versatile passive sampler (Figure
1). In one study, airflows were directed
sequentially across three sorbents:
Tenax, Ambersorb XE-340 (a pyrocar-
bon-modified charcoal), and activated
charcoal. The latter two sorbents are
better suited for collecting low-boiling
organics than Tenax, with the trade-off
of greater water retention.

This multisorbent sampler was as-
sembled in a 203-mm tube with 14 mm
of glass beads in the inlet. Silanized
glass wool separated the three sor-
bents, which were loaded in respective
amounts of 85.5, 167, and 48 mg. After
exposure, the analytes were purged
from the sorbents for several minutes
at 275 °C. GC and GC/MS were em-
ployed for analysis. In a series of field
tests, researchers found that for a num-

ber of representative low-boiling or-
ganics at ppb levels, such as 1,1,1-tri-
chloroethane and ethylbenzene, the
typical accuracy of this passive sampler
was +5% (7).

Measurements of radioisotopes re-
quire somewhat different techniques.
For instance, personal aerosol samplers
containing activated charcoal have
been used for “grab sampling” of Rn.
The captured isotope is measured by
its vy emission, and that value is gener-
alized to an entire area. Radon daugh-
ters are measured in a similar manner
by capture on a filter.

One obvious weakness of passive
samplers is that humans actively sam-
ple air. A person generally inhales
about 20 L/min. Portable, battery-op-
erated pumps worn on a belt can typi-
cally pull about 2-4 L/min through
personal samplers. “The idea is to get a
representative, high-volume sample,”
explains John Johnson, manager of Pa-
cific Northwest Laboratory’s Health
Physics Department.

Johnson recently published a study
of an active sampler used by workers
who handle and process a-emitting
radioactive fuels. The sampler consist-
ed of a particle-collecting Millipore fil-
ter head worn on the lapel or shirt
pocket that is connected by a flexible
hose to a commercial pump. Typically,
particles in the range of 0.1-10 pm (ac-
tivity median aerodynamic diameter)
are collected. After sample collection
the filter is placed in an « spectrometer
to determine exposure. The « energy
spectrum identifies the various iso-
topes, providing health officers with a
detailed picture of exposure. For in-
stance, 238Pu carries a greater health
risk than 233U.

In addition, the filter can be sand-
wiched between two damage track de-
tectors, which then are electrochemi-
cally etched. This provides a crude esti-
mate of particle size and has a bearing
on total exposure calculations for the
worker (8).

Sample enters
and leaves
this end of tube

e =
\
Glass wool plugs )’J

Figure 1. Schematic of a passive sampler employing three sorbents.

(Courtesy Envirochem, Inc.)
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Figure 2. Schematic of a personal sam-
pler with an annular denuder.
(Adapted with permission from Reference 10.)

To discriminate between different-
sized particles, another device for ac-
tively collecting airborne material re-
lies on a nozzle-shaped inlet backed by
a circular membrane filter. A laminar
airflow is pulled in through the nozzle,
which narrows to a 4-mm diameter.
The sampler then opens to a filter as
large as 50 mm in diameter. Large par-
ticles are carried by inertia to the cen-
ter of the filter, whereas small particles
follow the airflow toward the edges.
Particles on the order of 1-10 ym are
sorted by size. The collected particles
can then be further analyzed by X-ray
fluorescence. A prototype of this sam-

pler weighs 200 g, not including the
porzable pump (9).

For measuring particulates in out-
side air and contaminants in home at-
mospheres, a sophisticated active sam-
pler with an annular denuder was re-
cen-ly designed (Figure 2). The inlet of
the sampler measures 5 cm in length
with a 0.8-cm i.d. and is coated with
Teflon. Air is fed through the inlet and
intc an acceleration jet, a 1.1-cm-long
tube with an id. of 0.25 cm. The jet
impacts a porous glass disk that cap-
tures particles. At a flow rate of 4 L/
min, the disk has a 50% aerodynamic
parricle cutoff of 2.5 um.

The flow then passes through the an-
nular denuder, a double-walled cylin-
der. By coating the cylinder with citric
acid, ambient ammonia (in outside air)
or nicotine vapors from tobacco smoke
(in indoor air) can be trapped for anal-
ysis. Eliminating ammonia protects the
analysis of the generally acidic parti-
cles. However, a basic coating such as
sodium carbonate offers the possibility
of collecting acidic contaminants such
as HNO; or HNOj instead.

Following passage through the de-
nuder, the air sample flows through a
filter pack. A Teflon filter collects the
fine particles. To trap any nicotine va-
por that passes through the denuder, a
second glass fiber filter coated with cit-
ric acid is added.

Ammonia trapped on the denuder
and sulfates on the particles are deter-
mined by ion chromatography. Nico-
tine is extracted with a NaHCO3-water
mixture and, after work-up, quantified
by GC. Tests showed that the sampler
quantitatively collects NHj at ppb lev-
els during a 24-h collection period and
95% of airborne nicotine at levels of 40
and 170 pg/m? over 1-6-h periods (10).

Personal samplers can even be
“smart.” A sampler designed in Swe-
den uses a microprocessor to change
particle collection filters (11). This ac-
tive sampler draws air into it at 0.4 L/
min. Heavy particles impact on a thin
foil, whereas smaller particles are
swept past and collected on a Nucle-
pore filter. The filters are mounted on
wheels with 18 collection spots. The
wheels can be turned at regular timed
intervals to introduce fresh filters for
collecting, or when a pressure trans-
ducer detects a pressure drop caused
by clogged filters. The microprocessor
keeps track of sampling time. The col-
lection device weighs < 300 g, and the
additional weight of the pump and as-
sociated electronics is carried on a belt.

A somewhat different smart dosime-
ter comes from Japan. Unlike the de-
vices discussed thus far, this y-ray do-
simeter (12) measures fields and not
airborne contaminants. It includes a

microprocessor powered by a 1.3-V Ni—
Cd rechargeable battery, providing
15 h of continuous operation. The de-
vice weighs just 175 g and measures 116
X 71 X 19 mm.

To conserve power, the microproces-
sor operates only 50 ms every minute,
drawing less than 9 mA: An 8-kbyte
memory stores worker name and iden-
tification number, date of birth, medi-
cal details, and other personal data. As
the worker enters the plant, time and
date are recorded in the memory. The
integrated dosage is then updated
when the worker leaves. An RS-232
port allows health officials to access the
data through an external computer.

Finally, personal dosimeters can of-
fer real-time analysis. A prototype do-
simeter that responds to neutrons over
arange of 150 keV to 15 MeV has been
reported by Japanese researchers (13).
This device consists of two silicon p-n
junction detectors, one doped with 1B
for measuring neutrons below 1 MeV
(through o particles generated in the
reaction 1°B[n,e]’Li). A polyethylene
moderator improves the sensitivity to
intermediate-energy neutrons.

As personal dosimeters evolve and
become more user-friendly, they will
provide a clearer picture of how envi-
ronmental and workplace contami-
nants affect our health. Restricted in
weight, size, and power, they also offer
a challenge in designing analytical de-
vices. Alan R. Newman
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NEW PRODUCTS

Model 680D spectroscopic workstation
provides high-speed data acquisition and
digital signal processing. The system
contains a Motorola DSP56001 proces-
sor chip that allows total spectral pro-
cessing of a 64K transform interfero-
gram in 3 s. Nicolet 201

Instrumentation

Detector. Model 486 tunable absor-
bance detector includes a wavelength
range of 190 to 600 nm, automatic cali-
bration, and a programmable lamp
standby feature. Cells are available for
microbore, analytical, and preparative
applications. Waters Chromatography
Division of Millipore 202

Laser. Innova 328 ion laser system
provides 1-W multiline UV output and
requires only 208 VAC input power.
The actively stabilized optical cavity
uses automatic servo control to contin-
uously optimize the output power of
the system. Coherent 203

0Qil. LABLAN oil/aromatic hydrocar-
bon monitor measures the total oil con-
centration in water or soil samples and
also displays the aromatic hydrocarbon
content. The monitor, which incorpo-
rates a three-wavelength optical sys-
tem, is waterproof and insensitive to
vibration. General Analysis Corp.

204

GC. Pyrojector II is a microprocessor-
controlled, continuous-mode, con-
stant-temperature microfurnace pyro-
lyzing unit that attaches directly onto
the gas chromatograph injector. The
unit is supplied with septum, septum-
less, and Pelletiser injection heads. Sci-
entific Glass Engineering 205

ECR. 9200 ECR system features load
lock, automatic pressure control, sym-
metrical high-throughput pumping up
to 2200 L/s, heated and cooled wafer
platens, 10 gas lines, computer-con-
trolled data acquisition, and ports for
Langmuir probe and optical spectro-
metries. Microscience 206

Thermal analysis. TGA 50 thermo-
gravimetric analyzer measures the
weight change of materials in response
to heat over the temperature range am-
bient to 900 °C. The system accommo-
dates samples up to 50 mg and is sensi-
tive to weight changes of 5 ug. TA In-
struments 207

LC. Marathon AutoSampler is de-
signed for use in pharmaceutical, pet-
rochemical, and environmental HPLC
quality control. Features include 96-
sample capacity, a built-in column
heater, and optional detached key-
board for remote programming and
display. Varian Associates 208

Moisture. MA 50 moisture analyzer
determines moisture levels as low as
100 ppm. Features include a controlled
temperature range of 40-160 °C, five
operating modes, and the ability to
program and store up to 10 drying rou-
tines. Sartorius Instruments 209

Surface analysis. PHI 670 Auger
Nanoprobe includes a magnetic sample
introduction system, an enhanced
ultrahigh vacuum environment that
permits ion beam Auger depth profil-
ing, and an HP Apollo 32-bit UNIX
workstation. Perkin-Elmer 210

Sensors. Integrated microoptical laser
volumetric sensors IMOLV-0.2(LD)
and IMOLV-0.3(LD) feature a sclid-
state laser diode and capillary block as-
sembly. The flow cell is constructed of
borosilicate glass; other wetted sur-
faces are Teflon. Particle Measuring
Systems 211

TOC. SAN TOC analyzer employs con-
tinuous UV promoted persulfate oxi-
dation for complete oxidation and
elimination of interferences with an
IR or a flame ionization detector. Sam-
ple volume is variable up to 20 mL, and
the minimum detection limit is 5 ppb.
Skalar 212
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SFE. CCS 3200P parallel SFE system
allows the simultaneous extraction of
six samples. Features include program-
mable extraction conditions, static and
dynamic extraction, and a reciprocat-
ing 10 000-psi pump. Computer Chem-
ical Systems 213

Photodiode array. InGaAs photo-
diode array ETX 100 MLA 256 is a
100 pm X 12.8 mm array that consists
of 80 X 100 um pixels separated by 50
pm. The dark current and optical re-
sponse are uniform across the array to
within 5% over a minimum of 246 pix-
els. Epitaxx 214

Software

Data analysis. Data Visualizer allows
interactive 3D viewing and animation
of large volumes of scalar and vector
information such as temperatures,
pressures, densities, probabilities, and
velocities. The software runs on graph-
ics workstations from DEC, HP, IBM,
and Silicon Graphics. Wavefront Tech-
nologies 215

Scientific computing. SciencePak isa
subprogram library that includes pro-
grams for mathematics, statistics, and
graphics. A spectroscopy/chromatog-
raphy program is available that pro-
vides algebraic conversion of data, mul-
ticomponent analysis, and Gaussian
and Lorentzian curve fitting. Scientific
Logics 216

Peaks. PeakFit is designed for the
analysis of multiple, overlapping peaks
or functional forms using a state-of-
the-art user interface and a graphical
approach to curve fitting. Twenty-sev-
en built-in functions are grouped ac-
cording to research applications. Jan-
del Scientific 217

LIMS. LabVantage II version 3.12 lab-
oratory information management sys-

Companies interested in a listing in this
department should send their releases
directly to ANALYTICAL CHEMISTRY, Attn:
New Products, 1155 16th Street, N.W.,
Washington, DC 20036.




RFA/2 is a microcontinuous flow analyzer based on microsegmented flow technology.
Designed for multichannel operation, the system can be used to simultaneously
determine up to eight analytes in one sample. Alpkem 223

tem provides storage, retrieval, and
analysis of lab test results. The soft-
ware allows users to view and edit raw
data from an instrument while looking
at the final test result in the database.
Laboratory MicroSystems 218

Chromatography. Chrom/RTG, de-
signed for GC, HPLC, or ion chroma-
tography applications, provides real-
time data collection, peak integration,
report generation, and LIMS compati-
bility. Data can be simultaneously col-
lected from multiple instruments. Lab-
oratory Technologies Corp. 219

Chemometrics. Pirouette is a PC-
based multivariate statistics program
that provides pattern recognition,
modeling, prediction, calibration, clas-
sification, and exploratory data analy-
sis in a windowing, graphical interface.
Infometrix 220

FT-IR. TPH software facilitates the
IR analysis of total petroleum hydro-
carbons in accordance with EPA meth-
od 418.1. The program, which provides
sample tracking, accounting, and hard-
copy spectra, quantitates the absor-
bance at 2931 cm™! and relates that
value to concentration. Midac Corp.

221
ACS Publications and
Services
Principles of Envir tal Analy-

sis. Written to increase understanding
of the factors involved in analyzing en-
vironmental samples, this free booklet
discusses quality control, verification
and validation, precision and accuracy,
sampling, measurements, documenta-
tion, and other topics. 9 pp. 222

U.S. National Chemistry Olympiad.
Free booklet describes U.S. National

Chemistry Olympiad, an ACS program
designed to encourage high school stu-
dents to achieve excellence in chemis-
try. Top students attend a study camp
in Colorado and then compete in the
International Chemistry Olympxad

16 pp. 224

ACS software. Free catalog lists scien-
tific software for IBM and Macintosh
PCs available from the ACS. Programs
for drawing chemical structures, mo-
lecular modeling, and maintaining a
chemical inventory are included. An
order form is provided. 26 pp. 225

Manufacturers’ Literature

Multicomponent analysis. Data
sheet describes the use of UV spectros-
copy and multicomponent analysis
software in pharmaceutical and life sci-
ences laboratories. 16 pp. Beckman In-
struments 226

TLC. Brochure highlights the AMD
system for automated multiple devel-
opment of thin-layer chromatograms.
Principles of operation, features, and
applications are discussed. 12 pp. Ca-
mag 227

Chromatography. Varex Report, Vol.
4, No. 1, includes information on pre-
parative GC, preparative HPLC col-
umns, and applications of the evapora-
tive light-scattering detector. 16 pp.
Varex 228

Analyzers. Brochure describes Stroh-
lein analyzers for carbon, sulfur, oxy-
gen, nitrogen, and hydrogen. Applica-
tions include the analysis of steel, iron,
alloys, cement, coal, oil, and soil. 8 pp.
Standard Instrumentation 229

GC. Brochure highlights the AutoSys-
tem gas chromatograph, designed for

the automated determination of organ-
ic compounds. Sampling, injection, and
hardware components are discussed. 12

pp. Perkin-Elmer

Catalogs

Instrumentation. Catalog includes
balances, calibrators, conductivity me-
ters, controllers, pH meters, recorders,
refractometers, temperature sensors,
timers, and viscosity meters. 44 pp. Ex-
tech Instruments 231

Ion chromatography. Catalog con-
tains instrumentation, columns,
eluants, certified standards, sample-
handling products, metal-free tubing,
and fittings. Column and eluant selec-
tion guides are provided. Alltech Asso-
ciates 232

Filtration. Catalog includes dispos-
able syringe filters for ion chromatog-
raphy and HPLC sample preparation
as well as disposable membrane filter
disks for vacuum and pressure filtra-
tion applications. Anotec Separations

233

Alpha-Q water system produces up to
0.5 L/min of ultrapure water directly
from the tap without pretreatment. Appli-
cations include HPLC, ion chromatogra-
phy, and AAS. Millipore 234

For more information on instrumenta-
tion and software products, and/or to
obtain the free available information on
other listed items, please circle the ap-
propriate numbers on one of our Rea-
ders’ Service Cards.
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In order to characterize the chemistry
of materials on a fine scale, we employ
compositional mapping techniques.
Quantitative compositional mapping
produces images that depict the con-
centrations of elemental and/or molec-

ple, the electron probe microanalyzer,
analytical electron microscope, ion mi-
croprobe, ion microscope, and laser Ra-
man microprobe. A common problem is
that much of the quantitative concen-
tration information is lost when nu-
merical concentration information is
presented in the form of an ordinary
gray scale or color scale image. Ideally,
we wish to simultaneously present both
spatially resolved information and nu-
merical concentration data, often for
two or more constituents.

A/C INTERFACE

ular constituents of a specimen on a
spatial scale of ~1 um or less (I). The
images can be created from a variety of
microanalytical instruments: for exam-

This article not subject to U.S. copyright.
Published 1991 American Chemical Society.

For one constituent, techniques are
available that satisfy the requirements
of spatial and numerical display. De-
piction of positional information as an

image is straightforward—the concen-
tration data are encoded with one of a
variety of gray or color scales. Gray
scale representation coupled with im-
age processing for selective enhance-
ment provides excellent display of
compositional contrast, but it is diffi-
cult for an observer to relate specific
gray levels to particular numerical con-
centration values. The human visual
process is better adapted to viewing
colors. The thermal color scale, which
uses the sequence of colors emitted
from a black body upon heating (deep
red through cherry, orange, and yellow
to white), provides a “logical” color
scale in which particular colors can be
more easily recognized and the approx-
imate corresponding numerical value
identified.

When two or more constituents are
to be presented simultaneously, the
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Figure 1.

Schematic for construction of a CHI.

Pixels in location (20,38) have intensities 50 and 14. Histogram bin (50,14) is incremented for this image

location.

thermal scale cannot be applied. A par-
tial solution to this display problem is
to use primary color overlays in which
the individual constituent images are
superimposed, with each applied as a
primary color (i.e., a separate constitu-
ent is applied to the red, green, and
blue channels of the video display).
Spatial coincidence of two constituents
is revealed by the appearance of sec-
ondary colors; however, information on
relative amounts is lost. In principle,
color scales with varying intensity can
be established to depict relative
amounts, but in practice such scales are
difficult to use and are even more diffi-
cult to transfer to printed media.

To overcome these limitations, we
have adapted the technique of scatter
diagrams and have developed a method
in which the compositional maps are
transformed from spatial to concentra-
tion dimensions. We call this transfor-
mation the Concentration Histogram
Image (CHI) (2, 3).

The CHI is much like a scatter dia-
gram or bivariate histogram, which is
more informative than a one-dimen-
sional intensity histogram (4-6). Un-
like the scatter diagram, the CHI is dis-
played as an image by encoding the fre-
quency information with the thermal
color scale. Also, the image or pixel
representation of the CHI lends itself
to a reverse operation called the “trace-
back” function (explained in detail be-
low), which enables clearer rendering
of both two- and three-dimensional in-
formation.

The CHI provides a direct numerical

view of the concentration or intensity
relationships between two or three con-
stituents. The traceback algorithm
permits rapid determination of the cor-
respondence between features in the
numerical display with specific places
in the original compositional or inten-
sity maps. CHIs complement the nor-
mal primary color overlay composites

and are useful for evaluating data, di-
agnosing experimental problems, and
detecting relationships of concentra-
tions. A similar image analysis tech-
nique—using scatter diagrams but
without traceback—has been applied
by Prutton et al. (7) to intensity maps
generated by Auger electron spectros-
copy.

Producing the CHI

Although the CHI is most often applied
to images representing concentrations
of analyzed constituents, the technique
can be applied equally well to any two
or three registered images, as it is
on our image processing systems (8).
Consider an n X n pixel image for con-
stituent A, represented by an array
with elements a(x,y), each giving a con-
centration or intensity value for A at
location x,y. Also consider a similar im-
age for constituent B with elements
b(x,y) that is in pixel by pixel registra-
tion with image A. The CHI is con-
structed by incrementing an element of
the array h(i,j) where i and j corre-
spond to the values a and b of concen-
tration or intensity for every location
(x,y) in the images. A FORTRAN code
for this procedure is listed in the box on
p. 247 A.

Figure 1 shows this procedure sche-
matically. After the CHI array is calcu-
lated, it is displayed as an image (de-
scribed below). Apart from visualiza-
tion of the array, this procedure is like
the construction of a two-dimensional

Figure 2.  CHI of ion microscope compositional maps of an aluminum-lithium alioy

plotted as a mesh plot.

(Specimen courtesy K. Soni and D. Williams, Lehigh University.)
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Figure 3. The same CHI as Figure 2,
shown as a gray scale image.

or bivariate histogram—or like the
plotting of a scatter diagram with limit-
ed precision—that is, with clumping
the data into bins.

Displaying the CHI

The CHI can be displayed as a mesh
plot, in the way bivariate histograms
are usually plotted (Figure 2), showing
intensity along the vertical axis. How-
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Figure 4. The same CHI as Figures 2
and 3, shown as an image with the ther-
mal pseudocolor scale: 0—black, 1—
red, 2-255—dark orange-yellow—
white.

ever, because the CHI is an array, simi-
lar to the images from which it was
made, it is natural to display it also as
an image (Figure 3).

When displayed with a gray scale,
bins with a few counts are too dim to be
seen against the background. Because
these more diffuse regions may be as

Figure 6. Electron probe maps and corresponding CHlis of a Cu-Ti alloy.

(a) Left: copper map, 128 X 128 pixels. Edge of field is 125 um. Right: Ti map (partly hidden). (b) Color overlay: Cu is red, Ti is green. Edge of field is 125 um.
(c) CHL. (d) Traceback mask image using outlined area in CHI (bottom right). Selected pixels outlined in white in color overlay.
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Figure 5. Simulated microprobe maps
(a and c) and their corresponding CHIs
(b and d).

The maps are shown as color overlays of one im-
age in red and the other in green. Each map has
two phases or regions separated by the wavy
line. Each region in (a) has a constant amount of
the red and the green elements—the color is de-
termined by the predominant element. The map-
CHI pair (c) and (d) includes some noise to simu-
late counting statistics.

interesting as the more compact and
intense regions (higher counts), we can
overcome the limitation of the gray

UVERLAY



FORTRAN code for producing
a CHI
doy=1,n
dox=1,n
i=a(xy)
J= b(xy)
h(i.j) = h(ij)+ 1
end do
end do

FORTRAN code for the
traceback function
doy=1,n
dox=1,n
i=alxy)
J = bxy)
if (i,j) fall within the selected region
of the CHI then
mxy)=1
else
m(xy)=0
end if
end do
end do

scale by displaying the CHI with a
thermal scale (Figure 4) constructed so
that zero count is black, one count is
red, and higher counts range from or-
ange to yellow to white. In this way, the
centers of the high-intensity clumps
are visualized as well as the scattered
bins with only one count each.

This display method also works well
for higher dimensional CHIs. Although
the mesh plot (Figure 2) shows, in a
quantitative way, the relative counts
per bin or relative areas in the original
images, Figure 4 shows more clearly the
relative positions and sizes of clumps
and the individual bins with few
counts. It is also easier to determine
concentration values from Figure 4 us-
ing the axes, and to outline selected
areas for applying the reverse transfor-
mation (traceback).

Properties of the CHI

To introduce some properties of the
CHI, Figure 5 shows compositional
X-ray maps simulated on the computer
to specify the counting statistics. The
first synthetic image consists of two
“phases,” with no variation in apparent
concentration from counting statistics
(Figure 5a). The two phases have a pre-
dominance of either the “red” or the
“green” element and a wavy boundary
between the two. A pixel through which
the boundary passes has “concentra-
tions” calculated from the relative
fractional area of the pixel that is in

either phase. The resulting CHI in Fig-
ure 5b has one point at each of the
concentration values for the two phases
and a line between the points corre-
sponding to pixels on the boundary.
The upper left point in Figure 5b is
high in element green and corresponds
to the green phase. Parts of the yellow
line that are near this point represent
boundary pixels that are mostly in the
green phase. The map-CHI pair, Fig-
ures 5¢ and 5d, is the same as that on
the left except that counting statistics
have been added. The two points
spread out into clumps, and the line
spreads into a diffuse band (Figure 5d).
This CHI looks very similar to actual
experimentally measured systems of
two phases (see Figure 6¢c).

Traceback

Having generated the CHI, the observ-
er is likely to be interested in the rela-
tionship of features recognized in the
CHI to features in the original maps.
This relationship can be discovered
with a modification of the CHI algo-
rithm, which we call the traceback
function. The traceback function se-
lects pixels in the original images on
the basis of intensity correlations; this
is analogous to selecting pixels in a sin-
gle image by setting an intensity
threshold. This function is implement-
ed by marking a mask image, m(x,y)
(Figure 6d), on the basis of regions pre-
viously selected from the CHI. A pixel
in the mask is marked if the corre-
sponding CHI bin lies inside the select-
ed region of the CHL. The FORTRAN
code for the traceback function ap-
pears in the box.

Mask m is a binary image that is in
registration with images a and b and

|

Figure 8.

Figure 7. The effect of resolution on
CHis and one-dimensional histograms.
(a) CHI for the lower resolution (128 X 128 pixels)
maps in Figure 6a. (b) One-dimensional histo-
grams for these maps (colors in overlay and
those of histograms correspond). (c,d) Maps of
same sample area as top, taken at higher resolu-
tion (256 X 256 pixels). Cu—x axis on CHI and
red plot: 44-98 atomic percent. Ti—y axis on CHI
and green plot: 37-67 atomic percent.

that labels the pixels in both images as
corresponding to the selected region of
the CHIL The mask thus selected can be
viewed as an image in its own right, or it
can be used to mark the original maps.

Practical details

Scaling. Many images, especially im-
ages representing concentrations, do
not have pixels with integer values. To
construct a CHI, the pixels are there-
fore scaled to integers ranging from 0 to
255, or to a range matching the dimen-
sions of the CHI array. If the images are
originally integer images with a small
range of values, then care must be tak-
en when scaling to avoid stripes in the

(a) Color overlay of three maps (Ni—red, Fe—green, Si—blue) of elec-

tron probe microanalyzer compositional maps of a diffusion zone at a metal-glass

seal and (b) corresponding CHI.

Edge of field is 25 um. Areas outlined in white on overlay correspond to outlined feature of CHI. Inset:
traceback mask image. (Specimen courtesy J. Mecholsky, Jr., University of Florida.)
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CHI caused by periodically missing
bins or doubling counts in bins. If the
intensity range of the image is on the
order of, or smaller than, the number of
available bins along a CHI axis, it is
best to use the intensities directly or to
scale the images with care.
Comparison of one- and two-di-
mensional histograms at two resolu-
tions. Does the resolution at which the
images are taken affect the appearance
of the CHIs? Figure 6a shows Cu and
Ti electron probe compositional maps
(128 X 128 pixels) of a binary alloy and
Figure 6b shows a color overlay with Cu
inred and Ti in green. We often display
corresponding images as a color overlay
to examine the spatial relationships of
the constituents. The color overlay
shows a boundary between the two
phases that has moderate concentra-
tions of both Cu and Ti. Whether the
boundary is a diffusion zone or an in-
strumental artifact caused by the finite
width of each pixel and the finite elec-
tron interaction volume in which the
X-rays are generated cannot be deter-

o BA

Figure 10.

mined from either the images or the
CHL This is because the boundery is
one pixel [1 um] thick or less. The
width of the interaction volume for the
Cu-Ti alloy at 20 keV is about 1 pm.

Figures 7a and 7b show standard
one-dimensional histograms and CHIs
that correspond to maps in Figure 6a,
whereas Figures 7c and 7d derive from
maps of the same area that were taken
at twice the spatial resolution (256 X
256 pixels). (The higher resolution
maps are difficult to distinguish visual-
ly from the lower resolution maps and
are not shown in Figure 6.) Because the
higher resolution maps have four times
the number of pixels, the correspond-
ing CHI has four times the number of
counts and appears broader, but the
features are essentially the same. Note
that with conventional one-dimension-
al histograms alone, it cannot be de-
termined which phase in one histogram
corresponds to a particular phase in
the other histogram. The CHI shows
this type of correspondence immedi-
ately.

YTRIUM ATOMIC WT%

Figure 9. CHI for electron probe mi-
croanalyzer compositional maps of an
Fe-Ni-Cr alloy with one major phase.
A secondary cluster is seen in front of the pri-
mary cluster in projections on the bottom and left
face of cube; this secondary cluster is not visible
from this viewpoint of the three-dimensional pre-
sentation within the cube.

I | |
50 100 150

COPPER ATOMIC WTY%

MASK

Element maps and the CHI for a small element of a superconducting ceramic integrated circuit.

(a) Ba, Cu, and Y maps and color overlay (labeled in banners). Center strip is conduction barrier. Image width is 125 um. (b) CHI (Y vs. Cu) for two of the
maps on the left. Outlined region corresponds to tendrils. (c) Traceback mask image corresponds o outlined region in CHI. Matching pixels are outlined in
white in bottom half of maps and overlay. Top halves are not outlined to show tendrils better. (Specimen courtesy R. Ono, NIST.)
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Three-dimensional CHIs. The
pseudocolored display of the CHI lends
itself directly to adding another dimen-
sion. Just as the two-dimensional his-
togram is plotted inside a square, the
three-dimensional histogram is plotted
inside a virtual cube and is rendered as
a projection. To present three axes of
concentration data, the only choice
possible for the frequency information
is color encoding. Figure 8a shows a
color overlay for electron probe compo-
sitional maps of a diffusion zone at a
metal-glass seal and the corresponding
CHI is shown in Figure 8b. The CHI is
snakelike in shape and is three-dimen-
sional, taking two sharp turns.

When the histogram is viewed in pro-
jection, there is always a danger of
missing some structure along the line of
sight. Viewing the histogram from sev-
eral angles helps, and presenting the
CHI as a stereo pair (9) works even
better, although the need for special
optical devices to view the stereo pair
makes this approach somewhat im-
practical. A practical way to view the
histogram is to use one, two, or three
ancillary projections onto the rear faces
of the virtual cube. A projection on the
left face is shown in Figure 8b, which
makes it easier to see that the part of
the snake ending near the bottom face
is in fact lying on the bottom face and
not heading upward (increasing in Si
concentration), as might be mistakenly
deduced without the projection. The
white outlines and mask (inset) illus-
trate the traceback function (see be-
low) for this feature.

Another example is given in Figure 9,
which depicts a CHI of a set of maps for
a Fe-Ni-Cr alloy. A small clump of
points is visible in the projections on
the bottom and left face of the cube but
is hidden in the interior of the three-
dimensional presentation within the
cube.

A third possibility is to view a three-
dimensional CHI in a display that per-
mits real-time rotation of the plot.
Such a display, when in motion, pro-
vides a feel for the shape of the plot and
allows searching from arbitrary view-
points for features of interest.

Examples of the traceback function

The traceback feature identifies which
areas of the image correspond to which
features of the CHI. As an illustration,
Figure 10a shows Ba, Cu, and Y elec-
tron probe microanalyzer composition-
al maps and the color overlay for a
superconducting thin-film circuit
element. There are tendrils of Cu
stretching across the vertical band in
the center that is supposed to be Cu-
free. These tendrils are not seen on the

color overlay and are barely visible as
depletions in the Y map. We wished to
select the tendrils from the rest of the
image. Inverting the Y map of Figure
10 shows the tendrils to a degree, but it
also shows the large darker areas on
both sides of the band.

From inspection of the maps, the
tendrils were presumed to be high to
intermediate in Y and low (but not
zero) in Cu. The outline for such an
area is shown in white on the CHI (Fig-

ure 10b), and the traceback is shown as
a mask in Figure 10¢ and as outlines in
Figure 10a. The tendrils are outlined
along with pixels on the other side of
the strip, which suggests a similar pro-
cess at an earlier stage; this feature was
missed in the previous figures.

Figure 11 shows the traceback ap-
plied to the projection of a CHI. Al-
though (strictly speaking) one should
outline parts of this three-dimensional
object with a surface (or box), the use of
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Figure 11. Traceback applied to the
projection of a CHI.

Color overlay for Ba (red), Cu (green), and Y (blue)
maps for superconducting ceramic thin film.
White boundary surrounds regions corresponding
to outlying points in CHI. Image width is 50 um.
Inset: CHI with white line surrounding outlying
points. Ba—lower left axis, 21-38 atomic per-
cent. Cu—Ilower right axis, 12-23 atomic per-
cent. Y—vertical axis, 11-19 atomic percent.

the projection shown here often works
well. This CHI is of a superconducting
thin film and appears as an ellipsoid
with outlying bins (outlined in white).
The traceback function applied to
most of the outlying bins is seen out-

lined in white on the color overlay and
reveals discontinuities in the film.

The raw X-ray count maps measured
with the electron probe microanalyzer
require several steps in the calculation
process to convert the X-ray counts
into concentrations. Sometimes the
changes on quantitation of the relative
image intensities are subtle. A CHI cor-
responding to Figure 7a before the
X-ray counts in the maps have been
corrected for instrumental effects
shows fragmentation of the two
clumps. The traceback feature shows
that the fragments correspond to the
high Cu phase on the right side of the
map in Figure 6b, suggesting that the
clump fragmentation is caused by spec-
trometer defocusing (10). The second-
ary clump in Figure 9 similarly seems
to be attributable to instrumental arti-
facts that have not been completely
corrected.

Conclusion

The CHI is a useful diagnostic tool for
examining compositional maps. This
technique of image presentation is a
useful adjunct to conventional images
and is especially effective for detecting
inhomogeneities in materials, recogniz-
ing and highlighting rare events, check-
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ing quantitative correction procedures
needed to produce compositional
maps, and evaluating sampling and
measurements statistics. The CHI is
also useful for selecting features of in-
terest for further analysis.
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Use of Conformal Maps To Model the Voltammetric Response
of Collector—Generator Double-Band Electrodes

Bruno Fosset and Christian A. Amatore*

Ecole Normale Superieure, Laboratoire de Chimie, 24 Rue Lhomond, 75231 Paris, France

Joan E. Bartelt, Adrian C. Michael,! and R. Mark Wightman*
Department of Chemistry, University of North Carolina, Chapel Hill, North Carolina 27599-3290

The utility of coordinate transformation in electrochemical
problems, specifically those associated with nonlinear diffusion
at microelectrodes, is discussed. The use of the Schwarz—
Christoffel transformation of space is shown to provide a
simple route to an exact expression for the steady-state lim-
iting current of a double-band electrode as a function of the
width-to-gap ratio. Additionally, the transformation approach
allows improved accuracy and decreased computation time
of digital simulations, over those done in the traditional real-
space coordinates. Experiments with chemically stable sys-
tems, ferrocene and 9,10-diphenylanthracene (DPA) in ace-
tonitrile, provide verification of digital simulations of the dou-
ble-band electrode response. Agreement is also found be-
tween simulations of chemical ti panying elec-
tron transfer and experi for the oxidation of DPA in the
presence of pyridine in acetonitrile, a system that shows a
pseudo-first-order rate constant of 100 s~'.

INTRODUCTION

Arrays of band electrodes have become increasingly popular
in recent years. Such arrays are particularly useful to study
the fate of electrogenerated species when adjacent bands are
operated at different potentials (1-8). Molecules generated
at one electrode, termed the generator, are examined at the
other nearby electrodes. Thus, this experiment is analogous
to the classical rotated ring disk electrode. Arrays offer several
distinct advantages for such experiments, however, because
they can be used in solutions with large resistance or with very
high concentrations because of the general immunity of ul-
tramicroelectrodes to distortion by ohmic drop. The lifetime
of the electrogenerated species can be quite short, and de-
tection is still possible, because the critical time scale with
arrays is the time to diffuse across the gap, which can be made
vanishingly small (9). Thus, these devices should enable the
investigation of very rapid chemical reactions coupled to
electron transfer under conditions used in typical organic and
organometallic chemical experiments, rather than adapting
these systems to conventional electrochemical conditions.

One obstacle to the investigation of coupled chemical re-
actions at the array of band electrodes is the lack of a general
theoretical approach for the quantitative interpretation of
data. Mathematical solutions of the flux equations at ul-
tramicroelectrodes of almost all geometries is complex because
of the nonuniform current distribution at the surface of
electrodes where diffusion occurs in more than one dimension
(see, for instance, Figure 2 of ref 5). To simplify the approach
to solutions of these problems, the current has been evaluated

*To whom correspondence should be addressed.
! Present address: Department of Chemistry, University of
Pittsburgh, Pittsburgh, PA 15260.

with the steady-state assumption for the flux (10), or uniform
current distribution (11) has been assumed (which may occur
as a result of kinetic and ohmic effects). General analytical
solutions of coupled electrochemical kinetic phenomena have
not been reported.

An alternate approach is to use digital simulation of the
concentration profiles to arrive at the appropriate solutions.
The attractive features of this approach are that the mathe-
matics required are relatively simple and the method can be
adapted to a variety of kinetic schemes which may occur at
the electrode surface. The principal limitation is that the
amount of computer time and memory may be unrealistically
large for an accurate description of the diffusion layer when
the dimensions of the diffusion layer exceed the dimensions
of the elements of the array. In an effort to reduce the number
of grid elements required, simulations of ultramicroelectrodes
have employed an exponential space grid (2, 3). This has the
advantage of producing a high grid density in the vicinity of
the electrode, without a dramatic increase in the overall
number of elements required for the simulation of the com-
plete diffusion layer. When combined with the hopscotch
algorithm, this leads to enhanced performance with respect
to the time efficiency of the simulation (12). It does, however,
have several disadvantages. Although the grid can be im-
plemented appropriately in the dimension perpendicular to
the array surface, it is difficult to implement across the
electrode. This is a critical problem because the current
density is largest at the edge of the electrode and, thus, the
highest grid density is required at this location (13). The most
significant disadvantage, however, is that the grid lines do not
follow the actual lines of flux to the electrode surface which
are highly contorted near the edges of the electrode. An
accurate description of the flux lines requires, therefore, a high
number of grid elements even when the exponential grid is
used.

The difficulties associated with simulations that employ
the real-space or exponential-space grids can be effectively
overcome if the grid is appropriately defined in two dimen-
sions. An ideal grid should be defined by the lines of flux to
the electrode and the equal concentration lines. Because the
shape of the concentration profiles is time dependent, this is
impossible to accomplish for all times with a single grid. For
experiments at short times (i.e., where linear diffusion pre-
dominates), the real-space grid is most appropriate. In con-
trast, as the current approaches a steady-state value, the
appropriate grid depends on the electrode geometry. For the
case of importance in this work, arrays of two interacting
bands, the steady-state solution is the one of most interest.
To achieve an appropriate space grid for this case, the use of
a conformal map is particularly useful and leads to a spatial
conformation similar to a thin-layer cell, from which solutions
are readily obtained.

For many cases, the use of a conformal map provides a
simple way to arrive at the steady-state currents. To the best

0003-2700/91/0363-0306$02.50/0 © 1991 American Chemical Society
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Figure 1. Diffusion layer profiles of a spherical electrode. Upper: real
space. Lower: transformed space. Curves shown are for a diffusion
coefficient of 1 X 10~° cm?/s and the following times after the potential
step: A, 1s;B,0.1s;C, 0.01s;D, 0.001s;E, 0s.

of our knowledge, the first use of conformal mapping for the
evaluation of the steady-state current at two-dimensional
electrodes was by Saito (74). We have used this approach to
solve for the flux at electrodes with the geometry of a sphere
(15), cylinder (16), band (17), and disk (18) and arrays of bands
(19). Subsequently, the method has been used to analytically
describe the current at infinite interdigitated arrays (20-22).

Because of the widespread use of this approach, one of the -

purposes of this paper is to review the simplification provided
by a conformal map in the digital simulation of the current
at a wide range of ultramicroelectrode geometries. In addition,
we will show how it can be extended to the case of the dou-
ble-band electrodes to permit simulation of the currents found
with various homogeneous kinetic schemes. In this paper, we
focus on the double-band geometry because it is particularly
desirable due to its high information content and relative ease
of fabrication (5).

THEORY

Change of Space Coordinates for a Sphere. The utility
of a spatial change of coordinates is most easily seen with a
one-dimensional problem. Consider diffusion at a spherical
electrode of radius ry. During a chronoamperometric exper-
iment at potentials sufficient for the concentration of the
electroactive species at the electrode surface to be zero, the
concentration in the diffusion layer at infinite time is given
by

C(r,©)/CO= (r—-ro)/r 1)

where C? is the bulk concentration. Plots of the diffusion layer
at different times approaching this limit are given in the upper
part of Figure 1. The current at any time is evaluated by
the gradient of the concentration integrated over the electrode
area. An alternate way to view the diffusion layer is to plot
the concentration ratio as a function of y where y = (r—ro)/r
as in the lower part of Figure 1. This has the effect of ex-
panding space near the electrode, where the concentration
profile changes most rapidly, and compressing space at dis-
tances further away from the electrode. Then, Fick's second
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law in spherical coordinates is transformed from

aC ?C  24C
a Pl t i )

aC /ot = D*[6°C /dy?¥] 3)

where D is the diffusion coefficient and D* is a function of
the distance from the electrode (see Appendix I). For spherical
coordinates, D* = D(1 — y)*/ro>. At infinite times, the con-
centration profile is linear, and as can be seen in the lower
part of Figure 1, the concentration profiles at times less than
infinity are more linear than in the original coordinate system.
The concentration gradient at steady state can be evaluated
directly to obtain the current by using Fick’s first law written
in a way appropriate for the conformal map:

i = nFA[rw* %g]

If the concentration profiles are evaluated in this space by
digital simulation, less iterations are required because of the
greater linearity of the concentration profiles relative to those
in the r coordinate system. Thus, the simulation converges
to the correct solution more quickly for conditions that ap-
proach the steady-state limiting case. As this simple example
shows, the effect of the use of an appropriate coordinate
system can lead to a simplification of steady-state and
near-steady-state problems.

Generation of a Conformal Map. In the above example,
the solution to the steady-state condition is analytically known.
However, for other cases where the steady-state solution is
not known because of the complexity of the analytical solu-
tions, an alternate procedure must be used. Since at steady
state 8C/dt = 0, the concentration profiles are solutions of
V2C = 0. Solutions can be found more readily when the space
coordinates are transformed from the real ones to ones in
which the space is limited by a partially or completely closed
space (18-20, 22). This can be achieved by the use of the
Schwarz-Christoffel transformation (23) as illustrated in
Figure 2. This procedure allows transformation of one com-
plex plane into another. The points of coordinate (x,, y =
0; with k = -n, ..., 0, ..., n) are the points that map respectively
to the points of coordinate Z; in the conformal space and are
referred to as the poles of inversion. The angles in the
transformed space are indicated by v;. Any point of coor-
dinate z (=x + jy) is transformed into a point in the conformal
space Z (=T + jO) with

= 4xronFDC® (4)
y=0

z=K [ 1l [~z dz )

where K is a scaling factor and j = (-1)/2 Thus, eq 5 allows
the transformation of the (x,y) coordinate system to any
convenient system (T',0). For electrochemical problems, one
selects the transformation (the appropriate inversion poles
and angles) to linearize the flux lines. Because the trans-
formation is only of space, the use of the conformal map does
not affect parameters that are time dependent such as rates
of chemical reactions accompanying electron transfer.
Therefore, the rate laws are unchanged and can be used as
in conventional simulation techniques.

Conformal Map of a Single Band. The diffusion equa-
tion for a two-dimensional problem such as the band electrode
is

aC/at = D[C/ox? + 82C/3y?]

The use of the Schwarz—Christoffel transformation for the
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ac/at = D V'C y
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Figure 2. General representation of the Schwarz-Christoffel trans-
formation between the upper half of the x-y plane (A) and the interior
of the -6 plane (B). The points labeled Z_,, and Z., correspond to
the left and right infinity points in real space, respectively. The diffusion
equation in each space is also shown.
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Figure 3. Representation of band electrodes in two spaces. Single-
band real space (A) and conformal space (B). From eq 5, v, = 7/2
and x, = £w/2. Double-band electrode represented in real space (C),
conformal space for steady-state conditions analogous to a thin-layer
cell (D), and conformal space for simulations (E).

single band is illustrated in Figure 3 (A and B). The trans-

formation involves two poles, one at each edge of the electrode

(x; = w/2), and rotations of 90° (y; = 7/2). From eq 5, the

new coordinate for the single band, Z,,, is

z 7
= 2402 V1T2 s N2 1)1/2 4’
g Kfo(z w2/ 412 dz Kj; (2" - 1)/ dz

(6)

where z’= 2z/w. The right-hand side of eq 6 can be evaluated
with standard integral tables:

Z=Kcosh!(z')+C (7)

As indicated in Figure 3, the point z = w/2 corresponds to
Z =0 and the point z = -w/2 corresponds to Z = j, so that

0=Kcosh®(1)+C
and
jr=Kcosh?(-1)+C=Kjm+C

From these two equations, it is seen that C = 0 and K = 1,

so that the required transformation is given by
z'=cosh Z @®)
or, equally,
x+ jy = (w/2) cosh (" + jO)
and
x + jy = (w/2)(cosh I cos © + j sinh T sin 0)

Thus, it can be seen that the transformation of (x,y) coor-
dinates to (6,I) coordinates simply involves the expressions

x = (w/2)(cosh T')(cos 6) (9a)

y = (w/2)(sinh I')(sin 6) (9b)

and the diffusion equation given previously now becomes
dC/dt = D*[*C/aT? + 6°C /967 (10)

where D* = D/[(w/2)*(sinh? T + sin? 0)]. The coordinate
system in the transformed spaces is identical with that for
a recessed electrode, a geometry for which solutions are readily
obtained.

The use of this new coordinate system enables the digital
simulation of the concentration profiles and current at the
band electrode over all time scales, from the condition of linear
diffusion to the quasi-steady-state limit (17). The same
transformed coordinates are also useful to determine the
steady-state concentration profiles at a disk electrode of radius
ro when the real space coordinates are expressed as x/ry and
y/ro, with D* in this case equal to D/[r,*(sin? © + sinh? I')]
(18). The simulations can be readily modified to incorporate
different diffusional boundary conditions and finite elec-
tron-transfer kinetics.

Conformal Maps for a Double Band. A suitable
transformation of coordinates can also be obtained for the
double-band electrode with the Schwarz—Christoffel trans-
formation. Figure 3 (C, D, E) shows the conformal map
technique applied to the double-band electrode. The first
conformal map to be considered (Figure 3D) is the one that
best describes the steady-state condition which will occur at
infinite time, when the potentials of the two electrodes are
held such that the concentration of diffusant is zero at the
generator and equal to the bulk concentration at the collector.
The conformal space for these conditions is constructed so
that the two electrodes resemble a thin-layer cell that has been
insulated at the sides to produce a closed box. There is a
diffusional exit from the system at the point indicated by £<.
However, as time approaches infinity, the current that flows
through this point approaches zero (vide infra). Because of
the requirements for conservation of fluxes in the closed space,
at infinite time the generator and collector currents must be
equal but of opposite sign, resulting in a true steady state (24).
In this conformal map, the steady-state lines of flux will be
straight and perpendicular to the electrodes.

The limiting current (iq,) when ¢t — @ can be evaluated as
if the system were a thin-layer cell. The currents at the
generator and collector will be equal, and ¥, the dimensionless
current function, is

(V). = (V). = (igy)./(nFIDC) = w*/g* (11)

where [ is the length of the bands, g* is the gap width in the
conformal space, and w* is the width of the electrodes in the
conformal space. To evaluate the steady-state current, g* and
w* must be evaluated. The derivation below is given for the
special case where the width of the collector and generator
are the same. The Schwarz-Christoffel transformation re-
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Figure 4. Dimensionless limiting current of the generator in the dou-
ble-band electrode as a function of the width-to-gap ratio for infinite
time. Solid line: numerical calculation of eq 11. Points: simulated
results at time scales near steady state, p = 5 X 10° =
(g/2)nFv/RTD)"2,

quired to give the coordinate for the double band, Zy,, for the
change from Figure 3C to Figure 3D is

Z=K [z~ a2 - )2 de (12)
0
From eq 12, one obtains

fh[(z2 - a?)(2* - b)) dz

®

g

(13)

ot

S -ae -red

where a = g/2 and b = w + g/2. The integrals in eq 13 are
elliptic integrals of the first kind (25), and their ratio can be
evaluated numerically by Simpson’s method. The limiting
steady-state current is then obtained by the use of eq 11 as
a function of the electrode width to gap ratio (Figure 4).

The steady-state approximation given above for the dou-
ble-band electrode was obtained by assuming that dC/d6 =
0 at £ (Figure 3D). The implications of this assumption will
now be evaluated. Conservation of fluxes requires that the
flux at the generator must equal the sum of the other fluxes
in space. At steady state, inside the conformal space

Iy = i, + i(Z,0n)

where i, and i, are the flux at the generator and collector,
respectively, and i(£=,0n) specifies the flux at £« when the
collector electrode is on. When the collector electrode is off,
the generator behaves as a single band with flux i;,. Again,
due to the required conservation of flux, iy, = i(x=,off) and
we can write

(io/ip) + li(£@,0n) /i(xeo,0ff)]Gy/ip) =1 (14)

The quantities i./i, and i,/i}, can be determined experimentally
and are defined as the collection efficiency and amplification
factor, respectively.

To describe the behavior of the double-band electrode at
all times, we would like to know how the amplification factor
varies with the collection efficiency. The limits of such a plot
can be constructed by consideration of the appropriate con-
ditions. At times where the diffusion layer does not extend
across the gap, the current at the generator will be equal to
that of the band, giving an amplification factor of one and
a collection efficiency of zero. In the other limit, where steady
state is obtained, the collection efficiency will be one and the
inverse of the amplification factor will be zero. The value of
i(£o,0n)/i(xe,0ff) (eq 14) allows estimation of the limiting
slope of a plot of these two parameters at near-steady-state
conditions (i.e., collection efficiencies slightly less than unity).
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Figure 5. General working curve for the double-band electrode, with
the inverse amplification factor plotted as a function of collection
efficiency. Solid line: simulated currents. Circles: experimental data
points. Dotted lines: theoretical behavior as the collection efficiency
approaches 0 and 1.

For a twin-electrode thin-layer cell, the concentration profile
between the generator and collector is linear such that the
steady-state concentration at £« (i.e., the midpoint between
the two electrodes) is C°/2. At the double band, the con-
centration at # is C?, so i(£,0n) is proportional to C° - C°/2.
With similar reasoning, i(«,0ff) can be obtained. For a
thin-layer cell with one electrode at steady state, a concen-
tration of zero is found at all points, and thus i(£«,off) is
proportional to C° - 0. From these results, the limit of #(%-
@,0n)/i(£=,0ff) is 0.5 and a plot of i,/i, vs i./i, will have a
limiting slope of -2 as shown in Figure 5. Construction of
the complete curve for Figure 5 requires digital simulation.

Although the conformal map shown in Figure 3D is ideal
for the evaluation of the steady state, it is less useful for digital
simulation of other time scales because of the necessity of
evaluating elliptic integrals in the complex plane at each node
of the grid. Therefore, we have used the conformal map shown
in Figure 3E for the simulation. The transformation is the
same as used at the single band (eq 9). The gap is located
on the O axis and extends from 0 to = while the electrodes
are placed on the I axis, which necessitates the definition of

2z’ = 2z/g. The conformal map is defined by the following
equations:
x = (g/2)(cosh T')(cos O) (15a)
y = (g/2)(sinh T')(sin 0) (15b)

These equations are very similar to eqs 9a and 9b for the single
band. The diffusion equation is the same as eq 10 except that
the width of the gap (g) is employed rather than the width
of the band (w).

EXPERIMENTAL SECTION

Chemicals. Ferrocene (FeCp,) (Aesar, Johnson Matthey) was
purified by sublimation before use. Solutions of FeCp, (1 mM)
were prepared in acetonitrile as received (Burdick & Jackson)
with 0.2 M tetrabutylammonium perchlorate (TBAP). TBAP
(Aldrich) was recrystallized twice from a pentane-ethyl acetate
mixture. 9,10-Diphenylanthracene (DPA) (Aldrich) was recrys-
tallized twice from absolute ethanol before use. Solutions of DPA
(about 0.5 mM) were prepared in acetonitrile with 0.1 M tetra-
butylammonium hexatluorophosphate ((TBA)PFg). The aceto-
nitrile was degassed by three freeze-pump-thaw cycles before
transfer to the drybox. (TBA)PFg (Aldrich) was recrystallized
twice from 95% ethanol and dried at 60 °C before use. Pyridine
was obtained from conventional sources and also was subjected
to three freeze-pump-thaw cycles prior to use in the drybox.

Electrodes. The multiple band electrodes were constructed
of platinum foil and Mylar film as described previously (5).
Electrodes were polished with a slurry of 1-um cerium oxide and
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fine polished with 0.25-um diamond paste on a napless cloth (all,
Buehler). The surface of the electrode was initially cleaned by
sonication in both methanol and water. The surface was cleaned
between experiments by wiping with a tissue soaked in acetonitrile.
The electrode and gap dimensions were measured to the nearest
0.5 um from slide-projected photographs taken with an inverted
stage light microscope (Zeiss, Axiovert 35) calibrated with 2 um
divisions. Typical values for the electrode widths and intere-
lectrode gap width were 46 um. It was apparent from these
photographs that in some cases the bands were misaligned
lengthwise by a maximum of 5%. To correct for this, the values
of iy, (single-band current) and i, (generator current) were reduced
by a proportional amount for calculations of collection efficiency
and inverse amplification factor. The collection efficiency is
defined as (ic/ig)exp = [ic/ (i — fir)] where i is the collector current
and f is the fraction of the electrode length misaligned on one
end. The inverse amplification factor is defined as (ip/ig)exp =
(i~ fiy) / (iz = fi). The length of a band electrode was determined
by comparison of a slow scan cyclic voltammogram to its simu-
lation, using a previously reported conformal map program of the
single-band electrode (17) and the known values of all the other
parameters. The electrode length obtained in this manner were
identical within the accuracy of the measurements with that
observed through a Bausch & Lomb Stereo Zoom microscope, and
typical values were 0.3-0.5 cm.

The diffusion coefficient used for ferrocene in 0.2 TBAP/
CH,CN was 2.2 X 10 cm? 57 (26). The diffusion coefficient for
DPA in 0.1 M (TBA)PF; was determined to be 1.3 X 107 cm?
s by comparison of slow scan (20-50 mV s™) cyclic voltammo-
grams of both the ferrocene and DPA solutions at a 5-um-radius
platinum disk electrode as well as single-band electrodes. A
50-um-radius Pt disk electrode was used to obtain cyclic volt-
ammograms in DPA/pyridine solutions for scan rates between
1 and 1000 V s7..

Instrumentation. Potential control for the paired band
electrodes was maintained with a bipotentiostat of conventional
design. Potential control for experiments at Pt disk electrodes
(5- and 50-um radii) was maintained by a locally constructed
potentiostat capable of scan rates up to 1000 V s and currents
on the order of nanoamperes. Voltammograms at scan rates of
1V s and lower were recorded on an x—yy’recorder and at higher
scan rates on a Nicolet 320 oscilloscope. A conventional three-
electrode cell was employed with a large Pt counter electrode and
either an SSCE reference electrode or a Ag wire quasi-reference
electrode. The currents for calculation of collection efficiencies
and the inverse amplification factor were measured at a potential
257 mV more positive than the formal potential of the redox
couple. Experiments that involved DPA solutions were performed
in a nitrogen-containing drybox.

Simulations. Programs were written in the Fortran and Pascal
languages by using a two-dimensional version of the Hopscotch
algorithm (27). The Pascal compiler (Professional Pascal,
Metaware, Inc., Santa Cruz, CA) was used for the majority of the
simulations. In some cases, a Fortran compiler was used (NDP
Fortran-386, MicroWay, Inc., Kingston, MA). In both cases, the
collector and generator were always the same width. Simulations
were carried out on an 80386-based personal computer with a
16-MHz clock speed (Z-386 Model 40, Zenith Data Systems, St.
Joseph, MI) and equipped with an 80387 numerical coprocessor.
The details of the simulation programs are included in Appendix
II. Simulation and experimental data for the limiting currents
are shown at £ = nF(E - E%/RT = 10.

RESULTS AND DISCUSSION

Simulation of the Double-Band Electrode. The simu-
lation program was first evaluated at the limiting cases de-
scribed in the theory section. When the boundary conditions
were established so that the collector was off, the simulated
currents agreed with published values for the single band
within 1.5%. This simulation is least favorable for the con-
formal map because of the high curvature of the concentration
profile at the outer edge of the generator. Nevertheless, the
accuracy is considered satisfactory. The other limit evaluated
is that given by eq 11, that is, the current at infinite time (very
slow scan rates) where the collection efficiency will be unity.

collector

2
generator collector
Figure 6. Concentration profiles in the conformal (A) and real (B) space
obtained from digital simulations of the double band. Profiles for w/g
=2, p = 0.05. Numbers on the curves are the values of C/C°.

The simulated currents are superimposed on the analytically
derived curve for several values of w/g in Figure 4, and ex-
cellent agreement is observed. In this domain, the conformal
map is most efficient, and 5000 iterations (approximate run
time of 30 min on the 386 computer) were required for ac-
curate values.

Figure 6A shows a concentration profile in the conformal
space uncer conditions where feedback occurs. It can be noted
that the equiconcentration lines are relatively evenly spaced
across the gap. Curvature is only apparent at the outer edge
of the generator. As is illustrated by the figure, the majority
of the flux is in a region that is well mapped in the conformal
space. In contrast, considerable curvature of the same
equiconcentration lines is seen in real space (Figure 6B). This
is dramatically illustrated for the region near the electrode
shown in the insert.

The dotted lines in Figure 5 define the limits for the dou-
ble-band inverse amplification factor as a function of the
collectior. efficiency. Voltammograms were simulated over
a wide range of scan rates and width-to-gap ratios. The solid
line in Figure 5 was constructed from these data and describe
how the currents will deviate from the limiting cases. This
line follows the empirical equation iy/i; = 1~ (i./ip)** and
was found by nonlinear regression from 46 individual simu-
lations. In these simulations, the width-to-gap ratio varied
between 0.1 and 5 and the dimensionless scan rates varied
between 1078 and 0.2, corresponding to values of the scan rate
of 1073-50 V s at a double-band electrode with micron di-
mensions. As expected, the ratio i,/i; approaches one at low
collection efficiencies (small width-to-gap ratios or high scan
rates) and approaches zero at high collection efficiencies (large
width-to-gap ratios or slow scan rates).

The dimensionless generator current from simulations is
shown as a function of the dimensionless scan rate in Figure
7 for various width-to-gap ratios. Additionally, this figure
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Figure 7. (A) Dimensionless generator current, ¥, as a function of
dimensionless scan rate, p, from simulations of the double-band
electrode. (B) Collection efficiency, ic/ig, as a function of p.

shows the dependence of the collection efficiency on scan rate.
Excluding the values for w/g = 0.25, a smooth curve can be
drawn through the points which can be expressed as

ic/1g = 0.2415 — 0.4091(log p) - 0.07487(log p)? (16)

Note that this empirical expression is only useful for w/g =
1. Since this result is a function of scan rate, it should be more
useful for routine characterization of double bands than the
relation previously given for chronoamperometry (2).

To evaluate the increased efficiency of the conformal map,
a simulation program for the double-band electrode was
written in a form patterned after that shown previously (2,
3). This simulation operates in real space, i.e., the space
division was uniform across the generator, collector, and gap
(for comparisons with prior work, six grid elements were used
across each electrode and the gap), but with an exponentially
expanding grid at the sides of the electrodes and above them.
Comparisons of this simulation to the conformal map simu-
lation under similar computation times (identical number of
grid elements, 5000 iterations, 1-h computation) showed that
the real-space simulation gave incorrect results. The real space
simulation failed to give the correct value for the generator
current amplitude unless the number of grid elements was
increased to 80 across each electrode and the gap and the
number of iterations was increased to 44 000; the computation
time was increased to 6.5 h. Thus, the conformal space leads
to a more efficient simulation, because the grid spacing more
closely follows the flux lines. This is true even though an exact
correspondence is only achieved at infinite time.

Voltammetry at the Double Band. Illustrated in Figure
8 are the results from a collector-generator experiment for
one-electron oxidation of DPA in acetonitrile containing 0.1
M (TBA)PF;. The simulation superimposed is in excellent
agreement and employed the exact parameters used in the
experiment with no adjustable parameters. A summary of 37
experiments for the oxidation of ferrocene is superimposed
on the dimensionless working curve of Figure 5. The data
points were obtained at 6 double-band electrodes at scan rates
between 0.010 and 20 V s7! in a solution of FeCp, in aceto-
nitrile containing 0.2 M TBAP supporting electrolyte. Al-
though no prior knowledge of the width-to-gap ratio is nec-
essary for a comparison to the simulated curve, this value
ranged between 0.5 and 1 for the electrodes used here.

The conformal map simulation allowed us to evaluate
previously published experimental data at double-band
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Figure 8. Oxidation of DPA at a double-band electrode. Solid line:
experimental dimensionless single (¥,), generator (\Ilg), and collector
(¥,) currents. w= 4.5 um, g = 4.5 um, v = 0.1 V/s. Dashed line:
simulation of experimental voltammograms. w/g = 1.0, p = 0.123.
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Figure 9. Collection efficiency as a function of log (kg/D) for the EC
mechanism. Squares: p = 0.005, w/g = 2. Circles: p = 0.10, w/g
= 1. Triangles: p = 0.20, w/g = 0.5. Solid line: collection efficiency
calculated by eq 17. The abscissa at — indicates the simulation used
involved chemically stable species.

electrodes. Figure 5 of ref 2 shows simulated and experimental
data points for the collection efficiency as a function of gap
width for several double-band electrodes. When these data
were compared to those from the conformal map simulation
described here, excellent agreement was found. Specifically,
the coefficient of determination (28) between the conformal
map simulation and the data was 0.93, whereas the coefficient
of determination between the simulations used in that work
and the data gave a value of 0.64 with the worst fit at low
collection efficiencies. This clearly shows the improved
agreement of simulations with experiments when the trans-
formation of space is used to redefine the diffusion equation
for the double-band electrode.

Chemical Kinetics at Paired Bands. To evaluate the
utility of paired band electrodes in the study of chemical
kinetics, the conformal map simulation was modified to in-
corporate the EC mechanisms as described in the Appendix
sections, and the collection efficiency was evaluated as a
function of log (kg?/D). Working curves are shown in Figure
9. A working curve for the EC mechanism for this electrode
geometry has previously been published (3); however, we show
the work in Figure 9 because the published working curve did
not indicate the dependence on the electrode width, the scan
rate, or the collection efficiency in the absence of the chemical
reaction. It is seen from Figure 9 that all of these parameters
affect the collection efficiency. However, at low collection
efficiencies, the curves appear to merge and approach the
empirical limit

ic/tg = (1/2) expi~(k/D)"/*(xg /2)} an
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Figure 10. Oxidation of 0.5 mM DPA in the presence of 5 mM pyridine
at a double-band electrode. Solid line: experimental generator and
collector currents. w = 4.5 um, g = 4.5 um, v = 0.1 V/s. Dashed
line: simulation of experimental voltammograms. w/g = 1.0, p =
0.123, k = 100 s~

indicated by the solid line in the figure. Note this result is
useful over at least 2 orders of magnitude. The working curves
for the DISP1 simulations are identical but with the abscissa
equal to log (2kg?/D) (see Appendix II).

To test the DISP1 simulations, the anodic substitution
reaction of pyridine with the DPA radical cation in acetonitrile
containing 0.1 M (TBA)PFg was evaluated (29). The rate of
the reaction was first determined with cyclic voltammetry at
a disk electrode (r = 50 um), and the resulting amplitude of
the oxidation current was plotted as a function of scan rate.
The data were obtained under conditions of linear diffusion,
and the pseudo-first-order rate constant was evaluated with
a conventional working curve (30). The paired band electrode
was then used in the generator—collector mode in the same
solution. A sample set of voltammograms, along with the
simulated results, is shown in Figure 10. The rate constant
used in the simulation, k£ = 100 s}, was that determined from
the linear diffusion experiments, and excellent agreement is
found. For four electrodes (w/g values of 0.7-1.0) in three
different solutions (k = 83-112 s7), the simulated collection
efficiencies fell within the experimental range.

1t is apparent from Figure 9 that the double-band electrode
can be used to determine the rates of the EC and DISP1
mechanism reactions successfully. However, the range of rate
constants that can be determined at any given electrode de-
pends on the amount of gain that can be used at the collector.
In fact, very small numbers of molecules have been detected
with devices of this type (31). The total range of rate constants
that can be found with this technique can be improved
through the use of several electrodes with different width-
to-gap ratios.

CONCLUSIONS

The use of a conformal map has enabled an accurate so-
lution to be obtained for the double-band electrode operated
at steady state. In addition, the use of the conformal map
approach has enabled more efficient digital simulation pro-
grams to be written, which results in considerably shorter run
times. At conditions away from steady state, the grid lines
of equal concentration do not follow those of the conformal
map, but nevertheless, the map is advantageous over other
configurations because it more closely approximates the actual
grid. Experimental data are accurately predicted by the
simulation that enables the utility of the double band to be
evaluated in various applications. Thus, the use of conformal
mapping procedures has significant advantages to model
voltammetry at complex electrode geometries.

ACKNOWLEDGMENT

Helpful discussions with Royce Engstrom in the formulative
stages of this work are gratefully acknowledged.

APPENDIX I

Derivation of Fick’s Law for the Spherical Case.
Starting with the definition of y (y = (r —ry) /r), we can write

ac _ (1-yPsc
ar ro 9y

Similarly
oc _ DU-y)! #c
at ’.02 3y2

which is identical with eq 3 with D* = D(1 - y)*/r¢%.

The current is obtained by evaluation of i = -nF  fJ(¢) do,
where do is the elementary surface area, and the integration
is performed over the whole surface area.

The flux J(t) of material is given by Fick’s first law:

-1 dN

J(t) = — —

® do dt
where N is the number of molecules in a volume element do
dr at the electrode surface. In real space, dN/dt = do dr
dC/di, and the flux is J(¢) = -[(dr)?/dt](dC/dr),-,. Thus,

the current is

i =nFAD(C/dr),-,,

In the transformed space, dN/dt = do dy(dr/dy)(dC/dt) and
the flux is J(¢) = ~[(dy?)/d¢][(dC/dy)(dr/dy)],~,. This can
be rewritten with the use of D* to be J(¢t) = —[D*(dC/
dy)(r*/ro)],=, Integration over the electrode area gives

i = -nFA[-D*(dC/dy)r?/ro],=o
which reduces to eq 4.

APPENDIX II

Diffusion Equations in the Conformal Space. To solve
for the currents at a collector-generator pair, Fick’s second
law

aC 3*C, *C,

_A = D _A + _A

at 9x2 ay?

must be solved. The following boundary conditions define
the reversible, diffusion-controlled case for the special case

where the diffusion coefficients of the reactant (A) and product
(B) are equal:

t=0 y>0, —o<x<+w; Ci=C° Cg=0
£>0;  y=0, —[(g/2)+wl <x<-g/%
Cg = C, exp[(nF/RT)(E - E%] generator
y=0, g/2<x<(@g/2)+w; Co=0C
Cg =0  collector
y=0 —g/2<x<g/2, x>(g/2)+w,
x <-[(g/2) + wl; [0Ca/8y])y=0 = 0 insulator

The currents are defined by

5 -(g/2)+w
= j:g /2 nFDI(3Cy/3y)y=o dx  generator

. (g/2)+w
i = fg 5 FDI@CL/8y),0dx  collector



The following dimensionless variables and parameters are
introduced:

a=Cy/C% b=Cp/C% r=t(nFv/RT)

a=g/w;, p=(g/2)(nFV/DRT)V?
= nF(E - E°/RT
In the conformal space, Fick’s second law is
da/dr =
(1/p)?[1/(sinh? T' + sin? §)](3%a /32 + 6%a /36?)
The appropriate boundary conditions are
r>0, 0<6<m a=1, b=0
0<T<argcosh(1+2/a), 6=m;
b =ae*  generator
0<T <argcosh(l+2/a), 8=0; a=1,
b=0 collector

I'>argcosh(l1+2/a), 6=0 and 6=m;
da/d6 =0

7=0;

m 20

insulator

Except as noted, the grid for the double-band simulation
in the conformal space had a high density of points near the
collector to ensure high precision in the results. Preliminary
results indicated that 200 points are needed along the T" axis.
The outer limit was determined as the extent of the diffusion
layer at a single-band electrode, as described in our previous
work (17). The portion of this axis occupied by each electrode
comprises 120 points, with the same density of points extended
to 1.25T", where T'; is the outer edge of each electrode. Along
the 0 axis, a double-scale grid is employed to give high reso-
lution next to the generator, which is required except when
the collection efficiency approaches unity. The region from
0.97 to 7 (nearest the generator) is defined by 80 points, and
70 points define the remainder. The initial dimensionless
potential (£) is —10 (E = E° + 257 mV at 298 K), and the final
value employed is 10. The voltammogram is generated with
a maximum of 30000 time iterations.

For collection efficiencies approaching unity, a grid was
employed with equal spacing between points in the conformal
space. The grid contained 150 points along the I' axis and
50 points along the f axis, with 50 points along each electrode.
Typically 5000 time iterations were employed.

EC Kinetic Scheme. When a chemical reaction follows
the interfacial electron transfer so that the electrochemical
product, B, is consumed, an additional differential equation
must be solved. In real space, the partial derivative equation
relative to the B species is

2 2
2y _ %0, #%

at de®2 3?2 L
where k is the first-order rate constant of the chemical re-
action. The following additional boundary conditions are
required:
At the generator, b = aef and (da/36),-, = —(3b/86)-, and
at the collector, (da/d);— = —(3b/36)s=¢ and b = 0.
DISP1 Kinetic Scheme. The DISP1 kinetic scheme is

A+e—B
B¢
B+C—2>A+D

The following differential equations describe the concentration
of species A and B:
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9 _pf#Cn, #), 0o
at  \oxz a2 B0

aC, 3%C, 3*C
B_of 08 F0

= = Tam ) R'CxCe - kCy

If the rate of the last reaction is rapid, the steady-state ap-
proximation can be applied to species C:

dC./dt = 0 =kCg - k'CxgC;, Co= k/k’
Substitution of this result gives

aC, C, dC

A opl =2+ 22 ) 4 ke

at dx? 3y?
aC #Cy  3C
Zopl 2+ 2 -2k

at N2 gyt

Introduction of C, = 2C, + Cp and combination of the pre-
ceeding equations give
0_Cu - #C, x 9%C,
at dx2? 3y?

Solution of this equation in combination with the differential
equation for B gives the current. These equations are
equivalent to those employed in the EC kinetic scheme. The
boundary condition of the electrode in this case is

€0 = 2C,° = [2 exp((E — E)F/RT) + 1]Cg°

Thus, the wave shape only differs in the rising portion.

For both the EC and DISP1 simulations, the grid for the
simulation had a high density of volume elements near the
generator. This grid is optimal because of the chemical re-
action which, in effect, impedes reagent B from diffusing to
the collector electrode.
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Expansion of laser-produced pl on a solid in-
terface during and after the laser shot was investigated the-
oretically, incorporating several new features into our previous
one-component one-dimensional hydrodynamic model. Time
development of density, velocity, temperature, and pressure
profiles was calculated at laser irradi: below and above
the plasma ignition threshold. The estimated velocity of ions
released from the plume was close to the measured values.
The fast spreading of the blow-off material under the laser
vaporization regime and the long lifetime of the relatively
compact plasma core above the ignition threshold were pre-
dicted in agreement with experimental observations. Calcu-
lated surface recession due to evaporation provided a lower
bound to the measured crater depth, whereas the calculated
melt depth proved to be a realistic upper limit.

INTRODUCTION

When a high-power laser pulse is focused onto a solid
surface, the irradiance in the focal spot can lead to rapid local
heating, intense evaporation, and degradation of the material.

In analytical chemistry several exploited and potential uses
of such processes exist. Most eminent among them is its
application in mass spectrometry as an ion source in a vacuum
environment (7-3). Further possibilities lie with the utilization
as an optical emission source (4) or as a universal tool for
sampling solids (5-8). Laser desorption and volatilization
found their way to applications in interfacing thin-layer
chromatography to gas chromatography (9) and to mass
spectrometry (10).

The most attractive features of laser excitation are its ca-
pability to probe insulators—an area where most other
methods encounter difficulties—and its cleanliness in de-
positing energy; i.e. no contamination from electrodes or
plasma supporting gases can occur. Furthermore, short laser
pulses (ranging routinely from picoseconds to nanoseconds)

*To whom correspondence should be addressed. Electronic mail:
vertes ( ccv.uia.ac.be.

often offer advantages in analysis, like for example the ap-
plication of time of flight ion analyzers. Easy tuning of the
delivered energy amount and the possibility of localized
sampling supplement the list of benefits.

The difficulty related to laser excitation is that the sample
has to absorb the light at the particular wavelength, a prer-
equisite often met in the ultraviolet region. Further problems
are the high cost and complexity of the laser systems and the
poor understanding of laser-induced processes. Both of these
shortcomings are likely to improve in the near future. In this
paper we will try to unveil some of the underlying processes
of laser-target interaction in a vacuum environment.

It is well-known from mass spectrometric investigations that
the amount and ionization degree of the vaporized material
depend on the energy deposited into the target. The different
regimes of laser ionization, laser desorption, laser vaporization,
and laser plasma ionization are characterized by the amounts
of deposited energy. The different regimes require different
descriptions, because each has its distinctive features deter-
mined by a dominating process or several competing processes.

The most common mechanism of laser desorption is a
thermally activated process induced by surface heating of the
sample (11). In this regime the amount of material transport
across the surface is negligible (Figure 1a).

Laser heating of the solid surface and of the induced plume
leads to the generation of different chemical species. Ion—
molecule reactions are among the favored reaction channels
for producing ions which contribute to the variety of important
lines in the mass spectra (12). Protonation and alkalination
reactions are often the sources of the most characteristic
species in the ion cloud (13).

Increasing the energy deposition into the sample the surface
temperature reaches a point where material transfer across
the surface becomes significant (Figure 1b). In the experi-
ments observable target erosion appears in the form of craters
(14). In theoretical terms it means that the energy balance
equation has to be supplemented by the balance equations
for mass and momentum. The flow, the heating, and the
expansion of the evaporated target material are governed by
the equations of hydrodynamics (15-17). Solving the coupled
partial differential equations of the conservation laws provides

0003-2700/91/0363-0314$02.50/0 © 1991 American Chemical Society
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Figure 1. Different regimes of laser—target interaction under vacuum.
In laser desorption (a) material transport across the surface is neg-
ligible. Laser volatilization (b) is characterized by considerable transport
of mass, momentum, and energy and occasional plasma formation.

insight into the factors determining crater depth, cloud ex-
tension, ion yield, relative sensitivity factors, and ion kinetic
energy distributions. Calculated and measured values of these
quantities show promising correlations for different lasers and
different types of materials (15).

In the present article we exclude the laser desorption regime
from the discussion; i.e. we focus our attention to situations
where material transport cannot be neglected. Naturally, this
is the case in laser sampling experiments and both in mass
and optical atomic spectroscopy applications (18).

In order to describe the fate of the laser energy during
laser—solid interaction, several processes should be considered.
Due to the character of the target, a fraction of the energy
is absorbed from the laser pulse while the rest is reflected by
the surface. The deposited part of the laser energy is con-
verted into local heat instantaneously, which can in turn
diffuse by heat conduction. An increase in temperature may
induce appreciable changes in optical and thermal properties
of the solid, thus influencing the rate of energy deposition and
heat transfer. If the surface temperature is sufficiently high,
phase change (melting) may occur and part of the absorbed
laser power is expended into the latent heat of transition.
Further heating results in the translation of the solid-liquid
interface into the bulk, while the surface temperature con-
tinues to rise until evaporation commences. Part of the ab-
sorbed energy is devoted to the heat of vaporization. Although
rapid vapor formation at high temperatures causes significant
surface recession, vaporization is not the only and not even
the most important crater formation mechanism in many
cases. Hydrodynamic effects in which droplets and particu-
lates are expelled from the molten surface layer and ejection
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of the melt caused by vapor recoil are among the mechanisms
which contribute to the ablation of the target (19, 20).

In the hot vapor excited species, ions and free electrons are
generated which interact with the laser light, leading to further
heating and ionization. This in turn leads to increased ab-
sorption. On the basis of the laser power, this feed-back
mechanism may or may not result in a breakdown, i.e. the
generation of a fully ionized plasma. In a previous paper we
established a criterion for this plasma ignition threshold as
a relation of the normal and plasma absorption coefficient (21).

After plasma ignition the laser energy is coupled to the
strongly absorbing plume. Plasma temperature can reach
extremely high values, and the plume, containing also multiply
charged species, becomes luminous. The extremely high en-
ergy density of the medium fuels the plasma expansion, and
the blow-off material continues its radiation for a long time
even after the end of the laser pulse (22).

From the practical point of view, postpulse processes might
be just as important. Expansion of the hot cloud of particles
continues after laser heating has ceased, and the plume starts
to cool down, leading to recombination (23, 24). Atomic
emission spectroscopy is based on the line emission emerging
from radiative recombination and on other relaxation pro-
cesses in the postpulse plume (22). Part of the ions detected
in a mass spectrometer are also released during the late ex-
pansion phase of the plasma.

Vaporization due to Q-switched laser illumination proceeds
on the 100-ns time scale. Some laser-induced processes,
however, do not cease at this stage. Particulate formation may
continue for as long as several hundred microseconds (25-27).
Although particulates are very important in the explanation
of laser sampling experiments, ion formation, essential in atom
and ion sources, is more bound to the vaporization and plasma
formation phase.

It is the aim of this paper to assess the importance of
different processes taking place in the expanding vapor during
and after the laser shot and to compare the temporal behavior
of the cloud generated by laser vaporization and by plasma
ionization.

METHODS OF CALCULATION

In order to study pulsed-laser heating and evaporation of
solids, we constructed a one-dimensional model consisting of
two parts: the first dealt with the heating and melting of the
target and predicted the temperature, density, and flow ve-
locity of the particles emerging on the liquid-vapor interface,
whereas the second followed the expansion of the plume ex-
pelled from the surface. In the following sections we present
the framework of the calculations.

(a) Heating, Melting, and Vapor Formation. Let us
consider a pulsed laser beam impinging perpendicularly on
the solid surface. If the beam diameter is much larger than
the thermally affected thickness of the solid, the diffusion of
the absorbed laser energy can be described by the one-di-
mensional heat conduction equation with a source term:

aT(xt) _ o[ K \9T(x0)

ot x| \cw) ox

+ 21 )
Cop

where T denotes the temperature inside the solid, x is the
position measured from the surface, ¢ is the time, and K, c,,
a, and p stand for the thermal conductivity, heat capacity,
absorption coefficient, and mass density, respectively. I(x,t)
is the laser irradiance which, assuming a homogeneous ab-
sorbing medium, can be written as

I(x,t) = I4(t)(1 - R) exp(—ax) (2)

Here Iy(t) is the incident laser irradiance and R is the re-
flectivity of the surface.
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Reliable experimental data on the reflectivity of hot surfaces
are rather scarce, although there is strong evidence that in
the case of metals the infrared reflectivity drops sharply with
increasing temperature whereas the change is less pronounced
in the UV domain (19, 20, 28). It is usually assumed that for
long wavelengths the temperature dependence of reflectivity
can be related to that of the dc conductivity, o5(T), through
the following expression:

1-R(T) = [1 - R(Ty)leo(To) /oo(T) @)

where R(T,) and ¢(T) are the free-electron part of the re-
flectivity and the dc conductivity of the solid (19).

In order to deal with phase transitions during the heat
transfer and to cope with temperature-dependent optical and
thermal parameters, eq 1 had to be solved numerically. The
finite difference method we employed was similar to the one
described by several authors (29-31).

Assuming thermally activated surface vaporization, the flux
of atoms crossing the liquid-vapor interface is determined by
the actual surface temperature, T, and can be approximated
by

J(Ty) = Ap(Ty) /y/2xMRT; )

where M is the molecular mass of atoms, R is the gas constant,
and p(T,) is the equilibrium vapor pressure (19). The sticking
coefficient, A, is usually taken to be close to unity in the case
of metals. An expression for the temperature dependence of
the equilibrium vapor pressure can be obtained by integrating
the Clausius-Clapeyron equation:

p(Ty) = py exp(AH(T, - Tyy) /RTTy,) (5

where AH), stands for the heat of vaporization and T}, is the
boiling point at the ambient pressure p,. The amount of heat
devoted to the vaporization and the thickness of the layer
evaporated during the time interval, At, are expressed as

AQevp = JAH, AL (6)
iMat
Afewp = —— ™

The initial velocity distribution of particles which come off
the surface can be regarded as a half-range Maxwellian; i.e.
the velocity component normal to the surface can have non-
negative values only (32). The flow velocity of the vapor
appearing above the liquid surface can be approximated by
the average of the normal velocity component (32):

O, = 4/2kT/7m (8)

where k is the Boltzmann constant and m is the mass of an
atom. .

The main source of positive ions at the onset of vaporization
is the thermionic emission from the heated surface, generally
described by the so-called Langmuir-Saha equation (28):

ny E -¢
;0 ~ exp(-w) ()]

where ng and n; are the number densities of neutrals and
singly charged ions, respectively, E, is the first ionization
potential, and ¢ is the electronic work function.

(b) Vapor Expansion and Plasma Generation. As target
heating continues and the plume develops with continuously
increasing density and temperature, the collisions between
particles become frequent enough that the hypotheses of local
thermal equilibrium for the individual volume elements can
be adopted. This means, that, in a sufficiently small region
of the plume, thermal equilibrium is established between
electrons, ions, and neutrals; that is, they can be characterized
with a common temperature and the Saha-Eggert equation

can be utilized for calculating electron, ion, and neutral
densities. We consider a quasi-neutral plasma of one chemical
element consisting of electrons, atoms, and ions with charge
number z, ranging from z = 1 to z = z,,,. Only thermal
ionization due to energetic collisions in the plasma was con-
sidered, other processes like charge exchange, excitation,
cluster formation, etc. were not included in the model.

Neglecting the possible depression in ionization potentials
and the difference between the partition function of ions and
neutrals, we can write for each ionization step an appropriate
Saha-Eggert equation:

xx, 1f2rmkT \*? E,
x— = ;(T‘ exp! _ﬁ (10)
2-1

where h stands for the Planck constant and E, is the ionization
energy of the species with a charge number z — 1. The local
number density, n, is given by n = p/m; p is the local mass
density of the plasma, m, is the electron mass, and x, and x,
are defined as x, = n,/n and x, = n./n.

Supplementing eq 10 with the conservation of matter

Kot % F gt wes FXpae'= 1 (11)
and with the conservation of charge
i ¥ gt i F B Fimay =% (12)

we obtain a complete set of equations from which the local
densities of each component can be obtained. The Newton—
Raphson method (33) was used to solve this strongly nonlinear
system of equations, ensuring fast and reliable convergence
during the iteration.

For the sake of simplicity we neglect the radial thinning
of the plume, which is a good approximation if the diameter
of the laser focal spot is commensurable or especially if it is
much larger than the distance left behind by the plume during
the time of investigation. To follow the expansion of the
vapor, we then have to solve the one-dimensional equations
of hydrodynamics expressing the conservation of mass, mo-
mentum, and energy, respectively:

dp d(pv)
3 ox a3
a(pv) d
=0+ o) (14)

) v? d D . 2P

— +—)|=-— +=+—)|+ad-

az["(e 2)] ox ""(e o 2)] P~ rad
(15)

Here p denotes the local pressure, pe is the local internal
energy density, ® is the laser irradiance, and « and €,q are
the linear light absorption coefficient and the radiation power
loss emitted in the Bremsstrahlung process, respctively. If
the electrons have a Maxwellian distribution of velocities, the
total amount of energy emitted per unit volume per unit time

is (34)
2xkT |'/* 32wed .,
=== 1
€rad ( am, ) 3hmecane§z n.g, (16)

where e is the electron charge, ¢ is the velocity of light, and
8. stands for the Gaunt factor, which is usually close and has
been taken equal to unity in our calculations. Assuming that
the plasma follows the ideal gas rule, the relation of pressure
and internal energy density to the state variables can be
written in the form

p=Q+x)okT/m an
ope £[§(1 +2kT+ 3 (E,2x) | (9)
ml| 2 w=1 2=1



Table I. Thermophysical and Optical Parameters of
Copper Used in Our Calculations

solid liquid
thermal conductivity, W/(m K) 380 170
specitic heat, J/(kg K) 420 494
density. kg/m? 8900 7800
mp, K 1356
AH ygi0n, kd /mol 13.0
AH,, kJ/mol 304.8
reflectivity at 300 K 0.975
abs coeff, m™ 7.44 X 107 7.44 X 107

where E,, is the wth ionization energy.

As it was mentioned earlier, transition between laser va-
porization and plasma ignition shows threshold behavior and
drastic differences can be observed in characteristic features
(e.g. expansion velocities, temperatures, ion energies, etc.) of
the plumes generated under the two different regimes. This
threshold behavior can be explained by the onset of a feedback
mechanism in the absorption of the plume which turns the
almost completely transparent vapor into a strongly absorbing,
opaque plasma.

Absorption of heated gases that have no molecular ab-
sorption bands can be attributed mainly to free—free transi-
tions of electrons in the field of neutrals or ions. Photoion-
ization of excited species may have important contribution
only in the case of UV lasers and in the presence of species
with low ionization potential (35). Preceding plasma ignition,
the plume consisting of largely neutral atoms, interacts with
the laser mainly through electron-neutral inverse Bremsst-
rahlung processes. For this process the absorption coefficient
is given by

@en = [1 + exp(-hv/kT)]Qn.n, (19)

where v is the laser frequency, T is the local plume temper-
ature, n, and n are the electron and neutral number densities,
and @ is the cross section of the photon absorption (36). As
the vapor temperature and hence the number of charged
particles increases, the electron-ion inverse Bremsstrahlung
process becomes dominant. The absorption coefficient in this
case can be written as follows (34, 36):

465, 1/2
Q= |1- exp(—ﬂ) el 8 >2’n.g,
! kT ] 13hcr®m,\ 3mRT =
(20)

Equations 5 and 8 completed with the assumption that the
vapor temperature at the liquid—gas interface is equal to the
actual surface temperature served as boundary conditions for
the equations of hydrodynamics. Numerical solution of the
problem was based on a finite difference approximation of
egs 13-15 utilizing the scheme of Godunov (37). Details of
the algorithm were discussed elsewhere (16).

RESULTS AND DISCUSSION

Calculations were carried out for the ruby laser—copper
interaction at 30 J/cm? and at somewhat higher, 36 J/cm?,
laser energy densities. The temporal intensity profile of the
laser pulse, Iy(t) in eq 1, was approximated by Gaussian
distribution of 30-ns full width at half-maximum (see dashed
curve in Figure 4). Although the numerical solution of eq 1
enabled the accurate temperature dependence of the ther-
mophysical parameters to be considered, we made distinction
only between the solid and the liquid phase, each characterized
by one set of thermal parameters, as it is displayed in Table
i

In eq 15 the absorption coefficient, «, was approximated
by the sum of the electron-neutral and electron—ion inverse
Bremsstrahlung coefficients given by eqgs 19 and 20. Surface
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Figure 2. Calculated density (a), velocity (b), temperature (c), and
pressure (d) profiles at 70 ns. The laser energy fluence was 30 J/cm?.
The dashed curve in b corresponds to the local sound velocity defined
by eq 21.
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Figure 3. Calculated density (a), velocity (b), temperature (c), and
pressure (d) profiles at 70 ns. The laser energy fluence was 36 J/cm?.
The different lines in a correspond to different species: (—) Cu®% (-—-)
Cu'; (---) Cu?*. The broken line in b represents the local sound
velocity defined by eq 21.

reflectivity was calculated according to eq 3 on the basis of
dc conductivity and on other data (19, 38-40). In the plasma,
formation of singly and doubly charged copper ions (ionization
potentials E; = 7.726 eV and E, = 20.29 eV) were investigated.

Results referring to the trailing edge of the laser pulse (70
ns) are presented in Figures 2 and 3, for 30 and 36 J/cm? laser
fluences. The conspicuous difference in the calculated density,
velocity, temperature, and pressure profiles points to the
difference in the position of energy deposition.

Below the plasma ignition threshold, the blow-off material
remains transparent as long as the laser is on. Therefore the
laser can reach the metal surface without appreciable atten-
uation where a fraction of its energy is absorbed while the rest
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Figure 4. Calculated front velocities as a function of time at (a) 30

J/em? and (b) 36 J/cm? laser energy densities. The dashed curve
represents the temporal distribution of the laser pulse.

is reflected and lost as far as the laser ablation process is
concerned. The temperature of the expanding plume never
exceeds the surface temperature, and in the vapor thermal
ionization is almost completely absent. The plume expands
into the vacuum, and its flow becomes supersonic; i.e. the flow
velocity exceeds the local velocity of sound, defined as

Us = 4/YRT/m (21)

where v = 5/, for a gas consisting of atomic species.

In the high-fluence case, the energy delivered to the plume
through electron—neutral inverse Bremmsstrahlung processes
was enough to elevate the temperature close to the surface
value, giving rise to high electron density as well as intense
light absorption.

In Figure 4 the comparison of maximum flow velocities as
a function of time indicates that streaming velocities were
almost identical for low- and high-energy fluences until the
onset of plasma formation.

In the high-fluence case, at about 50 ns a transition period
starts leading to the rapid growth of the plasma, which is
apparent from the steep rise in the flow velocity. After
breakdown, the incident laser energy is completely deposited
into the plasma, increasing its velocity to about 2.4 X 10 cm/s,
whereas at 30 J/cm? the expansion velocity remains about
one-eighth of this value due to the lack of direct plume heating.
As it is apparent in Figure 3a and c, a highly ionized, hot layer
is formed at the plasma front in which the temperature ex-
ceeds 10° K by the end of the laser pulse. These high tem-
peratures result in the production of multiply charged ions.
Depending on the local density and temperature the different
regions are dominated by different species. Figure 3b and d
illustrate the piling up of waves induced by laser heating in
the absorption zone and the development of the shock wave
driven by the dense, expanding plasma core.

Expansion of the plasma continues after the laser pulse has
ceased, and plume properties change considerably during this
additional flow. In order to elucidate some of these variations,
we traced the expansion further in time.

Figures 5 and 6 show three selected stages of the evolution
of density profiles for 30 and 36 J/cm? energy fluences, re-
spectively. As time evolves the vapor detaches from the target
and a bell-shaped density distribution develops, which drifts
towards the vacuum. The motion of the blow-off material can
be interpreted as the translation of the center-of-gravity ac-
companied by the expansion of the cloud.

The fast decay of the density distribution at 30 J/cm? and
the persistence of a relatively compact core at the higher
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Figure 5. Density profiles at (a) 65 ns, (b) 95 ns, and (c) 125 ns. The
laser fluence was 30 J/cm? Calculated translation and expansion
velocities of the plume were v, = 1.3 X 10% cm/s and v,, = 2 X 10°
cm/s, respectively.
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Figure 6. Density profiles at (a) 125 ns, (b) 155 ns, and (c) 185 ns.
The laser fluence was 36 J/cm?. Calculated translation and expansion
velocities of the plume were v, = 1.3 X 10° cm/s and v, = 6.8 X
10% cm/s, respectively.

energy fluence reflect that the relation between the propa-
gation and expansion velocities is different below and above
the plasma ignition threshold. Translation velocities are 1.3
X 10° and 1.3 X 108 cm/s for the low- and high-fluence cases,
respectively. The expansion velocities estimated at the
half-maxima of the density distribution curves are 2 X 10° and
6.8 X 10° cm/s below and above the ignition threshold.
Another feature of the plume formation is that the ratio
of propagation and expansion velocities does not change during
the postpulse period. It is worth noting that this kind of
behavior corresponds to a steadily growing spherical plume
in three dimensions drifting along the target normal. The laser
blow-off material occupies a conical annular region, and the
opening angle is determined by the ratio of the expansion and
translation velocities. This observation is justified by laser
beam deflection experiments on laser-generated plumes (41).
We indicated in Figures 5 and 6 the angle of a hypothetical
cone in which a three-dimensional plume would be confined
with the same expansion and translation velocities that were
obtained in the calculations: « = 100° for the subthreshold
situation, whereas o = 30° for the plasma ignition case.
Experimental evidence was adduced that laser-generated
plasmas exhibit strong forward peaking; moreover, in certain
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cases the plume is tightly confined to narrow cylindrical
structures (42, 43). In the light of the present calculations
this phenomenon could be explained by assuming an essen-
tially planar expansion at the very beginning of the laser-solid
interaction accompanied by a significant increase in the ve-
locity component normal to the target surface. Nevertheless,
one must not overlook the fact that other factors, e.g.
streaming of the vapor out of the crater created by the laser
pulse, result also in the decrease of the expansion angle (41).
The agreement between calculated expansion velocities and
the results of ion energy measurements is also reasonable. The
energy distribution of multiply charged ions stemming from
ruby laser—copper interaction were determined by means of
a 127° electrostatic analyzer (44). The lowest irradiance limit
of these measurements coincided with our 36 J/cm? calcula-
tion. In these experiments only two ionic species, Cu™ and
Cu?*, were identified. The center of the measured energy
distribution for Cu®* ions was at 250 eV corresponding to 2.8
X 108 cm/s ion velocity, which is in good agreement with the
calculated 2.4 X 10% cm/s terminal plasma front velocity.
Despite the promising correlation we would like to em-
phasize that this kind of comparison is always subject to
ambiguity. Apart from the significant uncertainties in laser
power density determinations, our model was designed to
describe planar expansion which was obviously not the case
in the aforementioned experiment. On the other hand we did
not address the question how velocity distributions of different
species change when the assumption of local thermal equi-
librium ceases to hold. Furthermore we did not consider the
effect of the external field penetration to the low-density
regions of the plasma. Nevertheless, it is reasonable to assume
that the terminal front velocity represents the mean velocity
of ions even after the transition to collision-free flight.
Finally, we consider the problem of crater formation. The
evolution of the melt depth with time along with the corre-
sponding evaporated thickness is presented in Figure 7 for
both laser fluences. One can observe that the melt front
penetrates rapidly into the solid and, after having reached the
maximum depth (1.63 pm for 30 J/cm? and 1.98 um for 36
J/cm?), it recedes back due to the resolidification with a
somewhat lower velocity. Through the comparison of melt
front histories with the shape of the laser pulse (see Figure
4), it is apparent that melting continues even after the incident
laser pulse has been extinguished and a region thicker than
1 um remains molten for almost 100 ns in both cases. In our
model material removal is solely attributed to vaporization
and, therefore, the thickness of the evaporated layer can be
regarded as a lower bound to the crater depth. Subthreshold
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behavior resulted in low evaporated thickness, whereas in the
higher fluence case the amount of material removed by
evaporation was increased significantly due to the exponential
dependence of evaporation rate on the surface temperature.

As it was discussed above, in pulsed-laser ablation exper-
iments, the splashing of the melt due to vapor recoil is ob-
served. If we assume that the melt is completely ejected before
resolidification, the maximum and the melt depth curve serves
as an upper limit for the measured value. This assumption
is supported by measurements on copper where a 2.2 um deep
crater was produced by a 44 J/cm? irradiance Q-switched ruby
laser pulse (28). Extrapolating our calculated maximum melt
front position to this fluence, we obtain 2.6 um, a fair estimate
for the measured crater depth.

CONCLUSIONS

The diversity of phenomena occurring during laser ablation
and the lack of reliable experimental data on the high-tem-
perature behavior of solids compelled us not to make any
pretense of describing laser—solid interaction in detail. We
rather tried to find a simple model to account for pulse melting
and vaporization of metals as well as for the absorption and
ignition of the plume. The fair agreement between the cal-
culated and measured ion velocities and the feasible upper
and lower limits for the crater depth, as well as the prediction
of the plume propagation confined in a conical spatial region,
indicate that laser vaporization and plasma ionization can be
treated in the framework of the presented model.

Nevertheless, the general formulation of the problem makes
it difficult to account for all the events of practical and the-
oretical interest during the laser-solid interaction. The ap-
plicability of the model at high irradiances could be stretched
by taking into account more ionization steps, employing a
more realistic equation of state, and possibly considering
critical phenomena.
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Evaluation of Three Zero-Area Digital Filters for Peak
Recognition and Interference Detection in Automated Spectral

Data Analysis
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An intermediate step in the automatic evaluation of complex
spectra is the determination of positions and number of in-
dividual lines. In practice, peak analysis is often hampered
by statistical noise, presence of a significant background, and
influence of substantial interference. One possibility to avoid
some of these peak detection probl in trans-
forming the accumulated (spectral) data into another spec-
trum, by means of convolution. Transformed signals have a
very characteristic shape, allowing recognition of peaks in an
easier and more explicit way. Furthermore, by choosmg the
proper filter and its p t i t can
be achieved. In the present work, the performance of
q wave, G ian, and zero-area digital filters
is pared when applied to single G lines, multiplets
of Gaussian profiles, and Voigt profiles. In order to obtain a
general overview of the properties of the filters just men-
tioned, lytical expr for the of a Gaus-
sian profile with each of the filters are derived. It is proved
in general that a linear background component of a signal is
completely filtered out by an even zero-area digital filter as
opposed to higher order components. The parameters that
are looked at in the convolution signal are full-width at half-
maximum, intensity at the position of the maximum, signal-
to—nonse ratio second-order background contribution, and
as a function of some typical fiiter
paramelers Besides its use for peak detection, the convo-
lution signal can also provide some information about the
presence of interferences. When combined with Zimmer-
mann’s method, digital filtering is able to detect most spectral
interferences or can at least give a warning about irregular-
ities in the original spectrum.

INTRODUCTION
In spectroscopical analysis, overlapping of lines is often
encountered. For quantitative purposes, extraction of nu-
merical information from the peak region is required. This

process usually starts with a line detection procedure, followed
by a resolution of multiplets into their components. It is often
easy to detect a peak or a set of peaks visually, even in the
presence of a noisy baseline. However, the presence of a
substantial background or spectral interference can make it
very tough for the operator, especially in those cases where
quantitative work has to be done. To exclude any subjective
influence from the operator, the just mentioned procedures
are automated now for computer-aided data handling.

Line recognition can be based upon algebraic inequalities
between single-channel contents or groups thereof in the
registered spectrum. However, these methods are the first
to fail in the presence of substantial noise and/or overlapping
peaks.

One possibility to reduce peak detection problems consists
in transforming the original spectrum into another one, where
the lines can be recognized in an easy and more explicit way.
The independence of this transformation for any background
and/or noise contribution to the spectral intensities, would
be an important advantage.

For this purpose cross-correlation has been used as early
as 1950 (I) and later on in a lot of variations. Unlike the
autocorrelation applied by Horlick (1), where the raw data
are cross-correlated with a spectrum already containing the
sought-for spectral features, Black (2) suggested a convolution
technique (he called it cross-correlation) to isolate structures
in a spectrum by sliding an appropriate function over the
spectrum containing the raw data. In order to reduce the
influence of noise and to eliminate the background, Robertson
(3) used a so-called zero-area fold-in function. This is a
symmetrical rectangular function, which resembles somewhat
a typical line shape minus a constant in order to obtain a total
zero area. Robertson showed that the signal-to-noise ratio
(SNR), as he defined it, is maximal for equal functional forms
of both the correlator and original signal. More recently,
Taylor and Schutyser (4) used what they called a zero-area
square-wave correlator, suggested by Op de Beeck (5), in their
program for analyzing inductively coupled plasma optical
emission spectra (ICP-OES). In order to achieve deconvo-
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lution, Biermann (6) used an adjustable triangular digital filter
of unit area.

The zero-area square-wave correlator of Taylor and
Schutyser—also known as a top hat filter—will be called here
the square-wave filter (SWF), whereas a triangular one (similar
to Biermann's) will be referred to as the triangular filter (TF).
The SWF and TF are compared with a filter which combines
the advantages of Black’s filter and Robertson’s rectangular
fold-in function, namely a Gaussian-shaped filter (GF).

It should be emphasized that in the present work all filters
can be represented by an even (symmetrical) function and that
they all posses a net zero area. Furthermore, it is proved in
general that the linear background component of a signal is
completely filtered out by an even zero-area digital filter, as
opposed to the higher order components.

A more detailed, comparative study of these digital filters
seemed appropriate in view of introducing this technique into
a program for automated quantitative analysis of (ICP-OE)
spectral data. However, the intension was not only to in-
corporate a single, fixed filter, as was done by Taylor and
Schutyser, but also to conceive the program in such a way that
it chooses the optimal parameters for the filter in order to
achieve the maximal profit of the convolution operation.

THEORY

General Outline. The convolution R(7) of two functions
f(¢) and g(t) is defined as

R = [ ) glr-2) dt (1)
which can be written equivalently as
R = g0 flr-0) ar (1b)

The correlation or cross-correlation function % () of the
two functions f(t) and g(¢) is defined as follows:

R = (10 gl + 1) at (2a)
which can also be transformed as
R = (T80 fe- 1) e (2h)

It should be remarked that for the special case where f(t)
is an even function, convolution and cross-correlation become
equivalent. More detailed treatments of convolution and
cross-correlation can be found in a number of books (7).

For continuous functions, integrated over finite intervals
(windows, with 2M being the window width), the convolution
integral becomes

RG) = [0 gtr - ) a @

In many practical situations either one function or both
functions are digitized data streams. Then, the integral is
replaced by a summation, representing the discrete convolu-
tion

2M-1
R(r) = :=Zo @) glr = ¢) (4a)

It can be seen that the image of the function g(t) about the
ordinate axis is taken first and then g(-t) shifted by the
amount 7.

An alternative form of the discrete convolution summation
can be written as

+M
R(r)= X f(t) glr-1¢) (4b)
t=r-M

If f(t) represents the actual data stream and g(t) some
function to be convoluted with f(¢), application of eq 4a will
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cause a displacement of the output function R(¢) compared
to the original one, f(¢). This shift can be compensated for
by eq 4b.

For the special case where f(t) is an even function, eq 4b
can be rewritten as

M
Rir)= L f)glr +¢) (4c)
t=r-M

which is also the discrete cross-correlation equation. Here the
function g(t) is only shifted by the amount 7.

Another interpretation of the eqs 4a and 4b is that they
describe the convolution of an input signal f(¢) with a digital
“transversal” filter g(¢). In the present work g(¢) will always
be referred to as filter or digital filter whereas the operation
(summation or integration) will be called convolution rather
than cross-correlation, since both are only equivalent for an
even f(t).

A supplementary advantage of linear filters is that the
output function is made up of individual convolution con-
tributions R;(7). This property holds for continuous as well
as for discrete data:

+M +M
R(r) = t=Z_M(>,:Di(t))g(r —t) = 3 _ZMDi(t) glr-t) =
LR{(7r) (5a)

where f(t) has been replaced by
ft) = ZDi() (5b)

In practical situations however, the individual peaks D;(t)
consist of several parts, i.e. the real signal in which we are
interested, the background, and some additional statistical
noise. Generally, the background can be represented by a
polynomial; it should be remarked that linear or quadratic
functional forms suffice in most practical situations.

Computational Methods. In many cases, spectral line
profiles can be approximated quite well by Gaussian distri-
butions, although it is well-known that in general this is not
the real functional form. In emission spectrometry for in-
stance, the data should be represented by the so-called Voigt
profile (Appendix 1). It has been shown frequently (4, 8, 9)
that the central part of an emission line can be approximated
by a Gaussian distribution; for an accurate deseription, es-
pecially of the line wings, the Voigt profile should be used.

In order to characterize the relationship between the original
and the convolution data together with their typical param-
eters, such as intensity at the position of the maximum,
full-width at half-maximum (FWHM), and signal-to-noise
ratio (SNR), analytical expressions of the convolution signals
are derived, for zero-area square-wave, Gaussian, and trian-
gular-digital filters C(r — ), assuming that the continuous data
D(t) can be represented quite correctly over a small window
by a Gaussian profile and a quadratic background. The ex-
pression for D(t) becomes thus

D() = S(t) + B(t) =
Tos eXp[——lg(t = to,s)2] + ag + ait + ayt? (6)
as

where S(t) is the Gaussian model function and B(t) the
quadratic background; o is the standard deviation given in
units of channels or distance between data points, £, is the
position of the centroid, and Iy is the intensity of the Gaussian
distribution at o

In Appendix 2 it is shown in general that the linear back-
ground component ay + a;t of the signal D(t) is completely
filtered out by an even zero-area filter C(r — t), as opposed
to the higher order components (a,t", n = 2).
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Figure 1. (A) Zero-area square wave filter (SWF). (B) Zero-area
Gaussian filter (GF). (C) Zero-area triangular filter (TF).

Square-Wave Filter. The square-wave filter (SWF) was
suggested in a discrete form by Op de Beeck (5) in y-ray
spectrometry, and adapted by Taylor and Schutyser (4) in
their computer program for quantitative analysis of ICP-OE
spectra. In fact, this filter is a symmetric rectangular (or
square) fold-in function with unit intensity in both the positive
central window and the negative side windows (Figure la).
The convolution signal R(r) for a continuous SWF can be
obtained by means of

P 4 e
R) =~ 2D de + fk%m(t) de - j‘% D(t) de
@

where M represents the width of the filter.
Substitution of eq 6 into expression 7 gives after a number
of intermediary steps

T = Lo +%I
R(r) = '\/EUSI 2ef | —— |-
2V

M\

. Tl f(1—tf,_s+M

eff | —— || -|ef|{ ————} -
\/Ea, \/Eas

¢ Tﬁt""_M) LM (8a)
er e - =a a,
\/Eu, 2

2 z
effz=— | e dt (8b)
vl

Tt can he seen from eq 8a that the convolution signal is no
longer Gaussian and that it only depends upon the correlator
width and the quadratic background term (a constant or linear
background s efficiently filtered out, due to the zero area of
the correlator). By setting the derivative of eq 8a equal to
zero, it is found that R(7) becomes maximal when 7 equals

Lo
R(t,,) without the background contribution (a, = 0) is given
by

Rity,) = V2rolo,(2 erf Y - erf 2Y) (9a)

M VIn 2M

YETQO-‘=W (9b)

and FWHM, represents the full-width at half-maximum of
the original signal.

A maximal intensity enhancement of /270, with respect
to the original signal intensity Ip, can be achieved for M
tending to infinity. It also found that the second-order
background contribution lowers the convolution signal by
oM.

Gaussian Filter. Connelly and Black (10) indicated al-
ready that convolution has the tendency to select those
structures out of the spectrum which correspond most nearly
to the correlating function. Robertson (3) also confirmed this
and showed that the signal-to-noise ratio of the correlation
signal—as he defined it—is maximized when the functional
forms of the signal and the correlator are the same.

The Gaussian filter, as it is used in the present work, can
be represented by

] -A (10)

where I, stands for the intensity of the Gaussian distribution,
o, is the standard deviation of the distribution, and A is a
constant which is determined in such a way that the total net
area of the filter is zero:

O IR SPAYY T
A= 2M~£—M Iy, exp[ 2“62(1- t) ] dt

'\/710c°'c ( )(11)
"V

This filter (Figure 1b) has two adjustable parameters, namely
its width M and its own FWHM, or ¢..

C(r—t) = Iy, exp| -




The expression for the convolution signal R(r) becomes then

M 1
R = f L. exp[- e c)?] - AWD() dt
i ' 20,2

(12a)

and after some intermediary steps
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erf
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( Ve, )] ’

Y [l
N2 200

1

5\/ 2ra,0 M erf

(12b)

O¢

where v(a, x) is the usual notation (11) for the incomplete
~-function:

v(a, x) = ";Ie"t"’l dt (12¢)

From eq 12b the following conclusions can be drawn: (a)
the convolution spectrum has no Gaussian shape, even if the
peak in the data spectrum and the functional form of the filter
are Gaussian; (b) R(7) reaches its maximum value for 7 = o
(c) the convolution signal depends upon two adjustable par-
amters, o, and M.

The reduced intensity at the maximum of the convolution
signal can be shown to be

R(to,s) _ \/Z_TI T, o M 0'82 + o'cﬂ
- 08 -
IU-C \/ (J's2 + ac2 \/§Usd'c

Iy,4049,
— erf( M erf( M + 220503 X
M \/E(rs \/.a.ac k

3 M1 M
7(5’ i) 5@azucM? erf(ﬁgc) (13)

Thus, the value of R(¢,,)/ Iy depends upon M and upon both
the FWHM, of the original signal and the FWHM, of the
filter. Here, the choice of FWHM, will have some influence
upon the intensity enhancement, in contrast to the SWF where
FWHM, and M are the only parameters that matter. A
maximal intensity enhancement of v/2ma,0,/ Vs + ¢ with
respect to the original signal I can be obtained in this case,
when the background contribution is neglected (a; = 0).
Triangular Filter. As introduced aiready by Biermann
(6), another possible filter is given by a triangular fold-in
function, with also two adjustable parameters, comparable to
the Caussian filter. However, Biermann'’s filter is not of the
zero-area type but it is a discrete filter with an area normalized
to 1. It can be understood quite easily that the terms, de-

ANALYTICAL CHEMISTRY, VOL. 63, NO. 4, FEBRUARY 15, 1991 « 323

pending on ag and g, of the background, in the expression of
the convolution signal will not disappear here, as it is for any
zero-area filter (Appendix 2).

The triangular filter (TF), as it is constructed here, has only
one adjustable parameter, namely its width M (Figure le). It
can be represented by

Ir -t
Clr-1t) = IO,C(I - —M—) -4 (14)

where

1 M fr -t _1
A f L Io,c(l - -M—) dt =3k, 15

represents a constant in order to realize a net area of zero.
This filter, in its discrete form, is in fact very similar to that
described by Biermann (6). The constant term A4, which
equals the area of the filter divided by the number of discrete
points (filter window), can be shown to be I, M/(2M + 1).
After a second parameter ap = [Io (M + 1) - 1]/2 is intro-
duced, the filter becomes

Cr-t)=-—7 ml'r - t‘ (16)
which is very similar to Biermann’s filter.
The reduced convolution signal for TF is given by

R(») 20l (1 - tgg)?
= exp| -
{ 0, M 20, 52

M2 (7~ toa)M
exp(—;ﬁ;) cosh [T -1} -
T Io,a“s 7= log
\/; i (r—tog)] 2 erf i =
f('r+M-to,,) f('r—M—tO'!)
er —er +
\/Ecrs \/Ea,

1 - ; T+ M-t
5 EIQSGS er \/5(,! =

T-M-t
af | ——— —éagM‘ 1

Ve,

which shows that the convolution signal R(r) is not Gaussian,
and that its maximum value is reached for r = to,. The
intensity of the reduced convolution signal at the position of
the maximum becomes

R(tO,s) I, 0,3052 A{2
= ——]-1]+
L. 2 " exp 207 1
'\/Elo,sﬂs erf —M—) - 1azM3 (18)
2 \/-2'0'3 6

When the background contribution is neglected {(a; = 0), a

maximal intensity enhancement of +/w/2a, with respect to
the original signal [, can be obtained. It is also seen that
the second-order background contribution lowers the convo-
lution signal by !/sa,M°.

From the foregoing it can be infered that all these zero-area
filters have some properties in common. The most important
property from the peak detection point of view is that the
position of the convolution signal coincides exactly with that




324 « ANALYTICAL CHEMISTRY, VOL. 63, NO. 4, FEBRUARY 15, 1991

3000

1000

-2000
0 10 20 30 40 50 60 70 80 90 100

Channel number

Figure 2. Gaussian profile (O) with I, = 1000 counts/channel and
o, = 4.25 channels (FWHM, = 10 ch Is) and the corresponding

convolution signal (@) obtained with a Gaussian filter with FWHM, =
10 channels and M = 10 channels.

of the original spectral line. For single lines, there will thus
be no need for a peak position correction, at least in the case
of a continuous convolution signal.

RESULTS AND DISCUSSION

When a SWF and a TF, as well as a GF, operates upon a
single line, the shape of the convolution signal resembles that
of a smoothed, inverted pseudo second derivative of the or-
iginal distribution. The very characteristic shape, with a
strong positive central peak and negative side lobes is depicted
in Figure 2. In general, the central intensity of the convolution
signal is increased, whereas its line width is reduced with
respect to the corresponding parameters in the original
spectrum. In the present study, convolution spectra are
calculated by using eqs 3 and 4b for continuous distributions
and discrete data, respectively. For the GF some minor
differences in the intensities between the continuous and the
discrete convolution spectra can occur, due to round-off errors,
but they are never really significant. The original discrete
data are obtained with a computer program, developed for
the simulation of Voigt profiles (see Appendix 1) according
to Armstrong’s procedure (12). The Gaussian distribution is
only a special case of the Voigt profile when the Voigt pa-
rameter a equals zero. The convolution spectra for a Gaussian
spectral shape are generated by using egs 8, 12, and 17 for
continuous profiles and eq 4b for discrete data. Statistical
noise was introduced on the original spectral distributions by
using a Gaussian pseudorandom generator, as described by
Brent (14, 15).

As there is only one adjustable parameter for the SWF and
the TF, i.e. the filter width M, changing M with respect to
FWHM, is the only way to study the effect of the filter on
the convolution signal. On the other hand, the GF has two
adjustable parameters that can be varied, namely the width
M and the full-width at half-maximum of the filter, FWHM..

Digital Filtering on Single Gaussian Peaks. In order
to obtain a general view of their properties and influence on
spectral data, the different fold-in functions are first convo-
luted with single Gaussian lines. Various parameters can be
considered now to characterize the resulting convolution signal.

A first parameter is the full-width at half-maximum of the
convolution signal (FWHM,,,,,), which is defined here as the
FWHM of the positive part of the convolution signal (the
negative side lobes are neglected). As already mentioned, the
line width or FWHM,,,, is usually reduced with respect to
the FWHM of the original signal (FWHM,). This reduction
of the line width may result in a resolution enhancement,

A
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Figure 3. (A) Relative FWHM of the convolution signal (FWHM_,,,/
FWHM,) as a function of X for various filters: SWF (O), TF (O), and
GF with various o (@ = 1.0 (W), « = 0.5 (@), and o = 0.1 (A)). (B)
Relative FWHM of the convolution signal (FWHM,,,/FWHM,) as a
function of « for various values of M (of the GF): X = 1.0 (W), X =
0.75 (@), X = 0.50 (O), and X = 0.25 (O).

which will be most important for small values of FWHM -

As it was mentioned already, the properties of the
square-wave and triangular filters depend only upon the value
of M. It can be seen from Figure 3a that the relative FWHM
(FWHM,,,,/FWHM,) versus X corresponds to a quadratic
relationship. X is defined as

X = M/FWHM, (19)

As long as X remains smaller than 1.5, the FWHM,,, is also
smaller than that of the original signal.

For a Gaussian filter we can look at FWHM,,,, in two
different ways, i.e. as a function of X for various «, defined
as

« = FWHM,/FWHM, (20)

or as a function of « for various values of the filter basis M.
These relationships are depicted in Figure 3a and b. The
smallest values for the relative FWHM can be found with
small values for X as well as for a. Since the smallest relative
FWHM that can be obtained equals 0.533 channels, the
full-width at half-maximum can maximally be reduced by a
factor of 1.875. In the limit of zero filter widths, SWF, TF,
and GF give the same resolution enhancement.

From Figure 3b it can be seen that the FWHM,,,, does not
increase further, once « reaches a certain value. It can also
be seen that a change in « has a lesser effect for small M
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Figure 4. (A) Relative intensity of the convolution signal (R(tgs)/ 1)
at the position of the maximum as a function of X for various filters:
SWF (O), TF (O), and GF with various « (¢ = 1.0 (W), « = 0.5 (@),
and «« = 0.1 (A)). (B) Relative intensity of the convolution signal
(R(tys)/ 1) at the position of the maximum as a function of « for
various values of M (of the GF): X = 1.0 (W), X = 0.75 (@), X = 0.50
(O), and X = 0.25 (O).

values. For high a values, the width M determines the
properties of the filter, whereas « is rather important in the
case of a broad correlator (high M).

From eqs 8a, 12b, and 17, the position of the maximum in
the convolution signal can be shown to be the same as in the
original signal. Storing the first summation for discrete data
into output channel number M, rather than in the first one,
results in an exact coincidence of the maxima in the original
and convolution signals. In the discrete SWF case, a typical
shift of one channel can be found due to the fact that only
an even number of channels can be used for the width (M)
of this filter.

The relationship between the relative intensity of the
convolution signal at the position of the maximum, R(ty,) /Ios
and the relative width of the filter (X) is represented in Figure
4a. R(lyy)/Ios increases very fast for SWF with increasing
X, compared to the cases of GF and TF. The maximal in-
tensification of the convolution signal with respect to the
original distribution is for the different filters as follows:
[R(tgs)/Toelmaxswe = 21310, [R(to0)/Ioelmese = 10.653, and
[R(tos)/ Ing)maxcr = 15.066 for o, = 8.5 channels and « = 1.0.
The limiting value for the SWF can indeed be found back in
Figure 4a, whereas the other values for the TF and GF are
only reached for very large values of M (or X).

If R(ty,) /I is calculated as a function of « for various M,
a maximum occurs, as can be seen from Figure 4b, indicating
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Figure 5. (A) Relative SNR of the convolution signal (SNR ./ SNRigna)
as a function of X for various filters: SWF (O), TF (O), and GF with
various « (& = 1.0 (W), « = 0.5 (@), and « = 0.1 (A)). (B) Relative
SNR of the convolution signal (SNRoqy/SNR yigina)) @s @ function of «
for various values of M (of the GF): X = 1.0 (W), X = 0.75 (@), X =
0.50 (O), and X = 0.25 (O).

an optimal FWHM, with respect to FWHM,. This optimum
corresponds to a B value of 1.25, where 3 is defined as

8=M/FWHM, (21)

Another important parameter is the signal-to-noise ratio
(SNR) of the convolution signal at the position of the max-
imum. The ratio is defined as

SNR = R(ty) /o(R(tys)) (22)

where o(R(t)) is the standard deviation of the filtered signal
(convolution signal) at the position of the maximum, which
can be calculated via the error propagation rules. The rela-
tionship between the relative SNR (SNR .,/ SNRrigina) and
the filter parameters is depicted in Figure 5a and b. It can
be seen that the relative SNR seems to increase until infinity
for the SWF and that a limiting value exists for large X values
in the case of the TF and for large X and « values in the case
of the GF. From Figure 5b it appears that a change in « has
a minor effect on the relative SNR for small M values.
Thus, the relative SNR clearly increases with increasing
filter width, for all filter types. Soon, an important im-
provement can be found, indicating that a smoothing effect
(SNR g > SNR i) already starts for relatively small filters
(small values of X or M). The values of X for which an
improvement is achieved, are listed in Table I. It is also
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Table I. Minimum Values of X and/or « for Which an
Improvement of SNR Can Be Achieved

filter « X
SWF 0.40
GF " 1.0 0.60
0.5 0.60
0.3 0.75
0.2 1.00
0.1 1.20
TF 0.60

clearly seen that high X values are required to obtain any
improvement when using small o values.

Equations 8a, 12b, and 17 all show a dependence of the
intensity of the convolution signal on the quadratic back-
ground term ay, the width, and FWHM of the filter. The
relative FWHM (FWHM,,,,,/FWHM,), the relative intensity
at the position of the maximum (R(tys)/Ios), and the relative
SNR (SNR,,,../SNR,) of the convolution signal are shown in
Figure 6 for various percentages of a quadratic background
contribution. The percentage of this quadratic background
is calculated as the fraction of the background at the position
of the original maximum. The values of the relative FWHM,
intensity, and SNR without the presence of background have
been taken as a reference.

As can be seen very clearly from Figure 6a and b, the SWF
and TF convolution signals are influenced in a very similar
way by the varying amount of quadratic background. Con-
cerning FWHM, application of the GF results in rather broad
peaks in the convolution signal, although a 10% background
contribution does not cause more than ca. 2% broadening of
the line. R(tys)/Iys on the contrary, shows an intensification
of the convolution signal as the quadratic background in-
creases, when the GF is used. These two tendencies will
compensate each other, and peak recognition will not be
hampered. Furthermore, it can be seen that the relative SNR
is less affected by the quadratic background contribution in
the case of the GF, which makes it preferable for complex
spectral data where a quadratic background becomes more
and more probable.

Digital Filtering on Doublets of Gaussian Profiles.
Resolution is a well-known concept in spectroscopy, as well
as in chromatography, where the following definition is con-
ventionally used

R = Ax/2(0y + a9) (23)

Ax stands for the distance between the maxima of the peaks,
o) and o, are the Gaussian standard deviations of the dis-
tributions. The minimum R value for quantitative separation
of two peaks is considered to be 1.0, which corresponds to a
Ax of 1.699 times the FWHM (for two identical lines).
Usually, two lines are considered spectroscopically resolved
as soon as their center separation Ax equals or exceeds 1.0
FWHM (R = 0.589). We could try now to calculate R for the
convolution spectrum resulting from such an original signal
and compare it to 0.589 in order to obtain the resolution
enhancement (RE) after filtering. However, this procedure
fails because there is a problem in finding the correct FWHM
values of the lines in the composite convolution spectrum.
Biermann (6) proposed therefore a procedure in which he
calculated the relative indent

RI = (g, — i) /L nas 29

of two identical peaks separated by one FWHM and tried to
find the distance to which the convolution peaks could be
pushed together in order to obtain the same relative indent.
Here, I,,,, denotes the intensity of the apparent maxima and
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Figure 6. (A) Relative FWHM of the convolution signal (FWHM,,,,/
FWHM;) as a function of the percentage of additional second-order
background contributions for various filters and fiter widths: SWF (X'
= 1.0 (m), X = 0.5 (O0)), TF (X = 1.0 (A), X = 0.5 (A)), and GF (X =
1.0 (@), X = 0.5 )O)). (B) Relative intensity of the convolution signal
(R(tos)/ 1) at the position of the maximum as a function of the
percentage of additional second-order background contributions for
various filters and filter widths: SWF (X = 1.0 (W), X = 0.5 (O0)), TF
(X = 1.0 (A), X = 0.5 (4)), and GF (X = 1.0 (@), X = 0.5 (O)). (C)
Relative SNR of the convolution signal (SNR‘,,.,,/SNRM) as a function
of the percentage of additional second-order background contributions
for various filters and filter widths: SWF (X = 1.0 (W), X = 0.5 (0)),
TF (X = 1.0 (A), X = 0.5 (A)), and GF (X = 1.0 (®), X = 0.5 (O)).
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Figure 7. Resolution enhancement (RE) as a function of X, obtained
with various zero-area filters: SWF (O), TF (O), and GF with various
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Figure 8. Resolution enhancement (RE) as a function of X and ¢, in
a tridimensional repr ion, for the G: ian filter.

I, the intensity of the intermediate minimum. The RE is
then defined as

RE=1-P (25)

where P denotes the new distance in the convolution signal
in units of full-width at half-maximum.

It can be seen from Figure 7 that the RE calculated in this
way decreases with increasing width X of the filter. This
tendency is also found for RE as a function of a. Unlike
Biermann’s findings, there is no significant maximal RE
corresponding to an optimal set of filter parameters. This
probably results from the zero area of the filters which are
used here. As soon as X becomes smaller than 0.5, RE be-
comes very similar for all filters. The similarity between the
RE of the SWF and GF with « = 1.5 is very clear. Once again
it can be concluded that « becomes more important as a filter
property (or parameter) for large M values, whereas M is the
limiting factor for RE when its value becomes small (X < 0.25).

For the GF a three-dimensional analysis (Figure 8) was
made, using the DISPLA subroutines (running on the Cyber 930
computer, which is used in this study). The RE as a function
of X and « does not possess a maximum as was already seen
above. It is found that X values smaller than approximately
0.3 will never give a further resolution enhancement; it will
only result in a worse SNR.
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Table II. Ratio of the Intensities of the Negative Side
Lobes (RSL) in the Convolution Signal as a Function of M
for Various Doublets®

X I 1II I v

1.00 1.3879 1.1143 1.0000 1.0430
0.75 1.56253 1.1656 1.0000 1.0974
0.50 1.6361 1.2311 1.0000 1.1298
0.45 1.6533 1.2415 1.0000 1.1312
0.40 1.6761 1.2519 1.0000 1.1383
0.25 1.7000 1.2740 1.0000 1.1507

2The four doublets of Gaussian profiles are characterized as
follows: (I) Iy = 2549, 051 = 0,2 = 8.5 channels, and £y — to5; =
0.7FWHM; = 14.0 channels; (I) Iy ; = 2[o.s, 051 = 0,2 = 85
channels, and ¢y ~ tos1 = 0.5FWHM, = 10.0 channels; (II) Iy, =
252 051 = 02 = 8.5 channels, and t, - to; = 0.2FWHM; = 4.0
channels; (IV) Iy ; = 101y, 053 = 0,2 = 8.5 channels, and ¢4, -
tos1 = 0.5FWHM; = 10.0 channels. A GF has been used with 8 =
1.5.

Digital Filtering on More Complex Spectral Data—
Detection of Interference. Its good behavior in the presence
of statistical noise and background, together with the reso-
lution enhancement obtained by convoluting the original signal
with a zero-area filter, makes digital filtering a useful tool for
peak detection. However, if the “chromatographic” resolution
becomes too small, two peaks cannot be separated, not even
using the smallest possible filter. Two identical peaks sepa-
rated only by 0.7 times their FWHM, are no longer detected
as two individual lines in the original spectrum, and the ap-
parent position is situated exactly between the correct posi-
tions. A Gaussian filter with X = 0.6 is not able to separate
those peaks and will detect a single line on exactly the same
position as the original signal. As soon as X equals 0.5 or less,
two peaks appear in the convolution spectrum, and as X
decreases, the positions approximate more and more the true
ones. Finally, there is a deviation of only 1 channel. If the
distance between the two peaks becomes still smaller (i.e. 0.6
FWHM, so that R = 0.353) the procedure described here
cannot separate them anymore.

However, for two peaks appearing as a single envelope, the
ratio of the intensities of the negative side lobes (RSL) can
provide some additional information. Because of the sym-
metry of the filter, symmetric data should result in a sym-
metric convolution signal. This means that the RSL should
equal unity. A different value for the RSL, indicates some
kind of asymmetry, which will be due to an undetected and/or
undetectable interference in the case of symmetrical data. The
RSL will be defined as the ratio of the minimum at the left
side to that at the right side, meaning that a RSL > 1.0
indicates an “interfering” peak at the right side of the detected
peak, and vice versa. Indeed, the nondetected maximum of
the interfering peak causes an enhancement of the intensity
of the negative side lobe on the side of its appearance. A
typical case where this technique fails is the presence of two
perfectly identical peaks, where the RSL always equals unity.
Problems can also arise in the presence of high levels of sta-
tistical noise, because in that case deviation from unity can
be due to an asymmetrical peak or noise. For various inter-
fered lines, the RSL has been determined for some X values
(Gaussian filter width; 8 = 1.5) and the results are summarized
in Table II. It can be seen that for two Gaussians, with an
intensity ratio of !/, and separated by more than 0.5 FWHM,,
the RSL is definitely different from unity. This effect is even
more pronounced for small filter widths. When the second
peak is 10 times less intense than the first one, it is also
possible to detect the interfering peak by means of the RSL.
Situations where two peaks are separated by no more than
0.2 FWHM,, with an intensity ratio of !/,, the RSL always
equals unity, even for very small X values.
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Table I11. Digital Filtering on Complex Spectral Data®

<5 5 o 3 . peaks found in
positions p and intensities [ in the simulated peaks found in the the convolution second derivative
multiplets simulated spectrum?® spectrum of Zimmermann
no. P1s/Pauf -/ Pas i/ Tos/ oo/ s P10/ P2o/ [ Pro P1e/ Pac/ -/ Pnc no. of peaks
1 40/48/56 1/1/0.50 40/48/56
2 40/48/56 4/0.50/1 40/-/56 20
3 40/48/56 1/0.50/0.50 40/-/56 2
4 40/48/56 0.50/1/0.50 39/48/- 3
5 40/50/60 1/1/1 40/50/60 39/50/61
6 40/48/56 1/1/1 -/49/- 40/48/56
7 40/46/52 1/1/1 -/46/- 41/-/50 2
8 40/48/58 1/0.75/1 42/-/57 40/-/58 3
9 40/48/58 1/0.50/1 41/-/57 40/-/58 3
10 40/48/58 1/0.25/1 40/-/57 40/-/58 9¢
11 40/48/58 1/0.10/1 40/-/58 40/-/58 2
12 40/48/58 0.75/0.75/1 -/45/57 40/46/58
13 40/48/58 0.50/0.50/1 -/48/51 40/-/58 3
14 40/48/58 0.25/0.25/1 vy 39/-/58 3
15 30/40/60/80 0.50/0.50/1/1 31/39/60/80 29/40/60/80
16 40/50/60/80 0.50/0.50/1/1 41/-/60/80 39/49/60/80
17 45/55/60/80 0.50/0.50/1/1 46/-/58/80 44/-/59/80 3
18 55/60/65,/80 0.50/1/0.50/1 -/60/-/80 -/60/-/80 3 ()¢
19 60/65,/75/80 1/0.50/0.50/1 61/~/-/19 61/-/—/80 3(2)

e FWHM, = 10 channels and GF with M = FWHM, = 3 channels. A noise level of 3% has been introduced on the original data. ®Using
a peak search routine based upon the algebraic inequality of the sums of three channel contents. ¢An abnormality (indicated by “?7) can be
found in the second derivative of the Zimmermann plot, without being recognized as an interference; however, a least-squares analysis

indicated indeed a wrong number of peaks in the model function.

15007
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Figure 9. Original composite spectrum (O) (no. 16 in Table I1I) and
the corresponding convolution signal (@®).

Table III gives an overview of the parameters of some
simulated complex spectra. Columns two and three represent
the exact positioins and the intensities of the various profiles
of the multiplets. All peaks have the same FWHM; of 10
channels, whereas the noise level equals 3%. On the other
hand, the fourth column resumes the peak positions as they
are found in the composed signal by a peak-search routine
based upon the algebraic inequality of the sums of three
channel contents. After the application of a Gaussian filter
(GF) with M = FWHM, = 3 channels (a small filter width
was used in order to obtain maximal RE), peaks are found
in the convolution signal at the positions summarized in the
fifth column. It can be seen from some of these examples that
digital filtering can often separate peaks originally appearing
as a single envelope. This is illustrated in Figure 9, repre-
senting the complex spectrum 16 in Table IIL.

The presence of more than one peak in the convolution
spectrum unfortunately makes the use of the RSL impossible
as an indication for interference. Indeed, a RSL different from
unity can be caused by an undetected interference and also
by the influence of two neighboring peaks on each other. This

Table IV. Effect of Noise Levels on the Ratio of the
Intensities of the Negative Side Lobes in the Convolution
Spectrum and on the Slope in Zimmermann’s Plot for a
Single Gaussian Profile®

max dev
noise corr coeff from global
level, % RSL  global slope  global slope slope, %
0 1.000 0.02773 1.000 0.00
1 1.001 0.02778 0.999 0.50
3 1.004 0.02783 0.997 1.65
5 1.007 0.02789 0.993 2.75
7 1.009 0.02793 0.986 3.90
10 1.016 0.02801 0.972 5.57

¢The Gaussian profile is characterized by o, = 8.5 channels. A
Gaussian filter (GF) with X = 1.0 and 8 = 1.5 has been used. The
last column gives the maximal deviation between the global slope
of Zimmermann’s plot and any value of the slope, before and/or
after the position of the maximum, using a window of five chan-
nels.

puts some limits on the use of digital filtering in the case of
complex spectral data. Thus, a supplementary technique for
the detection of hidden peaks—even in the convolution
signal—would be very useful.

In a previous paper (15) we reported already about Zim-
mermann’s method (16) for the linearization of the central
Gaussian part of spectral lines, and its possibilities to detect
interferences. In a Zimmermann graph the quantity

) =in oo 1 26

Q) =1In SG+ D (26)
is plotted versus ¢, where S(t) denotes the background cor-
rected intensity at channel number ¢. The interference then
can be detected by means of a more or less noticeable “kink”
in the Q(¢) vs t plot. This “kink” can be made visible in most
cases by sliding a small window (3 or 5 channels) over the plot
and by calculating each time the slope, resulting in a change
of the slope at the inflection point of the Zimmermann plot.
However, the use of this small window is rather sensible to
statistical fluctuations, as can be seen from Table IV, which
summarizes the effect of various noise levels on the RSL and
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Table V. RSL and Zimmermann Slopes for Various
Doublets of Gaussian Profiles®

I/I, At/FWHM, foeny RSL slope slopeIl slope IIT
11 0.1 57 1.000 002156 0.00915 0.02107
0.6 56 1.000 002109 001403 0.02110
05 55 1000 002157 001818 0.02157
0.4 54 1000 002314 002160 0.02315
03 53 1.000 002471 0.02427 0.02471
0.2 52 1000 0.02628 002619 002628
0.1 51 1.000 0.02735 002734 0.02735
2/1 0.7 52 1.388 002535 001759 001212
06 53 1292 002484 001785 0.01530
05 53 1114 002466 0.02009 0.01858
0.4 50 1001 0.02771 0.02769 0.02764
03 50 1016 002725 002679 0.02604
0.2 50 1000 002772 002772 0.02772
0.1 50  1.003 002742 0.02739 0.02736
10/1 0.7 50 1168 0.02738 002584 0.01797
0.6 50 1113 002727 002580 0.02015
05 51 1068 002718 002573 0.02237
0.4 51 1036 002717 002618 0.02437
0.3 50 1016 002725 002679 00259
0.2 50 1002 002742 002726 0.02704
0.1 50 0999 0.02763 0.02760 0.02757

2FWHM, = 20 channels; centroid of the first Gaussian peak
equals 50. No noise has been introduced. 1,/I; is the ratio of the
intensities of both lines; At/FWHM,; is the distance between the
individual lines in terms of FWHM,, and £g cony, the position of the
maximum in the convolution spectrum. The slopes in Zimmer-
mann’s plot are calculated as follows: the first five channels of the
positive part (slope I), five channels around the position of the
maximum (slope II), and the last five channels of the positive part
in the convolution signal (slope III).

the slope of several parts of the Zimmermann plot, for a single
Gaussian line. The global slope was calculated for that part
of the Zimmermann plot corresponding to the positive part
of the convolution signal. It can be seen that a noise level of
5% already causes a maximal deviation of 2.75%, if the slopes
before and after the maximum are compared to the value of
the global one. An increasing number of channels for the
Zimmermann window will of course resist better to noise, but
at the same time the change of the slope will be less pro-
nounced.

The results for various doublets of Gaussian profiles have
been summarized in Table V for several parameters (RSL,
Zimmermann slopes, correlation coefficients, ...). The ratio
of the intensities of both lines of the doublet are given in the
first column, whereas in the second column At/FWHM,
represents the distance between the individual lines in terms
of the FWHM of the signal. FWHM was set equal to 20
channels for all lines, and the position of the first peak equals
50. tgcony Tepresents the position of the maximum in the
convolution spectrum. The RSL was calculated as defined
before. The slopes of the Zimmermann plot were calculated
by using a window of 5 channels: part I is taken as the first
5 channels of the positive part of the convolution signal, part
II is taken as 5 channels around the position of the maximum

in the convolution spectrum, and part I1I is the last 5 channels
of the positive part of the convolution signal. A rather broad
filter (X = 1.0) was used in order to obtain smooth convolution
spectra. Moreover, the peaks could not be separated unless
extremely small filter widths were used (X = 0.3) which has
to be avoided—as already indicated—in order to obtain a good
SNR. A composite of two identidal peaks cannot be detected
in practice by means of the RSL of the convolution signal since
this value always equals unity. As long as the peaks are
separated at least by 0.3 FWHM, a significant downward kink
can be found in the Zimmermann plot. For two peaks with
an intensity ratio of 10/1, the RSL can give an indication for
interference until a separation of 0.4 FWHM is reached. The
Zimmermann slope even decreases noticeably for a separation
of 0.2 FWHM. It should be noted that no noise was intro-
duced to the simulated profiles, which means that the same
results can never be obtained for real spectral data. However,
taking into account the overall noise level of a registered
spectrum, the RSL and Zimmermann’s method can often give
a good indication for possible interference.

Because of the sensitivity of the slope of the Zimmermann
plot to the noise level, the Zimmermann plot was smoothed
(three points) and the first and second derivatives were cal-
culated. Then, a kink in the Zimmermann plot results in a
minimum in the first derivative and a sequence of a minimum
and a maximum in the second derivative. As can be seen from
Table IIT (column six), the analysis of these derivatives
sometimes results in supplementary information about the
number of peaks present in the original spectrum. The im-
plementation of this technique into an automated routine will
be hampered by the fact that an “abnormality” in the first
or second derivative can often be recognized by an experienced
operator, but not by an algebraic inequality. The “?” for the
last two quadruplets in Table III indicates such a questionable
indication of additional lines.

Some spectra showed such a more or less pronounced ab-
normality in the second derivative without being recognized
as an interference by an automated routine. Nevertheless,
a least-squares fit was made for some of them (indicated by
footnote ¢ in Table III), using the information provided by
the automated routine. However, examination of a model
parameter and the residuals of the fit indicated clearly a wrong
number of peaks in the model function. If peaks were added
to the model, better residuals were found and the x2, of the
fit was reduced significantly.

Digital Filtering on Voigt Profiles. Although several
kinds of spectral data can be represented quite correctly by
a simple Gaussian distribution, the Gaussian filter has also
been applied to various Voigt profiles in order to verify the
previous conclusions. These convolution spectra have been
calculated by using the discrete summation given by eq 4b,
since the analytical expressions become too complex to derive.
Some results are summarized in Table VI. The Gaussian filter
has a width M = 10 channels, and 8 (M/FWHM,) equals 1.5.
The original signal is characterized by I, = 1000 counts/
channel, t,, = 50, and o, = 4.25 channels. Although the

Table VI. Digital Filtering on Voigt Profiles with Various a°

Voigt position position
parameter a min left min right Rito))/Ios
0.0 40 60 2.356
0.2 39 61 2.110
0.4 39 61 1.876
0.6 38 62 1.661
0.8 38 62 1.468

FWHM,,,,
channels slope I slope II slope III
7.238 0.11090 0.11090 0.11090
7.642 0.07772 0.08837 0.07772
8.076 0.05901 0.07130 0.05901
8.508 0.04702 0.058 24 0.04702
8.962 0.03401 0.04814 0.03401

2The intensity of the original signal equals 1000 counts/channel, the Gaussian FWHM, = 10 channels, and the position ty; = 50. The
slopes in Zimmermann's plots are calculated by using a window of five channels, before the position of the maximum (part I), around the

maximum (part I1), and after the maximum (part III).
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increasing Voigt parameter a does not influence the position
of the convolution signal with respect to the original position,
the positions of the minima of the negative side lobes are
displaced, indicating a broadening compared to a pure
Gaussian peak (a = 0.0). The positive part of the convolution
signal also increases as does FWHM,,,, with increasing a.
Nevertheless, FWHM,,,, still remains smaller than the original
FWHM,; of 10 channels. R(ty5)/Is decreases with increasing
a but remains enhanced with respect to the original intensity
by more than 40%. As a result, it can be expected that an
increasing Voigt parameter will cause a less deconvoluted
spectrum, so that strongly interfered lines will not be separated
in the convolution signal, in contrast to the pure Gaussian
situation.

Voigt profiles, as already mentioned, differ from pure
Gaussian lines especially in the wings, which will also have
some influence on the Zimmermann plot. Sliding a small
window over the Zimmermann plot shows now an “upward
kink™ in the slope, corresponding to the broadening effect in
the wings of the profile. Some results are shown in Table VL.
The “upward kink™ means that for single lines a proper dis-
tinction can be made between an interfering line and a Voigt
profile by using the Zimmermann plot.

CONCLUSIONS

The performance of zero-area square-wave (SWF), Gaussian
(GF), and triangular (TF) filters is compared when applied
to single Gaussian lines, multiplets of Gaussian profiles, and
Voigt profiles. Analytical expressions are given for the con-
volution of a Gaussian profile with each of these filters. It
is proved that the linear background component of a signal
is completely filtered out by an even zero-area filter as opposed
to higher order components. The parameters, studied in the
convolution spectrum, are full-width at half-maximum, in-
tensity at the position of the maximum, signal-to-noise ratio,
second-order background contribution, and resolution en-
hancement as a function of some typical filter parameters.

It is shown that digital filtering—as it is described here—can
produce two totally different effects on the original data. First,
there is a possible resolution enhancement which makes it
particularly useful in peak detection routines. Second, as an
opponent property, a smoothing effect can be created by
choosing broad filters, which can be helpful in the treatment
of rather noisy spectral data.

In practice, only discrete calculations of the convolution
spectra can be used, due to the fact that only discrete data
points are experimentally available for an “unknown” profile.
For the SWF and TF there is only one adjustable parameter,
namely the width M; for SWF only an even number of
channels for the width M can be used. An advantage of the
GF over the SWF and TF is the presence of two adjustable
filter parameters. If a certain resolution enhancement (RE)
has to be realized, both filter parameters should be considered.
In the case of GF, a relatively large M value can be combined
with a rather small « in order to obtain the desired RE level,
while the large M can still produce a reasonably good SNR.
The lack of a second adjustable parameter forces M to be very
small when the SWF or TF is used, resulting in the desired
RE but also in the loss of any smoothing effect.

It is shown that in the case of multiplets, composed of
strongly overlapping lines, digital filtering fails as a peak
detection method; however, some supplementary information
can be obtained by means of the second derivative of the
Zimmermann plot. It is not always possible to ensure the
presence of a missing interfering line, but an indication about
interference can often be found. From our study on Voigt
profiles it appears that an increasing damping constant will
cause in all cases a certain loss of information compared to
pure Gaussian profiles.

Thus, the final choice of a digital filter can be based on
personal preferences and/or on the problem to be handled.
The SWF and TF as well as GF will do well, while the SWF
is certainly a good choice when simple algorithms and minimal
computing time are requested. In our opinion, the GF will
give some more flexibility to fully automated routines and
programs.

GLOSSARY

A Constant term to obtain a zero-area for the Gaus-
sian filter (GF) and triangular filter (TF)

a Voigt parameter

B(t) Background intensity at position ¢

C(r —t) Filter function

D(t) Spectral line intensity at position ¢, including
background B(¢)

FWHM, Full-width at half-maximum of the filter

FWH-  Full-width at half-maximum of the convolution
Meony signal
FWHM, Full-width at half-maximum of the original signal
Iy, Central intensity of the Gaussian filter (GF)
0s Maximal intensity of the original signal (Gaussian
profile)
M Filter width
Q(t) Zimmermann's function
R Resolution (chromatographical definition)
R(7) Convolution signal at position 7
R(7) Cross-correlation signal at position 7
RE Resolution enhancement
RI Relative indent

RSL Ratio of the intensities of the negative side lobes
of the convolution signal

S(e) Net signal intensity at position ¢

SNR Signal-to-noise ratio

tos Position of the maximum of the Gaussian signal
profile

t0,conv Position of the maximum in the convolution
spectrum

t Channel number

X M/FWHM,

Y X+V/(In 2)

GF Zero-area Gaussian filter
SWF Zero-area square-wave filter
TF Zero-area triangular filter

a FWHM,/FWHM,

B M/FWHM,

o, Standard deviation of the Gaussian filter (GF)

I Standard deviation of the Gaussian signal profile
APPENDIX 1

The Voigt profile results from the superposition of an in-
dependent Lorentz and Gaussian (Doppler) line broadening.
For an experimentally observable spectral line, the Gaussian
profile is expressed as the convolution of the Doppler and
instrumental profiles.

The Voigt profile is given by

Vix, a) = %G‘ / !nTzK(x, a)

where K(x, a), the so-called Voigt function, is given by

+o Q)
K(x,a) = %f 5

a + (x —u)?

(A1-1)

(A1-2)

In egs Al-1 and A1-2 the following symbols are introduced:

=3
x=—"29yIn2 (A1-3)
oG
a= %\/ln 2 (A1-4)
G

where ap and o are the full-widths at half-maximum of the



Lorentzian and the Gaussian line profiles, respectively, ¢ is
the wavelength, and ¢, represents the wavelength at the center
of the Voigt line profile. The quantity a is usually called the
Voigt parameter or damping constant.

It can be shown that when a = 0, the Voigt profile is reduced
to a Gaussian one:

lim K(x, ) = g (A1-5)
-

«g can be obtained from the quadratic summation of the
Doppler width ap and the instrumental spectral bandwidth
instrt

aG2 = aDZ + o(instrz (AI'G)

where «p is computed from the wavelength t,, temperature
T, and atomic mass M, (c is the velocity of light).

to, [8RTIn2
ap =7 M, (A1-7)

If the parameters are known, the Voigt profile can be
composed by computing

It - to) = I, (K(x, a) /K(0, @) (A1-8)

where I(t - t,) is the intensity at any distance from the peak
position t, and I, is the intensity at ¢,. The Voigt function
has been tabulated by a large number of authors (see for
instance refs 13, 17, and 18) and also a number of numerical
procedures (79) and computer programs have been published
(12, 20). The FORTRAN routine given by Armstrong (12) is used
in our program for the simulation of discrete spectral data.

APPENDIX 2

Theorem. For an even zero-area filter C(¢t), the constant
(ap) and linear (a,t) terms in the background distribution of
the signal do not contribute to the convolution spectrum R(7)
as opposed to the higher order terms (gt n = 2).

Proof. We start with the general expression for the con-
volution spectrum

R(7) =
+M
f ; Clr = DISE) + ap + ayt + agt? + agt® + ..] dt

+M +M
= j;_M Clr - )S() dt + aoj:_M Clr—t) dt +
+M +M
alj;M ¢C(r—t) dt + asz_M 20— 1) dt +
+M
as f L BCG -1 dt + .. (A21)

Since, by assumption, C(r — t) is an even zero-area filter,
eqs A2-2 and A2-3 hold:
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C(r—t) = Cl-(+ - 1)] (A2-2)

+M _ M _
f, L Cr—tdt= j: COdy=0 (423

The third integral in eq A2-1 can be transformed in the
following way:

M M
J:_M tC(r—t) dt = j:M(r -)C(y) dy =

M M M

f o) dy- [ yCo) dy =~ f yCe)dy =0

(A2-4)

The last integral in eq A2-4 equals zero since yC(y) is an

uneven function in y. This shows that the linear part of the

background a, + a,t does not contribute to the convolution

spectrum. This is not the case for the higher order terms as
can be easilty shown for agt*

SMece-ndr= - yrco) dy =
M -M
S yeo) dy—2r [ yco) dy+ 2 f e dy =
-M -M o -M
J:My2C(y) dy (A2-5)

The last integral is different from zero since y2C(y) is an
even function in y. With an analogous reasoning it is easily
verified that all higher order terms (a,t", n = 2, 8, 4, ...) do
contribute to R(r), which completes the proof of the theorem.
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Determining q g mechani for lumi P
adsorbed or bound to a variety of heterogeneous systems
(e.g., silicas, organic, inorganic, and biopolymers) is quite
difficult in the ab of detailed information on sy
heterogeneity. A method for ing the relative contribu-
tions of static and dynamic q hing in heterog sys-
tems is pr d. While the method does not provide direct
information on the details of system heterogeneity, it requires
no a priori information on the nature of the heterogeneity.
This approach is based on a comparison of intensity
quenching data with lifetime quenching data using a preex-
ponential weighted lifetime, 7y,. 7y is calculated by fitting the
observed decay curves to a sum of a relatively small number
(2-4) of exponentials. For time-correlated single-photon
counting the parameters d from a tistically ac-
ceptable fit can be used to accurately estimate 7, even
though the computed model may bear no resemblance to the
true decay kineti Simulatif firm that the hod
works for a wide range of heterogeneous systems. The
technique is applied to oxygen q hing of a I

metal complex on a silica surface.

INTRODUCTION

The study of microheterogeneous systems by luminescence
is a relatively new and rapidly growing area (1, 2). Such
systems include surfactants, surfaces, polymers, and biosys-
tems. In contrast to many homogeneous systems, heteroge-
neous media frequently give rise to complex decay kinetics
that can be characterized as sums of several exponentials or
as distribution {unctions of exponentials. Since decay data
can frequently be fit equally well by several widely different
decay models, mechanistic interpretation is hampered by the
lack of a unique solution.

In microheterogeneous systems exhibiting luminescence
quenching, even the simple question of whether quenching
is dynamic or static has not been satisfactorily addressed. In
homogeneous media with only a single-component exponential
decay, the intensity and lifetime forms of the Stern—Volmer
equations are

70/7 =1+ Kgy[Q] (1a)
Kgy = ky1g (1b)
Iy/I =1+ (Kgy + K. )[Q] + K Key[Q)?  (1c)

where [Q] is the quencher concentration, 7’s are lifetimes, I's
are intensities, Kgy and k, are the Stern—Volmer and bimo-
lecular quenching constants, respectively, and K, is the as-
sociation constant for binding of the quencher to the lumi-

!Current address: Environmental Engineering Science, California
Institute of Technology, Pasadena, CA 91125.

nescent species. The subscript 0 denotes the value in the
absence of quencher. If plots of 7o/ or I/ versus quencher
concentration are linear and match, quenching is purely dy-
namic (i.e. K,y = 0). If Iy/] is above 7o/, static quenching
is present. Fitting both intensity and lifetime curves then
allows determining the static and dynamic quenching con-
tributions.

In many microheterogeneous systems, the multiexponen-
tiality of the decay curves and the uncertainty of the fitting
model preclude evaluating a single-exponential 7 for use in
eq 1. We present a new method for analyzing luminescence
decay curves in microheterogeneous media that allows as-
sessing the contributions of static and dynamic quenching.
The technique is shown by simulations to be insensitive to
the nature of the true decay model. We demonstrate its utility
by applying it to oxygen quenching of Ru(phen);** (phen =
1,10-phenanthroline) adsorbed onto a silica surface.

THEORY

Consider a system consisting of a number of independently
emitting species with different single-exponential lifetimes
and relative contributions. The lifetime and Stern-Volmer
quenching constant for each component are given by 7; and
Kgy;, respectively. The fraction of the total emission from the
ith component in the absence of quencher is given by f;;. The
intensity form of the Stern-Volmer equation is

foi B
Lifl = e (2)
e [ 1+ Kgvi[Q] ]
for = Toi/ 2l 3)
The impulse response of the system is described by
i(t) = Teet/m (4)

where the preexponential weighting factors are «’s and the
lifetimes are 7's. The fractional contribution to the total
emission for each component, fy, either under pulsed or
steady-state conditions, is related to the a’s and 7's by

for = ami/ Zaym; (®)

To be able to compare intensity and lifetime quenching

data, we define a new preexponential weighted mean lifetime,
™

™= T/ e (6)

In the absence of a quencher, the unquenched 1y is 7y and
is given by

™o = LToi/ 2% (7

where the subscript 0 denotes the value in the absence of
quencher. In the absence of static quenching the «’s are the
same for the quenched and unquenched sample. Assuming
that each component obeys a normal Stern-Volmer equation
(eq la), 7y in the presence of quencher is

0003-2700/91/0363-0332$02.50/0 © 1991 American Chemical Society



T 5 oo/ Loy ®

™ = =

2 1+ KgvilQ]
For microheterogeneous systems, we now define a lifetime
Stern-Volmer equation using 7y’s rather than single-expo-
nential lifetimes.

-1

™0 o/ T ot/ Logre |
™ oTe/ 0y 1 + Kgy[Q]
1+ KsvilQ]

s—fo | ©
1+ Kgvi[Q]

where the last form results from substituting f,, from eq. 5.
Comparison of egs 2 and 9 shows that

Io/I = o/ ™ (10)

Thus, if we use 7y’s rather than single-exponential lifetimes
in our Stern-Volmer equation, we can compare intensity and
lifetime data in microheterogeneous systems to assess the
presence of static quenching.

Attempts to use the analogous true mean lifetime or natural
lifetime (7)o/(7) where

(r) = Tayr?/ Loyr; (11)

fails to give lifetime and intensity expressions that are the
same (3). Thus, the normally calculated (r) provides no
insight whatsoever into static versus dynamic quenching
processes.

IMPLEMENTATION

While theoretically correct, eq 10 still is not directly ap-
plicable to experimental data. The actual distribution of
lifetimes is required to compute 7. What is needed is a way
of accurately evaluating the ry’s independent of knowledge
of the true decay model. We describe a satisfactory way of
evaluating 7y's without any knowledge of the true model.

QOur approach is based on the well-known fact that a wide
variety of complex decay schemes can be accurately fit as the
sum of a relatively small number of exponentials (4, 5). This
includes decays that are distribution functions or exhibit
Forster energy transfer. However, satisfactory fitting of the
decay curves with an incorrect model does not necessarily
guarantee that computed parameters have physical signifi-
cance. In particular, we cannot say a priori that s calculated
from such an incorrect model are accurate. However, we will
demonstrate that for a wide range of models and parameters,
a fit of the data to a simple sum of two to four exponentials
provides accurate estimates of Ty's as long as the fit is sta-
tistically satisfactory. Once accurate 1y’s are obtained, in-
tensity and lifetime quenching data can then be compared
by eq 10 to assess the relative contributions of static and
dynamic quenching.

We begin by fitting our decay curves using the impulse
response that is a sum of exponentials given by eq 4. Both
the «'s and 7’s are fit. In cases where the flash cannot be
treated as a & function, deconvolution is required to extract
the decay parameters. The decay is fit with increasing num-
bers of exponentials until the fit is statistically acceptable as
judged by the x,? test (i.e. near 1) and the weighted residuals
plot. The 7y and (7} are then calculated from egs 6 and 11
with the best fit decay parameters, even though a sum of
exponentials model may not resemble remotely the true decay
scheme.

EXPERIMENTAL SECTION

The preparation of the Ru(phen);®" sample adsorbed onto
Cab-0-Sil M5 fumed silica is described elsewhere (3, 6). The
steady-state measurements and the time-correlated single-photon

ANALYTICAL CHEMISTRY, VOL. 63, NO. 4, FEBRUARY 15, 1991 » 333

decay time system are also described elsewhere (3, 7).

Numerical simulations were performed on an AT class IBM
PC clone with a math coprocessor. Programs were written in
Turbo Pascal 5.

Decay models for unquenched samples were generated as single
or double Gaussian distribution functions with different peak
centers, 7., and widths, o. Each Gaussian distribution was
approximated as a sum of 21 discrete single-exponential decays
uniformly distributed over £3¢. For the two Gaussian cases, we
have

10 10
D(t) =6, % apefi+ B, 3 aget™ (12a)
i=10 i=-10
a; = el /207 j=19 (12b)
Ty = Tipear(1 + 0.3i07);  j=1,2 (12c)

where the 8's are weighting factors for each Gaussian distribution.
As defined, the relative total emission contribution from each
Gaussian distribution is 8;7jpear. For the wider distributions,
negative lifetimes were excluded. We also tested to see if the need
to deconvolute data affected our analysis. For some of the sim-
ulations we first convoluted D(¢) with an excitation profile
measured on our decay time system and then extracted the ap-
parent o’s and 7’s by deconvolution (7).

Quenching of a distribution was simulated by calculating the
new, quenched values of the contributing single-exponential
lifetimes using eq 1 with the chosen quenching rate constant and
quencher concentration. The «’s in eq 12 are unchanged on
dynamic quenching. The quenched decays were then calculated
and summed. The decays were scaled to either 40000 or, less
commonly, 10000 counts in the peak channel, and Poisson noise
was added (8). An acquisition window of 0—4 us was used, which
matches that used for the majority of our data acquisitions. The
contributing single-exponential decays and their associated weights
were used to calculate the true 7y and (7) for the noise-free
distribution.

Decays were fit to a sum of exponentials (eq 4) by using a
Marquardt nonlinear least-squares algorithm (7-9). For convo-
luted decays, the same program was used for deconvolution. A
sum of up to four exponentials can be modeled and the success
of the fit judged by the magnitude of the weighted x,? the ap-
pearance of the weighted residuals plot, and various goodness of
fit indicators such as the Durbin-Watson parameter. The com-
puted best fit «’s and 7’s were used to calculate ryy and (r) from
eqs 6 and 11.

In our simulations, 7y Was varied from 0.1 to 1 us with ¢’s
as large as 100% of 7.5 For the double-exponential cases, the
relative contributions of each distribution to the total emission
was varied by scaling the 8’s. Quenching rate constants and
quencher concentrations were adjusted to simulate varying degrees
of quenching.

RESULTS

We found that the optimum fitting procedure was to use
no more exponentials than required to give a statistically
acceptable x,2. The use of more exponentials made for slow
convergence, false minima, and program crashes. Two to four
exponentials sufficed for all of the systems described here,
although the broadest bimodal distributions would occa-
sionally give x,? as large as 1.2 even with four exponentials.

We now demonstrate that our approach gives valid esti-
mates of 7y and (7) for a wide range of models. Note that
our conclusions are independent of whether or not the data
required deconvolution. Also, the results were similar for 10K
and 40K peak counts data.

For narrow single-distribution functions (o =< 0.37.4),
accuracy in ty and (7) was typically better than 1%. This
is not surprising since, as the distribution becomes narrower,
the system approaches a single exponential. A small system-
atic underestimation of {7) was observed for wider distribu-
tions with longer 7,.,’s. This underestimation is due to the
low-amplitude tail on the decay that extends beyond our 4-us
measurement window and the sensitivity of the () calculation
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Table I. Accuracy and Precision of Lifetimes of Gaussian Distributions®

fitted parameters, us
Tm (% error) (1) (% error)

simulation parameters, us
peak 4 Ba/8 T (1)

A. Single Gaussian Distribution

0.7 0.7 0 0.886 1.24 0.884 + 0.003 (0.25) 1.19 £ 0.004 (3.7)
B1. Double Gaussian Distribution

0.7 0.7 7 0.222 0.707 0.228 + 0.001 (2.8) 0.675 £ 0.005 (4.5)

0.1 0.1

simulation parameters, us

fitted parameters, us

T (% error) {7r) (% error)

B2. Double Gaussian Distribution with Quenching (k, = 1 M ps™)

QLM Ba/Br T (r)
0.25 7 :
0.75 7 0.158 0.311
2.0 7 0.118 0.180
4.0 7 0.089 0.117

0.197 £ 0.003 (1.6)
0.160 £ 0.003 (1.3)
0.123 £ 0.0004 (4.1)
0.092 £ 0.0006 (2.9)

0.475 % 0.002 (1.9)
0.308 + 0.001 (1.2)
0.179 % 0.0004 (0.7)
0.116 + 0.0003 (0.5)

%n =5, 6 where standard deviations are calculated. The time base is 4 ps. Fits are not deconvolutions and are from the data peak to the

point at which intensity is negligible.

to longer lifetimes because of the 72 dependence in eq 11.
Increasing the range of data acquisition corrects this problem,
as shown by its absence for shorter lived distributions using
the same measurement window. Even for the pathologically
wide single-distribution functions where o = 7,4, the errors
are not large (Table I) and can be traced to too short a
measurement window with some loss of data at long times.
The important 7y is accurate to 0.25%.

Errors are only slightly worse for the extremely wide double
Gaussian distribution (o) = Tipeaks 02 = Topear) Where the
contribution from both Gaussian parameters are equal (i.e.,
Br =1, Tpeaks = 0.7 8, By = T, Tpeare = 0.1 ps) and the standard
deviations equal their peak lifetimes. We will refer to this
as the very wide double Gaussian system. Errors are <3%
for 7y and <5% for (7). (7) again exhibits the systematic
underestimation because of the limited acquisition range and
could easily be improved by using a wider data acquisition
window. For double Gaussian distributions with narrower o’s,
closer 7,.,s, or larger differences in the areas under the two
Gaussian curves, the errors become significantly smaller
(£1%).

As expected the very wide double Gaussian distribution
with equal contributions from the two Gaussian parameters
showed the worst errors. We focus on these results. Section
B2 of Table I shows the effects of dynamic quenching. Errors
are acceptably small over the entire quenching range. The
errors in (7) decrease with increasing quencher concentration.
We believe this effect is due to the loss of long-lived compo-
nents on quenching. As the quencher concentration is in-
creased, the distribution shifts to shorter lifetimes and the
components that had fallen outside of the measurement
window are brought into range.

Despite the systematic errors discussed above, our estimated
7m's are very close to the true 7y’s for the quenched wide
double Gaussian distribution. As with the unquenched wide
double Gaussian distribution, even better agreement in
quenched systems is obtained for narrower ¢'s, larger dif-
ferences in the total contributions from the two components,
OF Tpe,'s that are not so widely separated.

To demonstrate the utility of eq 10 we computed a simu-
lated Stern-Volmer quenching plot applied to the very wide
double Gaussian distribution. The result is shown in Figure
1A with the true 7o/ 7y (=I,/I) shown as a solid line along
with the simulated results. The excellent agreement leads to
the correct conclusion that quenching occurs by a purely
dynamic mechanism.

These results also indicate that this method is applicable
to a wide range of distributions, not just Gaussians. In dy-

namic quenching, longer lived components are more heavily
quenched, resulting in a skewed, non-Gaussian distribution.
The results for the quenched double Gaussian data of Table
I and Figure 1A show our success in the treatment of this
asymmetric bimodal distribution. Thus, the method can be
applied to both symmetric and asymmetric distributions.

An alternative approach to our sum of several exponentials
would be to deconvolute the data directly with an impulse
response that is a single or double Gaussian or Lorentzian
distribution. For systems that actually conform to such
distributions, the calculated s computed from the fits will,
of course, be correct. Further, the number of parameters is
less than required by our sum of several exponentials as two
exponentials require four parameters while a Gaussian dis-
tribution requires only three. However, without having the
software for such deconvolution, we cannot comment on the
relative computational speeds of the two approaches. Nor can
we verify that the distribution function approach will yield
reliable fits to distributions that do not conform to the fitting
distribution (e.g. the quenched Gaussian distribution) without
an excessive number of parameters. While we suspect that
this alternative approach will work, its superiority over a sum
of several exponentials, which we have shown will give sat-
isfactory results for non-Gaussian distributions, still needs to
be confirmed.

It should also be noted that at very high peak counts
(100K-500K), there is a discernible difference between a
Gaussian distribution and a sum of two exponentials. Thus,
under such conditions, a distribution may be more accurate
for computing decay parameters in some systems.

Some workers report (7) as a function of quencher con-
centration. We show (7),/ () Stern—Volmer plots in Figure
1A and 1B. For the broad double Gaussian distribution, there
is clearly no correlation between this plot and the intensity
plot, and any inferences drawn concerning the quenching
mechanisms are meaningless. For all but a single-exponential
decay, utilizing (7) is not useful.

Parts B and C of Figure 1 demonstrate another pitfall.
Some workers fit their data to a sum of two or three expo-
nentials and then examine the quenching behavior of the
separate decays as though they were true single components.
If the decays really were a sum of two or three exponential
decays, then the resulting quenching plots would provide
information about the discrete system components.

The hazards of this approach are shown in parts B and C
of Figure 1, which give the extracted double- and triple-ex-
ponential parameters to our data for the very wide double
Gaussian distribution. Plots of 7q;/7; versus [Q] are shown
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Figure 1. Calculated parameters for the quenched broad double
Gaussian distribution (Table I, part B): (A) true 7yo/Ty or I/ (—),
(7)o/(7) (---), and computed results (asterisks) using noisy data fit
by the method of the text; (B) treatment of the data of part A assuming
quenching of two independently emitting species (7,/7 for the long-lived
(O) and short-lived (O) components, true 7yg/7y or Io/I (—) and
{7)o/(7) (---)); (C) treatment of the data of part A assuming quenching
of three independently emitting species (long-lived (O0), medium-lived
(A), and short-lived (O) components, true Tyo/7y or I4/1 (—)).
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Figure 2. Intensity and lifetime oxygen guenching of Ru(phen);?* on

a Cab-O-Sil disc: (asterisk) experimental I,/I; (A) Tyo/Ty using a

four-component fit with no baseline correction; (O) 7yo/7y using a

four-component fit with a baseline correction by omitting the ~5-ns

component.

for each of the “resolved” components. The Stern—Volmer
quenching plots are nicely linear and can be interpreted by
a plausible quenching model. This could lead the incautious
to the totally erroneous conclusion that the system is a discrete
two- or three-site one. As expected, none of the single-com-
ponent quenching plots agrees satisfactorily with the true Io/I
data.

There can be warning that this discrete model is incorrect.
The x,”'s (1.6-7.2) are significantly greater than 1.0 for sin-
gle-photon counting data, which would lead to the rejection
of a simple two-site fit. The deviations are not so large that
the failure of a two-site model would be detected on most
analog instrumentation. However, at 40000 peak counts on
a single-photon counting system the x,? (1.0-1.3) gives little
warning of a failure of the three-site model. These results
again emphasize the hazards of trying to draw detailed
mechanistic conclusions based on discrete multiexponential
fits to systems that may well be distribution functions.

In turning to real data, Figure 2 shows intensity and lifetime
quenching plots for Ru(phen);** adsorbed onto silica. In
contrast to the simulated data, this system has several com-
plexities. The emission is weak, and scatter and luminescence
from the silica support are noticeable signal contributions,
especially at short times. Because of the difficulty of repro-
ducible sample placement in our gas cell, the fast background
in the lifetime measurements cannot be accurately removed
by simple blank subtraction.

Two 7yo/ v versus [Q] plots are shown. The triangles show
the data calculated without any attempt to remove the silicas
scatter—fluorescence contribution. To reduce this error,
however, we noted that the multiexponential fits consistently
gave a very short-lived component (3-5 ns) that is unchar-
acteristic of the metal complex (typically >100 ns) but is
present on the silica. We, therefore, assumed that the
short-lived component was contributed from the silica, and
we repeated the calculations discarding the short-lived com-
ponent by omitting it in eqs 6 and 7. The corrected data are
shown as circles. The excellent conformity between 7/
and Iy/I indicates that quenching in this system is virtually
all dynamic. However, even if we use the uncorrected data,
80% of the emission is quenched dynamically at the highest
oxygen concentration while 86% of the emission is quenched
by all mechanisms; this leaves only 6% of the total quenching
being static. Thus, the apparently large discrepancies between
I,/I and 10/ 7\ are actually not large at all. In conclusion,
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on this silica support the dominant quenching mechanism is
dynamic with a small or negligible static component.

We have applied our preexponential weighted mean lifetime
to other metal complexes bound to silica systems (3, 6) and
to silicone polymer supported systems (3, 10). For the other
silica systems, dynamic quenching is the dominant, if not sole,
quenching mechanism, although the need for the scatter-
fluorescence corrections does not completely preclude a small
static quenching component. For the more strongly emissive
polymer systems, the scatter-fluorescence of the support is
negligible, no short-lived component is required, and the
systems are clearly quenched only by dynamic processes.
Details on these systems are reported elsewhere (3, 6, 10).

While our method does not provide detailed microme-
chanistic information, it gives the relative contributions of
static and dynamic quenching. For a general system having
both static and dynamic quenching

Io/I = (1/faynamic) 1/ fstaticd) = (rmo/ ) (1/Faarid)  (13)

where I/1 is the observed intensity quenching ratio, fg.c is
the fraction of excited species that are not quenched statically,
and faynamic is the fraction of excited molecules escaping static
quenching, which are not quenched dynamically. Independent
of model, 1/faynamic 18 given by ryo/7i. Thus, 1/f i can be
approximated from the measureable I;/I and 7o/ 7y From
the p/mv and 1/f > the researcher can then derive models
to fit the observed results.

For data of the precision shown here, it will be necessary
for the static contribution to exceed about 10% of the total

intensity quenching for reasonable accuracy in the extraction
and modeling of a static component to be possible.

For all of the systems under investigation in our laboratory,
the differences between I,/ and 7/ 7 are so small that we
have no evidence for static quenching, and we have been
unable to apply the above approach to our data.
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A detailed study of the photophysics and photochemistry of
polymer-immobilized luminescent transition-metal complex
oxygen sensors is presented. Emphasis is on understanding
the underlying origin of the nonlinear Stern—Volmer quenching
response. Microheterogeneity is important in both photo-
physical and photochemical behavior, and the nonlinear
quenching responses in RTV 118 silicone rubber can be ad-
equately described by a two-site model, although detailed
lifetime measurements suggest a more complex underlying
system. Counterion studies with quenching counterions are
shown to be useful probes of the structure of the complex in
the polymer. While oxygen enhances photochemical insta-
bility, singlet oxygen is not directly implicated in sensor de-
composition. In the photochemistry there is at least one
reactive and one much less reactive site, although the pho-
tochemistry and quenching ements probably 1
different populations of sites. The existence of reactive sites
suggests that stability can be enhanced by a preliminary
photolysis to eliminate the more reactive sites.

INTRODUCTION

Luminescence-based optical sensors are becoming in-
creasingly important, particularly in the area of fiber optic
sensors (I). These sensors are frequently supported in
polymers or gels or on surfaces. In contrast to more con-
ventional homogeneous luminescences these supports are
frequently heterogeneous on a microscopic scale and give rise
to complex decay kinetics that can be characterized as sums
of several exponentials or as distribution functions of expo-
nentials (2-6). This complexity can frequently result in poorly
understood sensors.

An important class of luminescence sensors is Oy-quenching
sensors, which are based on the decrease of luminescent in-
tensity and lifetime of the sensor material as a function of Oy
tension (7-12). In homogeneous media with only a single-
component exponential decay, the intensity and lifetime forms
of the Stern-Volmer equations with both static and dynamic
quenching are

To/7 =1+ Key[Q] (1a)
Ky = kyq (1b)
Io/I=1+ (Ksy + K.)[Q] + K. Kev[Q]*  (L0)

where [Q] is the quencher concentration, s are lifetimes, I's

1Current address: Environmental Engineering Science, California
Institute of Technology, Pasadena, CA 91125.

are intensities, Kgy and k, are the Stern—-Volmer and bimo-
lecular quenching constants, respectively, and K. is the as-
sociation constant for binding of the quencher to the lumi-
nescent species. The subscript 0 denotes the value in the
absence of quencher. If plots of 7o/ 7 or Iy/I versus quencher
concentration are linear and match, quenching is purely dy-
namic (i.e., K., = 0). If I,/I is above 7,/7, static quenching
is present.

However, in many microheterogeneous systems, the mul-
tiexponentiality of the decay curves and the uncertainty of
the fitting model preclude evaluating a single-exponential 7
for use in eq 1. Even the question of the relative contributions
of static and dynamic quenching is difficult to address.
Further, the Iy/I plots are downward curved, which makes
more accurate calibration difficult.

We reported an O, sensor based on quenching of a tran-
sition-metal complex Ru(Phyphen);®>* (Phyphen = 4,5-di-
phenyl-1,10-phenanthroline) in a silicone rubber (12). As with
most quenching-based sensors, the response exhibits down-
ward curvature. In view of the very long unquenched lu-
minescence lifetimes of many transition-metal complex sensors
(13, 14), these complexes seemed ideal to explore the mech-
anisms of the nonlinear Stern—Volmer plots and to develop
models for predicting sensor response.

Our goals were to examine in detail the photophysics and
photochemistry of the quenching-based O, sensor by using
RuLg?* where L is an «-diimine (2,2’-bipyridine, 1,10-
phenanthroline, and their substituted analogues) in a silicone
rubber. As we will show, quenching in these systems is purely
dynamic, with the downward curvature resulting from site
heterogeneity. Further, a very simple two-state model gives
excellent fits to our experimental intensity-quenching results.
The photochemistry also exhibits heterogeneity, which may
prove useful for stabilizing sensors.

EXPERIMENTAL SECTION

Chemicals. Tris complexes, RuLs?*, of the following ligands
were prepared by literature methods (15). The abbreviations for
the ligands are bpy = 2,2"-bipyridine, phen = 1,10-phenanthroline,
Phyphen = 4,7-diphenyl-1,10-phenanthroline, 5,6-Me,phen =
5,6-dimethyl-1,10-phenanthroline, and 4,7-Megphen = 4,7-di-
methyl-1,10-phenanthroline. The BPh, salt of Ru(4,7-
Me,phen),®" was prepared by metathesis from the perchlorate
salt (16). In addition, the cis-Ru(phen)y(CN), was prepared by
literature methods (17).

The one-part RTV 118 and the two-part RTV 615 were from
General Electric Corp. The one-part air-cured Dow Corning
silicone was a Silastic medical adhesive tape, Catalog No. 891.
Samples were prepared as described earlier (12) by using ~1 mM
solutions of the complex in CH,Cly. Film thicknesses were typ-
ically 0.005-0.015 in. Earlier results showed behavior was inde-
pendent of film thickness. The recommended slow evaporation
procedure was used to improve film quality (12).

0003-2700/91/0363-0337$02.50/0 © 1991 American Chemical Society
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Absorption spectra for the RuLg?* species in RTV 118 showed
no new bands or significant spectral shift. This, coupled with
the similarity of the emission spectra in dilute solutions and in
the films, indicates that aggregation is not significant.

Photophysical Measurements. Static dc luminescence
measurements were made on a SPEX Fluorolog system (18).
Luminescence lifetime measurements were made by using a
homemade time-correlated single-photon-counting system (19,
20). Solution spectra were measured at ~100 pM.

To survey different polymer-complex systems one-point in-
tensity quenching data (Zyirogen/air) Were taken for several com-
plexes. Different polymers and methanol were used as the sol-
vents.

All measurements were made at room temperature (22 + 2 °C).
Air measurements used room air. Previous measurements have
shown that the systems are not affected by variations in humidity
that include putting the sample in water (12). For the pressure
dependence studies, the gas was pure oxygen and the pressure
was varied with a pump.

Photochemistry. Photochemical studies were performed by
irradiating low optical density films in air in the Spex spectro-
fluorometer. Decomposition was monitored by following the
emission intensity. Excitation bandwidth was set to the maximum
of 16 nm to minimize photolysis times. Excitation was near the
peak of the visible metal-to-ligand charge-transfer transition, and
the emission was monitored at the wavelength of peak emission.
Since emission intensity is directly proportional to concentration
under our conditions and the only likely emitting species is the
starting material, the decay of the emission intensity is directly
proportional to the surviving concentration of the sensor material.

Photochemical decomposition curves (luminescent intensities
vs time) were fit to a simple first-order decay

E(t) = K exp(—kgt) 2)

where E(t) is the emission intensity as a function of time, K is
a proportionality constant, and kg, is the photochemical rate
constant. In addition, since eq 2 did not give very good fits, we
used a decaying exponential on a constant baseline:

E(t) = K[(1 - F) exp(~kqust) + F] 3)

where F corresponds to the fraction of the total emission that is
not lost from extended photolysis.

We were also concerned that materials left in the polymer might
be responsible for the degradation. To test this hypothesis, we
exhaustively extracted a film in a Soxhlet extractor overnight with
CH,Cl,. Ru(phen)4** sensors were constructed by using the virgin
and extracted films and photolyzed.

Since our samples are optically dilute, the relative quantum
yields were computed from

Dphoto = Kobs/ € 4)

where ¢ is the molar extinction coefficient at the excitation
wavelength.

Data Treatment. For ascertaining the relative contributions
of static and dynamic quenching, we used the method described
in the previous paper (21). The preexponential weighted mean
lifetime, ry

™= Zami/Za; (5)

was computed. The necessary «'s and 7’s were extracted from
the decays by deconvolution assuming an impulse response that
is a sum of exponentials; a Marquardt nonlinear least-squares
algorithm was used (19, 20, 22). The success of the fit was judged
by the magnitude of the weighted x,2, the appearance of the
weighted residuals plot, and various goodness of fit indicators such
as the Durbin-Watson parameter. The number of components
was varied until a statistically valid reduced x2 was obtained. The
computed best fit «’s and 's were used to calculate 7y from eq
5

Even if no physical significance can be ascribed to the 7's and
a’s, the followi