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searchable by:
• chemical name' empirical formula
• CAS number • molecular weight
• user spectra • sequential spectra
• database identification number
• abundance of major peaKs

NIST/EPA/MSDC Maa
Spectral Database
on CD-ROM
A database of over 53,000 complete
massspectrawith structuresfor96%
of the compounds. One can identify
unknown spectra and locate spectra
of compounds with specific charac­
teristics. EPA approved for the
analysis of Tentatively Identified
Compounds (TICs). For IBM<!l per­
sonal computers.

Z21,400-0j Z21,401-9

VAX is a trademark of Digital Equipment Corp.IBM is a registered trademark of International Business Machines Corp.

Sigma-Aldrich Material
Safety Data Sheets
A database of over 58,000 com­
plete, printable material safety'data
sheets with chemical structu res. We
can accommodate single and mul­
tiple PC and Macintosh users with
CD·ROM software which is search-

~
chemists helping chemists In res~~rcti:~ ,1B,:9~$tr~y, :,' able by over 290,000 names/syno-

.. .. nyms, CAS number, molecular for-illdrich chemica"co" mula and more. Magnetic tape for

I <!l PO 80x 355 M,lwaukee WI 5320' USA' Phone ;4'';) 1'73.3850: tho 558 9/60 & FM dW982.9;;" '. :::'~~sC:~:a~:::in~~~~nsJ;t::~
Come visit us at Pittcon/'B~~t~n~'1Jbe/:;16ti5 : ·scr.ipt~onincludesquarterlyupdates.

or more information on our computer
products, please call for our Computer

Software Brochure at 800-231-8327.

Aldrich Vapor-Phase FT-IR Library
for the HP 59970C IRD Chemstation

A new FT-IR library, produced on the HP 59970B IR detector and opti­
mally formatted for searching with the HP 59970C IRD Chemstation, is
the fifth generation infrared collection at Aldrich,

Library features include:
• Over5,000 IRspectraoforganics
• Additional data-boiling point,

CAS number, density, melting
point, molecular formula,
molecular weight, refractive
index and RTECS number.

• Fully cross-referenced to the
other Aldrich FT-IR and Safety
publications.
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Install Confidence illYour Lab.

Monitoring ofthe
complete system
performance mini­
mizes error.

Perkin-Elmer com­
bines experience,
expertise. and world­
wide resources to
provide unmatched
products, service, and
supportfor analytical
laboratories.

Circle 108 for Information only.
Circle 109 for Sales Call.



tomoss
~ The Power of Original Thinking

When Nermag set out to develop the premier Automated
Benchtop GC/MS Workstation, we were aware there was aneed ­
your need, for more analytical power. Power that is simple to use,
yet flexible enough to tackle the toughest problems. Atrue research­
grade mass spectrometer was required, not acompromised mass
analyzer camouflaged by glitzy game-show software.

Introducing Automass, the benchtop mass spectrometer that
only Nermag could build, and the only one of its kind in the world
today. The basis of Automass is astate of the art quadrupole with
plug-in prefilters and an optimized Ionization Source for EI, CI,
and negative ions. Our original Off Axis Ion - Photon Conversion
Detector and patented Resolver electronics are enhanced by a
differentially pumped vacuum system for real CI spectra.

Automass is controlled by our exclusive LucyTM software.
Lucy does window after window of instrument configuration
setting, auto or manual tuning, calibration, mass spectra,
chromatographic trace, and data reduction; while simultaneously
examining the complete library and quantifying results.
You'll Love Lucy.

Automass can flawlessly perform routine analysis all day
virtually unattended, or help you tackle the most difficult analytical
problem.

Automass advances Mass Spectrometry into the 90's.

Powerfully.

c= LSI
NERMAG
INSTRUMENTS

france: Delsi-Nermag Instrumenls, 98terBlvd. Heloise. ArgenleuiI9500. Tel: (1)39.47.66.22. fax: (1)39.47 85.60
USA: Delsi Inc., 15701 Wesl Hardy Rd. Houston. TX 77060. Tel: (713) 847-oall. fax (713)591·2132
Nethenands: Delsi Instruments BV, Gebouwaelsvel, van Houren tnd Pk 11. 1381 Weesp, Tel: (0)29-ID-19£11
U.K.: Detsi Instruments ltd. 38 Thrapston Rd.. Brampton. Hunlington. Cambs PE lB BTE, Tel: 0480 431 609
West Germany: Delsi Instrumenls Gmbh, Olzbachstr 104020 Mettmann, Tel: 02104125086-87-88
Belgium: Inte~matt. 103. Av. des Volontaires, 1160 Bruxelies. Tet: 2733.16.32
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Concentration histogram imag­
ing: A scatter diagram technique
for viewing two or three related
images. Conventional methods for
the display of compositional maps
are limited in terms of understand­
ing numerical relationships. D. S.
Bright and D. E. Newbury of the
National Institute of Standards and
Technology describe how to effec­
tively display numerical concentra­
tion information by adapting the
technique of scatter diagrams that
can be extended to the simultaneous
plotting of three components

243 AAlC IN1BIFACE
On the cover. Fourier transform
ion cyclotron resonance mass
spectrometry: The teenage years.
In its childhood, FT-ICRMS
seemed to offer almost unlimited
promise for ultrahigh mass resolu­
tion and mass accuracy with simul­
taneous high-speed detection over a
wide mass range. Alan G. Marshall
and Peter B. Grosshans of The Ohio
State University discuss efforts to
correct flaw6 that surfaced in ado­
lescence and to provide a better un­
derstanding of the behavior of elec­
tromagnetically trapped ions

Tn~ ANCHAM
~ Ao'" 63(4) 205A-256AJ305-400 (1991)

8uruu ISSN 0003-2700

Registered In U.S. Patent and Trademark Office;
Copyright 1991 by the American Chemical Society

ANAlYTICAL CHEMISTRY (ISSN 0003-2700) is pub­
lished semimonthly by the American Chemical S0­
ciety at 1155 16th St., N.W., Washington, DC
20036. Editorial offices are located at the same
ACS address (202-872-4570; FAX 202-872-4574;
Bitnet rmh96@03s;TDD202-872-8733). Second­
class postage paid at Washington. DC, and ackfi­
tional mailing offices. Postmaster: Send address
changes to ANALYTICAL Q£MISTRY Member & Sub­
scriber Services, P.O. Box 3337. Columbus, OH
43210.

Claims for missing numbers will not be allowed if
loss was due to failure of notice of change of
address to be received in the time specified; if
claim is dated (a) North America: more than 90
days beyond issue date, (b) all other foreign: more
than one year beyond issue date, or if the reason
given Is "missing from files."

Copyright Permission: An individual may make a
single reprographic copy of an article in this publi­
cation for personal use. Reprographic copying be­
yond that permitted by Section 107 or 108 of the
U.S. Copyright Law is allowed, provided that the
appropriate per-copy fee is paid through the Copy­
right Clearance Center, Inc., 27 Congress St., Sa­
lem, MA 01970. For reprint permission, write
Copyright Administrator, Publications Division,
ACS, 1155 16th St., N.W., Washington, DC 20036.

Registered names and trademarks, etc., used in
this publication, even without specific indication
thereof, are not to be considered unprotected by
law.

Advertising Management: Centcom, Ltd., 500 Post
Rd. East, Westport, CT 06880 (203-226-7131)

1991 subscription rates Include air delivery out­
side the U.S., Canada, and Mexico

Nonmembers Nonmembers
Members (personal) (Instftutlonal)

FEBRUARY 15, 1991
VOLUME 63
NUMBER 4

Analytical instruments for undergraduates. ~ CFCs: Worse than ever. ~ Pro­
posed IUPAC bioanalytical nomenclature. ~ Bucky Ball chemistry

Critical reviews, Books on chromatography, MS, IR and Raman spectrosco­
py, and the determination of molecular weight and chemical composition are
reviewed

Personal dosimeters: Analytical chemistry on a lapeL Over the last decade
personal dosimeters, small lightweight collection devices that can be worn or
carried, have been developed for the measurement of contaminants in the
workplace. That same concept of individual measurement is now being extend­
ed for the determination of a wider range of pollutants, both in and out of the
workplace

NEW PRODUCTS & MANUFACTURERS' LITERATURE

305

230A

240 A

232 A

237 A

208 A

213 A

AIITHOR INDEX

Conferences. ~ Short courses and workshops. ~ Call for papers

FOCUS

BOlJI(S

MEmN&S

BRIEFS

NEWS

U.s. 31 69 28.
Canada and

Mexico 67 105 325
Europe 112 2tO 370
Other

countries 131 22. 389

Nonmember rates in Japan: Rates above do not
apply to nonmember subscribers in Japan, who
must enter subscription orders with Maruzen Com­
pany Ltd., 3-10 Nihonbashi 2-ehome, Chuo-ku,
Tokyo 103, Japan. Tei: (03) 272-7211.
For multi-year and other rates, call toll free 800­
227-5558 in the U.S. and Canada; in the Washing­
ton, DC, metropolitan area and outside the U.S.,
0311202-872-4363; FAX 202-872-4615.

Subscription orders by phone may be charged to
VISA, MasterCard, or American Express. Call toll
free 800-333-9511 in the continental U.S.; outside
the continental U.S., call 614-447-3776. Mail or­
ders for new and renewal subscriptions should be
sent with payment to American Chemical Society,
Department L-0011. Columbus, OH 43268-0011.

Subscription service inquiries and changes of ad­
dress (Include both old and new addresses with ZIP
code and recent mailing label) should be directed
to the ACS Columbus address noted above. Please
allow six weeks for changes to become effective.

ACS membership information: Lorraine Bowlin
(202-872-4567)

Single Issues, current year, $13.00 except review
issue, $26.00, and LabGuide, $50.00; back Issues
and volumes and microform editions available by
single volume or back issue collection. For infor­
mation or to order, call the number listed for sub­
scription orders by phone; or write the Microform &
Back Issues Office at the Washington address.

ANALYTICAL CHEMISTRY, VOL. 63, NO.4, FEBRUARY 15, 1991 • 207 A



ElRIEEFS

Articles

Use of Conformal Maps To Model the Voltammetric Response of
Collector-Generator Double-Band Electrodes 306
A digital simulation procedure is developed that accurately
gives currents at double-band electrodes for a variety of
electrochemical cases.
Bruno Fosset and Christian A. Amatore"'. Ecole Normale Super­
ieure. Laboratoire de Chimie, 24 Rue Lhomond, 75231 Paris, France
and Joan E. Bartelt, Adrian C. Michael, and R. Mark Wight­
man·, Department of Chemistry, University of North Carolina,
Chapel Hill, NC 27599·3290

Expansion of Laser-Generated Plumes Near the Plasma Ignition
Threshold 314
A hydrodynamic model is developed to describe the expan­
sion of laser-generated plumes on the solid-vacuum inter­
face. Density, velocity, temperature, and pressure profiles
for neutral and singly and doubly charged ions are evaluated
across the expanding cloud during the laser pulse and at
later phases, providing plume velocities comparable to ex­
perimental results.
Laszlo Balazs, Central Research Institute for Physics of the Hun­
garian Academy of Sciences, P.O. Box 49, H-1525 Budapest 114,
Hungary and Renaat Gijbels and Akos Vertes"', University of
Antwerp (V.LA.), Department of Chemistry, Universiteitsplein 1,
B-2610 Wilrijk, Belgium

Evaluation of Three Zero-Area Digital Fillers for Peak
Recognition and Interference Detection in Automated Spectral
Data Analysis 320
The performance of zero-area square wave, Gaussian, and
triangular mters is investigated. Digital filtering, combined
with Zimmermann's method, is used to detect most spectral
interferences.
Fabian Janssens and Jean-Pierre Franc;ois*, Limburgs Univer­
sitair Centrum, Department SBM, Universitaire Campus, B·3590
Diepenbeek, Belgium

Luminescence Quenching Mechanism for Microheterogeneous
Systems 332
A model-independent method for determining the contribu­
tions of dynamic and static luminescence quenching in
microheterogeneous systems is developed and tested by
simulation and on experimental data.
E. R. Carraway and J. N. Demas*, Chemistry Department, Uni­
versity of Virginia, Charlottesville, VA 22901 and B. A. DeGraff*,
Chemistry Department, James Madison University, Harrisonburg,
VA 22807

, Corresponding author

Photophysics and Photochemistry of Oxygen Sensors Based on
Luminescent Transition-Metal Complexes 337
The nonlinear Stern-Volmer calibration curves and photo­
decomposition kinetics of luminescence quenching-based
oxygen sensors are explained using a two-site microhetero­
geneous model in which each site has different quenching/
photochemical sensitivities.
E. R. Carraway and J. N. Demas·, Chemistry Department, Uni­
versity of Virginia, Charlottesville, VA 22901, B. A. DeGraff*,
Chemistry Department, James Madison University, Harrisonburg,
VA 22807, and J. R. Bacon', Chemistry Department, Western
Carolina University, Cullowhee, NC 28723

Direct Analysis of Solid Powder Biological Samples Using a
Magnetron Rotating Direct-Current Arc Plasma and Graphlle
Furnace Sample Introduction 343
The concentrations of various trace metallic elements are
determined in NIST bovine liver, citrus leaves, tomato
leaves, pine needles, oyster tissue, and rice flour biological
reference materials using a direct-current plasma device.
David Slinkman and Richard Sacks*, Department of Chemistry,
University of Michigan, Ann Arbor, MI 48109

Quanlilation of Acidic Sites in Faujasitic Zeolites by Resonance
Raman Spectroscopy 34B
The technique involves selective excitation of the Raman
spectra of dye molecules adsorbed on acidic zeolite surfaces.
The sensitivity of the Raman method at low proton loadings
(~l per supercage) appears to be considerably better than
the typical IR methods used to estimate acidity on catalyst
surfaces.
Robert D. Place and Prabir K. Dutta', Department of Chemis­
try, The Ohio State University,120 W. 18th Avenue, Columbus, OH
43210

Influence of Carrier Molecules on the Intensity of Biomolecule
Ions in Plasma Desorption Mass Spectrometry 352
The intensities of insulin and melittin molecule ions are
enhanced or suppressed by the presence of different carrier
molecules.
A. Grey Craig' and Hans Bennich, Department of Immunology,
Box 582, Uppsala University, S-75123, Uppsala, Sweden

Noise Reduction of Gas Chromatography/Mass Spectrometry
Data Using Principal Component Analysis 357
A method for digitally filtering GC/MS data that separates
noise from significant mass spectral response is described.
For chromatographic data, the signal-to-noise ratio in­
creases by at least a factor of 2. Integration results and mass
spectral quality are also improved.
Terrence A. Lee, Lisa M. Headley, and James K. Hardy·, De­
partment of Chemistry, Tbe University of Akron, Akron, OH 44325
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How to Succeed
at ppb Analysis...

Simple! Use only the highest purity gases.
But to maintain gas pUrity throughout your
delivery system and into your instrument, your
gas handling equipment must be ultra-clean
and prevent contamination. Inboard diffusion
is the major culprit In the contamination of
high purity gases.

Solution: The Matheson Model 9001 Pres­
sure Control Module with a 9300 ULTRA-LINE
regulator and valve will deliver your high purity
gas with virtually no inboard diffusion.

The Matheson Pressure Control Module
achieves this by utilizing semiconductor gas

handling technology: 316L stainless steel body
and diaph~~gm,metal-to-metal seals, clean
room assembly and packaging; electropolished
stainless steel tubing, butt welded VCR and
CGA connections and a permanent wall mount­
able installation. The entire system is then
tested to meet a minimum inboard helium leak
rate of 1 x 10.9 cc/sec.

At Matheson we understand your needs
because we are solVing them every day, and
allowing you to challenge the limits of ppb
analysis.

mf~!l!!~·
World Leader in Specialty Gases & Equipment

30 Seaview Drive
Secaucus, NJ 07096-1587

SEE US AT PmsBURGH CONFERENCE BOOTH 2202.
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Multiphoton Ionization 01 Laser-Desorbed Neutral Molecules in
aFourier Translorm Ion Cyclotron Resonance Mass
Spectrometer 361
The detection of iron at the 1oo-ppm doping level in an InP
compound semiconductor sample and the production of mo­
lecular ions from peptides are achieved in an FT-ICR mass
spectrometer by resonant multiphoton ionization. Addition­
al dissociation of peptide molecular ions is obtained using IR
multiphoton dissociation.
Jeffrey A. Zimmerman, Clifford H. Watson. and John R.
Eyler-. Department of Chemistry, University of Florida, Gaines­
ville, FL 32611·2046

Ultrasonic Time-ol-Flight Method lor On-Line Quantitation 01 in
Situ Generated Arsine 366
Speed of sound measurements made on flowing streams of
Ar-He and AsHa-H2 at ambient pressure and temperature
are in excellent agreement with values predicted using an
acoustic model based on ideal gas theory.
Jorge L. Valdes' and Gardy Cadet, AT&T Ben Laboratories,
Murray Hill, NJ 07974

Stable Carbon Isotope Analysis 01 Amino Acid Enantiomers by
Conventional Isotope Ratio Mass Spectrometry and Combined
Gas Chromatography/Isotope Ratio Mass Spectrometry 370
A method for olac analysis of amino acid trifluoroacetyl
isopropyl esters is presented. Stable carbon isotope compo­
sitions of underivatized amino acids in natural samples are
derived through an empirical correction for the carbon intro­
duced during derivatization.
J. A. Sileer and M. H. Engel', School of Geology and Geophysics,
The University of Oklahoma, 100 E. Boyd Street, Norman, OK
73019, S. A. Macko, Department of Environmental Sciences, The
University of Virginia, Charlottesville, VA 22903, and E. J. Ju­
meau, VG Isotech Limited, Aston Way, Middlewich, Cheshire
CWI0 OHT, U.K.

Ion Spray Liquid Chromatography/Ion Trap Mass Spectrometry
Determination 01 Biomolecules 375
On-line microbore HPLC with single and tandem mass spec­
trometric detection of components in a synthetic peptide
mixture, a tryptic digest, and a synthetic mixture of proteins
is achieved. An ion trap mass spectrometer, equipped for ion
injection from an external ion source via an ion spray LC/MS
interface, is used.
Scott A. McLuckey·. Gary J. Van Berkel, and Gary L. GIish,
Analytical Chemistry Division, Oak Ridge National Laboratory,
Oak Ridge, TN 37831-6365 and Eric C. Huang and Jack D.
Henion*, Drug Testing and Toxicology Diagnostic Laboratory,
New York State College of Veterinary Medicine, Cornell University,
925 Warren Drive, Ithaca, NY 14850

Analysis 01 Drugs in the Presence 01 Serum Albumin by liqUid
Chromatography with Eluents Containing Surfactants 384
Surfactant-containing eluents used with reversed-phase col­
umns are used for routine analysis of drugs in serum albu­
min, and more than 500 direct injections are made per col­
umn. Protein is quantitatively eluted at the void volume.
Ralph A. Grohs, F. Vincent Warren, Jr., and Brian A. Bidling.
meyer*, Waters Chromatography Division, Millipore Corporation,
34 Maple Street, Milford, MA 01757

High-Repelilion-Rate Laser Ablation lor Elemental Analysis in
an Inductively Coupled Plasma with Acoustic Wave
Normalization 390
Detection limits are improved by ablation with a UV laser at
100 Hz and use of relatively low vaporization laser power (50
mJ). The amplitude of the acoustic wave serves as an inter­
nal standard signal to improve precision.
Bo-ming Pang, Daniel R. Wiederin, R. S. Bouk, and Edward S.
Yeung·, Ames Laboratory-U.S. Department of Energy and De­
partment of Chemistry, Iowa State University, Ames, IA 50011

Technical Notes

Carbon-Fiber U1lramicroelectrodes Modilied with Conductive
Polymeric Tetrakis(3-methoxy-4-hydroxyphenyl)porphyrin lor
Determination 01 Nickel in Single Biological Cells 395
Frederick Bailey and Tadeusz Malinski·, Department of Chem­
istry, Oakland University, Rochester, MI 48039-4401 and Freder­
ick Kiechle, Department of Clinical Pathology, William Beaumont
Hospital, Royal Oak, MI 48072

Tissue Bioelectrode lor Eliminating Protein Interferences 398
Joseph Wang·, Li Ruey Wu, Sandra Martinez, and Juanita
Sanchez, Department of Chemistry, New Mexico State University,
Las Cruces, NM 88003
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Restek Corporation ...
Your #1 Source for Chemical Standards

The quality of the data your lab generates depends on the quality of the reference standards
you use. Can your lab afford to use anything less than the best?

=li:)ti:<
CORPORATION

~ .~

\~ EPA 600 series, ~ontract !,lib ~rogram, and thods.
T standards are extensively tested to ensure accuracy and come with

e of analysis to prove it!

packaging includes an ampule crackerlM, a silanized amber vial, and an extra
sample transfer and storage. Complete QA data packs are available for each lot

aterial produced.

. Restek Corporation
110 Benner Circle. Bellefonte, PA 16823-8812
Phone: 800-356-1688 • Fax: 814-353-1309

Visit us at Pittsburgh Conference Booth #2253
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NEWS

Bucky Ball Chemistry
Now that a synthesis of Buckminsterfullerene, the soc­
cer-bali-shaped CGO molecule, and its oblong-shaped C70
analogue has been found, scientists are scrambling to
unravel their chemistry. One of the rtrst reports comes
from researchers
at the Santa Bar-
bara and Los An­
geles campuses of
the University of
California. They
recently an­
nounced that elec­
trochemical exper­
iments-eyclic
voltammetry and
bulk electrolysis­
found that both
forms accept up to
three electrons
per molecule.
"Both have almost
identical tendencies to accept electrons," explains Santa
Barbara chemist Fred Wudl. This high electron affinity
suggests that the fullerenes could have electrical proper­
ties similar to semiconductors, although Wudl says the
data also suggest that they can take a metallic form.

The experiments were run in dichloromethane,
o-dichlorobenzene, tetrahydrofuran, and benzonitrile.
Wudl also reports that the electrolysis experiments re­
sulted in some interesting color changes. For instance,
the purple color of CGO in o-dichlorobenzene turned silver
brown when one electron was added. Further details will
appear in the Journal ofthe American Chemical Society.

Analytical Instruments for Undergraduates
Hewlett-Packard has provided 18 colleges and universi­
ties with benchtop GC/MS systems for their undergradu­
ate laboratories. Each system is valued at $53,000. "The
purpose of the grants is to help upgrade the level of
undergraduate chemical education by exposing students
to modern instrumentation," said HP's grant administra­
tor and R&D manager James Serum.

For 1991, grants were awarded to Arkansas College,
Batesville; California State University, Long Beach;
Calvin College, Grand Rapids, MI; Massachusetts
Institute of Technology, Cambridge; Northern Arizona
University, Flagstaff; the University of Michigan, Ann
Arbor; the University of Minnesota, Minneapolis; the
University of Puerto Rico-Mayaguez; and the Universi­
ty of Wisconsin-Stevens Point. Nine grants will also be
awarded in 1992. Instruments will go to Beloit College,
Beloit, WI; the College of William and Mary, Williams­
burg, VA; Hendrix College, Conway, AR; James Madison
University, Harrisonburg, VA; Skidmore College,
Saratoga Springs, NY; Union College, Schenectady, NY;
the University of Louisville, KY; the University of Texas
at El Paso; and the University of Wisconsin-Eau Claire.

Proposed IUPAC Bioanalytical
Nomenclature
Because of the involvement of different disciplines in the
practice of clinical laboratory medicine, the terminology
is often vague, inexact, and, in some cases, at variance
with conventional and official terminology. To rectifY
this situation, the International Federation of Clinical
Chemistry, the International Union of Pure and Applied
Chemistry, and the International Union of Biochemistry
have compiled a general set of definitions. This docu­
ment includes sections on general terminology as well as
terms that describe body fluids, enzymology, and immu­
nology. Other relevant topics will be included in subse­
quent reports.

Copies of the document are available by writing to
ANALYTICAL CHEMISTRY at our Washington, DC, address.
Comments on the definitions are welcome and should be
sent by October 31 to Carl Burtis, Oak Ridge National
Laboratory, P.O. Box 2008, Bldg. 4500-M, MS-6194, Oak
Ridge, TN 37831.

CFCs: Worse Than Ever
Recent measurements of ozone-destroying chlorofluoro­
carbons (CFCs) by Sherwood Rowland's group from the
University of California-Irvine indicate that levels of
these chemicals in the atmosphere continue to rise. "As
of June 1990," explains Rowland, "the concentrations of
CFC-ll and CFC-12, the two compounds long identified
as the major CFCs in the atmosphere, are growing at a
steady rate. The yearly release of CFC-13 [used primari­
ly to clean electronics] is increasing rapidly and has
reached a level almost as large as the other two."

Rowland's analysis was based on measurements of air
samples from different locations in the Pacific ranging
from Alaska to New Zealand. 'The total amount of CFCs
going into the atmosphere in 1989 appears to be the
largest of any year," adds Rowland. Because CFCs take
approximately 10 years to reach the stratosphere where
they can remain for up to 100 years, it appears that the
worst ozone depletions are yet to come.

For Your Information
The Association of Official Analytical Chemists (AOAC)
has announced newly approved analytical methods in
pesticide formulations and disinfectants, drugs, foods,
microbiology, feeds and fertilizers, and environmental
quality. For more information, contact AOAC, Suite 400,
2200 Wilson Blvd., Arlington, VA 22201-3301 (703-522­
3032, fax: 703-522-5468).

The Board of Chicago's famed Museum of Science and in­
dustry has approved a $50 million renovation program. in­
cluded in the plans are new exhibits that explore recent de­
velopments in lasers, genetics, robotics, and a "trip"
through various simulated climates and environments.
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benchmark'" LC/MS
benchmark, a liquid chromatography!
mass spectrometry (LC/t.,[S) system,
is designed to be a fully integrated LC
detection system. It provides highl....
accurate qualitative and quantitatiJe
analysis for both target and unknown
compounds separated by high­
performance liquid chromatography
(HPLC). The MS detector fits well
into LC laboratories, requiring only
37 inches of bench space. With the
ThermaBeam'" particle beam interface
or Thermospray, the system has the
versatility to solve a wide range of
problems. For more information, call
Extrel Corp. at (412) 963-7530.

CIRCLE 36

ELQ400-3
Triple Quadru.pole MS
Perform more high-level analyses wit I,

this flexible triple quad. Provides the
widest array of inlening and ionization
techniques in the industry: LC, Ge,
SFC or probes ... EI, CI or FAB for
ThermaBeam'" particle beam MS. Plus,
switch inletting techniques in minutes
without venting. Full rd.nge of pump­
ing options, mass ranges up to 4000 u
and new 2000 data software for auto­
matic data batching. Call Extrel Corp.
at (412) 963-7530.
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Superconducting Mag­
nets for Instruments
EXTREL FTMS superconducting mag­
nets are designed for versatility and
ease of l1S~. Large, horizontal bores
proVide convenient access and posi­
tioning in powerful, highly homoge­
nous central fields. Low field drift
proVides high magnetic stability for
long periods. Proprietary engineering
means low maintenance, low coolant
consumption, reliable operation and
rapid installation. Available with
bores up to eight inches (20 cm) and in
multiple field strengths with a variety
of accessolies.
Call EXTREL
FTMS at (608)
273-8262.
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Components for
FT/MS® and ICR
Build award-winning FT/MS systems
with the finest Ff/MS components
available: data systems, electronic
modules, trapped-ion cells, vacuum
components and superconducting
magnets. A patented dual ion source I
analyzer proVides excellent sensitivity
for many ionization methods. Non­
magnetiC cells are manufactured
through proprietary processes that
minimize magnetic susceptibility and
engineered for easy maintenance
and cleaning. EXTREL riMS com-

ponents save
time, money
and frustration
when build­
ing an FIlMS
System. Call
EXTRELFTMS
at (608) 273­
8262

CIRCLE 35

~,fUl·v
~~ a·.::-. i'~~ ., tit
~~, ~

-­r-
rn
•
~

~
118'J\\'~

Laser Probe~FT/MS®
New surface probe instrument com­
bines the power ofEXTREL's 2001 IT!
MS system with laser ablation and
sample viewing for solving tough
materials characterization problems.
A versatile, easy-to-use industrial
problem solver for analysis of ad­
vanced polymers, biopolymers, cata­
lysts, ceramics, superconductors and
fibers. Features high-resolution, accu­
rate mass measurement, simultaneous
measurement of all ions and MS/MS.
Call EXTREL FTMS at (608) 273-8262.
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EXTREl FTMS' 6416 SCHROEDER ROAD. MADISON, WI 53711 • (608) 273-8262' FAX (608) 273-8719

Questor II High-Speed
Process Analyzer
Over 98.5% uptime monitoring hun­
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accurate mass measurements better than
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INSTRUMENTATION

Figure 1. Magnetic force acting on a positive (left) and negative (right) ion, each
with velocity, v, subjected to a static magnetic field, B, directed into the plane of
the paper.
Note the opposite sense of rotation for ions of opposite charge. because changing the sign of q in Equa­
tion 2 (F = qv X B) changes the sign (and thus the direction) of the Lorentz magnetic force.

Alan G. MarshalP and Peter B.
Grosshans

Department of Chemistry
The Ohio State University
120 West 18th Avenue
Columbus, OH 43210

Fourier transform ion cyclotron reso­
nance mass spectrometry (FT-ICRMS
or FT-MS) is a technique that effec­
tively converts ionic mass-to-charge ra­
tio, m/q, to an experimentally measur­
able ion cyclotron orbital frequency, Vco
given approximately by

qBo .
v< = 2".m (S.L umts) (1)

in which Bo is the strength of an ap­
plied static magnetic field. Because fre­
quency can be measured more accu­
rately than any other physical property
(1), FT-ICRMS offers potentially ul­
trahigh mass measurement accuracy (1
part in 109 or better) as well as other
advantages that will be discussed later.
Note that the chemical formula of an
ion may be determined directly from
its mass alone, if the mass is measured
accurately: for example, Nt at 28.0056
u versus CO+ at 27.9944 u.

Although ions in a static magnetic
field execute circular ICR orbital mo­
tion (see Figure I), simply placing such
ions between a pair of detection elec­
trodes will not produce a signal, any
more than placing a sample in an FT­
NMR spectrometer will spontaneously
generate an NMR signal. It is necessary
to excite a packet of ions of a given
mass-to-charge ratio coherently to
larger ICR orbital radius, so that the
spatially coherent orbiting ion packet
induces an oscillating difference in
charge between two opposed detection
electrodes. Current will then flow (at
the cyclotron frequency) between the
detection plates. Forcing that current

1 Also a member of the Department of Biochemis­
try.

to pass through an impedance "con­
verts" the current to a voltage differ­
ence between the electrodes. That volt­
age difference can then be amplified to
give a time domain free ion decay signal
(see glossary, p. 216 A) that can be digi­
tized and Fourier transformed to yield
a frequency domain spectrum. Conver­
sion from the frequency scale to a mass

(actually mass-to-charge ratio) scale
may then be performed algebraically
from Equation 1 or from more accurate
expressions discussed below.

Seventeen years ago (2) the infant
FT-ICRMS technique exhibited the
same genetic traits that distinguished
its FT-IR and FT-NMR spectroscopic
forebears: the multiplex (Fellgett) ad­
vantages for speed (by a factor up to
1()6) or signal-to-noise ratio (SIN) (fac­
tor of up to 103) compared with its sin­
gle-channel ICR parent technique, as
well as the unique advantage of poten­
tially ultrahigh resolving power. As
with any promising youngster, FT-

ICRMS grew rapidly in unforeseen
ways, and behavioral flaws that were
excusable in an infant soon became un­
acceptable for an adult. In this article,
we describe the adolescent maturation
of the FT-ICRMS technique.

The initial enthusiasm and early ap­
plications for FT-ICRMS were based
on its highly linear behavior: In uni-

form magnetic (and no electric) field,
m/q is linearly related to the observed
ICR orbital frequency, v< (in Hz), ac­
cording to Equation 1, and the detect­
ed FT-ICR signal (i.e., differential
voltage induced between two infinite
parallel electrodes) is directly propor­
tional both to the number of ions of a
given m/q value and to their cyclotron
orbital radius.

For on-resonance single-frequency
excitation between infinite parallel
electrodes, the postexcitation cyclo­
tron orbital radius of an ion is propor­
tional to the product of the radiofre­
quency (rf) excitation voltage magni-
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tude and duration (3). In this idealized
case, the mass-to-charge ratio of ions of
any m/q value could be determined
with ultrahigh precision simply by de­
termining Bofrom the FT-ICR spectral
frequency, Po. for ions of a single known
m/q value. Moreover, the observed rel­
ative FT spectral magnitudes at vari­
ous Pc values would directly reflect the
relative numbers of ions of correspond­
ing m/q values.

However, as we shall see, an actual

FT-ICR experiment requires that ions
be confined ("trapped") within a finite
volume bounded by conductive elec­
trodes (which may be plates, screens,
rods, or wires). Those electrodes neces­
sarily produce spatially warped static
and rf electric fields in the ion trap with
several generally undesirable conse­
quences. First, the relation between
ICR orbital frequency and m/q be­
comes nonlinear, making mass calibra­
tion more difficult (4-8). Second, ICR

Glossary

signal strength no longer varies linearly
with rf excitation magnitude and dura­
tion (9, 10) or even ICR orbital radius
(9, 11, 12), and (even worse) some of
these nonlinearities are mass depen­
dent. Third, coulomb forces between
ions broaden and shift the mass spec­
tral peaks (6, 13, 14). Finally, the spa­
tially nonuniform excitation field may
even eject ions axially before they can
be detected (15-19).

Although a full analytical solution

Broadband: Simultaneous transmission or detection covering a wide
range of frequencies

Burst excHation (see also impulse excitation): A shaped brief r1
waveform whose frequency domain spectrum covers a wide range
centered at the excitation frequency

erHleal mass: Ion mass above which ions cannot be trapped in stable
leR orbits (see Equation 7)

Cyclotron motion: Rotation of an ion about a fixed applied magnetic
field (see Figure 7)

Daughter Ions: Ions formed by nonreactive or reactive ion-neutral
collisions

DIfferential charge, aQ: Charge Induced on one detector electrode
minus the charge induced on an opposed detector electrode

DIfferential voltage, .6.~ Voltage difference between two opposed
detector (or transmitter) electrodes. usually connected through an
impedance

Direct-mode leR detection: Amplification and analog-to--digital

conversion of the signal obtained directly from the differential
voltage induced between the detector electrodes

Feltgett advantage: The advantage in speed (for a given resolution) or
SIN (for a given total data acquisition period) gained by
simultaneous detection of the whole spectrum rather than single­
channel scanning of one spectral element at a time. For an N-point
spectrum, the Fellgett speed advantage is a factor of N and the SIN
advantage is lFi

Free Ion decay: Time domain ICR signal (by analogy to free-induction
decay in magnetic resonance)

Frequency domain spectrum: Spectrum obtained by Fourier
transformation of a time domain signal

Frequency sweep (chirp) excitation: ExcitatIon waveform in which
frequency varies linearly with time over a period that is short
compared with the damping constant for exponential disappearance
of the time domain ICR signal

Hadamard transform: A particular algorithm for encodement and de­
encodement corresponding to simultaneous detection of the
daughter ions of approximately half of the parent ions of interest

Harmonic frequency: An integral multiple of the fundamental
frequency; the fundamental frequency is also known as the first
harmonic frequency

Heterodyne mode teR detection: As in direct mode, except that the
detected differential vottage is amplified and multiplied by the output
from a fixed ("carrier") frequency oscillator and low-pass-flltered to

yield a relatively narrowband signal
Impulse excRation: de excitation in such a short period that signals

spanning effectively all of the spectral range of interest are excited
simultaneously

Magnetron motion: Slow (typically a few hundred Hz) circular drift of
an ion along a path of constant electrostatic potential (see Figure 7);
magnetron motion occurs as a result of the crossed radial electric
field and axial magnetic field

Mass calibration: In ICR, conversion of observed ICR spectral
frequencies to accurate mass-to-charge ratios (see Equation 8)

Mass resolving power: mlAm, in which m Is ionic mass and l1m is the
width of the mass peak (typically taken as the full wktth at half­
maximum FT-ICR mass spectral peak height). 11m is also known as

the mass resolution

Modulation: Variation (often sinusoidal) of one observable reSUlting
from oscillation of some other quantity (e.g., variation in leR orbital
frequency, Ve, because of trapping oscillation of ions between
regions of different electric or magnetic field strength). The
amplitude (AM) and/or frequency (FM) may be modulated

MS/MS: Mass spectrometry/mass spectrometry, in which the first
stage of mass separation is designed to select parent ions of a given
mass-to-charge ratio, and the second stage is designed to detect all
of the daughter ions resulting from fragmentation or ion-molecule
reaction of the initially selected parent ions

Narrowband: Transmission or detection covering a narrow range of
frequencies

Parametric excHation and detection: In a hyperbolic ion trap,
application or detection of the voltage between the (unbroken) ring
electrode and the end cap electrodes

Parent Ions: Ions selected in the first stage of an MS/MS experiment
Penning Ion trap: A hyperbolic ion trap operating in an axial magnetic

field
Quadrature: Used to denote either the second channel in a two­

channel quadrature experiment or an experiment in which both the
unshifted and 900 phase-shifted quadrature components of a signal
are transmitted or detected simultaneously

Quadrupolar potential: Defined In Equation 6, it approximates the
actual electrostatic potential near the center of an ICR ion trap and
may be generated exactly by a hyperbolic trap (see p. 224 A)

Radial eJection: Excitation of ion cyclotron orbital motion to an ICR
orbital radius larger than the transverse boundary of the ion trap

ReclprocRy: The principle that relates the electric potential at a field
point within an ion trap when a potential is applied to a detector
electrode to the charge induced on that electrode by a unit charge
placed at the same position (see p. 225 A)

Resonance: The condition in which the excitation frequency is the
same as a natural frequency (e.g., cyclotron, magnetron, trapping,
or combinations or multiples thereof) of the system

Sidebands: Signals (usually of reduced magnitude) that appear at
equally spaced intervals above or below the fundamental frequency
(see p. 223 A)

Solenoidal supercon magnet: A magnet constructed with
superconducting wire wound around a cylinder so as to produce a
strong magnetic field along the central axis

Spatial coherence: Ions bunched in a packet whose dimensions are
much less than the ICR orbital radius

SWIFT: Stored waveform inverse FOU'"ier transform, a means for
generating an arbitrary excitation waveform for mass·selective
excitation or ejection of ions (see p. 220 A)

nrne domain leR slgnal: Detected differential voltage between the
ICR detector electrodes

Trapping oscillation: Axial back-and-forth motion of ions trapped
between two plates to which a positive de potential, relative to the
other plates, has been applied

Two-dlmensfonaIICR: Hadamard or Fourier methods for extending the
Fellgett advantage to the first stage (Le., parent ion selection) of an
MS/MS experiment

z-ejectlon: Excitation of ion-trapping oscillation to an amplitude
exceeding the z-boundary of the trap
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Figure 3. Effects of various ion excitation schemes.
(a, b) Archimedes spirals for ions of two different mlq values excited on resonance for the same length of
time at the same excitation voltage magnitude. The ion of lower m/q has the higher cyclotron frequency.
(c) Off-resonance excitation resulting in only a small absorption of energy. To make the ion trajectory visi­
ble, the scale of this diagram has been greatly enlarged compared with those of the other diagrams in this
figure. (d) Ion ejection resulting from high-amplitude resonant excitation.

(b)

(d)

metry, in the absence of ions, the elec­
tric potential between the electrodes
cannot depend on y or z. For the poten­
tial field, V, to satisfy Laplace's equa­
tion (\72 V = 0), the potential must be a
linear function of x; that is, the applied
electric field is spatially uniform (i.e.,
Ex = -av/ax = constant).

Moreover, if the ions of a given m/q
are spatially coherent (Le., the ions are
bunched in a packet whose dimensions
are small compared with the ICR orbi­
tal radius-see below), then the signal
from N ions is simply N times as large
as the signal from one ion. In other
words, under the stated conditions, the
behavior of N identical ions can be un­
derstood simply from the behavior of a
single ion. Therefore, we begin our de­
scription of ion cyclotron motion with a
single ion moving under the influence
of a spatially uniform magnetic field in
the region between two infinite parallel
electrodes (Le., spatially uniform elec­
tric field).

The Lorentz force acting on an ion of
mass, m, and charge, q, moving at ve­
locity, v, and subjected to an electric
field, E, and a static magnetic field, Bo,
is given by

(c)

(a)

tween) various electrodes affect the
magnitude, frequency, and linearity of
the detected signaHs), and how the in­
herent nonlinearity may be eliminated
or exploited.

Linear ICR behavior

ICR orbital frequency, resolving
power, radius and energy, and up­
per mass limit. At first glance, any
attempt to describe the motion of as
many as a million ions subjected to
static magnetic as well as static and
time-varying electric fields might ap­
pear dauntingly difficult. Fortunately,
it can be shown that the center-of-mass
motion of an ion packet (spatially co­
herent or not) is unaffected by ion-ion
coulomb forces, provided that the ap­
plied magnetic field is spatially uni­
form, the applied electric field varies at
most linearly with position, and no oth­
er species are present (20). These con­
ditions are satisfied for the idealized
case of ions of a given m/q in the region
between two infinite parallel electrodes
with an applied, uniform magnetic
field.

Let the coordinate normal to the
electrodes be x (see Figure 2); by sym-

Excitation V(x)
2x

Vexa

Detection I).Q
2x=-a q

Reciprocity
I).Q -V(x)
q Vex

Figure 2. The reciprocity principle,
demonstrated for infinitely extended
parallel planar electrodes located at
x = ±a/2.
If a potential Vex is applied to the upper electrode
and - Vex to the lower electrode, the potential
anywhere between the electrodes is Vex(2xla). By
symmetry, the potential cannot depend on y or z;
thus, only a linear function of x can satisfy la­
place's equation, \72V = O. Alternatively, if a
point charge. q. is located somewhere between
the electrodes. it can be shown that the differ­
ence, l::J.Q, between the charge induced on the up­
per and lower electrodes is -q(2xla). The rela­
tionship, D.Q/q = - VI Vex, illustrated here for infi·
nitely extended electrodes, holds in general; we
denote this relation as reciprocity.

for ion behavior in an electromagnetic
ion trap is not feasible, most of the crit­
ical features of the problem may be un­
derstood from simplified models. We
therefore begin with a brief review of
ion cyclotron orbital motion in a uni­
form magnetic (and no electric) field,
and then show how addition of a spa­
tially uniform rf electric excitation
field produced from two infinitely ex­
tended parallel electrodes generates an
observable ICR signal at the frequency
given by Equation 1.

The basis for optimal selection (by
stored waveform inverse FT, or
SWIFT, excitation) of ions of one or
more m/q values is presented, along
with two general approaches (Hada­
mard and Fourier) to two-dimensional
(2D) experiments designed for MS/MS
applications. Next, we show how the
confinement of the ions in a finite elec­
tromagnetic box shifts the ICR orbital
frequency and introduces two new
kinds of natural motions (trapping and
magnetron). Finally, we show how the
placement of (and interconnections be-
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in which r is the vector position of the
ion and t is time. Let Eo = BoI<: The z­
axis points along the direction of the
magnetic field whose magnitude, Bo, is
constant. In the absence of an electric
field, (E = 0), Equation 2 is indepen­
dent of ion position. An ion moving
with speed, v, in a plane perpendicular
to Bo will be bent into a circular (ion
cyclotron) orbit by the magnetic force
that is always directed perpendicular
to both Bo and the ion velocity vector
(Figure 1); because there are no forces
acting in the z-direction, the axial (z)
motion is unrestrained. Equation 1
then follows immediately from Equa­
tion 2, in which ion cyclotron angular
velocity, 21TVC = We = vir, where r is the
radius of the ion cyclotron orbit. ICR
frequencies at Bo = 3 T fall within the
range 5 MHz ~ v, ~ 5 kHz for singly
charged ions of 10 u ,;; m ,;; 10 000 u.

Apart from its fundamental connec­
tion between mlq and v" Equation 1
has several other immediately useful
consequences. First, by taking the dif­
ferential of Equation I, we quickly find
that mass (or mass-to-charge ratio) re-

solving power, m/6.m, is the same as
frequency resolving power, vJl1vc

..E:...=~
6.m 6.vc

in which Llm is the width (say, at half­
maximum peak height) of an ICR mass
spectral peak and Llv, is the corre­
sponding frequency domain peak
width (21). In the high-pressure limit
(Le., data acquired for several damping
periods of the time domain signal), Llv,
is directly related to the ion-neutral
collision frequency, which is not a
strong function of mlq; thus, Equations
1 and 3 may be combined to show that
ICR mass resolving power varies ap­
proximately inversely with mlq. Nev­
ertheless, FT-ICR mass resolving pow­
er as high as _106 has been attained at
mlz '" 900 u/e, where e is the charge of
an electron (22), and more than 108 at
mlz = 40 u/e (23).

Second, Equation 1 can be rear­
ranged to yield the ion cyclotron orbital
radius, r, if the transverse component
of the velocity is known:

r =~ in general, (4a)
qBo

or r = (2mkTlq'Bo')l/2 for an ion of
thermal root mean square speed

u = (2kTlm)I/' (4b)

in which k is the Boltzmann constant
and T is temperature (in K). From
Equation 4b, one fmds that room-tem­
perature singly charged ions of typical
mass, 15 u < m < 1000 ti, have preexci­
tation ICR orbital radii < 0.25 mm at
Bo= 3.0 T (i.e., much smaller than the
maximum radius allowed by a typical
ion trap [1D-25-mm radius]). More­
over, a singly charged ion of 100 u excit­
ed to an ion cyclotron orbital radius of
-1 em atBo= 3.0 T possesses a transla­
tional energy of 434 eV and can gener­
ally be induced to fragment on collision
with neutral atoms or molecules.

Finally, because r ~ .[rii in Equation
4b, it is clear that ions of sufficiently
high mlq will have thermal ICR orbital
radii large enough that some of these
ions will collide with one of the trap
electrodes. For example, at 300 K and
3 T, an ion of average thermal speed
will have an ICR orbital diameter> 1
in. when the ion mass exceeds 2 700 000
u. From the Boltzmann or some other
velocity distribution, one could calcu-
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Figure 4. Generalized FT-ICRMS event sequence (left), labeled by the corresponding
conventional chemical manipulations (right).
Ions of many m/q values are formed initially. One or more of these parent species may be isolated for
subsequent chemical reaction or fragmentation. The parent ions and any daughter ions formed during the
reaction period are then mass analyzed. Finally. all ions are swept out of the trap by applying a large~
tential difference between the trapping plates. (Adapted with permission from Reference 26.)

Ion formation n _

(

late the fraction of ions lost in such a
case. In addition, for finite dimension
ion traps, there is a "critical" upper
mass limit above which ions of even
zero initial velocity cannot be trapped.

Excitation and detection of an
IeR signal with inimitely extended
electrodes. Figure 2 shows the electro­
static potential produced by applying a
differential voltage, I!.V = 2V.x. across
two infinitely extended flat conductive
parallel plate electrodes. Note that the
potential varies linearly with distance
from either plate. Because force is the
negative gradient of potential, the elec­
tric force, F = qE, on an ion of charge,
q, will be independent of ion position
between the plates.

Next, let the applied differential
voltage oscillate at the ICR orbital fre­
quency V" = Vocos (wet) (Le., linearly
polarized resonant excitation). Gener­
ally, in FT-ICR, electric field calcula­
tions are performed as if the problem
were an electrostatic one. That approx­
imation is excellent provided that the
wavelength associated with the highest
cyclotron frequency of interest is much
larger than the trap's dimensions, as is
always the case in practice.

The spatially uniform time-varying
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collisions/reactions
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Figure 5. Frequency domain magnitude mode spectra (right) of several FT-ICRMS
time domain excitation waveforms (left).
(a) Rectangular pulse excitation waveform. The shorter the duration of the pulse. the more broadband the
excitation. (b) Frequency sweep ("chirp") excitation results in a more or less constant frequency domain
magnitude over the swept range of frequencies. (c) SWIFT excitation to produce a truly flat frequency do­
main spectrum over an arbitrary frequency range. (d) SWIFT excitation to produce constant-magnitude
excitation over two nonadjacent frequency ranges. (e) SWIFT excitation designed to eject ions within one
frequency range and (simultaneously) to excite with equal magnitude ions within either of two other
frequency ranges. Note the high uniformity and high selectivity offered by SWIFT excitation and/or ejec­
tion in c-e.

packet. During this randomization pro­
cess, the ions are detected. The basic
FT-ICR experimental event sequence
(Figure 4; Reference 26) is based on
combinations ofion formation, ejection
(to select ions of one or more m/q val­
ues by ejecting ions of other m/q val­
ues), excitation, and detection.

One of the advantages ofFT-ICRMS
is the ability to simultaneously (or
nearly so) excite a wide mass range;
obviously, a single-frequency excita­
tion waveform is not well suited for this
purpose. Thus we must consider the
effects of other waveforms on ions of a
given m/q. For the infmite electrode
limit (Figure 2), the ICR signal magni­
tude is proportional to the rf electric
field excitation magnitude (i.e., the
system is linear), and we need not com­
pute the actual ion trajectory to predict
an ion's response to a given excitation
waveform. We may simply use a Fouri­
er transform to determine the frequen-

(c) ,~, J L.

,~ lID-
(d) . 01

(e) O~t ~-.JITTI---j- Ol

tIt) M(Gl)

(a) ,CL:, ~m

(ti) 0 r\ m

connecting the two plates. By design,
the ICR signal is essentially indepen­
dent of frequency, at least for small to
moderate m/q values, because the cir­
cuit is predominantly capacitive reac­
tive, so that two ions of different m/q
with the same trajectory will produce
the same ICR signal amplitude.

Excitation of an ICR signal: Im­
pulse, frequency sweep, and
SWIFT. Resonant excitation may be
exploited in two ways. First, ions may
be ejected by exciting them to an ICR
orbital radius at which the ions strike
the boundary electrodes and are re­
moved (Figure 3d)_ Alternatively, if
ions are excited to a radius -1 em and
the rf voltage is then turned off, each
packet of ions of a given m/q value will
persist in circular orbit until collisions
with neutrals and/or field inhomogen­
eities disperse the ions (in ICR orbital
radius, phase angle, and orbit center)
and they no longer form a coherent

electric field, E, between the plates
may be analyzed into two counter-ro­
tating (circularly polarized) compo­
nents: E = (Vola) exp(+i21rvet) + (Vol
a) exp(-i21rvet) , where a is the plate
separation (see Figure 2). The second
component rotates in the same sense as
the ions and the other in the opposite
sense (for positive ions and a right­
handed coordinate system).

Itcan be shown that the ion is signifi­
cantly affected only by the electric field
component rotating in the same sense
as the ion. That rotating electric field
component acts as a constant force on
the ion, pushing it continuously for­
ward in its ICR orbit. Therefore, for an
ion initially at rest, the resultant ion
trajectory is an Archimedes spiral (Fig­
ures 3a and 3b). For ions not initially at
rest, the ion trajectories are slightly
more complex in the lab frame. How­
ever, in a coordinate frame rotating at
the ICR frequency they become much
simpler (24), just as NMR magnetic
moment trajectories are more simply
represented in a coordinate frame ro­
tating at the Larmor frequency.

It turns out that ions ofdifferent m/q
are excited to the same ICR orbital ra­
dius when irradiated by resonant (v =
ve) rf electric fields of the same magni­
tude for the same amount of time. This
fortunate property allows us to excite
ions having a whole range of m/q values
simply by irradiating them with "flat"
rf power: The frequency domain spec­
trum of the excitation signal is con­
stant over the frequencies of interest.
Finally, ions subjected to off-resonance
irradiation (v "" ve) undergo a forced
oscillation (24) in ICR radius (Figure
3c; note expanded scale), rather than
the continuous increase in ICR orbital
radius produced by resonant excita­
tion.

One purpose of an excitation event is
to produce a spatially localized ion
"packet" in preparation for the detec­
tion event. Figure 2 also shows the dif­
ferential charge, llQ, induced between
two infinitely extended flat parallel
conductive electrodes by an ion of
charge, q. In the limit that the ion is
infinitesimally close to the upper elec­
trode, a charge of -q is induced on it.
Midway between the electrodes (x = 0
in Figure 2), the difference in induced
charge between the electrodes is zero.

It can be shown that llQ is a linear
function of the transverse coordinate,
x; thus llQ increases linearly with ICR
orbital radius (25). Later we will dis­
cuss the similarity or reciprocity be­
tween IIV and llQ that is exemplified in
Figure 2. The unamplified ICR "sig­
nal" is the voltage difference produced
by the oscillating differentially in­
duced charge across an RC network
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excitation is used to eject a linear com­
bination of approximately half of the N
possible parent ions; the remaining
parent ions are then excited and al­
lowed to fragment by ion-neutral colli­
sions, and all of the resulting daughters
are excited and detected afterward.
The process is then repeated for N lin­
early independent combinations of se­
lected parent ions. (The Hadamard
code [26J simply specifies how to
choose the various parent ion combina­
tions and how to decode the resulting
mass spectra afterward to extract the
daughter ion spectrum corresponding
to each of the individual parent ions.)
Because approximately half of the N
parent ions are involved in each mea­
surement (rather than just one), the
Hadamard 2D ICR experiment offers a
potential gain of a factor of ~N/2 in
speed (for the same SIN) or ~(N/2)1/2

in SIN (for the same total experiment
time) over N 1D FT-ICRMS/MS ex­
periments.

The second 2D ICR experiment is

(b)

(el)

o

E_•..0. "k It'"
N

T_ ,_T
A •••• ~ .

0 .....·· ...
• : E

E 0

(e)

(e)

Figure 6. Several ion trap geometries designed for use in FT-ICRMS.
(a) Standard cubic trap. (b) Standard cylindrical trap. (c) Hyperbolic or Penning trap with ring electrode
segmented to operate in the standard mode. (d) Elongated and segmented ion trap, designed to facilitate
detection in a central electric field-free region. (e) Screened ion trap designed to produce a particle-in·a­
box-like potential (see also Figure 10). The excitation, detection, trap, and screen electrOdes are desig­
nated E. D. T, and 5, respectively.

to react (rather than fragment) with
neutrals to establish ion-molecule re­
action pathways, kinetics, energetics,
and equilibria, as described in various
recent reviews (32-49). For example,
we recently used SWIFT excitation
and ejection to establish the structures
of several osmium cluster ions, Os~,
based on the kinetics of their condensa­
tion reactions with their corresponding
neutral clusters (50). Multiple-stage
MS" experiments have been used to
sort out even more complex ion-mole­
cule reaction pathways (see, e.g., Refer­
ence 39).

Although FT-ICRMS offers the mul­
tiplex advantage that all of the daugh­
ter ions are detected simultaneously in
an MS/MS experiment, an obvious dis­
advantage is that parent ions of all but
one m/q are discarded at the outset.
Two recent innovations have made it
possible to include either half or all of
the parent ions simultaneously in 2D
MS/MS experiments.

In Hadamard 2D ICR (51), SWIFT

cy domain spectrum of the time do­
main excitation waveform itself.

Figure 5 shows the effect (Le., fre­
quency domain magnitude spectrum)
of three such waveforms that are capa­
ble of producing broadband excitation:
a rectangular pulse ("impulse" [2, 27,
28; Figure Sa]), frequency sweep
("chirp" [29., 30; Figure 5b]), and
SWIFT (31, 32; Figure 5c-5e). The
chirp waveform requires vastly less
(factor of 1-1000) excitation voltage
magnitude than the impulse function
and has until recently been the excita­
tion method of choice in virtually all of
the approximately no FT-ICR mass
spectrometers in use worldwide.

Although both the rectangular pulse
and the chirp waveforms can excite
ions over a wide m/q range, the excita­
tion magnitude envelope is far from
flat over most of the frequency range
and is not optimally selective (i.e.,
broad "shoulders" at each end of the
irradiated frequency range). In 1985 we
showed that because Fourier trans­
forms work in reverse (Le., from fre­
quency to time domain) as well as for­
ward (from time to frequency domain),
'one can specify almost any desired ex­
:citation magnitude spectral prome as a
discrete magnitude spectrum, and then
inverse Fourier transform that data to
produce the corresponding time do­
main excitation waveform. The result­
ing SWIFT excitation provides opti­
mally flat and selective excitation (Fig­
ures 5c and 5d) and/or ejection (Figure
5e) for FT-ICRMS and is now the
method of choice for ion selection and
excitation in the FT-ICR experimental
event sequence of Figure 4. Approxi­
mately one-fifth of the FT-ICR mass
spectrometers worldwide should be
equipped with SWIFT capability by
the end of this year.

One- and two-dimensional MS/
MS: Hadamard versus Fourier. FT­
ICR is uniquely suited for high-resolu­
tion multiple-stage MS because the an­
alyte ions remain in the ion trap
throughout the experiment. A one-di­
mensional MS/MS experiment might
proceed as follows. Parent ions of all
but a chosen m/q value are ejected and
then the remaining ions are excited to
higher ICR orbital radius and thus
higher translational velocity. During a
variable delay period, the mass-select­
ed parent ions collide with neutrals and
fragment to form daughter ions. Subse­
quent broadband excitation and detec­
tion of the daughter ions yield a high­
resolution mass spectrum from which
one may reconstruct part or all of the
parent ion structure from the chemical
formulae of its daughter fragments.

Alternatively, ions of a given m/q
value may be isolated and then allowed
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in which a and 'Y have fixed numerical
values for a given trap shape and a is a
characteristic trap dimension. Substi­
tution of the resulting electric field,
E = -'VV(x,y,z), into Equation 2 leads
to a system of three linear second-order
differential equations. The equation
involving only the z-coordinate may be
solved independently to yield the si­
nusoidal trapping motion of Equation
5. The two remaining coupled differen­
tial equations in x and y have two solu­
tions (56): the ion cyclotron orbital mo­
tion, whose frequency is shifted (down­
ward, as noted above) to

w+ = t [w, + w,(l - m/m"iJl/2]

where m"it = qa'Bo'/8aVT (7a)

and a natural magnetron motion at fre­
quency

tial. Because ICR orbital frequency is
proportional to Bo (Equation I), we in­
fer that introduction of the trapping
potential will lower the observed ICR
orbital frequency from its value (v, =
qBo/2.-m) in the absence of the trap­
ping potential.

Fortunately, the electrostatic poten­
tial in any of the ion traps in Figure 6 is
well approximated (at least, near the
center of the trap) by a "quadrupolar"
potential (13)

V(x,y,z) = VTh - (a/a'J(x2 +y' - 2z')]

(6)

in which a is a constant that depends
on trap shape (e.g., a = 1.386 for a cubic
trap).

Just as squeezing a balloon from the
ends forces it to bulge out in other di­
rections, "squeezing" ions toward the
center of the trap along the z-axis by
introduction of a trapping z-potential
also produces a force that pushes the
ions radially outward from the z-axis.
That radially outward force (the x-y
component of the first term on the
right-hand side ofEquation 2) is exact­
ly opposite in direction to the magnetic
component of the Lorentz force (sec­
ond term on the right-hand side of
Equation 2). In other words, it is as if
the magnetic field strength has been
reduced by adding the trapping poten-

tion on one opposed pair of electrodes
and to detect that motion on a second
opposed pair of electrodes. Some of the
many ion trap configurations applied
to FT-ICRMS over the past few years
are shown in Figure 6.

To a good approximation, we may
separate the forces and resulting ion
motions that are parallel or transverse
to the magnetic field (z) axis. Near the
center of any of the ion traps of Figure
6, the trapping electric field varies ap­
proximately linearly with z (56). Thus
ions execute simple harmonic "trap­
ping" oscillation back and forth be­
tween the two trapping electrodes, at a
trapping frequency

VT = (qaVThr'ma')lI' (5)

~ilj­

Figure 7. Ionic trajectory (left) within an ion trap, with all three fundamental modes
(cyclotron, magnetron, and trapping) excited, and the projection (right) of that trajec­
tory onto the x-y plane.
For clarity, the relative magnitude of the magnetron oscillation has been exaggerated. In typical FT­
ICAMS experiments. the magnetron radius is much smaller than the cyclotron radius. (Adapted with per­
mission from Reference 26.)

Electromagnetic pathology: Nonlinear
ICR

Readers familiar with FT-NMR spec­
troscopy will recognize many features
it has in common with FT-ICRMS in
its linear approximation: SWIFT exci­
tation, 1800 pulse, 2D FT spectrosco­
py, and quadrature excitation and de­
tection (see below). However, the com­
mon ground narrows considerably
when we consider nonlinear effects,
which form the basis for the rest of this
article (and much of the recent pro­
gress in FT-ICRMS).

Finite electrodes: Trapping and
magnetron motions. Typical solenoi­
da� superconducting magnets have
good spatial homogeneity (e.g., to with­
in -1 part in lOS) over the relatively
small volume (say, 2.5 X 2.5 X 10 em) of
the ion trap within which an FT-ICR
experiment is conducted. As noted ear­
lier, in the absence of an axial (z) com­
ponent of the electric field, the axial
motion of ions is unrestrained. Ions ini­
tially formed along the central (z) axis
of the solenoid are kept from escaping
in the x-y plane by virtue of their ion
cyclotron orbital motion. However, to
keep ions from escaping along the z­
axis, it is necessary to apply a static
voltage, VT (typically a few volts), to
each of the two "trapping" electrodes
located at z = ±c/2 at each end of the
ion trap. Moreover, it is experimentally
convenient to excite ICR orbital mo-

modeled after the so-called NOESY
(nuclear Overhauser enhancement
spectroscopy) 2D FT-NMR experi­
ment (52). It is based on the principle
that ions can be "de-excited" back to
their starting points by use of a 1800

phase shift in either a single-frequency
(53) or frequency sweep (54) excitation.
In the 2D FT-ICR experiment, all ions
are excited to a given ICR orbital radi­
us; following a variable delay period
(whose duration defines the time scale
for the second FT), the ions are excited
again. Depending on the ICR frequen­
cy of the ions of interest, the second
excitation will be in phase, out of
phase, or somewhere in between with
respect to the first. The ICR radius and
the translational energy of the parent
ion (and hence the abundance of
daughter ions) can thus be modulated
according to the ICR frequency of the
corresponding parent ion by incre­
menting the delay period in successive
experiments (55). In the resulting 2D
FT mass spectrum, off-diagonal peaks
reveal ion-molecule reactions and/or
fragmentation, just as off-diagonal
peaks in a NOESY spectrum reveal
through-space dipole-dipole coupling
between magnetic nuclei.

222 A • ANALYTICAL CHEMISTRY. VOL. 63. NO.4, FEBRUARY 15, 1991



Table I. Natural ion motional frequencies (Hz) for singly charged
ions trapped in a quadrupolar potential (Equation 6) at a static
magnetic field strength of 3.0 Ts,b

Note: Masses are listed in u.
• Although the cyclotron frequency 11+ varies strongly with mass, the trapping frequency, liT.

exhibits a much weaker mass dependence and the magnetron frequency 11_ is nearly mass- and
charge-independent.

b Assumptions: B = 1.0 in. (cubic trap); a = 1.386 (cubic trap); 8 = 3.0 T; Vr = 1.0 V.

_ 1 [ ( _ I Jl/2] (b)w_ - "2 We - We 1 m m.,; 7

The three natural ICR motions are
illustrated in Figure 7, and typical ex­
perimental values are listed in Table 1.
We shall next discuss their implica­
tions.

ICR orbital frequency shift and
mass calibration. From Equation 7a it
is clear that the relation between ob­
served ICR orbital frequency, w+, and
ionic charge-to-mass ratio, q/m, is no
longer linear. As a result, Equation 7a
leads to a mass calibration equation
that has two adjustable parameters (A
and B) rather than one (6):

m = A/v+ + B/v~ (8)

Equation 8 has proved accurate in
practice, leading to sub-part-per-mil­
lion mass measurement accuracy over a
wide mass range (e.g., 60 ~ ml' ~ 500)
when an internal calibrator is provided.
Addition of more terms to Equation 8
does not materially improve mass mea­
surement accuracy (8).

Reduction of upper mass limit.
From Equations 7a and 7b it is clear
that above a "critical" mass, merill the
cyclotron and magnetron frequency ex­
pressions become mathematically com­
plex. Physically, what happens is that
the outwardly directed electric force
can no longer be overcome by the in­
wardly directed magnetic force: Ions of
m ~ m.,;l simply spiral radially out­
ward until they strike one of the trap
electrodes. In other words, ions of m >
m.,;l cannot be trapped. The resulting
upper mass limit, meritJ can be relative­
ly low (e.g., ~50 000 u for singly
charged ions at 3.0 T in a I-in. cubic
trap with VT = 1 V).

From Equation 7 it is also clear that
the upper mass limit may be increased
by increasing q (Le., multiply charged
ions), increasing Bo(larger magnet), in-

~ Some observable frequencies are not mentioned because they are of no interest. In
general, the higher the order of the harmonic or sideband, the lower its relative magnitude.

Consider an ion executing a perfectly
circular orbit centered on the '-axis in
a cylindrical ion trap (Figure 8). When
the ICR orbital radius, r, is much less
than ro (the inner radius of the detector
electrode), the difference in induced
charge between the two opposed detec­
tor electodes is small but nearly sinu­
soidal. The corresponding FT frequen­
cy domain spectrum of that signal
therefore consists of a single peak at
the "fundamental" or "first harmonic"
ICR orbital frequency, w+. However, as
the ICR orbital radius approaches ro,
the detected time domain signal more
closely resembles a chopped square
wave whose spectrum now contains
peaks at both fundamental and odd
harmonic frequencies: MWh M = 1, 3,
5, .... (Only odd harmonics are ob­
served, because the ICR signal is de­
tected "differentially"-as the differ­
ence between the signals induced on
the two opposed detector electrodes.)
In practice, harmonic signals are gener­
ally small in magnitude (a few percent)
relative to the signal at the fundamen­
tal ICR orbital frequency, but they
may be exploited or amplified for spe­
cial applications (see below).

Sidebands. A second type of distor­
tion resulting from nonlinear ICR be­
havior is modulation, in which a re­
sponse is observed at combination fre­
quencies between two or all three of the
fundamental ICR motions. For exam­
ple, it is well known that the amplitude
of the detected signal from an ion un-

(Infinite detection electrodes)
(Finite detection electrodes, VT = 0)
(Dff-axis ions, finite electrodes, VT = 0)
(Single detection electrode: "+ + v_ =vd
(Differential two-electrode detection)
(Trap and magnetic fieid axes not parallel)
(Trap and magnetic field axes parallel)
(Differential detection on trapping plates)
(Differential two-electrode detection)
(Quadrupole detection mode)

4,366 456
240 456

1,450 645

10,000 mer" =50,492

Experimentally observed frequencies

Fundamental frequencies of motion of an ion in an ion trap
under the quadrupolar apprOXimation (top) and the
frequencies detected with various detection schemes
(bottom)

FundamentallCR frequencies

"+::::: lie - 11_ ~ lie - aVT17ra28
v_ ::::: ex VT17ra28
VT:= (aqVThr2ma~'J2

ve
lie. 3ve, 5J1c• 7I1c,' ..
Ve• 2vc• 3ve, 411c• ...

"+ ± 11_. "+ ± 2,,_,.
"+ ± 2v_, v+ ± 4v_,.
V+ ± VT, V+ ± 2IJT,"

V+ ± 2VTt V+ ± 4vr,.
Vr. 3vr, 5vr,·
2VTt 4vr, . ..
Vet 2v+. 2v_

creasing a (larger ion trap), reducing
VT (smaller trapping voltage), and/or
decreasing a (e.g., changing the trap
electrode geometry). Of these options,
the simplest and most effective is to
change the trap configuration.

Harmonics. Over the past few years,
it has become evident that the nonlin­
earities of the ICR experiment can pro­
duce responses not only at the three
natural trapping, cyclotron, and mag­
netron frequencies, but also at various
multiple and combination frequencies
(see box).

Of these, the easiest to understand is
the appearance of spectral signals at
(odd) "harmonic" frequencies (57).

1000

45,837
229

4,584

460,430
228

14,496

m= 100Motion

V+ '" qBI27rm
11_ ~ aVT17ra 2B
VT = (aqVT/ ..'ma')"'
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Figure 8. Origin of odd-integer harmonic signals in FT-leR mass spectra, illustrated
for a positive ion moving in a circular orbit in a cylindrical ion trap.
Left: The time domain leR signal induced on opposed cylindrical detector electrodes. D, is small but ap­
proximately sinusoidal when the ICR orbital radius, r. is much smaller than the radius, fO. of the detector
electrode. The corresponding FT frequency spectrum therefore consists of a single peak at the funda­
mentallCR orbital frequency, w+_ Right: As ,approaches rl). the detected time domain signal approaches
a square wave whose spectrum contains peaks at all odd harmonics of the fundamental ICR frequency of
the ion. (Adapted with permission from Reference 26.)
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dergoing cyclotron motion depends on
the axial position of the ion (9, II, 12).
In particular, the amplitude oithe sig­
nal at frequency, w+, is maximal at the
center of the trap (z = 0) and minimal
at the trap plates where it actually
drops to zero. Thus, for an ion undergo­
ing combined cyclotron and trapping
motions, the FT spectrum of the ob­
served time domain ICR signal exhibits
sidebands at w+ ± 2WT, which have
been observed experimentally (I6).
From symmetry arguments, it is possi­
ble to show that there should be no
sidebands at w+ ± WT in a properly
aligned trap; the magnitude of any
such sidebands therefore provides a
useful diagnostic index for aligning the
trap with respect to the applied mag­
netic field. Magnetron sidebands (e.g.,
w+ ± nw_, n = 1, 2, . . . ) have also been
observed; their utility will be discussed
later.

The z-excitation: Mass-depen­
dent mass spectral peak magni­
tudes. Up to now, we have considered
the effects of the true static electric
field. However, the rf electric field is
nonuniform because of the rmite di­
mensions of the transmitter electrodes
and the presence of the remaining de­
tector and trap electrodes, which warp

the rf electric field between the trans­
mitter electrodes. There are at least
three direct consequences of nonuni­
form rf electric field.

First, the effective rf electric excita­
tion field is weaker than that predicted
from the infinite electrode approxima­
tion (e.g., by a factor of --{).72 for a
cubic trap [10,15]).

Second, because the electric field
lines curve rather than extend in
straight lines between the two trans­
mitter electrodes, an rf electric field ex­
citation in the x-direction will have a
component along the z direction. If
that component happens to oscillate at
twice the trapping frequency (or even
at one of the cyclotron/trapping side­
bands), ions will be excited (or even
ejected) axially as the result of trans­
verse excitation (I5, 17-19). The effect
is mass dependent: For a given irradia­
tion period at twice the trapping fre­
quency, lowest mass ions gain the most
energy and are more readily ejected.
Because the rf electric field curvature
varies with radial distance from the z­
axis, the ejection effect varies with ICR
orbital radius, leading to mass- and ra­
dius-dependent FT-ICR relative mass
spectral peak heights (I 7).

Third, the transverse component of

~.

D{GJD
.~

,~.
..+ 3oi. 5eif 7.....

the rf electric field is strongest near the
midplane (z = 0) of the trap and weak­
ens as one proceeds toward either trap
electrode. Thus ions with low trapping
amplitude will be excited to higher ICR
orbital radius than ions of large trap­
ping amplitude. Also, because ICR or­
bital frequency varies with ICR orbital
radius in a nonquadrupolar trap, the
effect is to produce inhomogeneous
line-broadening caused by a superposi­
tion of signals of different ICR orbital
frequency from ions of different trap­
ping oscillation amplitude and/or dif­
ferent ICR orbital radius (14).

Description, exploitation, and/or
elimination 01 nonlinear effects

The problems resulting from nonlinear
ICR behavior are empirically well
known but have only recently been
quantitatively analyzed or rectified. In
this section, we try to show how a better
description of the problems has led to
some remarkable improvements in the
performance and reliability of the FT­
ICR technique.

In search of a quadrupolar poten­
tial: Hyperbolic trap. A perfect qua­
drupolar electrostatic potential (Equa­
tion 6) offers the very important ad­
vantage that the ICR orbital
frequency, w+ of Equation 7a, is inde­
pendent of ICR orbital radius (6, 56).
Thus there is no "spread" in ICR fre­
quencies (inhomogeneous spectral
peak broadening) for ions with differ­
ent ICR motional amplitude. Most ear­
ly ICR ion trap configurations produce
an approximately quadrupolar field
only near the trap center. Fortunately,
there is a trap geometry that produces
a near-perfect quadrupolar potential: a
"hyperbolic" trap (see Figure 6c)
formed from a "ring" electrode and two
"end caps," all of whose surfaces are
hyperboloids of revolution (56).

If the "ring" electrode is unbroken, it
turns out that ions must be introduced
off axis to provide for "parametric" ex­
citation and detection (6). Alternative­
ly, the "ring" electrode may be cut
along two perpendicular planes to yield
a trap that is configured just like a cu­
bic trap except that the electrode sur­
faces are curved (58). We have shown
that such a segmented hyperbolic trap
indeed reduces FT-ICR spectral peak
widths and also improves mass accura­
cy based on the quadrupolar mass cali­
bration formula of Equation 8. How­
ever, the hyperbolic trap has the fol­
lowing disadvantages: The curved elec­
trodes produce a highly nonuniform rf
excitation field, further exacerbating
problems associated with z-ejection
(see above); and the static electric field
quadrupolar potential produces a radi­
al electric field, E(r) = Ear, which re-
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duces the upper mass limit (see above)
as in the tetragonal and cylindrical
traps.

Quantitating ion behavior for
nonhyperbolic traps: Reciprocity.
Because even a perfectly quadrupolar
trap is not optimally suited for FT­
ICRMS, we are forced to consider other
trap geometries. Unfortunately, the al­
gebraic complexity of computing the
electric field (rf plus static) and the
ICR signal (from the differential
charge induced between two opposed
detector electrodes) can become truly
formidable. Fo,' example, the electro­
static potential alone for a simple tet­
ragonal trap of length, c, and cross-sec­
tional width, a, is given by

16VT
V(x, y, z) =--,- X

,,--

i: {(-l)m+ncos [ (2m: l)"-X] X
m,n "" 0

[
(2n + l)"-Y] h [kmn"-ZJIcos cos --

a a

[kmn"-CJ}(2m + l)(2n + l)cosh~ (9)

in which kmn .. [(2m +1)2 + (2n + 1)2]'/2
and the geometric center of the trap is
taken as the coordinate frame origin
(56). Moreover, it is much more diffi­
cult to compute the induced ICR signal
than to compute the electric potential
for the same arrangement.

Fortunately, the simple relation be­
tween the excitation and detection
"fields," shown (for infinitely extended
electrodes) in Figure 2, turns out to be a
special case of the very useful "recipro­
city" theorem (12). One way of stating
the theorem is that the potential (in
volts) at a given point in the trap, pro­
duced by applying +1 V and -1 V to
two opposed "transmitter" electrodes,
is numerically identical to the differen­
tial charge that would be induced be­
tween the same two (grounded) elec­
trodes by placing a unit charge at that
same point. In other words, if (as is
generally the case) we are able to ob­
tain an algebraic expression for the po­
tential at any point within a particular
ion trap with ±1 V applied to the two
detection electrodes (+1 V to one, -1 V
to the other), then we have automati­
cally solved the converse problem of
determining the ICR signal for an ion
at the same point-we need simply
compute the ICR signal for each of 100
points around the circumference of one
ICR orbit (in steps of 3.60 each) and
Fourier transform it to discover the
FT-ICR frequency spectrum for ions
following that trajectory.

ICR orbital radius and ion energy
determination. Nonlinear effects are
not all bad. For example, such useful
devices as laser-doubling crystals and
rf mixers are based on nonlinear phe­
nomena (26). We may therefore seek to
capitalize on some of the nonlinear ef­
fects of ICR. For example, the relative
magnitudes of the first, third, fifth, ...
harmonics increase with ICR orbital
radius, r, approximately as r, r3,,-5, ...
(59). Thus the experimentally measur­
able ratio of the magnitude of the third
harmonic to that of the first harmonic,
M(3w+)/M(w+), increases approxi­
mately as the square of the ICR orbital
radius (Figure 9). Thus measurement
of M(3w+)/M(w+) provides the first di­
rect measure of the orbital cyclotron
radius of an excited ion (and thus its
translational energy).

Moreover, now that we are able to
calculate the ICR signal induced by an
ion at a given ICR orbital radius, we
should be able to determine the num­
ber of ions from their measured radius
and measured ICR signal. These new
tools should prove exceedingly valu­
able for testing current theories of ICR
signal relaxation: for example, loss of
ions from a coherently orbiting packet,
diffusion of a packet of ions around
their cyclotron orbit, decrease in ICR
orbital radius, and ion-molecule mo­
mentum transfer collision mechanism.

As an alternative to measuring cyclo­
tron radii, we have expressed the exact
excitation potential in cylindrical coor­

.dinates to compute the postexcitation
cyclotron radius of ions in response to
on-resonance single-frequency excita­
tion. We fmd that the infinite electrode
model overestimates the ICR orbital
radius by a factor of ~1.39 for a cubic
trap. Because the translational energy,
q2Bo2r2/2m, of an rf-excited ion varies
as the square of its ICR orbital radius,
we find that ions in a cubic trap are
excited to only about half the energy
previously estimated from the infmite
electrode model (which had been used
to determine collisionally induced dis­
sociation energy thresholds).

We have been able to demonstrate
good agreement between the experi­
mental and calculated onset of radial
ejection attributable to rf electric field
excitation in a cubic trap (10). Our re­
sults allow for similar computations for
tetragonal or cylindrical traps of arbi­
trary aspect (i.e., length-to-width) ra­
tio (10, 11). Fortunately, the rate of in­
crease of ICR orbital radius with the
product of rf electric field excitation
magnitude and duration is still approx­
imately linear, but with a slope reduced
by a factor of~.72, and thus does not
pose a problem for most routine analyt­
ical work.

Figure 9. Ratio of the magnitude of the
third harmonic to that of the fundamen­
tal, M(3w+)/M(w+l, versus ICR orbital
radius, r, for cylindrical (c/2rmax = 1)
and cubic ion traps.
Both curves are approximately quadratic. From
such curves, the leR orbital radius (and thus ion
orbital translational energy) may be determined
directly from experimental FT~ICRMS magnitude
mode peak heights. (Adapted from Reference 60.)

Shimming the static electric field:
Screened trap. The two general ways
to approach physical problems are to
seek a complete mathematical descrip­
tion of the conventional system or to
devise a new system for which the de­
sired behavior is realized more closely.
FT-ICRMS ion traps offer good exam­
ples of each approach.

Until recently, it was thought that
the optimal trap geometry for FT-ICR
should be hyperbolic; that is, V(x, Y, z)
- V(O, 0, 0) = (a VT /a2)[2zL (x2 +y2Jl,
so as to produce simple harmonic oscil­
lation in ion position along the z-axis
and a position-independent cyclotron
frequency. However, as noted above,
the trapping potential that is applied
axially is necessarily accompanied by a
radially outward electric field that
shifts the ICR orbital frequency in a
mass-dependent way and reduces the
upper mass limit. Furthermore, the ex­
citation field in such a trap has a strong
axial component that may exacerbate
z-ejection problems.

In 1989 we introduced a new kind of
ion trap in which grounded screens are
placed just inside the trapping elec­
trodes (60). Just as a bubble can pene­
trate through a screen door by only
about one mesh spacing, the electric
field from the trapping plates is effec­
tively shielded from ions in the trap
until the ions nearly touch the screens.
In other words, we have effectively re­
placed the harmonic oscillator poten­
tial by the simpler particle-in-a-box
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its linearly polarized counterpart.
The argument that demonstrates the

relative efficiency of quadrature detec­
tion proceeds similarly: By using only
one pair ofdetection plates, we obtain a
linearly polarized time domain signal.
In other words, the detector cannot dis­
tinguish between clockwise and coun­
terclockwise rotation, even though the
ions are actually rotating in only one
sense.

By detecting simultaneously and in­
dependently from a second pair of op­
posed plates oriented at 90° relative to
the first pair, we can distinguish be­
tween clockwise and counterclockwise
components: The time domain signals

Potential (V)

SCreened Ion trap

15

Unscreened Ion trap

Figure 10. Screened tetragonal ion trap.
A conductive screen, typically 10-20 wires per inch, is placed in front of each trapping electrode. Holding
the screens at ground potential produces the particle-in-a-box potential along the z-axis of the trap shown
at the bottom of the figure. For comparison, the axial potential for the corresponding unscreened trap is
also shown (middle). Note that the screens effectively shield most of the trap volume from the (mostly un·
desirable) effects of the trapping potential (see text). The excitation, detection, trap, and screen elec­
trodes are designated E, 0, T, and S, respectively.

T

field directed into the plane of the pa­
per). The linearly polarized excitation
field may be decomposed into two
counter-rotating (clockwise and coun­
terclockwise) electric fields, of which
the clockwise-rotating component has
almost no net effect upon the ions.
Thus halfof the excitation field magni­
tude is wasted.

By introducing a second pair of op­
posed excitation plates with an excita­
tion waveform that is phase-shifted
90° relative to the first pair, we can
construct a circularly polarized excita­
tion field that rotates in the same sense
as the ions. The resulting quadrature
excitation is clearly twice as efficient as

potential, as shown in Figure 10. The
electrostatic potential in the trap is re­
duced by a factor of up to 100, virtually
eliminating 1CR orbital frequency
shifts (and thereby improving mass
resolution, mass accuracy, and selectiv­
ity for ion excitation or ejection) by
eliminating the unwanted radial elec­
tric field. The screened trap should sig­
nificantly extend the FT-1CR upper
mass limit for the same reasons. The
effect of the screened trap is similar to
that of an elongated trap (61, 62); the
advantage of the screened trap is that
the near-zero electric field region is pro­
duced in a smaller volume over which
the magnetic field is more uniform.

Shimming the rf electric field:
Guard wires. From the previous sec·
tion, the reader may have guessed that
it is also possible to design an ion trap
for which the rf excitation electric field
is more uniform than that of a conven­
tional tetragonal, cylindrical, or hyper­
bolic trap. The trick here is to shim
("unwarp") the rf electric field by add­
ing conductive elements whose posi­
tions and rf voltages are adjusted so
as to flatten the rf field and make it
spatially uniform anywhere between
the two transmitter electrodes. The
problems associated with the nonuni­
form excitation field were discussed
earlier.

Figure 11 shows one of several possi­
ble rf-shimmed ion trap designs (63,
64) and the resultant improvement in
rf electric field homogeneity. With our
rf-shimmed trap, the variation in rela·
tive FT-ICR mass spectral peak
heights with ICR orbital radius was re­
duced from a factor of more than 10
down to a few percent for a cubic trap.
Even better quantitative precision
should be possible with somewhat elon­
gated ion traps that reduce the effects
ofelectrostatic field nonuniformity. Fi­
nally, we note that the rf-shimmed trap
of Figure 11 effectively incorporates
some of the advantages of the screened
trap with those of the rf-shimmed trap
by its placement of shim wires in front
of the trapping electrodes.

Quadrature excitation and detec­
tion. Until recently, FT-ICRMS was
conducted with linearly polarized rf ex­
citation and detection (i.e., use of just
one pair of opposed electrodes for exci­
tation and a second pair for detection).
It can be shown that this configuration
is half as efficient as quadrature excita­
tion and detection, in which both pairs
ofelectrodes are active simultaneously.

The inefficiency of the standard
mode of operation during the excita­
tion event can be understood as fol­
lows: The orbits of positive ions all ro­
tate in the same sense (counterclock­
wise, when viewed along a magnetic
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the Mth harmonic signal is in general
less than 11M of that of the fundamen­
tal signal for conventional two-elec­
trode differential detection in standard
traps (10), detection of the Mth har­
monic signal thus offers no theoretical
advantage in precision (e.g., for accu­
rate mass determination) over detec­
tion at the fundamental lCR orbital
frequency. In other words, for conven­
tional ICR detection, the harmonic
peaks may be farther apart, but their
smaller magnitudes more than make
up for their increased peak separation,
with respect to mass measurement ac­
curacy.

Various multielectrode ion trap de­
signs can increase the strength of har­
monic signals at the expense ofthe fun-
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observed directly (70).
Several research groups have devised

ion traps specifically designed to in­
crease the strength ofvarious harmonic
signals at the expense of the fundamen­
tal (57,71,72). Such designs were moti­
vated by the hope that mass resolving
power might increase with harmonic
order, because two closely spaced
peaks are three times farther apart at
the third harmonic than at their funda­
mental ICR orbital frequencies. How­
ever, the precision with which an ICR
signal (or any other discretely sampled
spectral signal) can be determined is
proportional to the product of SIN and
the square root of the number of data
points per linewidth (73).

Because the maximum magnitude of

Figure 11. Standard (top left) and rf-shimmed (bottom left) cubic ion traps and their
corresponding rf isopotential contours (right).
An r1 potential of ± 15 V is applied to the excitation electrodes, with rf potentials of decreasing magnitude
applied to the shim wires as shown. Note the much flatter rf isopotential contours (and thus much more
uniform rf electric field magnitude) for the rf-shimmed trap. with resultant elimination of mass-dependent
z-ejection (see text). The excitation, detection, and trap electrodes are designated E. 0, and T, respec­
tively.

from the two pairs of plates are identi­
fied as real and imaginary components
of a mathematically complex input to
the FIT algorithm, and the clockwise­
and counterclockwise components are
then manifested as negative- and posi­
tive-frequency peaks in the resulting
FT spectrum. Thus, for a given coher­
ently rotating ion packet, quadrature
detection yields a SIN that is higher by
a factor of ./2 (i.e., signal increased by a
factor of 2 and noise increased by a
factor of ./2) than would be obtained
with linearly polarized detection.

Several groups have recently demon­
strated various forms of quadrature de­
tection, based either on independent
acquisition of signals from two pairs of
opposed detector electrodes (65) or (for
heterodyne mode only) on splitting the
signal from one pair of detector elec­
trodes in half and phase-shifting one of
the two signals by 90° (66,67). The FT
data reduction is essentially the same,
except that the raw data from linearly
polarized detection are treated as
mathematically real, whereas each pair
of data points from the two quadrature
channels is treated as mathematically
complex (one real, the other imagi­
nary). Various nuances of quadrature
data reduction and display are dis­
cussed at length elsewhere (26).

Multipole excitation and detec­
tion. Quadrature excitation and detec­
tion offer one of many recently ex­
plored multiple-electrode arrange­
ments for FT-ICRMS. Perhaps the
most clever and useful is the quadru­
pole detection scheme of Schweikhard
et al. (68). The signals from one pair of
opposed detector electrodes are added
together and then subtracted from the
sum of the signals from the second pair
ofopposed detector electrodes oriented
perpendicular to the first pair. De­
pending on the relative magnitudes of
the cyclotron and magnetron orbital
radii (which can be varied in their ex­
periment), the FT-ICR frequency
(mass) spectrum contains a harmonic
signal at 2v+ and (more interestingly) a
new signal at the sum of the cyclotron
and magnetron frequencies (v+ +v_).

The striking advantage of this ex­
periment is now evident from Equation
7: namely, (v+ + v_) = v,. In other
words, this experiment extracts the un­
shifted ion cyclotron orbital frequency,
even though ions are trapped by the
usual quadrupolar potential, which
would shift the conventionally detect­
ed signal, v+, to a value lower than v,.
This same sideband can be generated
from more conventional traps by
grounding either of the detection elec­
trodes and ensuring that both modes
are excited as shown by Allemann et al.
(69). Magnetron motion has also been
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damental to overcome the factor of
11M loss in SIN that is inherent in con­
ventional two-electrode detection. Un­
fortunately, a detailed analysis shows
that the spectrallinewidth is not neces­
sarily independent of M (59); further­
more, one always encounters multiple
peaks corresponding to the same mlq,
leading to more complex mass spectra.

Directions for future research

We have considered recent develop­
ments in our fundamental understand­
ing of the processes of ion trapping,
excitation, and detection in FT­
ICRMS. An additional ongoing major
development not treated here is the ex­
ternal injection of ions through the
fringing field of a solenoidal supercon­
ducting magnet. Such injection has
made possible the coupling of various
ion sources (e.g., laser desorption [36],
fast atom bombardment [74], super­
sonic jet [75], Cs+ ion beam [76], SF.
neutral beam [77], field desorption
[78J, 252Cfplasma desorption [79], elec­
trospray [80], and high-pressure ion­
ization [81]) to an FT-ICR mass spec­
trometer for ultrahigh resolution mass
analysis. In addition, many papers de­
scribing improvements in acquisition
and reduction of the inherently dis­
crete data sets involved in FT-ICRMS
have appeared. For these and other as­
pects, the reader is referred to any of
several recent reviews (32-49).

The FT-ICRMS technique has ma­
tured significantly over the past five
years. The SWIFT technique makes it
possible to produce optimally uniform
and optimally selective excitation and
ejection for ion selection and detection.
Analytic algebraic expressions for the
electric potential (static plus rf) and for
the detected ICR signal in tetragonal
and cylindrical ion traps of arbitrary
length-to-width ratio are now avail­
able. Those expressions can be exploit­
ed to determine directly ICR orbital
radius and energy as well as the num­
ber of excited ions in the trap. More­
over, we now understand the origin
(and can control the relative magni­
tudes of) signals at various harmonic
and combination frequencies.

Finally, we are now able to devise
nonquadrupolar ion traps with highly
uniform static and rf electric fields,
thereby reducing or eliminating prior
limitations on mass accuracy, upper
mass limit, selectivity of ion excitation
or ejection, and relative ion abundance
precision and reproducibility. The way
is now cleared for applications of FT­
ICRMS to the full range of mass spec­
trometric analysis.

Because most of the existing FT-ICR
mass spectrometers were acquired be­
fore the advent of the above-men-

tioned improvements, it is reasonable
to project that the next doubling period
for growth in the number of FT-ICR
instruments should be much shorter
than the first.

This work was supported by National Science
Foundation grant no. CHE-8721498 and The Ohio
State University.
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tion. March 18-22, April 29-May 3,
June 3-7, July 15-19, Aug. 26-30, Sept.
30-0ct. 4, Oct. 28-Nov. 1, and Dec. 2-6
• TEM Introduction. April 1-5,
Sept. 9-13, and Dec. 9-13
• TEM Ashestos Analysis. April 8­
12, May 20-24, Sept. 16-20, Oct. 28­
Nov. 1, and Dec. 16-20
• TEM Applications. May 6-10 and
Oct. 7-11
• Photomicrography for Asbestos
Analysts. May 13-17
• Quantitative Asbestos Analysis.
June 10-12 and Nov. 4-6
• Special Asbestos Problems. Aug.
26-30

• Biological Monitoring Tech­
niques. March 27-28. Cincinnati, OR
• Survey of Industrial Hygiene.
May 7-10. Cincinnati, OR

For information on the following
CQurses, contact Susan Millman, Uni·
versity of Cincinnati, NIOSH Educa­
tional Resource Center, Kettering
Laboratory, 3223 Eden Ave., Cincin·
nati, OH 45267 (513-558-1732)

For information on the following
courses to be held in Chicago, IL, con­
tact Nancy Daerr, McCrone Research
Institute, 2820 S. Michigan Ave., Chi­
cago, IL 60616 (312-842-7100)

• Statistical Process Control Made
Easy. April 9-12
• Advanced Experiment Design.
April 23-26
• Advanced Statistical Process
Control. May 7-10

For information on the following
courses to be held in Madison WI
contact Extension Services in Phar~

Conferences

For information on the following
courses to be held in New Brunswick
NJ, contact Office of Continuing Pro:
fessional Education, Cook College,
Rutgers University, P.O. Box 231, New
Brunswick, NJ 08903 (908-932-9271)

• Enzymes: Principles and Appli­
cations. March 13-14
• Bioreactors for Biotechnology.
April 10-11
• HPLC/CZE. May 7-9

• 21st International Symposium on
Environmental Analytical Chemis­
try. May 20-22. Jekyll Island, GA.
Contact: Wayne Garrison, Environ­
mental Research Laboratory, U.S.
EPA, College Station Rd., Athens, GA
30613 (404-546-3145)
• 21st Annual Symposium on Ad­
vances in Applied Analytical Chem­
istry. May 22-23. Kenner, LA. Con­
tact: Judy Timpa, SRRC, ARS, USDA,
P.O. Box 19687, New Orleans, LA
70179 (504-286-4360)
• BioPharm Conference. June lO­
lL San Francisco, CA. Contact: Bio­
Pharm Conference, 859 Willamette
St., P.O. Box 10460, Eugene, OR 97440
(503-343-1200)
• 14th International EPR Sympo­
sium. July 28-Aug. L Denver, CO.
Contact: Gareth Eaton, Dept. of
Chemistry, University of Denver,Den­
ver, CO 80208 (303-871-2980)
• Inter/Micro-91. July 29-Aug. L
Cambridge, U.K. Contact: Nancy
Daerr, McCrone Research Institute,
2820 S. Michigan Ave., Chicago, 1L
60616 (312-842-7100)
• 9th International Bioanalytical
Forum-Bioanalysis of Drugs. Sept.
3-6. Guildford, U.K. Contact: E. Reid,
Guildford Academic Associates, 72
The Chase, Guildford GU2 5UL, U.K.
• 19th Annual Water Quality
Technology Conference. Nov. 10-14.
Orlando, FL. Contact: American Wa­
ter Works Association, 6666 West
Quincy Ave., Denver, CO 80235 (303­
794-7711)

Short Courses
and Workshops

Novel Materials in
Heterogeneous
Catalysis

Nom
Materials in

Heterogeneous
Catalysis

In recent years researchers have begun ex·
ploring the benefits derived from the use
of cata~ts prepared in unconventional

forms. This new volume re~ews this research
and highlights the use and availability of new
matenals in cata~is. It replaces the stereo­
typed approach to catalysis with one that ex­
ploits the opportunity afforded from produc­
ing metal particles by novel routes or by
supporting them in unusual locations on a car·
nermaterial.

Among the topics covered in its 30 chapters
are
• zeolite materials
• layered structures
• clusters
• ceramic membranes
• metaloxidecatatysts
• catalysts used in fuel production

Avaluable reference for academic and in­
dustrial scientists in heterogeneous catalysis.
including chemical engineers. petroleum re­
searchers. matenals scientists. spectroscop­
ists. ceramicists. and solid-state chemists and
physicists.
R. Teny K. Baker. Editor. Auburn University
Larry L. Murrell. Editor. Engelhard Corporation
Developed from asymposium sponsored by the Divi­
sions of Colloid and Surface Chemistry: fuel Chemist!)':
Industrial and Engineering Chemistry, Inc.. and Petro­
leum Chemistry, Inc. of the American Chemical Society
ACS Symposium Series No. 437
376 pages (1990) Clothbound
IS8N 0·8412-1863-3 LC 90-1209
$89.95
H,DjO.MMi-M·M·O?,_

American Chemical Society
DistributKJn Office. Dept. 84
1155 5Lxteenth St.. NW.
Washington. DC 20036

or CALL TOLL fREE
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macy, University of Wisconsin, 425 N.
Charter St., Madison, WI 53706 (608­
262-3130)

• Pharmacokinetics. May 6-10
• Introduction to the Regulatory
Process for Pharmaceutical Scien­
tists. May 20-22
• Basic Pharmacology. May 20-24

• Polymer Testing and Character­
ization. June 6-7. Lowell, MA. Con­
tact: Plastics Institute of America,
Suite 100,277 Fairfield Rd., Fairfield,
NJ 07004 (201-808-5950)
• Colorimetry: An Intensive Short
Course for Scientists and Engi­
neers. June 11-13. Rochester, NY.
Contact: Colleen McCabe, Munsell
Color Science Lab., Rochester Inst. of
Tech., P.O. Box 9887, Rochester, NY
14623 (716-475-7189)

These events are newly listed In the
JOURNAL. See back Issues for other
events of interest.

Call for Papers
• 1992 Winter Conference on Plas­
ma Spectrochemistry. San Diego,
CA. Jan. 6-11, 1992. Program topics
will include automation, expert sys­
tems, and robotics with plasma spec­
troscopy; chemometric applications in
plasma spectrochemistry; chromatog­
raphy with plasma source detection;
flow-injection plasma spectrometry;
glow discharge and low-pressure pl,,:s­
rna atomic and mass spectrometry; la­
ser-assisted plasma spectrochemistry;
mechanisms and processes in plasma
sources; modern sample preparation
and calibration techniques; new instru­
mentation; plasma source MS; process
control, remote, and on-line plasma
analysis; sample introduction tech­
niques and phenomena; spectrochemi­
cal applications of plasma sources; and
transform spectroscopy. Authors wishing
to contribute oral or poster presentations
should submit titles and 50-word ab­
stracts by July 1 to R. M. Barnes, Dept. of
Chemistry, GRC Towers, University of
Massachussetts, Amherst, MA 01003
(413-545-2294).

• 5th Conference on Computer Ap­
plications in Analytical Chemistry
(Compana '92). Jena, Germany. Aug.
24-27, 1992. The program will consist
of invited lectures and contributed oral
and poster presentations on the follow­
ing topics: chemometrics for environ­
mental analysis and monitoring, prin­
ciples of artificial intelligence in ana­
lytical chemistry, statistical data
analysis, multivariate experimental de­
sign and optimization, structure-activ­
ity and composition-quality relations,
simulation and modeling of processes,
evaluation of spectroscopic and chro­
matographic data, computer-coupled
hyphenated methods in analytical
chemistry, laboratory automation and
information management, and princi­
ples of image analysis in analytical
chemistry. Authors wishing to contrib­
ute oral or poster presentations should
request information from K. Danzer,
Friedrich Schiller University Jena, In­
stitute of Inorganic and Analytical
Chemistry, Steiger 3, Raus 3, DDR­
6900 Jena, Germany. Preliminary ap­
plications should be submitted by June
1991.

Choosing a graduate school?
Need to know who's doing
research criti.ca1 toyours?

LACHAT
INSTRUMENTS

6645 west Mill Road
Milwaukee, WI 53218 USA

Phone: 414-358-4200 FAX: 414-358-4206

If you need the power of advanced PC-based
chromatography data handling, but hove a tight
budget - the ChromaliclM system is for you. Here
are justsome of the advanced features ofChramatic!

• Post-run reintegration

• Interactive graphics

• Zoom function

• Selectable baseline strategies

• 5 chromatogram overlay capability

Call us today for a brochure and demo diskette
toll-free at 800-247-7613.

\·tY, r;l~l".~ (I<)H<)l
Cltlthl'lllunrJ
l'rin.'·
us &. Canada 555.00
Export $66.00

• Comains a wealth of facts on 6H3 academic depal1ments, 11.93H
faculty members. and 68.276 puhlication citations,

• Includes listings for chemistry. chemical engineering.
pharmaceuticallmedicinal chemistry. clinical chemistry. and
p()lymer .,cience.

• Lists universities with names and hiographical information for
all faculty memhers. their areas of specialization, titles of papers
published in the last two years. and telephone numbers. FAX
numhers. and «)mputer addresses.

Call tolljree (8OQ) 227-5558 and chargeyour credit card In
Washington, DC, call872-436J, Or artierfrom: American
Chemical Society, DistributWn O.JJU:e Dept 705, p.a &Jx 57136,
West End Station, Washington, IX20037. 7V5

All the information you
need on chemical research
and researchers at univer­
sities in the U.S. and Canada
· .. in a single source.

TheACS
Directoryof

Graduate Research
1989
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Chromatography" MS" IR and Raman
Spectroscopy" and the Determination of
Molecular Weight and Chemical
Composition

Chromatographic Analysis of Pharma­
ceuticals. John A. Adamovics, Ed. ix +
688 pp. Marcel Dekker, 270 Madison
Ave., New York, NY 10016. 1990. $125

Reviewed by Lawrence A. Pachla,
Sterling Research Group, Malvern, PA
19355

This monograph is directed at chemists
with responsibilities in the areas of an­
alytical research and development,
pharmaceutics, quality control, and
manufacturing. It provides a compre­
hensive overview of the chromato­
graphic methods of analysis for phar­
maceuticals. It is divided into four ma­
jor sections: Section I, Regulatory
Considerations; Section 2, Sample
Handling; Section 3, Chromatographic
Methods Development; and Section 4,
a comprehensive tabular review of
available chromatographic methods for
pharmaceuticals.

One strength of the book is the dis­
cussion of regulatory requirements for
the chromatographer. This topic is
rarely covered in other monographs
and is a definite attribute. This section
provides an overview of which regula­
tory considerations should be evaluat­
ed when developing a method, rather
than a mere compilation of regulatory
acts. Section 2 discusses sample pre­
treatment and automation of methods.
The contributors have attained their
objective, which is to address those
manual and automated approaches
that have an impact on providing sam­
ple pretreatment for optimum method
performance.

Section 3 discusses the various as­
pects of materials, hardware, detection,
sampling, and applications associated
with TLC, GC, HPLC, and headspace
analysis. The authors do not review
theory in depth but discuss the topics
from a practical point of view. Because
of this approach, the practicing chro­
matographer will find these chapters
useful.

The major portion of this monograph
is Section 4, which reviews the applica­
tion of chromatographic techniques in
pharmaceutical analysis. Approxi­
mately 400 pages are devoted to the
tabular review of available chromato­
graphic pharmaceutical methods. The
literature cited indicates that 1137
manuscripts have been reviewed. The
majority of references were published
prior to 1985. Less than 4% of the cita­
tions date to the period 1986-87. This
section will quickly become outdated.
Nevertheless, it is a valuable feature at
present.

Introduction to Infrared and Raman
Spectroscopy, 3rd ed. Norman B.
Colthup, Lawrence H. Daly, and Ste­
phen E. Wiberley. xii + 547 pp. Aca­
demic Press, 1250 Sixth Ave., San Die­
go, CA 92101. 1990. $70

Reviewed by Chris W. Brown, Depart­
ment of Chemistry, University of
Rhode Island, Kingston, RI 02881

During the developmental years, inter­
pretation of IR spectra became almost
an art form. There were a number of
superb practitioners of this art who ap­
parently learned their trade by inter­
preting many, many spectra. Most of
these experts worked in industrial lab­
oratories and had access to spectra of
derivatives of similar molecules, which
aided in their understanding of the
spectra.

During this same period (the late
1940s and 1950s), many publications
appeared on the assignments of IR
spectra of organic molecules. These
were closely followed by a rash of publi­
cations on the force constants of mole­
cules. The practical and useful knowl­
edge of vibrational spectroscopy was
beginning to unfold.

By the 19608 spectra of enough com­
pounds had been measured and inter­
preted to allow correlations to be made

between the spectra and molecular
compositions. The primary correla­
tions were between the appearance of a
band in a certain frequency range and
the presence of a functional group in a
molecule. Eventually, these correla­
tions led to a set of rules for interpret­
ing spectra.

The primary objective of this book is
to convey the rules and correlations to
the novice and to those of us who have
an occasional need for interpreting
spectra. However, it is also an excellent
reference for those more experienced in
interpretation. The first edition, pub­
lished in 1964, brought together a large
body of information into one well-writ­
ten and well-conceived book. I would
say that my copy of that edition has
been the most used book in my library.

The newest edition contains some
useful improvements over the earlier
ones. Previously, Raman spectroscopy
appeared in the title as well as in the
theory and experimental sections, but
Raman spectra were noticeably lacking
in the chapters on interpretation. The
emphasis is still on IR; however, Ra­
man plays a larger role and some nice
examples are presented.

I have emphasized the spectral inter­
pretation aspects of the book, but it
contains much more. In fact, it has all
of the ingredients for an excellent in­
troductory text on IR (and Raman)
spectroscopy. The first chapter pre­
sents a splendid discussion of the basic
aspects of vibrational and rotational
spectra. The approach is from the clas­
sical mechanical point of view, but it
conveys to the novice a basic picture of
the relationship between energy and
the fundamental motions of molecules.
For those desiring a greater under­
standing of vibrations, detailed theo­
retical aspects are discussed at the end
of the book in Chapter 14.

Experimental considerations of IR
spectroscopy are covered in Chapter 2.
The coverage is at the level of a general
instrumental analysis text and proba-
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bly should have been left to that
source. Chapter 3 does a good job of
covering molecular symmetry and its
applications to vibrational spectra.
This is important for future users.

Chapter 4, on the vibrational origin
of group frequencies, is the pivotal
point of the book. Here, theory meets
application, and the basic rules for
spectral interpretation are developed.
The authors' many years of experience
are conveyed to the reader in simple
and understandable fashion. They con­
nect the spectral bands to the motions
of molecules and show the dependence
on masses, bond strengths, adjacent
atoms, and groups. The authors start
with the motions of diatomics and
"build" larger and larger vibrating
structures.

Chapters 5 through 11 cover the ma­
jor organic functional groups contain­
ing C, H, 0, and N, whereas Chapter 12
covers groups containing B, Si, P, S,
and halogens. In these chapters the
correlation and/or lack of correlations
are discussed. The individual discus­
sions are brief but very useful in help­
ing to sort out the spectrum of a com­
plex molecule.

The famous IR correlation charts,
which consist of spectra of bars indicat­
ing the appearance of a band related to
a particular group, are given in Chapter
13. These are useful, but even more
practical are the 624 miniature IR
spectra and 36 miniature Raman spec­
tra of organic molecules. As the novice
matures in the art of interpretation,
the pages containing these spectra will
be the most used of the entire book.
They provide understanding and help
in problem solving. Often, the spec­
trum one is trying to interpret will not
appear in the figures, but many of the
key features can be identified by flip­
ping through the pages of spectra.

This book should be on the desk of
every spectroscopist and everyone in­
volved with IR and Raman spectra of
organic molecules. In addition, it is a
great starting place for anyone inter­
ested in learning about vibrational
spectroscopy.

Determination of Molecular Weight.
Anthony R. Cooper, Ed. xiv + 526 pp.
John Wiley & Sons, 605 Third Ave.,
New York, NY 10158. 1989. $95

Reviewed by Howard G. Barth, Cen­
tral Research & Development, E. 1. du
Pont de Nemours & Company, Experi­
mental Station, P.O. Box 80228, Wil­
mington, DE 19880-0228

The determination of average molecu­
lar weights and molecular weight dis-

tribution of polymers is a fundamental
measurement needed for polymer
characterization. Although size-exclu­
sion chromatography (SEC) is perhaps
the premier technique for rapidly mea­
suring these parameters, there are also
available a number of classical ap­
proaches and new techniques. The pur­
pose of this multi-authored book is to
provide a survey of these methods. The
major techniques covered include os­
mometry, light and neutron scattering,
ultracentrifugation, viscometry, frac­
tionation, chromatography, mass spec­
trometry, NMR, and FT-IR.

For the most part, each chapter in­
cludes theory, instrumentation, and
application sections. Coverage general­
ly ranges from brief surveys to compre­
hensive treatments. Pertinent refer­
ences, extending to 1986-87, are given.

his book

provides

an

excellent

survey of

current

techniques that

are available. "

Most chapters are well written; how­
ever, a number of typos were noticed,
including a misplaced line in the mid­
dle of a paragraph. Several chapters
use the term "daltons" to describe mo­
lecular mass, rather than the accept­
able terminology "g/mol."

Chapter 1 (A. R. Cooper) briefly lists
definitions of molecular weight aver­
ages and distribution functions; it is
not very informative, especially for a
leadoff chapter. Chapter 2 (Cooper)
provides a short overview on the use of
colligative properties and end-group
analysis for the determination of num­
ber-average molecular weight. Vapor
pressure osmometry is covered in
Chapter 3 (C.E.M. Morris), although
not very extensively. Membrane os-

mometry, treated in Chapter 4 (H.
Coli), is a comprehensive survey of the
subject and includes a number of prac­
tical suggestions.

Chapter 5 on light scattering (B.
Chu) is an advanced treatment of the
subject. The emphasis is on the use of
both static and dynamic light scatter­
ing measurements to estimate molecu­
lar weight distributions. Unfortunate­
ly, practical limitations of the tech­
nique are not discussed in detail. Also,
the determination of radius of gyration
is only briefly mentioned.

The use of neutron and X-ray scat­
tering to measure molecular weights is
reviewed in Chapter 6 (R. W. Rich­
ards). Although the author stresses
that neutron and X-ray scattering are
best employed for determining struc­
tural information, the chapter, which
focuses primarily on neutron scatter­
ing, does provide an excellent overview
of these techniques and their compari­
son to light scattering. One serious er­
ror, however, is a statement in the in­
troduction claiming that it is doubtful
if the radius of gyration can be ob­
tained for random polymers of < 5 X
lOS g/mol. With present-day laser light
sources, the lower limit is closer to 1 X
105 g/mol.

Chapter 7 (A. R. Cooper) is a good
survey of ultracentrifugation of syn­
thetic polymers. Topics include equi­
librium sedimentation, density gradi­
ent, and sedimentation velocity meth­
ods. Although ultrecentrifugation has
been almost supplanted by SEC, the
author demonstrates the usefulness of
this technique in a variety of applica­
tions.

Chapter 8 (K. Kamide and M. Saito)
represents one of the more comprehen­
sive treatments of intrinsic viscosity
available; the authors are to be com­
mended for their clear and well-written
discussions. Coverage includes most
aspects of dilute solution viscosity
measurements. Also included is an ap­
pendix containing the derivation of
Einstein's viscosity equation and the
Kirkwood-Riseman theory.

Polymer fractionation based on solu­
bility differences is covered in Chapter 9
(K. Kamide and S. Matsuda). Theory
and applications of this classical ap­
proach are adequately reviewed; howev­
er, the long and tedious derivation of
several equations was unnecessary-pri­
mary references would have sufficed. All
fractionation approaches, including tur­
bidimetric titrations, are discussed. It is
unfortunate, however, that the authors
tske a rather defensive position when
comparing fractionation techniques to
SEC. It would have been preferable to
treat them as complementary approach­
es, depending on the application.
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Chapter 10 on SEC, authored by
M. C. Styring and A. E. Hamielec, was
a joy to read. The sections on theory,
calibration approaches, and data treat­
ment are concise and well written. A
good overview of aqueous SEC is also
presented. In discussing concentration
effects, the authors cite an outdated
reference, which suggests that injected
sample solutions should have a viscosi­
ty less than twice that of the mobile
phase. Although appropriate for con­
ventional columns, this ratio is not ap­
plicable to high-performance columns
where a relative viscosity of < 1.1 is
typically required.

Chapter 11 (G. S. Greschner) de­
scribes an interesting separation tech­
nique, phase distribution chromatog­
raphy, in which a polymer is separated
on the basis of molecular weight using a
stationary phase of the same chemical
type as the sample. Separation is ac­
complished by operating the system
below the theta temperature of the
sample in the mobile phase. Although
this procedure has been used only for
polystyrene, theory suggests wide ap­
plicability, especially for polymers of
low polydispersities « 1.01).

The use of sedimentation, thermal,
and flow field-flow fractionation (FFF)
techniques for determining molecular
weight distributions is covered in detail
in Chapter 12 (J. C. Giddings, K. D.
Caldwell, and L. F. Kesner). A number
of useful applications are given; the
most striking is determination of poly­
dispersities of polystyrene as low as
1.003 using thermal FFF.

Chapter 13 (B. E. Richter) is an over­
view of the application of supercritical
fluid chromatography for the separa­
tion of oligomers. Various approaches
using MS to determine molecular
weights of polymers, mainly oligomers,
are reviewed in Chapter 14 (R. P. Lat­
timer, R. E. Harris, and H-R. Schul­
ten). Methods examined include rapid
heating, californium plasma desorp­
tion, secondary ion, field desorption,
electrohydrodynamic ionization, laser
desorption, and thermospray.

The next two chapters deal with the
characterization of insoluble, cross­
linked polymers. Chapter 15 (A. M.
Zaper and J. L. Koenig) contains an ex­
cellent section on the theory of net­
works. Characterization methods dis­
cussed include chemical, thermal, and
spectroscopic approaches. The sections
on solid-state NMR and FT-IR are
quite informative. Chapter 16 (J-P.
Queslel and J. E. Mark) focuses on me­
chanical and solvent-swelling methods
for characterizing insoluble polymers.
Network topology and molecular elas­
ticity theory are covered.

The last chapter, compiled by P. H.

Verdier and L. E. Smith, is a source
listing of commercially available poly­
mer standards of known molecular
weight.

This book provides an excellent sur­
vey of current techniques that are
available for molecular weight mea­
surements. It is not an introductory
text, but should serve as a reference
book for those experienced in this area.
Both analytical and polymer chemists
will find it of considerable value.

Determination of Chemical Composi­
tion and Molecular Structure, Part B.
Bryant A. Rossiter and John F. Hamil­
ton, Eds. xi + 971 pp. John Wiley &
Sons, 605 Third Ave., New York, NY
10158. 1989. $150

Reviewed by Philip J. Savickas, Ana­
lytical Sciences Laboratory, The Dow
Chemical Co., Midland, MI48667

This book, at just under 1000 pages, is
part of a comprehensive collection of
topics for the Physical Methods of
Chemistry series. The series was start­
ed under the title Physical Methods of
Organic Chemistry in 1945 by the late
Arnold Weissberger and is now in the
second edition (fourth overall) under
the current title. This particular work
is part of a two-book volume that is one
of eight projected in this edition cover­
ing many aspects of physical chemis­
try. A comprehensive accumulation of
knowledge such as the full set would
best suit a technical library. For some­
one interested in only one of the topics,
however, each book is self-sufficient.
For convenience, related topics are
generally discussed in the same book.
The contributions of 12 authors on
eight topics were coordinated by Ros­
siter and Hamilton. The chapters in
this book include: Chiroptical Spec­
troscopy, Determination of Dipole Mo­
ments in Ground and Excited States,
Static Magnetic Techniques and Ap­
plications, Electron Spin Resonance,
New Nuclear Magnetic Resonance Ex­
periments in Liquids, Gas Chromatog­
raphy, Size-Exclusion Chromatogra­
phy, and Field Flow Fractionation.

The book provides, for technically
trained scientists, an introduction to
the topics discussed along with suffi­
cient bibliographical information to
supply further resources for the rea­
ders' advancement. I would call this
work more than just an appreciative
treatment, as the serious reader will
use it as a fundamental introduction
and guide toward further information.
The book excels with a thorough yet

concise treatment of each topic.
One challenge to the editors is to

coach the authors in providing a consis­
tent, accurate, and relevant introduc­
tion without getting lost in the details
ofcurrent research. The editors state in
their preface that the use of selected
applications by the authors is intended
to complement the basic theory and de­
scriptions, and to illustrate the tech­
niques' capabilities and limitations. I
liked this approach because many
readers will be using the book for prac­
tical applications as well as for academ­
ic reasons.

Bibliographies are critical in compi­
lations such as this. Although the basis
ofany subject can be discussed without
reference to current literature, the
deeper understanding of any technical
topic constantly changes and applica­
tions certainly require timely refer­
ences. The book's references generally
extend through 1984 with a few in 1985,
which makes it a bit dated in terms of
current understanding and applica­
tion. This generally will not be to the
readers' disadvantage, as the book is
intended to provide a basis rather than
a current overview. The bibliographies
are very good; some authors provide
not only a list of references but also
suggestions on textbooks, journals, and
data compilations, as well as further
representative applications.

This book competes with many other
sources of information on these topics.
These sources range from current re­
view articles to full textbooks. The
book under review cannot, by its self­
imposed physical constraints, compete
with all these other sources. Not every­
one will fmd this format to be ideal or
even appealing. I did, however, and the
book, in fme fashion, fills a valuable
niche in depth of coverage and conve­
nience.

A Computer-Assisted Chromatography
System. Kiyokatsu Jinno. viii + 271
pp. Hiithig Buch Verlag GmbH, 1m
Weiher 10, Postfach 10 26 40, D-6900
Heidelberg, Germany. 1990. $70

Reviewed by Edward J. Kikta, Jr.,
FMC Corporation, P.O. Box 8, Prince­
ton, NJ 08543

A Computer-Assisted Chromatogra­
phy System by Kiyokatsu Jinno offers
the reader an interesting insight into
the development of a microcomputer­
based chromatography system. The
author develops a system that inte­
grates four highly important predictive
and/or organizational concepts: reten­
tion prediction, optimization ofsepara-
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tion conditions, a database, and auto­
matic solute identification. The goals
of this monograph are lofty, and suc­
cess, in a limited manner, is achieved.

The organization of this book is very
similar to a thesis for an advanced de­
gree. This serves both as an asset and as
a detriment. The author often switches
between computer-related and chro­
matographic concepts. In one sense
they must be interrelated, but the pre­
sentation does not effectively show the
relationship.

Chapters 1 and 2 (the introduction
and description of a database system)
are too brief given the import of the
topics at hand. The use of PAHs as a
model system for retention behavior,
however, is an excellent choice.

Chapter 3, in this reviewer's opinion,
is the heart of the book. In fact the bulk
of Chapter 3 with some inclusions from
Chapter 5 would make an excellent
review article, one that would be much
tighter and to the point. The work with
phenylthiohydantoin amino acids
should be expanded upon in a future
edition of this book.

Chapter 4, which reviews detection
systems, is much too brief and out of
place in this book; the concepts are cov­
ered in significantly better depth in
many publications. A liberal paragraph
in the introductory chapter referring to
this topic would have been sufficient.
An appendix containing 62 pages of
BASIC code is not particularly useful
to most readers and is unnecessary to
most.

This book is a good attempt at tack­
ling a very relevant topic in chromato­
graphic automation, namely integrated
systems, but it falls somewhat short of
its goals. It is not generally useful to the
practicing chromatographer but will be
useful to systems developers whether
they are programmers or chromato­
graphers.

Biomedical Applications of Mass Spec­
trometry, Vol. 34. Clarence H. Suelter
and J. Throck Watson, Eds. xiii + 396
pp. John Wiley &Sons, 605 Third Ave.,
New York, NY 10158. 1990. $45

Reviewed by Richard B. van Breemen,
Department of Chemistry, Box 8204,
North Carolina State University, Ra­
leigh, NC 27695-8204

Volume 34 of the series "Methods of
Biochemical Analysis" differs from the
previous volumes by focusing all the
chapters on a particular analytical
technique instead of covering a variety
of methods. This volume contains five
chapters, the first of which is an intro-

duction to instrumentation and data
interpretation. The next four chapters,
each written by an expert in the field,
discuss applications to carbohydrate
analysis, peptide sequencing, analysis
of nucleic acid components, and phar­
macology.

The editors state that this book is
intended to serve as a reference for a
course in MS applied to biology. In this
regard, the text fills a significant void
by providing chapters on the analysis
of several specific classes of biological
compounds that are accessible to stu­
dents of MS. The requirements of sam­
ple purity, quantity, and handling, as
well as methods of derivatization, are
discussed in great detail, followed by
careful interpretation of the resulting
mass spectra with an emphasis on
structure determination. Researchers
who are not mass spectrometrists but
are interested in the structural deter­
mination of carbohydrates, peptides,
or nucleic acid components or in the
pharmacology topics of drug metabo­
lism, pharmacokinetics, and detection
and quantitation of pharmaceuticals in
biological samples would also benefit
by reading the appropriate chapters of
this book. Even experienced mass spec­
trometrists should learn some new
methods, since few will be experts in
the analysis of all types of samples.

The introductory chapter provides
an overview of instrumentation, ioniza­
tion methods, and data interpretation.
Although it is necessarily concise, per­
haps the desorption ionization tech­
niques and mass analyzers that are
mentioned in later chapters should
have been discussed more completely.
Laser desorption and Fourier trans­
form mass spectrometers are not dis­
cussed, although they appear as exam­
ples in the chapters on peptide se­
quencing and nucleotides.

The chapters on the analysis of spe­
cific classes of compounds provide de­
tailed accounts of procedures for sam­
ple preparation and analysis by classi­
cal as well as more recent techniques.
Numerous examples are discussed, and
extensive bibliographies that include
many reviews as well as original papers
through 1988 are provided. The book
contains a complete author index for
all references and a less complete but
satisfactory subject index. The chapter
on pharmacology includes interesting
applications of MS to the identification
of drug metabolites and drug detection
in biological fluids, but it lacks the
tight focus on the analysis of a particu­
lar class of compounds found in the
other applications chapters. Detailed
accounts of sample preparation and
data analysis are not presented, but
numerous examples of quantitation us-

ing MS and the use of MS in medicine
are provided. Therefore, it is indis­
pensable as a textbook detailing bio­
medical applications of MS.

Although every chapter contains ex­
amples from the author's own laborato­
ry, many others are discussed that were
published by other researchers. These
examples are typically presented with
original mass spectra. For some reason,
the chapter on MS of nucleic acid com­
ponents contains no figures or spectra
from laboratories other than that of the
author. Noticeably absent from this
chapter are spectra of oligonucleotides
using fast atom bombardment, tandem
MS, plasma desorption MS, and LCI
MS, all of which are discussed in the
text.

The main problems with this book
are the limited number of classes of
biological compounds that are dis­
cussed and the timeliness of the cited
references. Although the applications
of MS to the analysis of carbohydrates,
peptides, and nucleic acids are vitally
important to biology and medicine,
other significant topics have been over­
looked. An important addition would
have been a chapter on lipid analysis by
MS that discussed compounds such as
fatty acids, acylglycerols, and phospho­
lipids. Another chapter might have in­
cluded the analysis of steroids and bile
acids.

Mass spectrometric instrumentation
and techniques for biomedical applica­
tions are advancing so rapidly that, by
the time of publication, any text in this
area will be outdated. This book is no
exception. For example, the introduc­
tory chapter states that plasma desorp­
tion MS has been used to measure the
highest molecular weight compounds,
in excess of 25 000, and cites a 1988
reference. The chapter on peptide se­
quencing (slightly more up to date)
cites another 1988 reference in which
the mass of bovine serum albumin
(MW 67 000) was determined by using
matrix-assisted laser desorption MS.
By 1989, papers were published that
reported the observation of molecular
ion species of proteins weighing up to
250000. In 1990, this mass range ex­
ceeded 300 000 daltons.

Other recent advances that are not
discussed in this book include
LC/MS applications such as electro­
spray, SFC/MS of carbohydrates, and
continuous flow-fast atom bombard­
ment MS of oligonucleotides. Although
new methods, applications, and instru­
mentation have been reported since
this book was written, the basic
methodology discussed in all of the
chapters will remain in widespread use
for at least several more years if not
indefinitely.
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Personal
Dosimeters:
Analytic.al
Chemistry
on a Lapel

For anyone who works with radio­
isotopes, a film badge is often stan­
dard wearing apparel. The badge

provides the wearer with an individual­
ized measure of radiation exposure.
Over the last decade other personal do­
simeters, small lightweight collection
devices that can be easily worn or car­
ried, have been developed for airborne
volatile organic compounds (VOCs)
and particulate contaminants in the
workplace. That same concept of indi­
vidual measurement is now being ex­
tended to determine a wider range of
potentially harmful agents, in both the
workplace and the community.

"It is driven by the EPA's [Environ­
mental Protection Agency] desire to
measure direct human exposures to
contaminants at levels 10 to 1000 times
lower than before," explains Paul Lioy,
director of the Exposure, Measure­
ment, and Assessment Division at the
University of Medicine and Dentistry
of New Jersey. In particular, EPA is
interested in measuring contaminants
in home atmospheres and those associ­
ated with personal activities, which are
found at much lower levels than in
workplace environments. By combin­
ing information on home atmospheres
with data on workplace and outdoor
pollutants, public health researchers
hope to gain a measure of total human
exposure to various contaminants (1).

Currently, says Lioy, about 25 vola­
tile organics can be measured by per­
sonal dosimeters. "That is a small suite
of compounds. We need to be a little
more clever." In particular, inorganics
such as chromium species and semi­
volatile organics such as polyaromatic
hydrocarbons (PAHs) are not easily
measured by personal dosimeters.

The design of these personal sam­
piers can be broadly divided into pas­
sive and active (pump-driven) types.
Passive samplers are lighter and sim­
pler than active devices and generally
iequire longer sampling periods to col­
lect sufficient samples for analysis.
Passive samplers depend on either per­
meation- (onto a membrane) or diffu­
sion-controlled collection.

FOCUS
Diffusion-controlled passive sam­

plers are designed with a gap between
the inlet and the collection medium.
This gap may include mters or well­
defined channels between the environ­
ment and the sorbent material, provid­
ing a region of quiet air. Mass transport
in this area occurs solely by diffusion,
offering a mathematical model for sam­
pling rate. For instance, if the ratio of
the length to diameter of the diffusion

channel is at least eight, Fick's first law
determines mass flow (2).

Several different sorbents can be
used to collect pollutants in these sam­
piers, although Tenax (porous 2,6-di­
phenyl-p-phenylene oxide) appears to
be the most popular. Tenax quantita­
tively absorbs a host of VOCs at ppb
levels, remains inert, and has a low af­
finity for water. Analytes are desorbed
by heating Tenax to 150 °C or higher
(the material also displays good ther­
mal stability), typically in a He flow,
and are collected in a cold trap for sub­
sequent analysis by GC or GC/MS. Un­
fortunately, to obtain quantitative re­
sults all of the analyte must be de­
sorbed and collected in a cold trap.
Thus sample tubes must be handled
with care.

In the future, says Lioy, supercritical
fluid extraction (SFE) may replace
thermal desorption. Preliminary ex­
periments with supercritical CO2 have
shown quantitative recovery of PAHs
from Tenax (3). Besides extracting less
volatile organics, SFE offers the possi­
bility of using only a fraction of the
sorbent for analyte extraction, retain­
ing the remainder for different or re­
petitive measurements.

The other commonly used sorbent is
activated charcoal, which retains many
of the same VOCs as Tenax. However,
charcoal has a greater affinity for water
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FOCUS

and higher desorption temperatures.
The chief limitation of any sorbent

centers on how much of a particular
pollutant it can retain. Because of the
small quantities of sorbent involved in
these studies, generally <0.5 g, re­
searchers measure retention in terms of
breakthrough volumes. Related to re­
tention volumes, the breakthrough vol­
ume is defmed as the volume at which
an analyte flowing steadily over the ad­
sorbate saturates the material and ap­
pears in the tube's effluent. This value
is often recorded as liters of analyte per
gram of sorbent. As a rule, compounds
with low boiling points, such as n-pen­
tane or CCI3F, or high polarities, such
as methanol, have low breakthrough
volumes (< 30 L/g) on Tenax.

Fortunately, several important
VOCs such as benzene, toluene, and
benzaldehyde have high breakthrough
volumes on Tenax. For instance, a re­
cent British study of styrene vapor re­
tention on a commercially available
passive sampler (90 mm long with a
5-mm i.d.) loaded with 200 mg of
Tenax found that the rate of uptake
began to drop only after more than 5 h
of exposure. In this study, the styrene
air concentration in an occupational
setting was 70 ppm and desorption con­
ditions were 250°C for 10 min with
analysis by GC. Field studies of the
sampler demonstrated that the coeffi­
cient of variation for workplace styrene
measurements is about 6% (4). It re­
mains to be determined how it will per­
form at the ppb range found outside
the workplace. .

One factor that can influence mea­
surements is the presence of strong oxi­
dizers in ambient air. For example, al­
though Tenax does not retain ozone, it
has been shown that this reactive gas
can convert bound styrene into benzal­
dehyde or benzoic acid (5).

Polar molecules require a different
type of sorbent. One example from Ja­
pan is a model diffusive personal sam­
pler for acetone vapors in occupational

settings. In a simple experiment, 3 mL
of water were used as the sorbent and a
syringe as the holder. A porous poly­
propylene membrane allowed only low
molecular weight vapors to pass into
the water, and a 2-cm glass fiber filter
paper provided the diffusion gap. Ac­
cording to the researchers, acetone in
atmospheric concentrations ranging
from 200 to 1000 ppm is steadily and
linearly absorbed by this sampler for
periods up to 8 h (6).

"C ombining
sorbents

leads to a more
versatile passive

sampler. "

Combining several sorbents creates a
more versatile passive sampler (Figure
1). In one study, airflows were directed
sequentially across three sorbents:
Tenax, Ambersorb XE-340 (a pyrocar­
bon-modified charcoal), and activated
charcoal. The latter two sorbents are
better suited for collecting low-boiling
organics than Tenax, with the trade-off
of greater water retention.

This multisorbent sampler was as­
sembled in a 203-mm tube with 14 mm
of glass beads in the inlet. Silanized
glass wool separated the three sor­
bents, which were loaded in respective
amounts of 85.5, 167, and 48 mg. After
exposure, the analytes were purged
from the sorbents for several minutes
at 275°C. GC and GC/MS were em­
ployed for analysis. In a series of field
tests, researchers found that for a num-

ber of representative low-boiling or­
ganics at ppb levels, such as 1,1,1-tri­
chloroethane and ethylbenzene, the
typical accuracy of this passive sampler
was ±5% (7).

Measurements of radioisotopes re­
quire somewhat different techniques.
For instance, personal aerosol samplers
containing activated charcoal have
been used for "grab sampling" of Rn.
The captured isotope is measured by
its "y emission, and that value is gener­
alized to an entire area. Radon daugh­
ters are measured in a similar manner
by capture on a filter.

One obvious weakness of passive
samplers is that humans actively sam­
ple air. A person generally inhales
about 20 Llmin. Portable, battery-op­
erated pumps worn on a belt can typi­
cally pull about 2-4 Llmin through
personal samplers. "The idea is to get a
representative, high-volume sample,"
explains John Johnson, manager ofPa­
cific Northwest Laboratory's Health
Physics Department.

Johnson recently published a study
of an active sampler used by workers
who handle and process a-emitting
radioactive fuels. The sampler consist­
ed of a particle-collecting Millipore fil­
ter head worn on the lapel or shirt
pocket that is connected by a flexible
hose to a co=ercial pump. Typically,
particles in the range of 0.1-10 I'm (ac­
tivity median aerodynamic diameter)
are collected. After sample collection
the filter is placed in an a spectrometer
to determine exposure. The a energy
spectrum identifies the various iso­
topes, providing health officers with a
detailed picture of exposure. For in­
stance, 238pu carries a greater health
risk than 233U.

In addition, the filter can be sand­
wiched between two damage track de­
tectors, which then are electrochemi­
cally etched. This provides a crude esti­
mate of particle size and has a bearing
on total exposure calculations for the
worker (8).

Glass Ambersorb
beads Tenax-TA XE-340 Charcoal

===:::::~~ Nf~===r,==
Sample enters Frit Glass wool PIU:~ Pyrex tubing

and leaves 20.3 cm fong x 1.2 mm wan
this end of tube

Figure 1. Schematic of a passive sampler employing three sorbents.
(Courtesy Envirochem, Inc.)
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Figure 2. Schematic of a personal sam­
pler with an annular denuder.
(Adapted with permission from Reference 10.)

To discriminate between different­
sized particles, another device for ac­
tively collecting airborne material re­
lies on a nozzle-shaped inlet backed by
a circular membrane filter. A laminar
airflow is pulled in through the nozzle,
which narrows to a 4-mm diameter.
The sampler then opens to a filter as
large as 50 mm in diameter. Large par­
ticles are carried by inertia to the cen­
ter of the filter, whereas small particles
follow the airflow toward the edges.
Particles on the order of 1-10 I'm are
sorted by size. The collected particles
can then be further analyzed by X-ray
fluorescence. A prototype of this sam-

pier weighs 200 g, not including the
por;;able pump (9).

For measuring particulates in out­
sidf air and contaminants in home at­
mospheres, a sophisticated active sam­
pler with an annular denuder was re­
cendy designed (Figure 2). The inlet of
the sampler measures 5 cm in length
with a 0.8-cm Ld. and is coated with
Teflon. Air is fed through the inlet and
into an acceleration jet, a 1.1-cm-long
tube with an i.d. of 0.25 cm. The jet
impacts a porous glass disk that cap­
tures particles. At a flow rate of 4 LI
min, the disk has a 50% aerodynamic
particle cutoff of 2.5 I'm.

The flow then passes through the an­
nular denuder, a double-walled cylin­
der. By coating the cylinder with citric
acid, ambient ammonia (in outside air)
or nicotine vapors from tobacco smoke
(in indoor air) can be trapped for anal­
ysis. Eliminating ammonia protects the
analysis of the generally acidic parti­
cles. However, a basic coating such as
sodium'carbonate offers the possibility
of collecting acidic contaminants such
as HN02 or HN03 instead.

Following passage through the de­
nuder, the air sample flows through a
fJ.1ter pack. A Teflon filter collects the
fme particles. To trap any nicotine va­
por that passes through the denuder, a
second glass fiber fJ.1ter coated with cit­
ric acid is added.

Ammonia trapped on the denuder
and sulfates on the particles are deter­
mined by ion chromatography. Nico­
tine is extracted with a NaHC03-water
mixture and, after work-up, quantified
by GC. Tests showed that the sampler
quantitatively collects NH3 at ppb lev­
els during a 24-h collection period and
95% of airborne nicotine at levels of 40
and 170 JLg/m3 over I-B-h periods (10).

Personal samplers can even be
"smart." A sampler designed in Swe­
den uses a microprocessor to change
particle collection filters (11). This ac­
tive sampler draws air into it at 0.4 L/
min. Heavy particles impact on a thin
foil. whereas smaller particles are
swept past and collected on a Nucle­
pore filter. The filters are mounted on
wheels with 18 collection spots. The
wheels can be turned at regular timed
intervals to introduce fresh filters for
collecting, or when a pressure trans­
ducer detects a pressure drop caused
by clogged filters. The microprocessor
keeps track of sampling time. The col­
lection device weighs < 300 -g, and the
additional weight of the pump and as­
sociated electronics is carried on a belt.

A somewhat different smart dosime­
ter comes from Japan. Unlike the de­
vice, discussed thus far, this -y-ray do­
simeter (12) measures fields and not
airborne contaminants. It includes a

microprocessor powered by a 1.3-V Ni­
Cd rechargeable battery, providing
15 h of continuous operation. The de­
vice weighs just 175 g and measures 116
X 71 X 19mm.

To conserve power, the microproces­
sor operates only 50 ms every minute,
drawing less than 9 mAc An 8-kbyte
memory stores worker name and iden­
tification number, date of birth, medi­
cal details, and other personal data. As
the worker enters the plant, time and
date are recorded in the memory. The
integrated dosage is then updated
when the worker leaves. An RS-232
port allows health officials to access the
data through an external computer.

Finally, personal dosimeters can of­
fer real-time analysis. A prototype do­
simeter that responds to neutrons over
a range of 150 keV to 15 MeV has been
reported by Japanese researchers (13).
This device consists of two silicon p-n
junction detectors, one doped with lOB
for measuring neutrons below 1 MeV
(through a particles generated in the
reaction IOB[n,a]'Li). A polyethylene
moderator improves the sensitivity to
intermediate-energy neutrons.

As personal dosimeters evolve and
become more user-friendly, they will
provide a clearer picture of how envi­
ronmental and workplace contami­
nants affect our health. Restricted in
weight, size, and power, they also offer
a challenge in designing analytical de­
vices. Alan R. Newman
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NEW PRODUCTS

Model 6800 spectroscopIc workstatIon
provides high-speed data acquisition and
digital signal processing. The system
contains a Motorola DSP56001 proces­
sor chip that allows total spectral pro­
cessing of a 64K transform interfero­
gram in 3 s. Nicolet 201

Instrumentation
Detector. Model 486 tunable absor­
bance detector includes a wavelength
range of 190 to 600 nm, automatic cali­
bration, and a programmable lamp
standby feature. Cells are available for
microbore, analytical, and preparative
applications. Waters Chromatography
Division of Millipore 202

Laser. Innova 328 ion laser system
provides 1-W multiline UV output and
requires only 208 VAC input power.
The actively stabilized optical cavity
uses automatic servo control to contin­
uously optimize the output power of
the system. Coherent 203

Oil. LABLAN oil/aromatic hydrocar­
bon monitor measures the total oil con­
centration in water or soil samples and
also displays the aromatic hydrocarbon
content. The monitor, which incorpo­
rates a three-wavelength optical sys­
tem, is waterproof and insensitive to
vibration. General Analysis Corp.

204

GC. Pyrojector II is a microprocessor­
controlled, continuous-mode, con­
stant-temperature microfurnace pyro­
lyzing unit that attaches directly onto
the gas chromatograph injector. The
unit is supplied with septum, septum­
less, and Pelletiser injection heads. Sci­
entific Glass Engineering 205

ECR. 9200 ECR system features load
lock, automatic pressure control, sym­
metrical high-throughput pumping up
to 2200 L/s, heated and cooled wafer
platens, 10 gas lines, computer-con­
trolled data acquisition, and ports for
Langmuir probe and optical spectro­
metries. Microscience 206

Thermal analysis. TGA 50 thermo­
gravimetric analyzer measures the
weight change of materials in response
to heat over the temperature range am­
bient to 900°C. The system accommo­
dates samples up to 50 mg and is sensi­
tive to weight changes of 5 I'g. TA In­
struments 207

LC. Marathon AutoSampler is de­
signed for use in pharmaceutical, pet­
rochemical, and environmental HPLC
quality controL Features include 96­
sample capacity, a built-in column
heater, and optional detached key­
board for remote programming and
display. Varian Associates 208

Moisture. MA 50 moisture analyzer
determines moisture levels as low as
100 ppm. Features include a controlled
temperature range of 40-160 DC, five
operating modes, and the ability to
program and store up to 10 drying rou­
tines. Sartorius Instruments 209

Surface analysis. PHI 670 Auger
Nanoprobe includes a magnetic sample
introduction system, an enhanced
ultrahigh vacuum environment that
permits ion beam Auger depth profil­
ing, and an HP Apollo 32-bit UNIX
workstation. Perkin-Elmer 210

Sensors. Integrated microopticallaser
volumetric sensors IMOLV-0.2(LD)
and IMOLV-0.3(LD) feature a solid­
state laser diode and capillary block as­
sembly. The flow cell is constructed of
borosilicate glass; other wetted sur­
faces are Teflon. Particle Measuring
Systems 211

TOC. SAN TOC analyzer employs con­
tinuous UV promoted persulfate oxi­
dation for complete oxidation and
elimination of interferences with an
IR or a flame ionization detector. Sam­
ple volume is variable up to 20 mL, and
the minimum detection limit is 5 ppb.
Skalar 212

SFE. CCS 3200P parallel SFE system
allows the simultaneous extraction of
six samples. Features include program­
mable extraction conditions, static and
dynamic extraction, and a reciprocat­
ing 10 OOO-psi pump. Computer Chem­
ical Systems 213

Photodiode array. InGaAs photo­
diode array ETX 100 MLA 256 is a
100 I'm X 12.8 mm array that consists
of 30 X 100 I'm pixels separated by 50
I'm. The dark current and optical re­
sponse are uniform across the array to
within 5% over a minimum of 246 pix­
els. Epitaxx 214

Software
Data analysis. Data Visualizer allows
interactive 3D viewing and animation
of large volumes of scalar and vector
information such as temperatures,
pressures, densities, probabilities, and
velocities. The software runs on graph­
ics workstations from DEC, HP, IBM,
and Silicon Graphics. Wavefront Tech­
nologies 215

Scientific computing. SciencePak is a
subprogram library that includes pro­
grams for mathematics, statistics, and
graphics. A spectroscopy/chromatog­
raphy program is available that pro­
vides algebraic conversion of data, mul­
ticomponent analysis, and Gaussian
and Lorentzian curve fitting. Scientific
Logics 216

Peaks. PeakFit is designed for the
analysis of multiple, overlapping peaks
or functional forms using a state-of­
the-art user interface and a graphical
approach to curve fitting. Twenty-sev­
en built-in functions are grouped ac­
cording to research applications. Jan­
del Scientific 217

LIMS. LabVantage II version 3.12 lab­
oratory information management sys-

CompanIes Interested In a listing In this
department should send their releases
directly to ANALYTICAL CHEMISTRY, Alln:
New PrOducts, 1155 16th Street, N.W.,
Washington, DC 20036.
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RFA/2 is a microcontinuous flow analyzer based on microsegmented flow technology.
Designed for multichannel operation, the system can be used to simultaneously
determine up to eight analytes in one sample. Alpkem 223

tem provides storage, retrieval, and
analysis of lab test results. The soft­
ware allows users to view and edit raw
data from an instrument while looking
at the [mal test result in the database.
Laboratory MicroSystems 218

Chromatography. ChromIRTG, de­
signed for GC, HPLC, or ion chroma­
tography applications, provides real­
time data collection, peak integration,
report generation, and LIMS compati­
bility. Data can be simultaneously col­
lected from multiple instruments. Lab­
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Chemometrics. Pirouette is a PC­
based multivariate statistics program
that provides pattern recognition,
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sis in a windowing, graphical interface.
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221

ACS Publications and
Services
Principles ofEnvironmental Analy­
sis. Written to increase understanding
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Chemistry Olympiad, an ACS program
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International Chemistry Olympiad.
16 pp. 224

ACS software. Free catalog lists scien­
tific software for IBM and Macintosh
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for drawing chemical structures, mo­
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chemical inventory are included. An
order form is provided. 26 pp. 225

Manufacturers' Literature
Multicomponent analysis. Data
sheet describes the use of UV spectros­
copy and multicomponent analysis
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ences laboratories. 16 pp. Beckman In­
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system for automated multiple devel­
opment of thin-layer chromatograms.
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mag 227
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alloys, cement, coal, oil, and soil. 8 pp.
Standard Instrumentation 229

GC. Brochure highlights the AutoSys­
tem gas chromatograph, designed for

the automated determination of organ­
ic compounds. Sampling, injection, and
hardware components are discussed. 12
pp. Perkin-Elmer 230

Catalogs
Instrumentation. Catalog includes
balances, calibrators, conductivity me­
ters, controllers. pH meters, recorders.
refractometers, temperature sensors,
timers, and viscosity meters. 44 pp. Ex­
tech Instruments 231

Ion chromatography. Catalog con­
tains instrumentation, columns.
eluants, certified standards, sample­
handling products, metal-free tubing,
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tion guides are provided. Alltech Asso­
ciates 232
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able syringe filters for ion chromatog­
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233

Alpha-Q water system produces up to
0.5 Llmin of ultrapure water directly
from the tap without pretreatment. Appli­
cations include HPLC, ion chromatogra­
phy, and AAS. Millipore 234

For more Information on Instrumenta­
tion and software prOducts, and/or to
obtain the free available information on
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ders' Service Cards.

ANALYTICAL CHEMISTRY, VOL. 63, NO.4, FEBRUARY 15, 1991 • 241 A



Associate Editor: Paul S. Miller
Sch. Hygiene/Pub. Health, Dept. Biochem.,
The Johns Hopkins University

Editor: Claude F. Meares
Dept. of Chemistry, Univ. of California, Davis
Davis, CA 95616 (916/752-3360)

The American Chemical Society Presents
The New, Unifying Bimonthly Journal of Conjugation Chemistry

Bioconjugare
ChemiSllY

Centralized Access Is Here! Guided by a "Who's Who" In the Field
International Editorial Advisory Board

Featuring highly technical, primary literature in
biomedically related R&D, Bioconjuqate Chemistry
centralizes information previously published in
some 200 different scholarly journals. It brings
together-in one source-research forming the
core of breakthroughs in biotechnology from
universities, research institutes, biomedical
firms, drug companies, and chemical
laboratories.

Specifically, Bicconjugate Chemistry addresses the
joining of two different molecular functions by chemical or
biological means. No other journal has this unique,
topical focus:

Conjugation of ...
antibodies (and their fragments)
nucleic acids and their analogues (a-anomers,

phosphonates, ...)
Iiposomal components
other biologically active molecules (receptor­

binding proteins, hormones, peptides, ...)

V. Alvarez, Cytogen Corp. _ L. Arnold, GENTA, Inc. • A. W.
Atcher, Argonne Nat/. Labs. • R. W. Baldwin, Univ. of Nottingham,
England. T. F. Bumol, Ully Res. Labs. • C.-H. Chang,
Immunomedics II G. S. David, Hybritech, Inc. • P. B. Dervan,
California fnst. at Tech.. D. Dolphin, Univ. of British Columbia,
Canada. T. W. Doyle, The Bristol-Myers Squibb Co.• R. E.
Feeney, Univ. of Cafifornia, Davis. D. Fitzgerald, NIH. J. M.
Frincke, Hybritech, Inc. • A. Fritzberg, NeoRx Corp. • W. F.
Goeckler, The Dow Chemical Co. • D. A. Goodwin, Stanford Univ.
• E. Haber, The Bristol-Myers Squibb Pharmaceutical Res. fnst.
• T. Hara, Inst. tor Biomedical Res., Japan. R. Haugland,
Molecular Probes, Inc. • M. F. Hawthorne, Univ. of Calif., Los
Angeles. J. E. Hearst, Univ. of Calif., Berkeley. N. D. Heindel,
Lehigh Univ. • C. Helene, Museum National D'Histoire Naturel/e,
France. E. Hurwitz, Weizmann Inst. of Science, Israel. D. K.
Johnson, Abbott Labs. • D. Kaplan, The Dow Chemical Co.
• B. A. Khaw, Massachusetts General Hasp. • K. Krahn, Univ. of
Washington. H. T. Nagasawa, Univ. of Minnesota. P. Nielsen,
Univ. of Copenhagen, Denmark. A. Oseroff, Roswelf Park Cancer
Insf. • M. Ostra. The Uposome Co., Inc. • G. A. Pietersz, The
Univ. of Melboume, Australia. R. Reisfeld, Scripps Clinic &
Res. Fdn. • S. Rocklage, Salutar, Inc. • J. Rodwell, Cytagen
Corp. • P. G. Schultz, Univ. af California, Berkeley. P. Senter,
Oncagen • S. Srivastava, Brookhaven Nat!. Lab. • P. E. Thorpe,
Imperial Cancer Res. Fund Labs., England. G.L. Tolman,
Centocor, Inc.• V. P. TorchiJin, Cardiology Res. Ctr. of the USSR
• A. Tramontano, Scripps Clinic & Res. Fdn. • J. Upeslacis,
Lederle Labs. • R. S. Vickers, Eastman Kodak Co. • E. S. Vitetta,
The Univ. of Texas, Dal/as • S. Wilbur, NeoRx Corp. • M. Wilchek,
Weizmann Insf. of Science, Israel. M. Zalutsky, Duke Univ. Med. Ctr.

with each other or with any molecular groups that add
useful properties ...
drugs, radionuclides, toxins, fluorophores,
photoprobes, inhibitors, enzymes, haptens,
ligands, etc.

In bimonthly issues you'll explore the chemical
aspects of conjugate preparation and
characterization, inclUding:

• In vivo applications of conjugate methodology;

• Molecular biological aspects of antibodies,
genetically engineered fragments, and other
immunochemicals;

• The relationships between conjugation
chemistry and the biological properties of
conjugates.

1991 Subscription Rates
ACS Members· Nonmember

One Year Two Years One Year

U.S. $29 $52 $249

Canada &Mexico $36 $66 $256
Europe .... $40 $74 $260

All Other Countries'" $41 $76 $261

"Subscriptions at member rates are for personal use only
UAir Service Included

Be a Premier Subscriber-Order Today!

American Chemical Society
Marketing Communications Department

1155 Sixteenth Street, N.W.
Washington, D.C. 20036 U.S.A.

Toll free: 1-800-227-5558
Local: (202) 872-4363
FAX: (202) 872-4615

Telex: 440159 ACSP UI or 892582 ACSPUBS
In Japan Contact Maruzen Co., LTD.

242 A • ANALYTICAL CHEMISTRY, VOL. 63, NO.4, FEBRUARY 15, 1991



------------------------ --~---------_._------------------

A/C INTERFACE

D. S. Bright and D. E. Newbury
Center for Analytical Chemistry
National Institute of Standards and

Technology
Gaithersburg, MD 20899

In order to characterize the chemistry
of materials on a fine scale, we employ
compositional mapping techniques.
Quantitative compositional mapping
produces images that depict the con­
centrations of elemental and/or molec-

ular constituents of a specimen on a
spatial scale of ~l I'm or less (1). The
images can be created from a variety of
microanalytical instruments: for exam-

pie, the electron probe microanalyzer,
analytical electron microscope, ion mi­
croprobe, ion microscope, and laser Ra­
man microprobe. Acommon problem is
that much of the quantitative concen­
tration information is lost when nu­
merical concentration information is
presented in the form of an ordinary
gray scale or color scale image. Ideally,
we wish to simultaneously present both
spatially resolved information and nu­
merical concentration data, often for
two or more constituents.

For one constituent, techniques are
available that satisfy the requirements
of spatial and numerical display. De­
piction of positional information as an

image is straightforward-the concen­
tration data are encoded with one of a
variety of gray or color scales. Gray
scale representation coupled with im­
age processing for selective enhance­
ment provides excellent display of
compositional contrast, but it is diffi­
cult for an observer to relate specific
gray levels to particular numerical con­
centration values. The human visual
process is better adapted to viewing
colors. The thermal color scale, which
uses the sequence of colors emitted
from a black body upon heating (deep
red through cherry, orange, and yellow
to white), provides a "logical" color
scale in which particular colors can be
more easily recognized and the approx­
imate corresponding numerical value
identified.

When two or more constituents are
to be presented simultaneously, the

This article not subject to U.S. copyright.
Published 1991 American Chemical Society.
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Figure 1. Schematic for construction of a CHI.
Pixels in location (20,38) have intensities 50 and 14. Histogram bin (50,14) is incremented for this image
location.

Figure 2. CHI of ion microscope compositional maps of an aluminum-lithium alloy
plotted as a mesh plot.
(Specimen courtesy K. Soni and D. Williams, Lehigh University.)

and are useful for evaluating data, di­
agnosing experimental problems, and
detecting relationships of concentra­
tions. A similar image analysis tech­
nique-using scatter diagrams but
without traceback-has been applied
by Prutton et al. (7) to intensity maps
generated by Auger electron spectros­
copy.

Producing the CHI

Although the CHI is most often applied
to images representing concentrations
of analyzed constituents, the technique
can be applied equally well to any two
or three registered images, as it is
on our image processing systems (8).
Consider an n X n pixel image for con­
stituent A, represented by an array
with elements a(x,y), each giving a con­
centration or intensity value for A at
location x,y. Also consider a similar im­
age for constituent B with elements
b(x,y) that is in pixel by pixel registra­
tion with image A. The CHI is con­
structed by incrementing an element of
the array h(i,j) where i and j corre­
spond to the values a and b of concen­
tration or intensity for every location
(x,y) in the images. A FORTRAN code
for this procedure is listed in the box on
p. 247 A.

Figure 1 shows this procedure sche­
matically. After the CHI array is calcu­
lated, it is displayed as an image (de­
scribed below). Apart from visualiza­
tion of the array, this procedure is like
the construction of a two-dimensional

view of the concentration or intensity
relationships between two or three con­
stituents. The traceback algorithm
permits rapid determination ofthe cor­
respondence between features in the
numerical display with specific places
in the original compositional or inten­
sity maps. CHIs complement the nor­
mal primary color overlay composites

thermal scale cannot be applied. A par­
tial solution to this display problem is
to use primary color overlays in which
the individual constituent images are
superimposed, with each applied as a
primary color (i.e., a separate constitu­
ent is applied to the red, green, and
blue channels of the video display).
Spatial coincidence of two constituents
is revealed by the appearance of sec­
ondary colors; however, information on
relative amounts is lost. In principle,
color scales with varying intensity can
be established to depict relative
amounts, but in practice such scales are
difficult to use and are even more diffi­
cult to transfer to printed media.

To overcome these limitations, we
have adapted the technique of scatter
diagrams and have developed a method
in which the compositional maps are
transformed from spatial to concentra­
tion dimensions. We call this transfor­
mation the Concentration Histogram
Image (CHI) (2,3).

The CHI is much like a scatter dia­
gram or bivariate histogram, which is
more informative than a one-dimen­
sional intensity histogram (4--<i). Un­
like the scatter diagram, the CHI is dis­
played as an image by encoding the fre­
quency information with the thermal
color scale. Also, the image or pixel
representation of the CHI lends itself
to a reverse operation called the "trace­
back" function (explained in detail be­
low), which enables clearer rendering
of both two- and three-dimensional in­
formation.

The CHI provides a direct numerical
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Figure 3. The same CHI as Figure 2,
shown as a gray scale Image.

or bivariate histogram-or like the
plotting of a scatter diagram with limit­
ed precision-that is, with clumping
the data into bins.

Displaying the CHI

The CHI can be displayed as a mesh
plot, in the way bivariate histograms
are usually plotted (Figure 2), showing
intensity along the vertical axis. How-

Figure 4. The same CHI as Figures 2
and 3, shown as an image with the ther­
mal pseudocolor scale: O-black, 1­
red, 2-255----<lark orange-yellow­
white.

ever, because the CHI is an array, simi­
lar to the images from which it was
made, it is natural to display it also as
an image (Figure 3).

When displayed with a gray seale,
bins with a few counts are too dim to be
seen against the background. Because
these more diffuse regions may be as

Figure 5. Simulated microprobe maps
(a and c) and their corresponding CHis
(b and d).
The maps are shown as color overlays of one im­
age in red and the other in green. Each map has
two phases or regions separated by the wavy
line. Each region in (a) has a constant amount of
the red and the green elements-the color is de­
termined by the predominant element. The map­
CHI pair (e) and (d) includes some noise to simu­
late counting statistics.

interesting as the more compact and
intense regions (higher counts), we can
overcome the limitation of the gray

Figure 6. Electron probe maps and corresponding CHis of a Cu-Ti alloy.
(a) Left: copper map. 128 X 128 pixels. Edge of field is 125 ,urn. Right: Ti map (partly hidden). (b) CoI,'r overlay: Cu is red, Ti is green. Edge of field is 125 Jlrn.
(e) CHI. (d) Traceback mask image using outlined area in CHI (bottom right). Selected pixels outlined in white in color overlay.
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Figure 8. (a) Color overlay of three maps (Ni-red, Fe-green, 5i-blue) of elec­
tron probe microanalyzer compositional maps of a diffusion zone at a metal-glass
seal and (b) corresponding CHI.
Edge of field is 25 J.Lm. Areas outlined in white on overlay correspond to outlined feature of CHI. Inset:
traceback mask image. (Specimen courtesy J. Mecholsky, Jr., University of Florida.)

FORTRAN code for producing
a CHI
doy= 1,n
dox= 1,n

i= a(x,y)
j= b(x,y)
h(i,j) = h(i,j) + 1

end do
end do

FORTRAN code for the
traceback function
doy= 1,n
dox= 1,n

i= a(x,y)
j= b(x,y)
if (i,j) fall within the selected region
of the CHI then

m(x,y) = 1
else

m(x,y) = a
end if

end do
end do

scale by displaying the CHI with a
thermal scale (Figure 4) constructed so
that zero count is black, one count is
red, and higher counts range from or­
ange to yellow to white. In this way, the
centers of the high-intensity clumps
are visualized as well as the scattered
bins with only one count each.

This display method also works well
for higher dimensional CHIs. Although
the mesh plot (Figure 2) shows, in a
quantitative way, the relative counts
per bin or relative areas in the original
images, Figure 4 shows more clearly the
relative positions and sizes of clumps
and the individual bins with few
counts. It is also easier to determine
concentration values from Figure 4 us­
ing the axes, and to outline selected
areas for applying the reverse transfor­
mation (traceback).

Properties of the CHI

To introduce some properties of the
cm, Figure 5 shows compositional
X-ray maps simulated on the computer
to specify the counting statistics. The
first synthetic image consists of two
"phases," with no variation in apparent
concentration from counting statistics
(Figure 5a). The two phases have a pre­
dominance of either the "red" or the
"green" element and a wavy boundary
between the two. A pixel through which
the boundary passes has "concentra­
tions" calculated from the relative
fractional area of the pixel that is in

either phase. The resulting CHI in Fig­
ure 5b has one point at each of the
concentration values for the two phases
and a line between the points corre­
sponding to pixels on the boundary.
The upper left point in Figure 5b is
high in element green and corresponds
to the green phase. Parts of the yellow
line that are near this point represent
boundary pixels that are mostly in the
green phase. The map-CHI pair, Fig­
ures 5c and 5d, is the same as that on
the left except that counting statisti~s

have been added. The two points
spread out into clumps, and the line
spreads into a diffuse band (Figure 5d).
This cm looks very similar to actual
experimentally measured systems of
two phases (see Figure 6c).

Traceback

Having generated the CHI, the observ­
er is likely to be interested in the rela­
tionship of features recognized in the
CHI to features in the original maps.
This relationship can be discovered
with a modification of the CHI algo­
rithm, which we call the traceback
function. The traceback function se­
lects pixels in the original images on
the basis of intensity correlations; this
is analogous to selecting pixels in a sin­
gle image by setting an intensity
threshold. This function is implement­
ed by marking a mask image, m(x,y)
(Figure 6d), on the basis ofregions pre­
viously selected from the CHI. A pixel
in the mask is marked if the corre­
sponding CHI bin lies inside the select­
ed region of the CHI. The FORTRAN
code for the traceback function ap­
pears in the box.

Mask m is a binary image that is in
registration with images a and b and

Figure 7, The effect of resolution on
CHis and onfHlimensional histograms.
(a) CHI for the lower resolution (128 X 128 pixels)
maps in Figure 6a. (b) One-dimensional histo­
grams for these maps (colors in overlay and
those of histograms correspond). (c,d) Maps of
same sample area as top, taken at higher resolu­
tion (256 X 256 pixels). Cu---x axis on CHI and
red plot: 44-98 atomic percent. Ti-yaxis on CHI
and green plot: 37-67 atomic percent.

that labels the pixels in both images as
corresponding to the selected region of
the CHI. The mask thus selected can be
viewed as an image in its own right, or it
can be used to mark the original maps.

Practical details

Scaling. Many images, especially im­
ages representing concentrations, do
not have pixels with integer values. To
construct a CHI, the pixels are there­
fore scaled to integers ranging from 0 to
255, or to a range matching the dimen­
sions ofthe CHI array. If the images are
originally integer images with a small
range of values, then care must be tak­
en when scaling to avoid stripes in the
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CHI caused by periodically mlssmg
bins or doubling counts in bins. If the
intensity range of the image is on the
order of, or smaller than, the number of
available bins along a CHI axis, it is
best to use the intensities directly or to
scale the images with care.

Comparison of one- and two-di­
mensional histograms at two resolu­
tions. Does the resolution at which the
images are taken affect the appearance
of the Cms? Figure 6a shows Cu and
Ti electron probe compositional maps
(128 X 128 pixels) of a binary alloy and
Figure 6b shows a color overlay with Cu
in red and Ti in green. We often display
corresponding images as a color overlay
to examine the spatial relationships of
the constituents. The color overlay
shows a boundary between the two
phases that has moderate concentra­
tions of both Cu and Ti. Whether the
boundary is a diffusion zone or an in­
strumental artifact caused by the finite
width of each pixel and the finite elec­
tron interaction volume in which the
X-rays are generated cannot be deter-

mined from either the images or the
CHI. This is because the boundary is
one pixel [1 /Lm] thick or less. The
width of the interaction volume for the
Cu-Ti alloy at 20 keV is about 1 /Lm.

Figures 7a and 7b show standard
one-dimensional histograms and CHIs
that correspond to maps in Figure 6a,
whereas Figures 7c and 7d derive from
maps of the same area that were taken
at twice the spatial resolution (256 X
256 pixels). (The higher resolution
maps are difficult to distinguish visual­
ly from the lower resolution maps and
are not shown in Figure 6.) Because the
higher resolution maps have four times
the number of pixels, the correspond­
ing CHI has four times the number of
counts and appears broader, but the
features are essentially the same. Note
that with conventional one-dimension­
al histograms alone, it cannot be de­
termined which phase in one histogram
corresponds to a particular phase in
the other histogram. The CHI shows
this type of correspondence immedi­
ately.

Figure 9. CHI for electron probe mi­
croanalyzer compositional maps of an
Fe-Ni-Cr alloy with one major phase.
A secondary cluster is seen in front of the pri~

mary cluster in projections on the bottom and left
face of cube; this secondary cluster is not visible
from this viewpoint of the three-dimensional pre~

sentation within the cube.

Figure 10. Element maps and the CHI for a small element of a superconducting ceramic integrated circuit.
(a) Sa. Cu. and Y maps and color overlay (labeled in banners). Center strip is conduction barrier. Image width is 125 JIm. (b) CHI (Y V$. Cu) for two of the
maps on the left. Outlined region corresponds to tendrils. (e) Traceback mask image corresponds to outlined region in CHI. Matching pixels are outlined in
white in bottom half of maps and overlay. Top halves are not outlined to show tendrils better. (Specimen courtesy R. Ono, NIST.)
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ure lOb), and the traceback is shown as
a mask in Figure 10c and as outlines in
Figure lOa. The tendrils are outlined
along with pixels on the other side of
the strip, which suggests a similar pro­
cess at an earlier stage; this feature was
missed in the previous figures.

Figure 11 shows the traceback ap­
plied to the projection of a CHI. Al­
though (strictly speaking) one should
outline parts of this three-dimensional
object with a surface (or box), the use of
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color overlay and are barely visible as
depletions in the Y map. We wished to
select the tendrils from the rest of the
image. Inverting the Y map of Figure
10 shows the tendrils to a degree, but it
also shows the large darker areas on
both sides of the band.

From inspection of the maps, the
tendrils were presumed to be high to
intermediate in Y and low (but not
zero) en Cu. The outline for such an
area is shown in white on the CHI (Fig-

Three-dimensional CHIs. The
pseudocolored display ofthe CHI lends
itselfdirectly to adding another dimen­
sion. Just as the two-dimensional his­
togram is plotted inside a square, the
three-dimensional histogram is plotted
inside a virtual cube and is rendered as
a projection. To present three axes of
concentration data, the only choice
possible for the frequency information
is color encoding. Figure 8a shows a
color overlay for electron probe compo­
sitional maps of a diffusion zone at a
metal-glass seal and the corresponding
CHI is shown in Figure 8b. The CHI is
snakelike in shape and is three-dimen­
sional, taking two sharp turns.

When the histogram is viewed in pro­
jection, there is always a danger of
missing some structure along the line of
sight. Viewing the histogram from sev­
eral angles helps, and presenting the
CHI as a stereo pair (9) works even
better, although the need for special
optical devices to view the stereo pair
makes this approach somewhat im­
practical. A practical way to view the
histogram is to use one, two, or three
ancillary projections onto the rear faces
of the virtual cube. A projection on the
left face is shown in Figure 8b, which
makes it easier to see that the part of
the snake ending near the bottom face
is in fact lying on the bottom face and
not heading upward (increasing in Si
concentration), as might be mistakenly
deduced without the projection. The
white outlines and mask (inset) illus­
trate the traceback function (see be­
low) for this feature.

Another example is given in Figure 9,
which depicts a CHI of a set ofmaps for
a Fe-Ni-Cr alloy. A small clump of
points is visible in the projections on
the bottom and left face of the cube but
is hidden in the interior of the three­
dimensional presentation within the
cube.

A third possibility is to view a three­
dimensional CHI in a display that per­
mits real-time rotation of the plot.
Such a display, when in motion, pro­
vides a feel for the shape of the plot and
allows searching from arbitrary view­
points for features of interest.

Examples of the traceback function

The traceback feature identifies which
areas of the image correspond to which
features of the CHI. As an illustration,
Figure lOa shows Ba, Cu, and Y elec­
tron probe microanalyzer composition­
al maps and the color overlay for a
superconducting thin-film circuit
element. There are tendrils of Cu
stretching across the vertical band in
the center that is supposed to be Cu­
free. These tendrils are not seen on the

CIRCLE 100 ON READER SERVICE CARD
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Figure 11. Traceback applied to the
projection of a CHI.
Color overlay for Sa (red), Cu (green), and Y (blue)
maps for superconducting ceramic thin film.
White boundary surrounds regions corresponding
to outlying points in CHI. Image width is 50 ,.,.m.
Inset: CHI with white line surrounding outlying
points. Sa-lower left axis, 21-38 atomic per­
cent. Cu-Iower right axis. 12-23 atomic per­
cent. V-vertical axis, 11-19 atomic percent.

the projection shown here often works
well. This CHI is of a superconducting
thin film and appears as an ellipsoid
with outlying bins (outlined in white).
The traceback function applied to
most of the outlying bins is seen out-

lined in white on the color overlay and
reveals discontinuities in the film.

The raw X-ray count maps measured
with the electron probe microanalyzer
require several steps in the calculation
process to convert the X-ray counts
into concentrations. Sometimes the
changes on quantitation of the relative
image intensities are subtle. A CHI cor­
responding to Figure 7a before the
X-ray counts in the maps have been
corrected for instrumental effects
shows fragmentation of the two
clumps. The traceback feature shows
that the fragments correspond to the
high Cu phase on the right side of the
map in Figure 6b, suggesting that the
clump fragmentation is caused by spec­
trometer defocusing (10). The second­
ary clump in Figure 9 similarly seems
to be attributable to instrumental arti­
facts that have not been completely
corrected.

Conclusion

The CHI is a useful diagnostic tool for
examining compositional maps. This
technique of image presentation is a
useful adjunct to conventional images
and is especially effective for detecting
inhomogeneities in materials, recogniz­
ing and highlighting rare events, check-

ing quantitative correction procedures
needed to produce compositional
maps, and evaluating sampling and
measurements statistics. The CHI is
also useful for selecting features of in­
terest for further analysis.
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Use of Conformal Maps To Model the Voltammetric Response
of Collector-Generator Double-Band Electrodes

Bruno Fosset and Christian A. Amatore*

Ecole Normale Superieure, Laboratoire de Chimie, 24 Rue Lhomond, 75231 Paris, France

Joan E. Bartelt, Adrian C. Michael,' and R. Mark Wightman*

Department of Chemistry, University of North Carolina, Chapel Hill, North Carolina 27599-3290

The utility of coordinate transformation in electrochemical
problems, specifically those associated with non6near diffusion
at microelectrodes, Is discussed. The use of the Schwarz­
Christoffel transformation of space Is shown to provide a
simple route to an exael expression for the steady-state lim­
iting current of a double-band electrode as a function of the
width-to-gap ratio. Additionally, the transformation approach
allows improved accuracy and decreased computation time
of digital simulations, over those done In the traditional real­
space coordinates. Experiments with chemically stable sys­
tems, ferrocene and 9,10-diphenylanthracene (OPA) in ace­
tonitrile, provide verification of digital simulations of the dou­
ble-band electrode response. Agreement is also found be­
tween simulations of chemical reaellons accompanying elec­
tron transfer and experiments for the oxidation of OPA in the
presence of pyridine in acetonitrile, a system that shows a
pseudo-first-order rate constant of 100 So,.

INTRODUCTION
Arrays of band electrodes have become increasingly popular

in recent years. Such arrays are particularly useful to study
the fate of electrogenerated species when adjacent bands are
operated at different potentials (I-8). Molecules generated
at one electrode, termed the generator, are examined at the
other nearby electrodes. Thus, this experiment is analogous
to the classical rotated ring disk electrode. Arrays offer several
distinct advantages for such experiments, however, because
they can be used in solutions with large resistance or with very
high concentrations because of the general immunity of ul­
tramicroelectrodes to distortion by ohmic drop. The lifetime
of the electrogenerated species can be quite short, and de­
tection is still possible, because the critical time scale with
arrays is the time to diffuse across the gap, which can be made
vanishingly small (9). Thus, these devices should enable the
investigation of very rapid chemical reactions coupled to
electron transfer under conditions used in typical organic and
organometallic chemical experiments, rather than adapting
these systems to conventional electrochemical conditions.

One obstacle to the investigation of coupled chemical re­
actions at the array of band electrodes is the lack of a general
theoretical approach for the quantitative interpretation of
data. Mathematical solutions of the flux equations at ul­
tramicroelectrodes of almost alI geometries is complex because
of the nonuniform current distribution at the surface of
electrodes where diffusion occurs in more than one dimension
(see, for instance, Figure 2 of ref 5). To simplify the approach
to solutions of these problems, the current has been evaluated

*' To whom correspondence should be addressed.
I Present address: Department of Chemistry. University of

Pittsborgh. Pittsburgh, PA 15260.

0003-2700/91/0363-0306$02.50/0

with the steady-state assumption for the flux (IO), or uniform
current di,tribution (II) has been assumed (which may occur
as a result of kinetic and ohmic effects). General analy1ical
solutions of coupled electrochemical kinetic phenomena have
not been reported.

An alternate approach is to use digital simulation of the
concentration profJ.Ies to arrive at the appropriate solutions.
The attractive features of this approach are that the mathe­
matics required are relatively simple and the method can be
adapted to a variety of kinetic schemes which may occur at
the electrode surface. The principal limitation is that the
amount of computer time and memory may be unrealistically
large for an accurate description of the diffusion layer when
the dimensions of the diffusion layer exceed the dimensions
of the elements of the array. In an effort to reduce the number
of grid elements required, simulations of ultramicroelectrodes
have employed an exponential space grid (2, 3). This has the
advantage of producing a high grid density in the vicinity of
the electrode, without a dramatic increase in the overall
number of elements required for the simulation of the com­
plete diffusion layer. When combined with the hopscotch
algorithm, this leads to enhanced performance with respect
to Ithe time efficiency of the simulation (I2). It does, however,
have several disadvantages. Although the grid can be im­
plbmented appropriately in the dimension perpendicular to
thk array surface, it is difficult to implement across the
el~ctrode. This is a critical problem because the current
density is largest at the edge of the electrode and, thus, the
highest grid density is required at this location (I3). The most
significant disadvantage, however, is that the grid lines do not
follow the actual lines of flux to the electrode surface which
are highly contorted near the edges of the electrode. An
accurate description of the flux lines requires, therefore, a high
number of grid elements even when the exponential grid is
used.

The difficulties associated with simulations that employ
the real-space or exponential-space grids can be effectively
overcome if the grid is appropriately defined in two dimen­
sions. An ideal grid should be defined by the lines of flux to
the electrode and the equal concentration lines. Because the
shape of the concentration profiles is time dependent, this is
impossible to accomplish for all times with a single grid. For
experiments at short times (i.e., where linear diffusion pre­
dominates), the real-space grid is most appropriate. In con­
trast, as the current approaches a steady-state value, the
appropriate grid depends on the electrode geometry. For the
case of importance in this work, arrays of two interacting
bands, the steady-state solution is the one of most interest.
To achieve an appropriate space grid for this case, the use of
a conformal map is particularly useful and leads to a spatial
conformation similar to a thin-layer cell, from which solutions
are readily obtained.

For many cases, the use of a conformal map provides a
simple way to arrive at the steady-state currents. To the best

© 1991 American Chemical Society
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law in spherical coordinates is transformed from

ac = D[a
2
C + ~ ac]

at ar2 r ar

to

(2)

(3)

(5)

(4)

where K is a scaling factor and j = (-1)1/2. Thus, eq 5 allows
the transformation of the (x.y) coordinate system to any
convenient system (f.e). For electrochemical problems, one
selects the transformation (the appropriate inversion poles
and angles) to linearize the flux lines. Because the trans­
formation is only of space, the use of the conformal map does
not affect parameters that are time dependent such as rates
of chemical reactions accompanying electron transfer.
Therefore. the rate laws are unchanged and can be used as
in conventional simulation techniques.

Conformal Map of a Single Band. The diffusion equa­
tion for a two-dimensional problem such as the band electrode
is

ac/at = D[a2c/ax2 + a2c/ay2]

The use of the Schwarz-Christoffel transformation for the

If the concentration profiles are evaluated in this space by
digital simulation, less iterations are required because of the
greater linearity of the concentration profiles relative to those
in the r coordinate system. Thus, the simulation converges
to the correct solution more quickly for conditions that ap­
proach the steady-state limiting case. As this simple example
shows, the effect of the use of an appropriate coordinate
system can lead to a simplification of steady-state and
near-steady-state problems.

Generation of a Conformal Map. In the above example,
the solution to the steady-state condition is analytically known.
However, for other cases where the steady-state solution is
not known because of the complexity of the analytical solu­
tions, an alternate procedure must be used. Since at steady
state ac/at = 0, the concentration profiles are solutions of
'V2C =0. Solutions can be found more readily when the space
coordinates are transformed from the real ones to ones in
which the space is limited by a partially or completely closed
space (18-20. 22). This can be achieved by the use of the
Schwarz-Christoffel transformation (23) as illustrated in
Figure 2. This procedure allows transformation of one com­
plex plane into another. The points of coordinate (Xk' y =
0; with k = -n, .... 0, ..., n) are the points that map respectively
to the points of coordinate Zk in the conformal space and are
referred to as the poles of inversion. The angles in the
transformed space are indicated by 'Yk' Any point of coor­
dinate z (=x + jy) is transformed into a point in the conformal
space Z (=f + je) with

{' n
Z = K J

o
kgyz -xkl',/·-lj dz

where D is the diffusion coefficient and D* is a function of
the distance from the electrode (see Appendix I). For spherical
coordinates, D* = D(I- y)'/r02. At infinite times, the con­
centration profile is linear. and as can be seen in the lower
part of Figure 1. the concentration profiles at times less than
infinity are more linear than in the original coordinate system.
The concentration gradient at steady state can be evaluated
directly to obtain the current by using Fick's first law written
in a way appropriate for the conformal map:

i = nFA[roD* dC] = 4,rronFDCo
dy y.O

(1)

1.00.80.2

C(r,oo)/Co = (r - ro)/r

r, em x 103

0.0 ro •

0.2

0.8

1.0-r-----------=-~""?!:'_>I

0.8

C/C·
0.4

where CO is the bulk concentration. Plots of the diffusion layer
at different times approaching this limit are given in the upper
part of Figure 1. The current at any time is evaluated by
the gradient of the concentration integrated over the electrode
area. An alternate way to view the diffusion layer is to plot
the concentration ratio as a function of y where y = (r - ro) /r
as in the lower part of Figure 1. This has the effect of ex­
panding space near the electrode. where the concentration
profile changes most rapidly, and compressing space at dis­
tances further away from the electrode. Then, Fick"s second

THEORY
Change of Space Coordinates for a Sphere. The utility

of a spatial change of coordinates is most easily seen with a
one-dimensional problem. Consider diffusion at a spherical
electrode of radius roo During a chronoamperometric exper­
iment at potentials sufficient for the concentration of the
electroactive species at the electrode surface to be zero, the
concentration in the diffusion layer at infinite time is given
by

0.4 0.6

(,- '0)/'

Figure 1. Diffusion layer profiles of a spherical electrode. Upper: real
space. Lower: transformed space. Curves shown are for a diffusion
coefficient of 1 X 10-5 em'/s and the following times after the potential
slep: A. 1 s; B. 0.1 s; C. 0.01 s: D. 0.001 s; E. a s.

of our knowledge, the first use of conformal mapping for the
evaluation nf the steady-state current at two·dimensional
electrodes was by Saito (14). We have used this approach to
solve for the flux at electrodes with the geometry of a sphere
(16), cylinder (16), band (17), and disk (18) and arrays of bands
(19). Subsequently, the method has been used to analytically
describe the current at infinite interdigitated arrays (20-22).
Because of the widespread use of this approach, one of the
purposes of this paper is to review the simplification provided
by a conformal map in the digital simulation of the current
at a wide range of ultramicroelectrode geometries. In addition,
we will show how it can be extended to the case of the dou­
ble-band electrodes to permit simulation of the currents found
with various homogeneous kinetic scbemes. In this paper, we
focus on the double-band geometry because it is particularly
desirable due to its high information content and relative ease
of fabrication (5).
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(8)

x + jy = (w /2Hcosh f cos 8 + j sinh f sin 8)

x + jy = (w/2) cosh (f + j8)

or, equally.

and

so that the required transformation is given by

z'= cosh Z

x
. -- .. ~

F-T'"o I

._"..._, ..... ,,' I

A

ac/at = D v"c

where z' = 2z /w. The right-hand side of eq 6 can be evaluated
with standard integral tables:

Z = K cosh-! (z') + C (7)

(9a)

(9b)

x = (w /2Hcosh fHcos 8)

y = (w /2Hsinh r)(sin 8)

and the diffusion equation given previously now becomes

Thus, it can be seen that the transformation of (x.y) coor­
dinates to (s.n coordinates simply involves the expressions

where D* = D/[(w/2)2(sinh2 r + sin2 Sll. The coordinate
system in the transformed spaces is identical with that for
a recessed electrode. a geometry for which solutions are readily
obtained.

The use of this new coordinate system enables the digital
simulation of the concentration profiles and current at the
band electrode over all time scales, from the condition of linear
diffusion to the quasi-steady-state limit (17). The same
transformed coordinates are also useful to determine the
steady-state concentration profiles at a disk electrode of radius
ro when the real space coordinates are expressed as x/ ro and
y/ro, with D* in this case equal to D/[r02(sin2S + sinh2n)
(18). The simulations can be readily modified to incorporate
different diffusional boundary conditions and finite elec­
tron-transfer kinetics.

Conformal Maps for a Double Band. A suitable
transformation of coordinates can also be obtained for the
double-band electrode with the Schwarz-Christoffel trans­
formation. Figure 3 (C. D. E) shows the conformal map
technique applied to the double-band electrode. The first
conformal map to be considered (Figure 3D) is the one that
best describes the steady-state condition which will occur at
infinite time, when the potentials of the two electrodes are
held such that the concentration of diffusant is zero at the
generator and equal to the bulk concentration at the collector.
The conformal space for these conditions is constructed so
that the two electrodes resemble a thin-layer cell that has been
insulated at the sides to produce a closed box. There is a
diffusional exit from the system at the point indicated by:l:"'.
However, as time approaches infinity, the current that flows
through this point approaches zero (vide infra). Because of
the requirements for conservation of fluxes in the closed space,
at infinite time the generator and collector currents must be
equal but of opposite sign, resulting in a true steady state (24).
In this conformal map, the steady-state lines of flux will be
straight and perpendicular to the electrodes.

The limiting current (idb) when t - '" can be evaluated as
if the system were a thin-layer cell. The currents at the
generator and collector will be equal, and 'l', the dimensionless
current function, is

r

Z-J

B

Figwe 3. Representation of band electrodes in two spaces. Single­
band real space (A) and conformal space (B). From eq 5. 'Y. = ",/2
and x. = :l:w/2. DoubIe-band electrode represented in real space (C).
conformal space for steady-state conditions analogous to a thin-layer
cell (D). and conformal space for simulations (E).

Z-1 Z, 0
Figure 2. General representation of the Schwarz-Christoffel trans­
formation between the upper half of the x-y plane (A) and the interior
of the r -6 plane (B). The points labeled Z_. and Z. correspond to
the left and right infinity points in real space, respectively. The diffusion
equation in each space is also shown.

single band is illustrated in Figure 3 (A and B). The trans­
formation involves two poles. one at each edge of the electrode
(x. = :l:w/2). and rotations of 900 lr. = 1r/2). From eq 5. the
new coordinate for the single band. Zb. is

Z = K So' (Z2 - w2/ 4)'1/2 dz = K So"«z ')2 - 1)'1/2 dz'

(6)

A B

Jl:' :E=
-f2o./l x 0 r

As indicated in Figure 3. the point z = w/2 corresponds to
Z = 0 and the point z = -w/2 corresponds to Z = j1r. so that

o= K cosh-1 (1) + C

and

j1r = K cosh-! (-1) + C = Kj1r + C

From these two equations, it is seen that C = 0 and K = 1,

where I is the length of the bands, g* is the gap width in the
conformal space, and w* is the width of the electrodes in the
conformal space. To evaluate the steady-state current, g* and
w* must be evaluated. The derivation below is given for the
special case where the width of the collector and generator
are the same. The Schwarz-Christoffel transformation re-
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(15a)

(15b)

0.8

x = (I? /2)(cosh r)(cos A)

Y = (I,' /2)(sinh nisin 0)

These equations are very similar to eqs 9a and 9b for the single
band. The diffusion equation is the same as eq 10 except that
the width of the gap (g) is employed rather than the width
of the band (w).

EXPERIMENTAL SECTION
Chemicals. Ferrocene (FeCp2) (Aesar, Johnson Matthey) was

purified by sublimation before use. Solutions of FeCp2 (1 mM)
were prepared in acetonitrile as received (Burdick & Jackson)
with 0.2 M tetrabutylammonium perchlorate ('fIlAP). TBAP
(Aldrich) was recrystallized twice from a pentane-ethyl acetate
mixture. 9,IO-Diphenylanthracene (DPAl (Aldrich) was recrys­
tallized twice from absolute ethanul before use. Solutions of DPA
(about 0.5 mM) were prepared in acetonitrile with 0.1 M tetra­
butylammonium hexatluorophosphate ((TBA)PF,). The aceto­
nitrile was degassed by three freeze-pump-thaw cycles before
transfer to the drybox. (TBA)PF, (Aldrich) was recrystallized
twice from 95% ethanol and dried at 60°C before use, Pyridine
was obtained from conventional sources and also was subjected
to three freeze~pump~thawcycles prior to use in the drybox.

Electrodes, The multiple band electrodes were constructed
of platinum foil and Mylar film as described previously (5).
Electrodes were polished with a slurry of l-~m cerium oxide and

Figure 5. Geoeral workiog curve for the double-band electrode, with
the inverse amplification factor plotted as a function of collection
efficiency. Solid line: simulated currents. Circles: experimental data
points. Dotted lines: theoretical behavior as the collection efficiency
approaches 0 and 1.

For a twin-electrode thin-layer cell, the concentration profile
between the generator and collector is linear such that the
steady-state concentration at ±oo (i.e., the midpoint between
the two electrodes) is Co/2. At the double band, the con­
centration at ±oo is CO, so i(±m,on) is proportional to CO - CO/2,
With similar reasoning, i(±m,off) can be obtained, For a
thin-layer cell with one electrode at steady state, a concen­
tration of zero is found at all points, and thus i(±oo,off) is
proportional to Co - O. From these results, the limit of i(±­
oo,on)/i(±oo,off) is 0.5 and a plot of ib/i, vs i,/i, will have a
limiting slope of -2 as shown in Figure 5. Construction of
the complete curve for Figure 5 requires digital simulation.

Although the conformal map shown in Figure 3D is ideal
for the evaluation of the steady state, it is less useful for digital
simulation of other time scales because of the necessity of
evaluating elliptic integrals in the complex plane at each node
of the grid. Therefore, we have used the conformal map shown
in Figure :lE for the simulation. The transformation is the
same as used at the single band (eq 9). The gap is located
on the (-) axis and extends from 0 to 1r while the electrodes
are placed on the r axis, which necessitates the definition of
z' = 22/g. The conformal map is defined by the following
equations:

(13)
w*

1.5
1.0

0.8
1.0

("'9)00
._01

0.6
""-
.£J 0.40.5

0.2

0.0 0.0a 10
0.0 0.2

From eq 12, one obtains

hi [(Z2 - 0')(Z2 - b'W' /' dz

j 5:[(z' -02)(Z2 - b'W I / 2 dz

quired to give the courdinate for the double band, Zdb' for the
change frum Figure :JC tu Figure 3D is

where 0 = g/2 and b = LV + g/2. The integrals in eq 13 are
elliptic integral, of the first kind (25), and their ratio can be
evaluated numerically by Simpson's method. The limiting
steady-state current is then obtained by the use of eq 11 as
a function of the electrode width to gap ratiu (Figure 4).

The steady-state approximation given above for the dou­
ble-hand electrode was ohtained hy assuming that aC/aA =
Oat ±m (FiKure ~D). The implications of this assumption will
now be evaluated, Cunservatiun of fiuxes requires that the
flux at the generator must equal the sum of the other fiuxes
in space. At steady state, inside the conformal space

i, = i, + i(±oo,on)

where i, and i, are the fiux at the generator and collector,
respectively, and i(±m,on) specifies the fiux at ±oo when the
collector electrode is on. When the collector electrode is off,
the generator behaves as a single hand with fiux ib. Again,
due to the required conservation of fiux, ib = i(±m,off) and
we can write

Z = K {'[(Z2 - O')(Z2 - b'W1/2 dz (12)
J o

Figure 4. Dimensionless limiting current of the generator in the dou­
ble~band electrode as a function of the width-to·gap ratio for infinite
time. Solid line: numerical calculation of eq 11. Points: simulated
results at time scales near steady state, p = 5 X 10-9 =
(g/2)(nFvIRTO)'I2.

wig

The quantities ie/i, and ig/ib can be determined experimentally
and are defined as the collection efficiency and amplification
factor, respectively.

'1'0 describe the behaviur of the double-band electrode at
all times, we would like to know how the amplification factor
varies with the collection efficiency. The limits of such a plot
can be constructed by consideration of the appropriate con­
ditions. At times where the diffusion layer does not extend
across the gap, the current at the generator will be equal to
that of the hand, giving an amplification factor of one and
a collection efficiency of zero. In the other limit, where steady
state is obtained, th~ collection efficiency will be one and the
inverse of the amplification factor will be zero. The value of
i(±oo,on)/i(±m,off) (eq 14) allows estimation of the limiting
slupe uf a plut uf these two parameters at near-steady-state
conditions (i.e., collection efficiencies slightly less than unity).
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generator collector

FIgure 6. Concentration profiles in the conformal (A) and real (B) space
obtained from digital simulations of the double band. Profiles for w/9
::: 2, p = 0.05. Numbers on the curves are the values of CICo.

The simulated currents are superimposed on the analytically
derived curve for several values of wig in Figure 4, and ex­
cellent agreement is observed. In this domain, the conformal
map is most efficient, and 5000 iterations (approximate run
time of 30 min on the 386 computer) were required for ac­
curate values.

Figure 6A shows a concentration profile in the conformal
space under conditions where feedback occurs. It can be noted
that the equiconcentration lines are relatively evenly spaced
across the gap. Curvature is only apparent at the outer edge
of the generator. As is illustrated by the figure, the majority
of the flux is in a region that is well mapped in the conformal
space. In contrast, considerable curvature of the same
equiconcfntration lines is seen in real space (Figure 6B). This
is dramatically illustrated for the region near the electrode
shown in the insert.

The dotted lines in Figure 5 define the limits for the dou­
ble-band inverse amplification factor as a function of the
collectior. efficiency. Voltammograms were simulated over
a wide range of scan rates and width-to-gap ratios. The solid
line in Figure 5 was constructed from these data and describe
how the "urrents will deviate from the limiting cases. This
line follows the empirical equation ibl i, = 1 - (i,1 i,)2.21 and
was found by nonlinear regression from 46 individual simu­
lations. In these simulations, the width-to-gap ratio varied
between 0.1 and 5 and the dimensionless scan rates varied
between 10'" and 0.2, corresponding to values of the scan rate
of 10-13-50 V S-l at a double-band electrode with micron di­
mensions. As expected, the ratio ibl i, approaches one at low
collection efficiencies (small width·to-gap ratios or high scan
rates) and approaches zero at high collection efficiencies (large
width-to·gap ratios or slow scan rates).

The dimensionless generator current from simulations is
shown as a function of the dimensionless scan rate in Figure
7 for various width-to-gap ratios. Additionally, this figure
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fine polished with 0.25-~m diamond paste on a napless cloth (all,
Buehler). The surface of the electrode was initially cleaned by
sonication in both methanol and water. The surface was cleaned
between experiments by wiping with a tissue soaked in acetonitrile.
The electrode and gap dimensions were measured to the nearest
0.5 J.Lrn from slide-projected photographs taken with an inverted
stage light microscope (Zeiss, Axiovert 35) calibrated. with 2,urn
divisions. Typical values for the electrode widths and intere­
lectrode gap width were 4-6 ~m. It was apparent from these
photographs that in some cases the bands were misaligned
lengthwise by a maximum of 5%. To correct for this, the values
of ib (single-band. current) and if, (generator current) were reduced
by a proportional amount for calculations of collection efficiency
and inverse amplification factor. The collection efficiency is
defined as (i,1 i,)"p = [icl (i, - fib)] where i, is the collector current
and f is the fraction of the electrode length misaligned on one
end. The inverse amplification factor is defined as (ibl i,)up =
(ib - fib)/(i, - fib)' The length of a band electrode was determined
by compari~mn of a slow scan cyclic voltammogram to its simu­
latiun, using a previously reported conformal map program of the
single-hand electrode (I 7) and the known values of all the other
parameters. The electrode length obtained in this manner were
identical within the accuracy of the measurements with that
observed through a Bausch & Lomb Stereo Zoom microscope, and
typical values were 0.3-0.5 em.

The diffusion coefficient used for ferrocene in 0.2 TBAPI
CH3CN was 2.2 X 10-' em' S-l (26). The diffusion coefficient for
DPA in 0.1 M (TBAJPF. was determined to be 1.3 x 10-' em'
S-I hy comparison of slow scan (20-50 mV S-I) cyclic voltammo­
grams of hoth the ferrocene and DPA solutions at a 5-jlm-radius
platinum disk electrode as well as single-band electrodes. A
50-~m-radius Pt disk electrode was used to obtain cyclic volt­
ammograms in DPA/pyridine solutions for scan rates between
I and 1000 V S-l

Instrumentation. Potential control for the paired band
electrodes was maintained with a bipotentiostat of conventional
design. Potential control for experiments at Pt disk electrodes
(5- and 50-~m radii) was maintained by a locally constructed
potentiostat capable of scan rates up to 1000 V S-l and currents
on the order of nanoamperes. Voltammograms at scan rates of
1 V S-l and lower were recorded on an x-yy'recorder and at higher
scan rates on a Nicolet 320 oscilloscope. A conventional three­
electrode cell was employed with a large Pt counter electrode and
either an SSCE reference electrode or a Ag wire quasi-reference
electrode. The currents for calculation of collection efficiencies
and the inverse amplification factor were measured at a potential
257 mV more positive than the formal potential of the redox
couple. Experiments that involved DPA solutions were performed
in a nitrogen-containing drybox.

Simulations. Programs were written in the Fortran and Pascal
languages by using a two-dimensional version of the Hopscotch
algorithm (27). The Pascal compiler (Professional Pascal,
Metaware, Inc., Santa Cruz, CAl was used for the majority of the
simulations. In some cases, a Fortran compiler was used (NDP
Fortran-386, MicroWay, Inc., Kingston, MA). In both cases, the
collector and generator were always the same width. Simulations
were carried out on an 80386-based personal computer with a
16-MHz clock speed (Z-386 Model 40, Zenith Data Systems, St.
Joseph, Mil and equipped with an 80387 numerical coprocessor.
The details of the simulation programs are included in Appendix
II. Simulation and experimental data for the limiting currents
are shown at ~ = nF(E - E")IRT = 10.

RESULTS AND DISCUSSION
Simulation of the Double-Band Electrode. The simu­

lation program was first evaluated at the limiting cases de­
scribed in the theory section. When the boundary conditions
were estahlished so that the collector was off, the simulated
currents agreed with published values for the single band
within 1.5%. This simulation is least favorable for the con­
formal map because of the high curvature of the concentration
profile at the outer edge of the generator. Nevertheless, the
accuracy is considered satisfactory. The other limit evaluated
is that given by eq 11, that is, the current at infmite time (very
slow scan rates) where the collection efficiency will be unity.



ANALYTICAL CHEMISTRY, VOL. 63, NO.4, FEBRUARY 15, 1991 • 311

1.2,----------------,..,2.3.--------------,
A

1.8

"'g
1.3

0.8

0.8

0.4

o.o+---..,,::=.:.~

-0.4

--~.

B
0.8

iC / ig
0.5

0.4

0.2

0.0+----+----;---+------<
-3 -2 -1 0

log p
Figure 7. (A) Oimensionfess generator current, 'lrg' as a function of
dimensionless scan rate. p, from simulations of the double-band
electrode. (B) Collection efficiency, iclig• as a function of p.

shows the dependence of the collection efficiency on scan rate.
Excluding the values for wig = 0.25, a smooth curve can be
drawn through the points which can be expressed as
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Figure 8. Oxidation of OPA at a double-band electrode. Solid line:
experimental dimensionless single ('1',), generator ('¥,), and collector
('¥J currents. w = 4.5 jLm, g = 4.5 jLm, v = 0.1 VIs. Dashed line:
simulation of experimental valtammograms. wIg = 1.0, P = 0.123.
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Note that this empirical expression is only useful for wig::::
1. Since this result is a function of scan rate, it should be more
useful for routine characterization of double bands than the
relation previously given for chronoamperometry (2).

To evaluate the increased efficiency of the conformal map,
a simulation program for the double-band electrode was
written in a form patterned after that shown previously (2,
3). This simulation operates in real space, i.e., the space
division was uniform across the generator, collector, and gap
(for comparisons with prior work, six grid elements were used
across each electrode and the gap), but with an exponentially
expanding grid at the sides of the electrodes and above them.
Comparisons of this simulation to the conformal map simu­
lation under similar computation times (identical number of
grid elements, 5000 iterations, 1-h computation) showed that
the real-space simulation gave incorrect results. The real space
simulation failed to give the correct value for the generator
current amplitude unless the number of grid elements was
increased to 80 across each electrode and the gap and the
number uf iterations was increased to 44000; the computation
time was increased to 6.5 h. Thus, the conformal space leads
to a more efficient simulation, because the grid spacing more
closely follows the flux lines. This is true even though an exact
correspondence is only achieved at infinite time.

Voltammetry at the Double Band. Illustrated in Figure
8 are the results from a collector-generator experiment for
one-electron oxidation of DPA in acetonitrile containing 0.1
M (TBA)PF6. The simulation superimposed is in excellent
agreement and employed the exact parameters used in the
experiment with no adjustable parameters. A summary of 37
experiments for the oxidation of ferrocene is superimposed
on the dimensionless working curve of Figure 5. The data
points were obtained at 6 double-band electrodes at scan rates
between 0.010 and 20 V s-' in a solution of FeCp2 in aceto­
nitrile containing 0.2 M TBAP supporting electrolyte. Al­
though no prior knowledge of the width-to-gap ratio is nec­
essary for a comparison to the simulated curve, this value
ranged between 0.5 and 1 for the electrodes used here.

The conformal map simulation allowed us to evaluate
previously published experimental data at double-band

ie/i. = 0.2415 - OA091(log p) - 0.07487(log p)2 (16)
0.2

0.0 +-+-1 ..........----+---+-0......--1
-4 -2 0 2

iog (kg 2/0)
Figure 9. Collection effICiency as a function of log (kg'ID) for the EC
mechanism. Squares: p = 0.005, wig = 2. Circles: p = 0.10, wig
= 1. Triangles: p = 0.20, wig = 0.5. Solid line: collection efficiency
calculated by eq 17. The abscissa at _00 indicates the simulation used
involved chemically stable species.

electrodes. Figure 5 of ref 2 shows simulated and experimental
data points for the collection efficiency as a function of gap
width for several double-band electrodes. When these data
were compared to those from the conformal map simulation
described here, excellent agreement was found. Specifically,
the coefficient of determination (28) between the conformal
map simulation and the data was 0.93, whereas the coefficient
of determination between the simulations used in that work
and the data gave a value of 0.64 with the worst fit at low
collection efficiencies. This clearly shows the improved
agreement of simulations with experiments when the trans­
formation of space is used to redefine the diffusion equation
for the double-band electrode.

Chemical Kinetics at Paired Bands. To evaluate the
utility of paired band electrodes in the study of chemical
kinetics, the conformal map simulation was modified to in­
corporate the EC mechanisms as described in the Appendix
sections, and the collection efficiency was evaluated as a
function of log (kg2ID). Working curves are shown in Figure
9. A working curve for the EC mechanism for this electrode
geometry has previously been published (3); however, we show
the work in Figure 9 because the published working curve did
not indicate the dependence on the electrode width, the scan
rate, or the collection efficiency in the absence of the chemical
reaction. It is seen from Figure 9 that all of these parameters
affect the collection efficiency. However, at low collection
efficiencies, the curves appear to merge and approach the
empirical limit

ie/i. = (1/2) eXPI-(k/ Dl'/2(1rg/211 (17)
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APPENDIX I

Derivation of Fick's Law for the Spherical Case.
Starting with the definition of y (y = (r - ro)/r) , we can write

aC (1- y)2 ac
-=----
ar ro ay

Similarly

which reduces to eq 4.

where N is the number of molecules in a volume element dO"
dr at the electrode surface. In real space, dN/ dt = dO" dr
dC/dt, and the flux is J(t) = -[(dr)'/dtj(dC/dr),.". Thus,
the current is

collector

insulator

collector

generator

CA = CO,
CB = 0

x> (g/2) + w,
[acA/ay]y.o = 0

The currents are defined by

S
-lg/2l+W

i. = -8/
2

nFDl(aCA/ay)y_O dx

I
lg/2l+W

i, = nFDl(aCA/ay)y_O dx
8/2

y = 0, g/2 < x < (g/2) + w;

y = 0, -g/2 < x < g/2,
x < -[(g/2) + w];

must be solved. The following boundary conditions define
the reversible, diffusion-controlled case for the special case
where the diffusion coefficients of the reactant (A) and product
(B) are equal:

t = 0; y> 0, -'" < x < +"'; CA = CO, CB = 0

t> 0; y = 0, -[(g/2) + w] < x < -,,0/2;
CB = CA exp[(nF/RT)(E - E")] generator

i = nFAD(dC/dr)""

In the transformed space, dN/dt = dO" dy(dr/dy)(dC/dt) and
the flux is J(t) = -[(dy')/dtj[(dC/dy)(dr/dy)],_". This can
be rewritten with the use of D* to be J(t) = -[D*(dC/
dy)(r2/ ro)],.". Integration over the electrode area gives

i = -nFA[-D*(dC/dy)r'/ro]y_O

aC = D(1 - y)4 a'c

at ro' ay2

which is identical with eq 3 with D* = D(l - y)4/ro'.
The current is obtained by evaluation of i = -nFJJJ(t) dO",

where dO" is the elementary surface area, and the integration
is performed over the whole surface area.

The flux J(t) of material is given by Fick's first law:

-1 dN
J(t) = dO" CIt

APPENDIX II
Diffusion Equations in the Conformal Space. To solve

for the currents at a collector-generator pair, Fick's second
law

CONCLUSIONS
The use of a conformal map has enabled an accurate so­

lution to be obtained for the double-band electrode operated
at steady state. In addition, the use of the conformal map
approach has enabled more efficient digital simulation pro·
grams to be written, which results in considerably shorter run
times. At conditions away from steady state, the grid lines
of equal concentration do not follow those of the conformal
map, but nevertheless, the map is advantageous over other
configurations because it more closely approximates the actual
grid. Experimental data are accurately predicted by the
simulation that enables the utility of the double band to be
evaluated in various applications. Thus, the use of conformal
mapping procedures has significant advantages to model
voltammetry at complex electrode geometries.

~.10

indicated by the solid line in the figure. Note this result is
useful uver at least 2 orders of magnitude. The working curves
for the D1SPI simulations are identical but with the abscissa
equal to log (2kg'/ D) (see Appendix Il).

To test the DISPI simulations, the anodic substitution
reaction of pyridine with the DPA radical cation in acetonitrile
containing 0.1 M (TBA)PF. was evaluated (29). The rate of
the reaction was first determined with cyclic voltammetry at
a disk electrode (r = 50 I'm). and the resulting amplitude of
the oxidation current was plotted as a function of scan rate.
The data were obtained under conditions of linear diffusion,
and the pseudo-first·order rate constant was evaluated with
a conventional working curve (30). The paired band electrode
was then used in the generator-collector mode in the same
solution. A sample set of voltammograms, along with the
simulated results, is shown in Figure 10. The rate constant
used in the simulation, k = 100 S-I, was that determined from
the linear diffusion experiments, and excellent agreement is
found. For four electrodes (w/g values of 0.7-1.0) in three
different solutions (k = 83-112 so,), the simulated collection
efficiencies fell within the experimental range.

It is apparent from Figure 9 that the double-band electrode
can be used to determine the rates of the EC and DISPI
mechanism reactions successfully. However, the range of rate
constants that can be determined at any given electrode de­
pends on the amount of gain that can be used at the collector.
In fact, very small numbers of molecules have been detected
with devices of this type (31). The total range of rate constants
that can be found with this technique can be improved
through the use of several electrodes with different width­
to-gap ratios.

(E -EO), mV

Figure 10. Oxidation of 0.5 mM DPA in the presence of 5 mM pyridine
at a double·band electrode. Solid line: experimental generator and
collector currents. W = 4.5 pm, 9 = 4.5 pm, v = 0.1 VIs. Dashed
line: simulation of experimental voltammograms. wig = 1.0. P =
0.123, k = 100 so'.
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0< r < arg cosh(1 + 2/a), 0 = 0;

The appropriate boundary conditions are

k'
B+C-A+D

The following dimensionless variables and parameters are
introduced:
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Introduction of Gu = 2GA + Gs and combination of the pre­
ceeding equations give

acu = D( a'Cu + a
2
c u )

at ax' ay'

Solution of this equation in combination with the differential
equation for B gives the current. These equations are
equivalent to those employed in the EC kinetic scheme. The
boundary condition of the electrode in this case is

Guo = 2GAo = [2 exp«E-EO)F/RT) + 11Gso

Thus, the wave shape only differs in the rising portion.
For both the EC and DISP1 simulations, the grid for the

simulation had a high density of volume elements near the
generator. This grid is optimal because of the chemical re­
action which, in effect, impedes reagent B from diffusing to
the collector electrode.

aCA (a2CA a2CA )-=D -+- +k'CsCeat ax2 ay2

acs (a
2
c s a

2
c A)-a =D -+- -k'CsCe-kCat ax2 ay2

If the rate of the last reaction is rapid, the steady-state ap­
proximation can be applied to species C:

aCelat = 0 = kCs - k'CsCe, Ce = k/k'

Substitution of this result gives

aCA (a
2
CA a

2
CA )-=D -+- +kCsat ax' ay'

aCB (a'cs a
2
Cs )- = D - + - - 2kCsat a)..' ay2

r > 0, 0 < 0 < ..-; a = I, b = 0

0< r < arg cosh (I + 2/a), 0 = ..-;
b = ae~ generator

The following differential equations describe the concentration
of species A and B:

Except as noted, the grid for the double-band simulation
in the conformal space had a high density of points near the
collector to ensure high precision in the results. Preliminary
results indicated that 200 points are needed along the r axis.
The outer limit was determined as the extent of the diffusion
layer at a single-hand electrode, as described in our previous
work (J 7). The portion of this axis occupied by each electrode
comprises 120 points, with the same density of points extended
to 1.25r" where r 1 is the outer edge of each electrode. Along
the 0 axis, a double-scale grid is employed to give high reso­
lution next to the generator, which is required except when
the collection efficiency approaches unity. The region from
0.9..- to ..- (nearest the generator) is defined by 80 points, and
70 points define the remainder. The initial dimensionless
potential W is -10 (E = IS' + 257 mVat 298 K), and the final
value employed is 10. The voltammogram is generated with
a maximum of 30000 time iterations.

For collection efficiencies approaching unity, a grid was
employed with equal spacing between points in the conformal
space. The grid contained 150 points along the r axis and
50 points along the 0 axis, with 50 points along each electrode.
Typically 5000 time iterations were employed.

EC Kinetic Scheme. When a chemical reaction follows
the interfacial electron transfer so that the electrochemical
product, B, is consumed, an additional differential equation
must be solved. In real space, the partial derivative equation
relative to the B species is

acs (a2cs a2cs )-=D -+- -kCsat dx 2 ay2

a = CA/CO; b = Ca/CO; T = t(nFv/RT)

a =g/w; p = (g/2)(nFV/DRT)1/2;
~ = nF(E - E"J/RT

a = I,
b = 0 collector

r> arg cosh (I + 2/a), 0 = 0 and 0 = ..-;
da/ ao = 0 insulator

where k is the first-order rate constant of the chemical re­
action. The following additional boundary conditions are
required:

At the generator, b = ae~ and (aa/aO).=. = -(ab/aO).=. and
at the collector, (aa/aO),_o =-(ab/aO).=o and b =O.

DISPI Kinetic Scheme. The DISP1 kinetic scheme is

A + e- - B

B~C

T = 0;

T> 0;

In the conformal space, Fick's second law is

aa/aT =
(I/p)2[I/(sinh2 r + sin2 O)](a2a/ar2+ a2a/(02)
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Expansion of laser-produced plumes on a solid-vacuum in­
ferface during and after the laser shof was investigated the­
oretically, incorporating several new features into our previous
one-component one-dimensional hydrodynamic model. Time
development of density, velocity, temperature, and pressure
profiles was calculated at laser Irradiances below and above
the plasma ignRion threshold. The estimated velocRy of ions
released from the plume was close to the measured values.
The fast spreading of the blow-off material under the laser
vaporization regime and the long lifetime of the relatively
compact plasma core above the ignition threshold were pre­
dicted in agreement with experimental observations. Calcu­
lated surface recession due to evaporation provided a lower
bound to the measured crater depth, whereas the calculated
melt depth proved to be a realistic upper limit.

INTRODUCTION
When a high-power laser pulse is focused onto a solid

surface, the irradiance in the focal spot can lead to rapid local
heating, intense evaporation, and degradation of the material.

In analytical chemistry several exploited and potential uses
of such processes exist. Most eminent among them is its
application in mass spectrometry as an ion source in a vacuum
environment (1-3). Further possibilities lie with the utilization
as an optical emission source (4) or as a universal tool for
sampling solids (5-8). Laser desorption and volatilization
found their way to applications in interfacing thin-layer
chromatography to gas chromatography (9) and to mass
spectrometry (10).

The most attractive features of laser excitation are its ca­
pability to probe insulators-an area where most other
methods encounter difficulties-and its cleanliness in de­
positing energy; i.e. no contamination from electrodes or
plasma supporting gases can occur. Furthermore, short laser
pulses (ranging routinely from picoseconds to nanoseconds)

*To whom correspondence should be addressed. Electronic mail:
vertes(il' ccv.uia.ac.he.

0003-2700/91/0363-0314$02.50/0

often offer advantages in analysis, like for example the ap­
plication of time of flight ion analyzers. Easy tuning of the
delivered energy amount and the possibility of localized
sampling supplement the list of benefits.

The difficulty related to laser excitation is that the sample
has to absorb the light at the particular wavelength, a prer­
equisite often met in the ultraviolet region. Further problems
are the high cost and complexity of the laser systems and the
poor understanding of laser-induced processes. Both of these
shortcomings are likely to improve in the near future. In this
paper we will try to unveil some of the underlying processes
of laser-target interaction in a vacuum environment.

It is well-known from mass spectrometric investigations that
the amount and ionization degree of the vaporized material
depend on the energy deposited into the target. The different
regimes of laser ionization, laser desorption, laser vaporization,
and laser plasma ionization are characterized by the amounts
of deposited energy. The different regimes require different
descriptions, because each has its distinctive features deter­
mined by a dominating process or several competing processes.

The most common mechanism of laser desorption is a
thermally activated process induced by surface heating of the
sample (11). In this regime the amount of material transport
across the surface is negligible (Figure 1a).

Laser heating of the solid surface and of the induced plume
leads to the generation of different chemical species. Ion­
molecule reactions are among the favored reaction channels
for producing ions which contribute to the variety of important
lines in the mass spectra (12). Protonation and alkalination
reactions are often the sources of the most characteristic
species in the ion cloud (13).

Increasing the energy deposition into the sample the surface
temperature reaches a point where material transfer across
the surface becomes significant (Figure 1b). In the experi­
ments observable target erosion appears in the form of craters
(14). In theoretical terms it means that the energy balance
equation has to be supplemented by the balance equations
for mass and momentum. The flow, the heating, and the
expansion of the evaporated target material are governed by
the equations of hydrodynamics (15-17). Solving the coupled
partial differential equations of the conservation laws provides

© 1991 American Chemical Society
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(

b

<E(;---- laser
",( light

(2)[(x,t) = [0(t)(1 - R) exp(-exx)

Here 10(1) is the incident laser irradiance and R is the re­
flectivity of the surface.

where T denotes the temperature inside the solid, x is the
position measured from the surface, t is the time, and K, cO'
ex, and p stand for the thermal conductivity, heat capacity,
absorption coefficient, and mass density, respectively. [(x,t)
is the laser irradiance which, assuming a homogeneous ab­
sorbing medium, can be written as

METHODS OF CALCULATION
In order to study pulsed-laser heating and evaporation of

solids, we constructed a one-dimensional model consisting of
two parts: the first dealt with the heating and melting of the
target and predicted the temperature, density, and flow ve­
locity of the particles emerging on the liquid-vapor interface,
whereas the second followed the expansion of the plume ex­
pelled from the surface. In the following sections we present
the framework of the calculations.

(a) Heating, Melting, and Vapor Formation. Let us
consider a pulsed laser beam impinging perpendicularly on
the solid surface. If the beam diameter is much larger than
the thermally affected thickness of the solid, the diffusion of
the absorbed laser energy can be described by the one-di­
mensional heat conduction equation with a source term:

aT(x,t) a [( K )aT(X,t) ] ex-- = - - -- + -[(xt) (1)
at ax cpP ax cpP'

of the melt caused by vapor recoil are among the mechanisms
which contribute to the ablation of the target (19, 20).

In the hot vapor excited species, ions and free electrons are
generated which interact with the laser light, leading to further
heating and ionization. This in turn leads to increased ab­
sorption. On the basis of the laser power, this feed-back
mechanism mayor may not result in a breakdown, Le. the
generation of a fully ionized plasma. In a previous paper we
established a criterion for this plasma ignition threshold as
a relation of the normal and plasma absorption coefficient (2I).

After plasma ignition the laser energy is coupled to the
strongly absorbing plume. Plasma temperature can reach
extremely high values, and the plume, containing also multiply
charged species, becomes luminous. The extremely high en­
ergy density of the medium fuels the plasma expansion, and
the blow-off material continues its radiation for a long time
even after the end of the laser pulse (22).

From the practical point of view, postpulse processes might
be just as important. Expansion of the hot cloud of particles
continues after laser heating has ceased, and the plume starts
to cool down, leading to recombination (23, 24). Atomic
emission spectroscopy is based on the line emission emerging
from radiative recombination and on other relaxation pro­
cesses in the postpulse plume (22). Part of the ions detected
in a mass spectrometer are also released during the late ex­
pansion phase of the plasma.

Vaporization due to Q-switched laser illumination proceeds
on the IOO-ns time scale. Some laser-induced processes,
however, do not cease at this stage. Particulate formation may
continue for as long as several hundred microseconds (25-27).
Although particulates are very important in the explanation
of laser sampling experiments, ion formation, essential in atom
and ion sources, is more bound to the vaporization and plasma
formation phase.

It is the aim of this paper to assess the importance of
different processes taking place in the expanding vapor during
and after the laser shot and to compare the temporal behavior
of the cloud generated by laser vaporization and by plasma
ionization.

laser
light

a

energy transfer

mass transfer
mOD:lentuD:l transfer
energy transfer

insight into the factors determining crater depth, cloud ex­
tension, ion yield, relative sensitivity factors, and ion kinetic
energy distrihutions. Calculated and measured values of these
quantities show promising correlations for different lasers and
different types of materials (15).

In the present article we exclude the laser desorption regime
from the discussion; i.e. we focus OUf attention to situations
where material transport cannot be neglected. Naturally, this
is the case in laser sampling experiments and both in mass
and optical atomic spectroscopy applications (18).

In order to describe the fate of the laser energy during
laser-solid interaction, several processes should be considered.
Due to the character of the target, a fraction of the energy
is absorbed from the laser pulse while the rest is reflected by
the surface. The deposited part of the laser energy is con­
verted into local heat instantaneously, which can in turn
diffuse by heat conduction. An increase in temperature may
induce appreciable changes in optical and thermal properties
of the solid, thus influencing the rate of energy deposition and
heat transfer. If the surface temperature is sufficiently high,
phase change (melting) may occur and part of the absorbed
laser power is expended into the latent heat of transition.
Further heating results in the translation of the solid-liquid
interface into the bulk, while the surface temperature con­
tinues to rise until evaporation commences. Part of the ab­
sorbed energy is devoted to the heat of vaporization. Although
rapid vapor formation at high temperatures causes significant
surface recession, vaporization is not the only and not even
the most important crater formation mechanism in many
cases. Hydrodynamic effects in which droplets and particu­
lates are expelled from the molten surface layer and ejection

Figure 1. Different regimes of laser-target interaction under vacuum.
In laser desorption (a) material transport across the surface is neg­
ligible. Laser volatilization (b) is characterized by considerable transport
of mass, momentum, and energy and occasional plasma formation.
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Reliable experimental data on the reflectivity of hot surfaces
are rather scarce, although there is strong evidence that in
the case of metals the infrared reflectivity drops sharply with
increasing temperature whereas the change is less pronounced
in the UV domain (I9, 20, 28). It is usually assumed that for
long wavelengths the temperature dependence of reflectivity
can be related to that of the de conductivity, Go(T), through
the following expression:

1 - R(T) = [1 - R(To)]Go(To)Il1o(T) (3)

where R(To) and Go(To) are the free-electron part of the re­
flectivity and the de conductivity of the solid (19).

In order to deal with phase transitions during the heat
transfer and to cope with temperature-dependent optical and
thermal parameters, eq 1 had to be solved numerically. The
finite difference method we employed was similar to the one
descrihed hy several authors (29-31).

Assuming thermally activated surface vaporization, the flux
of atoms crossing the liquid-vapor interface is determined by
the actual surface temperature, T" and can be approximated
by

where k is the Boltzmann constant and m is the mass of an
atom. .

The main source of positive ions at the onset of vaporization
is the thermionic emission from the heated surface, generally
described by the so-called Langmuir-Saha equation (28):

~ == exp( _ E~~ 91 ) (9)

where no and n, are the number densities of neutrals and
singly charged ions, respectively, E, is the first ionization
potential, and 91 is the electronic work function.

(h) Vapor Expansion and Plasma Generation. As target
heating continues and the plume develops with continuously
increasing density and temperature, the collisions between
particles hecome frequent enough that the hypotheses of local
thermal equilibrium for the individual volume elements can
be adopted. This means, that, in a sufficiently small region
of the plume, thermal equilibrium is established between
electrons, ions, and neutrals; that is, they can be characterized
with a common temperature and the Saha-Eggert equation

where M is the molecular mass of atoms, R is the gas constant,
and p(T,) is the equilibrium vapor pressure (19). The sticking
coefficient, A, is usually taken to be close to unity in the case
of metals. An expression for the temperature dependence of
the equilibrium vapor pressure can be obtained by integrating
the Clausius-Clapeyron equation:

p(Ts) = Po exp(1lli1v(Ts - T1v)IRTT1v) (5)

where !!.H1v stands for the heat of vaporization and T 1v is the
boiling point at the ambient pressure Po- The amount of heat
devoted to the vaporization and the thickness of the layer
evaporated during the time interval, t.t, are expressed as

t.Q,vap = jllli1vL'.t (6)

jM':"t
!'.x,vap = -p- (7)

The initial velocity distribution of particles which come off
the surface can be regarded as a half-range Maxwellian; i.e.
the velocity component normal to the surface can have non­
negative values only (32). The flow velocity of the vapor
appearing above the liquid surface can be approximated by
the average of the normal velocity component (32):

vr = y2kTs/7rm (8)

(17)

(16)

(18)

p = (1 + x,)pkT1m

p [3 ,~ ,~ ]
pe = -;;; 2(1 + x,)kT + WL;, (Ew,L;,x.l

can be utilized for calculating electron, ion, and neutral
densities. We consider a quasi·neutral plasma of one chemical
element consisting of electrons, atoms, and ions with charge
number Z, ranging from z = 1 to Z = Zmax' Only thermal
ionization due to energetic collisions in the plasma was con­
sidered, other processes like charge exchange, excitation,
cluster formation, etc. were not included in the model.

Neglecting the possible depression in ionization potentials
and the difference between the partition function of ions and
neutrals, we can write for each ionization step an appropriate
Saha-Eggert equation:

x,xz = ~(27rm,kT)3/2 exp(- Ez ) (10)
xr _, n h2 kT

where h stands for the Planck constant and E, is the ionization
energy of the species with a charge number z - 1. The local
number density, n, is given by n = p/m; p is the local mass
density of the plasma, me is the electron mass, and Xl and X e
are defined as Xl" ;: nz/n and Xe = ne/n.

Supplementing eq 10 with the conservation of matter

Xo + x, + X2 + ... + x,mu = 1 (11)

and with the conservation of charge

x, + 2X2 + ... + zmuxzmax = x, (12)

we obtain a complete set of equations from which the local
densities of each component can be obtained. The Newton­
Raphson method (33) was used to solve this strongly nonlinear
system of equations, ensuring fast and reliable convergence
during the iteration.

For the sake of simplicity we neglect the radial thinning
of the plume, which is a good approximation if the diameter
of the laser focal spot is commensurable or especially if it is
much larger than the distance left behind by the plume during
the time of investigation. To follow the expansion of the
vapor, we then have to solve the one-dimensional equations
of hydrodynamics expressing the conservation of mass, mo­
mentum, and energy, respectively:

ap a(pu)
at = -a;:- (13)

a(pu) aat = -~(p + pu2
) (14)

Mp(e + ~) ] = - t[pu( e + ; + ~ ) ] + a~ - '"d

(15)

Here p denotes the local pressure, pe is the local internal
energy density, ~ is the laser irradiance, and a and Erad are
the linear light absorption coefficient and the radiation power
loss emitted in the Bremsstrahlung process, respctively. If
the electrons have a Maxwellian distribution of velocities, the
total amount of energy emitted per unit volume per unit time
is (34)

_ (27rkT)'/2 32.,..e6
2

'"d - -3-- -3h3 n,Lz nzgz
me meC z

where e is the electron charge, c is the velocity of light, and
gr stands for the Gaunt factor, which is usually close and has
been taken equal to unity in our calculations. Assuming that
the plasma follows the ideal gas rule, the relation of pressure
and internal energy density to the state variables can be
written in the form

(4)j(T,) = Ap(T,)/y27rMRTs
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Table I. Thermophysical and Optical Parameters of
Copper Used in Our Calculations

oj b)

thermal conductivity, Wj(m K)
specific heaL, J j (kg K)
den~ity. kgjm3

mp, K
.J.Hr~ion' kJjmol
.J.H,,, kJjmol
reflectivity at 300 K
ah~ coeff, m-1

solid

380
420
8900
1356
13.0

0.975
7.44 X 107

liquid

170
494
7800

304.8

7.44 X 107

'm
~o.10

o.og..l:~,.....,,,,.~,,,,~.,,,.~;:-,",.~r.--"":-;:_?""'­
distonce (em)

O-og.ClOOJ::--..,.:-;:.~,,",....","'~,......"'~",..-::,"'._"....~
distonce (em)

O,&.~~,.;-;,.~.,,---;,~.~;;-,-;:'::;~'''''''''''_~'':''''.oo:. 0.000 o.oel1 0-002 0.003 0.00< O,DC!!>
distance (em) distance (em)

Figure 2. Calculated density (a), velocity (b), temperature (c), and
pressure (d) profiles at 70 ns. The laser energy lluence was 30 J/cm'.
The dashed curve in b corresponds to the local sound velocity defined
by eq 21.

b)

d)

dJ

•.~
distance (em)

oj

0)

0)

~
'm
~O.20

Figure 3. Calculated density (a), velocity (b), temperature (c), and
pressure (d) profiles at 70 ns. The laser energy flueoce was 36 J/cm'.
The different lines in a correspond to different species: (-) Cuo; (- --)
Cu+; (---) Cu'+. The broken line in b represents the local sound
velocity defined by eq 21.

reflectivity was calculated according to eq 3 on the basis of
de conductivity and on other data (19, 38-40). In the plasma,
formation of singly and doubly charged copper ions (ionization
potentialsE, = 7.726 eV and E2 = 20.29 eV) were investigated.

Results referring to the trailing edge of the laser pulse (70
ns) are presented in Figures 2 and 3, for 30 and 36 J j cm2 laser
fluences. The conspicuous difference in the calculated density,
velocity, temperature, and pressure profiles points to the
difference in the position of energy deposition.

Below the plasma ignition threshold, the blow-off material
remains transparent as long as the laser is on. Therefore the
laser can reach the metal surface without appreciable atten­
uation where a fraction of its energy is absorbed while the rest

Equations 5 and 8 completed with the assumption that the
vapor temperature at the liquid-gas interface is equal to the
actual surface temperature served as boundary conditions for
the equations of hydrodynamics. Numerical solution of the
problem was based on a finite difference approximation of
eqs I~-15 utilizing the scheme of Godunov (37). Details of
the algorithm were discussed elsewhere (16).

RESULTS AND DISCUSSION
Calculations were carried out for the ruby laser-copper

interaction at 30 Jjcm 2 and at somewhat higher, 36 Jjcm2,

laser energy densities. The temporal intensity profile of the
laser pulse, 10(1) in eq 1, was approximated by Gaussian
distribution of 30-ns full width at half-maximum (see dashed
curve in Figure 4). Although the numerical solution of eq 1
enabled the accurate temperature dependence of the ther­
mophysical parameters to be considered, we made distinction
only between the solid and the liquid phase, each characterized
by one set of thermal parameters, as it is displayed in Table
1.

In eq 15 the absorption coefficient, ", was approximated
by the sum of the electron-neutral and electron-ion inverse
Bremsstrahlung coefficients given by eqs 19 and 20. Surface

where Ew is the wth ionization energy.
As it was mentioned earlier, transition between laser va­

porization and plasma ignition shows threshold behavior and
drastic differences can be observed in characteristic features
(e.g. expansion velocities, temperatures, ion energies, etc.) of
the plumes generated under the two different regimes. This
threshold behavior can be explained by the onset of a feedback
mechanism in the absorption of the plume which turns the
almost completely transparent vapor into a strongly absorbing,
opaque plasma.

Absorption of heated gases that have no molecular ab­
sorption bands can be attributed mainly to free-free transi­
tions of electrons in the field of neutrals or ions. Photoion­
ization of excited species may have important contribution
only in the case of UV lasers and in the presence of species
with low ionization potential (35). Preceding plasma ignition,
the plume consisting of largely neutral atoms, interacts with
the laser mainly through electron-neutral inverse Bremsst­
rahlung processes. For this process the absorption coefficient
is given by

"e,n = [1 + exp(-hvjkTlIQn.no (19)

where v is the laser frequency, T is the local plume temper­
ature, ne and no are the electron and neutral number densities,
and Q is the cross section of the photon absorption (36). As
the vapor temperature and hence the number of charged
particles increases, the electron-ion inverse Bremsstrahlung
process becomes dominant. The absorption coefficient in this
case can be written as follows (34, 36):

"e.' = [ 1-exp( ~ :;) ] 3~;::::eC~;Tr2

~z2n,g,
(20)
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Figure 4. Calculated front velocities as a function of time at (a) 30
J/cm2 and (b) 36 J/cm2 laser energy densities. The dashed curve
represents the temporal distribution of the laser pulse.
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energy fluence reflect that the relation between the propa­
gation and expansion velocities is different below and above
the plasma ignition threshold. Translation velocities are 1.3
X lOS and 1.3 X lOS em/s for the low- and high-fluence cases,
respectively. The expansion velocities estimated at the
half-maxima of the density distribution curves are 2 X 10' and
6.8 X 10' cm/s below and above the ignition threshold.

Another feature of the plume formation is that the ratio
of propagation and expansion velocities does not change during
the postpulse period. It is worth noting that this kind of
behavior corresponds to a steadily growing spherical plume
in three dimensions drifting along the target normal. The laser
blow-off material occupies a conical annular region, and the
opening angle is determined by the ratio of the expansion and
translation velocities. This observation is justified by laser
beam deflection experiments on laser-generated plumes (41).
We indicated in Figures 5 and 6 the angle of a hypothetical
cone in which a three-dimensional plume would be confined
with the same expansion and translation velocities that were
obtained in the calculations: a = 100° for the subthreshold
situation, whereas a = 30° for the plasma ignition case.

Experimental evidence was adduced that laser-generated
plasmas exhibit strong forward peaking; moreover, in certain

Figure 6. Density profiles at (a) 125 ns, (b) 155 ns, and (c) 185 ns.
The laser fluence was 36 J/cm'. Calculated translation and expansion
velocities of the plume were v II" = 1.3 X 106 cm/s and vex = 6.8 X
105 cm/s. respectively.

0.005 0.010 0.015 0.020 0.025
distance (cm)

Figure 5. Density profiles at (a) 65 ns, (b) 95 ns, and (c) 125 ns. The
laser fluence was 30 J/cm2, Calculated translation and expansion
velocities of the plume were v. = 1.3 X 10' cmls and vu = 2 X 10S
em/s, respectively.

b

a

/\

where 'Y = 5/" for a gas consisting of atomic species.
In the high-fluence case, the energy delivered to the plume

through electron-neutral inverse Bremmsstrahlung processes
was enough to elevate the temperature close to the surface
value, giving rise to high electron density as w.ell as intense
light absorption.

In Figure 4 the comparison of maximum flow velocities as
a function of time indicates that streaming velocities were
almost identical for low- and high-energy fluences until the
onset of plasma formation.

In the high-fluence case, at about 50 ns a transition period
starts leading to the rapid growth of the plasma, which is
apparent from the steep rise in the flow velocity. After
breakdown, the incident laser energy is completely deposited
into the plasma, increasing its velocity to about 2.4 X lOS cm/s,
whereas at 30 J / em' the expansion velocity remains about
one·eighth of this value due to the lack of direct plume heating.
As it is apparent in Figure 3a and c, a highly ionized, hot layer
is formed at the plasma front in which the temperature ex­
ceeds lOS K by the end of the laser pulse. These high tem­
peratures result in the production of multiply charged ions.
Depending on the local density and temperature the different
regions are dominated by different species. Figure 3b and d
illustrate the piling up of waves induced by laser heating in
the absorption zone and the development of the shock wave
driven by the dense, expanding plasma core.

Expansion of the plasma continues after the laser pulse has
ceased, and plume properties change considerably during this
additional flow. In order to elucidate some of these variations,
we traced the expansion further in time.

Figures 5 and 6 show three selected stages of the evolution
of density profiles for 30 and 36 J / em' energy fluences, re­
spectively. As time evolves the vapor detaches from the target
and a bell-shaped density distribution develops, which drifts
towards the vacuum. The motion of the blow-off material can
be interpreted as the translation of the center-of-gravity ac­
companied by the expansion of the cloud.

The fast decay of the density distribution at 30 J/ em' and
the persistence of a relatively compact core at the higher

is reflected and lost as far as the laser ablation process is
concerned. The temperature of the expanding plume never
exceeds the surface temperature, and in the vapor thermal
ionization is almost completely absent, The plume expands
into the vacuum, and its flow becomes supersonic; i.e. the flow
velocity exceeds the local velocity of sound, defined as

v, = V'YkTlm (21)
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Figure 7. Evolution of men depth (solid curve) and evaporated thick­
ness (dashed curve) with time at (a) 30 J/cm' and (b) 36 J/cm' laser
energy densities.

cases the plume is tightly confined to narrow cylindrical
structures (42,43). In the light of the present calculations
this phenomenon could be explained by assuming an essen­
tially planar expansion at the very beginning of the laser-solid
interaction accompanied by a significant increase in the ve­
locity component normal to the target surface. Nevertheless,
one must not overlook the fact that other factors, e.g.
streaming of the vapor out of the crater created by the laser
pulse, result also in the decrease of the expansion angle (41).

The agreement between calculated expansion velocities and
the results of ion energy measurements is also reasonable. The
energy distrihution of multiply charged ions stemming from
ruhy laser-copper interaction were determined by means of
a 1270 electrostatic analyzer (44). The lowest irradiance limit
of these measurements coincided with our 36 J/cm' calcula­
tion. In these experiments only two ionic species, Cu+ and
Cu'+, were identified. The center of the measured energy
distribution for Cu'+ ions was at 250 eV oorresponding to 2.8
X 106 cm/s ion velocity, which is in good agreement with the
calculated 2.4 x lOS emIs terminal plasma front velocity.

Despite the promising correlation we would like to em­
phasize that this kind of comparison is always subject to
ambiguity. Apart from the significant uncertainties in laser
power density determinations, our model was designed to
descrihe planar expansion which was obviously not the case
in the aforementioned experiment. On the other hand we did
not addres., the question how velocity distributions of different
species change when the assumption of local thermal equi­
librium ceases to hold. Furthermore we did not consider the
effect of the external field penetration to the low-density
regions of the plasma. Nevertheless, it is reasonable to assume
that the terminal front velocity represents the mean velocity
of ions even after the transition to collision-free flight.

Finally, we consider the problem of crater formation. The
evolution of the melt depth with time along with the corre­
sponding evaporated thickness is presented in Figure 7 for
both laser fluences. One can observe that the melt front
penetrates rapidly into the solid and, after having reached the
maximum depth (1.63 I'm for 30 J/cm' and 1.98 I'm for 36
J Iem'), it recedes back due to the resolidification with a
somewhat lower velocity. Through the comparison of melt
front histories with the shape of the laser pulse (see Figure
4), it is apparent that melting continues even after the incident
laser pulse has been extinguished and a region thicker than
1 I'm remains molten for almost 100 ns in both cases. In our
model material removal is solely attributed to vaporization
and, therefore, the thickness of the evaporated layer can be
regarded as a lower bound to the crater depth. Subthreshold
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behavior resulted in low evaporated thickness, whereas in the
higher fluence case the amount of material removed by
evaporation was increased significantly due to the exponential
dependence of evaporation rate on the surface temperature.

As it was discussed above, in pulsed-laser ablation exper­
iments, the splashing of the melt due to vapor recoil is ob­
served. Ifwe assume that the melt is completely ejected before
resolidification, the maximum and the melt depth curve serves
as an upper limit for the measured value. This assumption
is supported by measurements on copper where a 2.2 I'm deep
crater was produced by a 44 JI em' irradiance Q-switched ruby
laser pulse (28). Extrapolating our calculated maximum melt
front position to this fluence, we obtain 2.6 /Lm, a fair estimate
for the measured crater depth.

CONCLUSIONS
The diversity of phenomena occurring during laser ablation

and the lack of reliable experimental data on the high-tem­
perature behavior of solids compelled us not to make any
pretense of describing laser-solid interaction in detail. We
rather tried to find a simple model to account for pulse melting
and vaporization of metals as well as for the absorption and
ignition of the plume. The fair agreement between the cal­
culated and measured ion velocities and the feasible upper
and lower limits for the crater depth, as well as the prediction
of the plume propagation confined in a conical spatial region,
indicate that laser vaporization and plasma ionization can be
treated in the framework of the presented model.

Nevertheless, the general formulation of the problem makes
it difficult to account for all the events of practical and the­
oretical interest during the laser-solid interaction. The ap­
plicability of the model at high irradiances could be stretched
by taking into account more ionization steps, employing a
more realistic equation of state, and possibly considering
critical phenomena.
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Evaluation of Three Zero-Area Digital Filters for Peak
Recognition and Interference Detection in Automated Spectral
Data Analysis

Fabian Janssens and Jean-Pierre Fran~ois*

Limburg, Uniuersitair Centrum, Department SBM, Uniuersitaire Campus, B-3590 Diepenbeek, Belgium

An intermediate step in the automatic evaluation 01 complex
spectra is the determination 01 positions and number 01 in­
dividuallines. In practice, peak analysis is ollen hampered
by statistical noise, presence 01 a signnicant background, and
influence 01 substantial interference. One possibility to avoid
some 01 these peak detection problems consists in trans­
lorming the accumulated (spectral) data into another spec­
trum, by means 01 convolution. Translormed signals have a
very characteristic shape, allowing recognRion 01 peaks in an
easier and more explicR way. Furthermore, by choosing the
proper fiRer and Rs parameters, a resolution enhancement can
be achieved. In the present work, the performance 01
square-wave, Gaussian, and triangular zero-area digital fiRers
is compared when applied to single Gaussian lines, muRiplets
01 Gaussian profiles, and Voigt profiles. In order to obtain a
general overview 01 the properties 01 the Iilters just men­
tioned, analytical expressions lor the convolution 01 a Gaus­
sian profile wRh each 01 the IiRers are derived. 11 is proved
in general that a linear background component 01 a signal is
completely filtered out by an even zero-area digital filler as
opposed to higher order components. The parameters that
are looked at In the convolution signal are lull-width at hall­
maximum, intensRy at the position 01 the maximum, signal­
to-noise ratio, second-order background contribution, and
resolution enhancement as a lunctlon 01 some typical filter
parameters. Besides Rs use lor peak detection, the convo­
lution signal can also provide some inlormation about the
presence 01 Interferences. When combined with Zimmer­
mann's method, digilalliRering Is able to detect most spectral
interferences or can at least give a warning about irregular­
Ries in the original spectrum.

INTRODUCTION
In spectroscopical analysis, overlapping of lines is often

encountered. For quantitative purposes, extraction of nu­
merical information from the peak region is required. This

0003-2700/91/0383-0320$02.50/0

process usually starts with a line detection procedure, followed
by a resolution of multiplets into their components. It is often
easy to detect a peak or a set of peaks visually, even in the
presence of a noisy baseline. However, the presence of a
substantial background or spectral interference can make it
very tough for the operator, especially in those cases where
quantitative work has to be done. To exclude any subjective
influence from the operator, the just mentioned procedures
are automated now for computer-aided data handling.

Line recognition can be based upon algebraic inequalities
between single-channel contents or groups thereof in the
registered spectrum. However, tbese methods are the first
to fail in the presence of substantial noise and/or overlapping
peaks.

One possibility to reduce peak detection problems consists
in transforming the original spectrum into another one, where
the lines can be recognized in an easy and more explicit way.
The independence of this transformation for any background
and/or noise contribution to the spectral intensities, would
be an important advantage.

For this purpose cross-correlation has been used as early
as 1950 (1) and later on in a lot of variations. Unlike the
autocorrelation applied by Horlick (1), where the raw data
are cross-correlated with a spectrum already containing the
sought-for spectral features, Black (2) suggested a convolution
technique (he called it cross-correlation) to isolate structures
in a spectrum by sliding an appropriate function over the
spectrum containing the raw data. In order to reduce the
influence of noise and to eliminate the background, Robertson
(3) used a so-called zero-area fold-in function. This is a
symmetrical rectangular function, which resembles somewhat
a typical line shape minus a constant in order to obtain a total
zero area. Robertson showed that the signal-to-noise ratio
(SNR), as he defmed it, is maximal for equal functional forms
of both the correlator and original signal. More recently,
Taylor and Schutyser (4) used what they called a zero-area
square-wave correlator, suggested by Op de Beeck (5), in their
program for analyzing inductively coupled plasma optical
emission spectra (ICP-OES). In order to achieve deconvo-

© 1991 American Chemical Society
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r+M r+M
R(T) = L (LDi(t»g(T - t) = L L Di(t) g(T - t) =

t=r-M i i t=r-M

LRi(T) (5a)

cause a displacement of the output function R(t) compared
to the original one, f(t). This shift can be compensated for
by eq 4b.

For the special case where f(t) is an even function, eq 4b
can be rewritten as

which is also the discrete cross-correlation equation. Here the
function g(t) is only shifted by the amount T.

Another interpretation of the eqs 4a and 4b is that they
describe the convolution of an input signal f(t) with a digital
"transversal" filter g(t). In the present work g(t) will always
be referred to as filter or digital filter whereas the operation
(summation or integration) will be called convolution rather
than cross-correlation, since both are only equivalent for an
even f(t).

A supplementary advantage of linear filters is that the
output function is made up of individual convolution con­
tributions R;(T). This property holds for continuous as well
as for discrete data:

lution, Biermann (6) used an adjustable triangular digital filter
of unit area.

The zero-area square-wave correlator of Taylor and
Schutyser-also known as a top hat filter-will be called here
the square-wave filter (SWF), whereas a triangular one (similar
to Biermann's) will be referred to as the triangular filter (TF).
The SWF and TF are compared with a filter which combines
the advantages of Black's filter and Robertson's rectangular
fold-in function, namely a Gaussian-shaped filter (GF).

It should be emphasized that in the present work all filters
can be represented by an even (symmetrical) function and that
they all posses a net zero area. Furthermore, it is proved in
general tbat the linear background component of a signal is
completely filtered out by an even zero-area digital filter, as
opposed to the higher order components.

A more detailed, comparative study of these digital filters
seemed appropriate in view of introducing this technique into
a program for automated quantitative analysis of (ICP-OE)
spectral data. However, the intension was not only to in­
corporate a single, fixed filter, .8S was done by Taylor and
Schutyser, but also to conceive the program in such a way that
it chooses the optimal parameters for the filter in order to
achieve the maximal profit of the convolution operation.

THEORY
General Outline, The convolution R(T) of two functions

f(t) and g(t) is defined as

R(T) '" J)(t) g(T - t) dt (la)

,+M
R(T) = L [(t) g(T + t)

t=..-M

where f(t) has been replaced by

[(t) = LDi(t)

(4c)

(5b)

which can also be transformed as

In many practical situations either one function or both
functions are digitized data streams. Then, the integral is
replaced by a summation, representing the discrete convolu­
tion

The correlation or cross-correlation function 'R(T) of the
two functions f(t) and g(t) is defined as follows:

Jr(T) '" i:f(t) g(T + t) cit (2a)

In practical situations however, the individual peaks Di(t)
consist of several parts, i.e. the real signal in which we are
interested, the background, and some additional statistical
noise. Generally, the background can be represented by a
polynomial; it should be remarked that linear or quadratic
functional forms suffice in most practical situations.

Computational Methods, In many cases, spectral line
profiles can be approximated quite well by Gaussian distri­
butions, although it is well-known that in general this is not
the real functional form. In emission spectrometry for in­
stance, the data should be represented by the so-called Voigt
profile (Appendix 1). It has been shown frequently (4,8,9)
that the central part of an emission line can be approximated
by a Gaussian distribution; for an accurate description, es­
pecially of the line wings, the Voigt profile should be used.

1n order to characterize the relationship between the original
and the convolution data together with their typical param­
eters, such as intensity at the position of the maximum,
full-width at half-maximum (FWHM), and signal-to-noise
ratio (SNR), analytical expressions of the convolution signals
are derived, for zero-area square-wave, Gaussian, and trian­
gular-digital filters C(T - t), assuming that the continuous data
D(t) can be represented quite correctly over a small window
by a Gaussian profile and a quadratic background. The ex­
pression for D(t) becomes thus

D(t) = 8(t) + B(t) =

lo" exp [ - (J~2 (t - toY] + ao + a,t + a2t2 (6)

where 8(t) is the Gaussian model function and B(t) the
quadratic background; (J, is the standard deviation given in
units of channels or distance between data points, to, is the
position of the centroid, and 10• is the intensity of the G~ussian
distribution at to".

In Appendix 2 it is shown in general that the linear back­
ground component ao + a,t of the signal D(t) is completely
filtered out by an even zero-area filter C(T - t), as opposed
to the higher order components (antn, n ~ 2).

(3)

(4b)

(4a)

(2b)

(lb)

,+M
R(T) = L f(t) g(T - t)

t=r-M

If f(t) represents the actual data stream and g(t) some
function to be convoluted with f(t), application of eq 4a will

2M-l
R(T) '" L f(t) g(T - t)

t=O

It can be seen that the image of the function g(t) about the
ordinate axis is taken first and then g(-t) shifted by the
amount T.

An alternative form of the discrete convolution summation
can be written as

It should be remarked that for the special case where f(t)
is an even function, convolution and cross-correlation become
equivalent. More detailed treatments of convolution and
cross-correlation can be found in a number of books (7).

For continuous functions, integrated over finite intervals
(windows, with 2M being the window width), the convolution
integral becomes

f
'+M

R(T) = ,-M f(t) g(T - t) dt

which can be written equivalently as

R(T) = .[g(t) f(T - t) dt
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As long as X remains smaller than 1.5, the FWHM""" is also
smaller than that of the original signal.

For a Gaussian filter we can look at FWHM."n, in two
different ways, i.e. as a function of X for various a, defined
as

Figure 3. (A) Relative FWHM of the convolution signal (FWHM"",j
FWHM,) as a function of X for various filters: SWF (0), TF (0), and
GF with various a (a; 1.0 (.), a ; 0.5 (e), and a ; 0.1 (A)). (B)
Relative FWHM of the convolution signal (FWHMCOC'l'/FWHMJ as a
function of a for various values of M (of the GF): X; 1.0 (.), X ;
0.75 (e), X; 0.50 (0), and X ; 0.25 (0),

which will be most important for small values of FWHM"",,_
As it was mentioned already, the properties of the

square-wave and triangular filters depend only upon the value
of M, It can be seen from Figure 3a that the relative FWHM
(FWHMoon,/FWHM,) versus X corresponds to a quadratic
relationship. X is defmed as

(20)

(19)

2.5

X "M/FWHMs

a" FWHM,/FWHM.

x

a

0.5~-------~----~
0.0 0.5 1.0 1.5 2.0

0.8B

or as a function of a for various values of the filter basis M.
These relationships are depicted in Figure 3a and b. The
smallest values for the relative FWHM can be found with
small values for X as well as for a_ Since the smallest relative
FWHM that can be obtained equals 0.533 channels, the
full-width at half-maximum can maximally be reduced by a
factor of 1.875. In the limit of zero filter widths, SWF, TF,
and GF give the same resolution enhancement.

From Figure 3b it can be seen that the FWHM"n, does not
increase further, once a reaches a certain value. It can also
be seen that a change in a has a lesser effect for small M

RESULTS AND DISCUSSION
When a SWF and a TF, as well as a GF, operates upon a

single line, the shape of the convolution signal resembles that
of a smoothed, inverted pseudo second derivative of the or­
iginal distribution. The very characteristic shape, with a
strong positive central peak and negative side lobes is depicted
in Figure 2. In general, the central intensity of the convolution
signal is increased, whereas its line width is reduced with
respect to the corresponding parameters in the original
spectrum. In the present study, convolution spectra are
calculated by using eqs 3 and 4b for continuous distributions
and discrete data, respectively. For the GF some minor
differences in the intensities between the continuous and the
discrete convolution spectra can occur, due to round-off errors,
but they are never really significant. The original discrete
data are obtained with a computer program, developed for
the simulation of Voigt profiles (see Appendix 1) according
to Armstrong's procedure (12). The Gaussian distribution is
only a special case of the Voigt profile when the Voigt pa­
rameter a equals zero. The convolution spectra for a Gaussian
spectral shape are generated by using eqs 8, 12, and 17 for
continuous profiles and eq 4b for discrete data. Statistical
noise was introduced on the original spectral distributions by
using a Gaussian pseudorandom generator, as described by
Brent (14, 15).

As there is only one adjustable parameter for the SWF and
the TF, i.e. the filter width M, changing M with respect to
FWHM, is the only way to study the effect of the filter on
the convolution signal. On the other hand, the GF has two
adjustable parameters that can be varied, namely the width
M and the full-width at half-maximum of the filter, FWHM,.

Digital Filtering on Single Gaussian Peaks. In order
to obtain a general view of their properties and influence on
spectral data, the different fold-in functions are first convo­
luted with single Gaussian lines. Various parameters can be
considered now to characterize the resulting convolution signal.

A first parameter is the full-width at half-maximum of the
convolution signal (FWHMoonJ, which is defined here as the
FWHM of the positive part of the convolution signal (the
negative side lobes are neglected). As already mentioned, the
line width or FWHM,on, is usually reduced with respect to
the FWHM of the original signal (FWHM.). This reduction
of the line width may result in a resolution enhancement,

of the original spectral line, For single lines, there will thus
be no need for a peak position correction, at least in the case
of a continuous convolution signal.

Channel number

Figure 2. Gaussian profile (0) with Is = 1000 counts/channel and
Us = 4.25 channels (FWHMs = 10 channels) and the corresponding
convolution signal (e) obtained with a Gaussian filter with FWHMc =
10 channels and M;;; 10 channels.
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an optimal FWHM" with respect to FWHM,. This optimum
corresponds to a {J value of 1.25, where {J is defined as

Another important parameter is the signal-to-noise ratio
(SNR) of the convolution signal at the position of tbe max­
imum. The ratio is defined as

a
Figure 5. (A) Relative SNR of the convolution signal (SNR""",/SNR"""",,)
as a function of X for various fitters: SWF (0), TF (0), and GF with
various a (a = 1.0 (.), or = 0.5 (e), and or = 0.1 ("")). (B) Relative
SNR of the convolution signal (SNRconiSNRorgnaJ as a function of a
for various values of M (of the GF): X = 1.0 <-l, X = 0.75 (e), X =
0.50 (0), and X = 0.25 (0).

(21)

(22)

(J=M/FWHMc

where cr(R(to.» is the standard deviation of the filtered signal
(convolution signal) at the position of the maximum, which
can be calculated via the error propagation rules. The rela­
tionship between the relative SNR (SNR"",v/SNRoriginol) and
the filter parameters is depicted in Figure 5a and b. It can
be seen that the relative SNR seems to increase until infinity
for the SWF and that a limiting value exists for large X values
in the case of the TF and for large X and" values in the case
of the GF. From Figure 5b it appears that a change in or has
a minor effect on the relative SNR for small M values.

Thus, the relative SNR clearly increases with increasing
filter width, for all filter types. Soon, an important im­
provement can be found, indicating that a smoothing effect
(SNRooov > SNRoriginall already starts for relatively small filters
(small values of X or M). The values of X for which an
improvement is achieved, are listed in Table I. It is also

a
Figure 4. (A) Relative intensity of the convolution signal (R(to.,)1 I 0.,)
at the position of the maximum as a function of X for various filters:
SWF (0), TF (0), and GF with various or (or = 1.0 (.), or = 0.5 (e),
and " = 0.' (""». (B) Relative intensity of the convolution signal
(R(t o.s)/ I o.s) at the position of the maximum as a function of a for
various values of M (of the GF): X = 1.0 <-), X = 0.75 (e), X = 0.50
(0), and X = 0.25 (0).

values. For high or values, the width M determines the
properties of the filter, whereas a is rather important in the
case of a broad correiator (high M).

From eqs 8a, 12b, and 17, the position of the maximum in
the convolution signal can be shown to be the same as in the
original signal. Storing the first summation for discrete data
into output channel number M, rather than in the first one,
results in an exact coincidence of the maxima in the original
and convolution signals. In the discrete SWF case, a typical
shift of one channel can be found due to the fact that only
an even number of channels can be used for the width (M)
of this filter.

The relationship between the relative intensity of the
convolution signal at the position of the maximum, Rlto.J / 10.,

and the relative width of the filter (Xl is represented in Figure
4a. R(to.,l/ Io" increases very fast for SWF with increasing
X, compared to the cases of GF and TF. The maximal in­
tensification of the convolution signal with respect to the
original distribution is for tbe different filters as follows:
[Rlto.) / Io.,lm",swF = 21.310, [R(to"l / 10"]m,,.TF = 10.653, and
[R(to) / Io.,lm",GF = 15.066 for cr, =8.5 channels and a = 1.0.
The limiting value for the SWF can indeed be found back in
Figure 4a, whereas the other values for the TF and GF are
only reached for very large values of M (or Xl.

If Rlto,-l / Io, is calculated as a function of or for various M,
a maximum occurs, as can be seen from Figure 4b, indicating
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Figure 6. (A) Relative FWHM of the convolution signal (FWHM",,/
FWHM,) as a function of the percentage of addttional second-order
background contributions for various filters and filter widths: SWF (X
= 1.0 (_), X = 0.5 (0»), TF (X = 1.0 (A), X = 0.5 (A)), and GF (X =
1.0 (e), X = 0.5 )0)). (B) Reiative intensity of the convolution signal
(R(to.s)/I o.s) at the position of the maximum as a function of the
percentage of additional second--order background contributions for
various filters and @er widths: SWF (X = 1.0 (_), X = 0.5 (0)), TF
(X = 1.0 (A), X = 0.5 (A)), and GF (X = 1.0 (e), X = 0.5 (0)). (C)
Relative SNR of the convoiulion signal (SNF\",/SN~ as a function
of the percentage of additional secol1<klrder background contributions
for various filters and @er widths: SWF (X = 1.0 ~), X = 0.5 (0)),
TF (X = 1.0 (A), X = 0.5 (A)), and GF (X = 1.0 (e), X = 0.5 (0)).

(24)

(23)

filter " X

SWF 0.40
GF 1.0 0.60

0.5 0.60
0.3 0.75
0.2 1.00
0.1 1.20

TF 0.60

Ax stands for the distance between the maxima of the peaks,
ex, and ex, are the Gaussian standard deviations of the dis­
tributions. The minimum R value for quantitative separation
of two peaks is considered to be 1.0, which corresponds to a
Ax of 1.699 times the FWHM (for two identical lines).
Usually, two lines are considered spectroscopically resolved
as soon as their center separation Ax equals or exceeds 1.0
FWHM (R = 0.589). We could try now to calculate R for the
convolution spectrum resulting from such an original signal
and compare it to 0.589 in order to obtain the resolution
enhancement (RE) after filtering. However, this procedure
fails because there is a problem in finding the correct FWHM
values of the lines in the composite convolution spectrum.
Biermann (6) proposed therefore a procedure in which he
calculated the relative indent

of two identical peaks separated by one FWHM and tried to
find the distance to which the convolution peaks could be
pushed together in order to obtain the same relative indent.
Here, 1mn denotes the intensity of the apparent maxima and

clearly seen that high X values are required to obtain any
improvement when using small a values.

Equations 8a, 12b, and 17 all show a dependence of the
intensity of the convolution signal on the quadratic back­
ground term 0" the width, and FWHM of the filter. The
relative FWHM (FWHMoonv/FWHMJ, the relative intensity
at the position of the maximum (R(ta.)/la.), and the relative
SNR (SNRoonv/SNR,) of the convolution signal are shown in
Figure 6 for various percentages of a quadratic background
contribution. The percentage of this quadratic background
is calculated as the fraction of the background at the position
of the original maximum. The values of the relative FWHM,
intensity, and SNR without the presence of background have
been taken as a reference.

As can be seen very clearly from Figure 6a and b, the SWF
and TF convolution signals are influenced in a very similar
way by the varying amount of quadratic background. Con­
cerning FWHM, application of the GF results in rather broad
peaks in the convolution signal, although a 10% background
contrihution does not cause more than ca. 2% broadening of
the line. R(ta,,)/la,.. on the contrary, shows an intensification
of the convolution signal as the quadratic background in­
creases, when the GF is used. These two tendencies will
compensate each other, and peak recognition will not be
hampered. Furthermore, it can be seen that the relative SNR
is less affected by the quadratic background contribution in
the case of the GF, which makes it preferable for complex
spectral data where a quadratic background becomes more
and more probable.

Digital Filtering on Doublets of Gaussian Promes,
Resolution is a well-known concept in spectroscopy, as well
as in chromatography, where the following definition is con­
ventionally used

Table I. Minimum Values of X and/or Ot for Which an
Improvement of 8NR Can Be Achieved
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I m;n the intensity of the intermediate minimum. The RE is
then defined as

1·0

Figure 8. Resolution enhancement (RE) as a function of X and a, in
a tridimensional representation, for the Gaussian fitter.

X
Figure 7. Resolution enhancement (RE) as a function of X, obtained
with various zero-area ti~ers: SWF (0), TF (0), and GF with various
Ct (Ct = 1.5 (_), Ct = 1.0 (e), and Ct = 0.5 (A)).

X II III IV

1.00 1.3879 1.1143 1.0000 1.0430
0.75 1.5253 1.1656 1.0000 1.0974
0.50 1.6361 1.2311 1.0000 1.1298
0.45 1.6533 1.2415 1.0000 1.1312
0.40 1.6761 1.2519 1.0000 1.1383
0.25 1.7000 1.2740 1.0000 1.1507

a The four doublets of Gaussian profiles are characterized as
follows: (I) I...., = 2/.....' u., = u•.2 = 8.5 channels, and t.,0,2 - t...., =
O.7FWHM, = 14.0 channels; (II) [0,5,1 = 2/0.,$,2. 0'&..1 = O's.2 = 8.5
channels, and to•• - to,&1 = O.5FWHM, = 10.0 channels; (III) 10.,1 =
210",2, O"s,1 = 0"$,2 =8.5 channels, and to,s,2 - tO,s,1 =O.2FWHMs =4.0
channels; (IV) I O,s,l = 1OIo,s,21 0"$,1 = O"s.2 = 8.5 channels, and to,s,2 ­

tO",1 = 0.5FWHM. = 10.0 channels. A GF has been used with 13 =
1.5.

Table II. Ratio of the Intensities of the Negative Side
Lobes (RSL) in the Convolution Signal as a Function of M
for Various Doubletsa

Digital Filtering on More Complex Spectral Data­
Detection of Interference, Its good behavior in the presence
of statistical noise and background, together with the reso­
lution enhancement obtained by convoluting the original signal
with a zero-area filter, makes digital filtering a useful tool for
peak detection. However, if the "chromatographic" resolution
becomes too small, two peaks cannot be separated, not even
using the smallest possible filter. Two identical peaks sepa­
rated only by 0.7 times their FWHM, are no longer detected
as two individual lines in the original spectrum, and the ap­
parent position is situated exactly between the correct posi­
tions. A Gaussian filter with X = 0.6 is not able to separate
those peaks and will detect a single line on exactly the same
position as the original signal. As soon as X equals 0.5 or less,
two peaks appear in the convolution spectrum, and as X
decreases, the positions approximate more and more the true
ones. Finally, there is a deviation of only 1 channel. If the
distance between the two peaks becomes still smaller (i.e. 0,6
FWHM, so that R = 0.353) the procedure described here
cannot separate them anymore.

However, for two peaks appearing as a single envelope, the
ratio of the intensities of the negative side lobes (RSL) can
provide some additional information. Because of the sym­
metry of the filter, symmetric data should result in a sym­
metric convolution signal. This means that the RSL should
equal unity. A different value for the RSL, indicates some
kind of asymmetry, which will be due to an undetected and/or
undetectable interference in the case of symmetrical data. The
RSL will be defined as the ratio of the minimum at the left
side to that at the right side, meaning that a RSL > 1.0
indicates an "interfering" peak at the right side of the detected
peak, and vice versa. Indeed, the nondetected maximum of
the interfering peak causes an enhancement of the intensity
of the negative side lobe on the side of its appearance. A
typical case where this technique fails is the presence of two
perfectly identical peaks, where the RSL always equals unity.
Problems can also arise in the presence of high levels of sta­
tistical noise, because in that case deviation from unity can
be due to an asymmetrical peak or noise. For various inter­
fered lines, the RSL has been determined for some X values
(Gaussian filter width; (3 =1.5) and the results are summarized
in Table II. It can be seen that for two Gaussians, with an
intensity ratio of 1/2and separated by more than 0.5 FWHM,;,
the RSL is defmitely different from unity. This effect is even
more pronounced for small filter widths. When the second
peak is 10 times less intense than the first one, it is also
possible to detect the interfering peak by means of the RSL.
Situations where two peaks are separated by no more than
0.2 FWHM. with an intensity ratio of 1/2, the RSL always
equals unity, even for very small X values.

(25)

2.01.51.0

RE=I-P
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where P denotes the new distance in the convolution signal
in units of full-width at half-maximum.

It can be seen from Figure 7 that the RE calculated in this
way decreases with increasing width X of the filter. This
tendency is also found for RE as a function of ct. Unlike
Biermann's findings, there is no significant maximal RE
corresponding to an optimal set of filter parameters. This
probably results from the zero area of the filters which are
used here. As soon as X becomes smaller than 0.5, RE be­
comes very similar for all filters. The similarity between the
RE of the SWF and GF with Ct =1.5 is very clear. Once again
it can be concluded that Ct becomes more important as a filter
property (or parameter) for large M values, whereas M is the
limiting factor for RE when its value becomes small (X'< 0.25).

For the GF a three-dimensional analysis (Figure 8) was
made, using the DISPLA subroutines (running on the Cyber 930
computer, which is used in this study). The RE as a function
of X and" does not possess a maximum as was already seen
above. It is found that X values smaller than approximately
0.3 will never give a further resolution enhancement; it will
only result in a worse SNR,
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Table III. Digital Filtering on Complex Spectral DataO:

positions p and intensities I in the simulated
multiplets

no. p,,/p,,/ ... /p", Ih/I,,/ .../I~

peaks found in the
simulated spectrumb

PI,/P2'/"'/P"

peaks found in
the convolution

spectrum
Pl'/ P2'/".fp",

second derivative
of Zimmermann

no. of peaks

7
8
9

10
11
12
13
14
lfi
16
17
18
19

40/48/56
40/48/56
40/48/56
40/48/56
40/50/60
40/48/56
40/46/52
40/48/58
40/48/58
40/48/58
40/48/58
40/48/58
40/48/58
40/48/58
30/40/60/80
40/50/60/80
45/55/60/80
fi5/60/65/80
60/6fi/7fi/80

1/1/0.50
4/0.50/1
1/0.50/0.50
0.50/1/0.50
1/1/1
1/1/1
1/1/1
1/0.75/1
1/0.50/1
1/0.25/1
1/0.10/1
0.75/0.75/1
0.50/0.50/1
0.25/0.25/1
0.50/0.50/1/1
0.50/0.50/1/1
0.50/0.50/1/1
0.50/1/0.50/1
1/0.50/0.50/1

40/50/60
-/49/-
-/46/-
42/-/57
41/-/57
40/-/57
40/-/58
-/45/57
-/48/57
-/-/57
31/39/60/80
41/-/60/80
46/-/58/80
-/60/-/80
61/-/-/79

40/48/56
40/-/56
40/-/56
39/48/­
39/50/61
40/48/56
41/-/50
40/-/58
40/-/58
40/-/58
40/-/58
40/46/58
40/-/58
39/-/58
29/40/60/80
39/49/60/80
44/-/59/80
-/60/-/80
61/-/-/80

2'
2
3

2
3
3
2'
2'

3'
3 (?)'
3 (?)

II FWHMs = 10 channels and GF with M = FWHMc = 3 channels. A noise level of 3% has been introduced on the original data. bUsing
a peak search routine based upon the algebraic inequality of the sums of three channel contents. C An abnormality (indicated by"?") can be
found in the ~econd derivative of the Zimmermann plot, without being recognized as an interference; however, a least-squares analysis
indicated indeed a wrong number of peaks in the model function.

1500

Channel number

max dev
noise carr coeff from global

level, % RSL global slope global slope slope, %

0 1.000 0.02773 1.000 0.00
1 1.001 0.02778 0.999 0.50
3 1.004 0.02783 0.997 1.65
5 1.007 0.02789 0.993 2.75
7 1.009 0.02793 0.986 3.90

10 1.016 0.02801 0.972 5.57

Table IV. Effect of Noise Levels OD tbe Ratio of the
Intensities or the Negative Side Lobes in the Convolution
Spectrum and on the Slope in Zimmermann's Plot for a
Single Gaussian Profilea

a The Gaussian profile is characterized by Us = 8.5 channels. A
Gaussian filter (GF) with X = 1.0 and 13 = 1.5 has been used. The
last column gives the maximal deviation between the global slope
of Zimmermann's plot and any value of the slope, before and/or
after the position of the maximum, using a window of five chan­
nels.

tOO80604020
·500+---~-~--~-----~

o

1000

Figure 9. Original composite spectrum (0) (no. 16 in Table III) and
the corresponding convolution signal (e).

1 500

.:;

Tahle III gives an overview of the parameters of some
simulated complex spectra Columns two and three represent
the exact positioins and the intensities of the various proflles
of the multiplets. All peaks have the same FWHM, of 10
channels, whereas the noise level equals 3%. On the other
hand, the fourth column resumes the peak positions as they
are found in the composed signal by a peak-search routine
based upon the algebraic inequality of the sums of three
channel contents. After the application of a Gaussian filter
(GF) with M = FWHM, = 3 channels (a small filter width
was used in order to obtain maximal RE), peaks are found
in the convolution signal at the positions summarized in the
fifth column. It can be seen from some of these examples that
digital filtering can often separate peaks originally appearing
as a single envelope. This is illustrated in Figure 9, repre­
senting the complex spectrum 16 in Table III.

The presence of more than one peak in the convolution
spectrum unfortunately makes the use of the RSL impossible
as an indication for interference. Indeed, a RSL different from
unity can be caused by an undetected interference and also
by the influence of two neighboring peaks on each other. This

puts some limits on the use of digital filtering in the case of
complex spectral data. Thus, a supplementary technique for
the detection of hidden peaks-even in the convolution
signal-would be very useful.

In a previous paper (15) we reported already about Zim­
mermann's metbod (16) for the linearization of the central
Gaussian part of spectral lines, and its possibilities to detect
interferences. In a Zimmermann graph the quantity

S(t -1)
Q(t) " In S(t + 1) (26)

is plotted versus t, where 8(t) denotes the background cor­
rected intensity at channel number t. The interference then
can be detected by means of a more or less noticeable "kink"
in the Q(t) vs t plot. This "kink" can be made visible in most
cases by sliding a small window (3 or 5 channels) over the plot
and by calculating each time the slope, resulting in a change
of the slope at the inflection point of the Zimmermann plot.
However, the use of this small window is rather sensible to
statistical fluctuations, as can be seen from Table IV, which
summarizes the effect of various noise levels on the RSL and
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Table V. RSL and Zimmermann Slopes for Various
Doublets of Gaussian Profileso

(I F\VHMs = 20 channels; centroid of the first Gaussian peak
equals 50. No noise has been introduced. IdJ2 is the ratio of the
intensities of both lines; .6.t/FWHM, is the distance between the
individual lines in terms of FWHM., and to,conv. the position of the
maximum in the convolution spectrum. The slopes in Zimmer­
mann"!' plot are calculated as follows: the first five channels of the
positive part (slope n, five channels around the position of the
maximum (slupe II), and the last five channels of the positive part
in the convolution signal (slope Ill).

the slope of several parts of the Zimmermann plot, for a single
Gaussian line. The global slope was calculated for that part
of the Zimmermann plot corresponding to the positive part
of the convolution signal. It can be seen that a noise level of
5% already causes a maximal deviation of 2.75%, if the slopes
before and after the maximum are compared to the value of
the global one. An increasing number of channels for the
Zimmermann window will of course resist better to noise, but
at the same time the change of the slope will be less pro­
nounced.

The results for various doublets of Gaussian profiles have
been summarized in Table V for several parameters (RSL,
Zimmermann slopes, correlation coefficients, ...). The ratio
of the intensities of both lines of the doublet are given in the
first column, whereas in the second column nt/FWHM,
represents the distance between the individual lines in terms
of the FWHM of the signal. FWHM, was set equal to 20
channels for all lines, and the position of the fIrst peak equals
50. to,,,,,nv represents the position of the maximum in the
convolution spectrum. The RSL was calculated as defIned
before. The slopes of the Zimmermann plot were calculated
by using a window of 5 channels: part I is taken as the first
5 channels of the positive part of the convolution signal, part
II is taken as 5 channels around the position of the maximum

in the convolution spectrum, and part III is the last 5 channels
of the positive part of the convolution signal. A rather broad
ftlter (X = LO) was used in order to obtain smooth convolution
spectra. Moreover, the peaks could not be separated unless
extremely small fIlter widths were used (X = 0.3) which has
to be avoided-as already indicated-in order to obtain a good
SNR. A composite of two identidal peaks cannot be detected
in practice by means of the RSL of the convolution signal since
this value always equals unity. As long as the peaks are
separated at least by 0.3 FWHM, a significant downward kink
can be found in the Zimmermann plot. For two peaks with
an intensity ratio of 10/1, the RSL can give an indication for
interference until a separation of 0.4 FWHM is reached. The
Zimmermann slope even decreases noticeably for a separation
of 0.2 FWHM. It should be noted that no noise was intro­
duced to the simulated profiles, which means that the same
results can never be obtained for real spectral data. However,
taking into account the overall noise level of a registered
spectrum, the RSL and Zimmermann's method can often give
a good indication for possible interference.

Because of the sensitivity of the slope of the Zimmermann
plot to the noise level, the Zimmermann plot was smoothed
(three points) and the first and second derivatives were cal­
culated. Then, a kink in the Zimmermann plot results in a
minimum in the first derivative and a sequence of a minimum
and a maximum in the second derivative. As can be seen from
Table III (column six), the analysis of these derivatives
sometimes results in supplementary information about the
number of peaks present in the original spectrum. The im­
plementation of this technique into an automated routine will
be hampered by the fact that an "abnormality" in the first
or second derivative can often be recognized by an experienced
operator, but not by an algebraic inequality. The "?" for the
last two quadruplets in Table III indicates such a questionable
indication of additional lines.

Some spectra showed such a more or less pronounced ab­
normality in the second derivative without being recognized
as an interference by an automated routine. Nevertheless,
a least-squares fit was made for some of them (indicated by
footnote c in Table III), using the information provided by
the automated routine. However, examination of a model
parameter and the residuals of the fit indicated clearly a wrong
number of peaks in the model function. If peaks were added
to the model, better residuals were found and the x'. of the
fit was reduced signifIcantly.

Digital Filtering on Voigt Profiles. Although several
kinds of spectral data can be represented quite correctly by
a simple Gaussian distribution, the Gaussian filter has also
been applied to various Voigt profiles in order. to verify the
previous conclusions. These convolution spectra have been
calculated by using the discrete summation given by eq 4b,
since the analytical expressions become too complex to derive.
Some results are summarized in Table VI. The Gaussian filter
has a width M = 10 channels, and {3 (M/FWHM.,) equals 1.5.
The original signal is characterized by 1o, = 1000 counts/
channel, to" = 50, and CT, = 4.25 channels. Although the

RSL slope I slope II slope III

1.000 0.02156 0.00915 0.02107
1.000 0.02109 0.01403 0.02110
1.000 0.02157 0.01818 0.02157
1.000 0.02314 0.02160 0.02315
1.000 0.02471 0.02427 0.02471
1.000 0.02628 0.02619 0.02628
1.000 0.02735 0.02734 0.02735
1.388 0.02535 0.01759 0.01212
1.222 0.02484 0.01785 0.01530
1.114 0.02466 0.02009 0.01858
1.001 0.02771 0.02769 0.02764
1.016 0.02725 0.02679 0.02604
1.000 0.02772 0.02772 0.02772
1.003 0.02742 0.02739 0.02736
1.168 0.02738 0.02584 0.01797
1.113 0.02727 0.02580 0.02015
1.068 0.02718 0.02573 0.02237
1.036 0.02717 0.02618 0.02437
1.016 0.02725 0.02679 0.02594
1.002 0.02742 0.02726 0.02704
0.999 0.02763 0.02760 0.02757

07
56
55
54
53
52
01
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50
50
00
50
00
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50
00
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0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.7
0.6
0.5
0.4
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0.2
0.1
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2/1

III

Table VI. Digital Filtering on Voigt Profiles with Various SO

Voigt position position FWHM=v
parameter a min left min right R(t••)1 I•• channels slope I slope II slope HI

0.0 40 60 2.356 7.238 0.1I09O 0.11090 0.11090
0.2 39 61 2.110 7.642 0.07772 0.08837 0.07772
0.4 39 61 1.876 8.076 0.05901 0.07130 0.05901
0.6 38 62 1.661 8.508 0.04702 0.05824 0.04702
0.8 38 62 1.468 8.962 0.03401 0.04814 0.03401

°The intensity of the original signal equals 1000 counts/channel, the Gaussian FWHM, = 10 channels, and the position to" = 50. The
slopes in Zimmermann's plots are calculated by using a window of five channels, before the position of the maximum (part n, around the
maximum (part II), and after the maximum (part III).
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where "'L and exG are the full-widths at half-maximum of the

Thus, the final choice of a digital filter can be based on
personal preferences and/or on the problem to be handled.
The SWF and TF as well as GF will do well, while the SWF
is certainly a good choice when simple algorithms and minimal
computing time are requested. In our opinion, the GF will
give some more flexibility to fully automated routines and
programs.

where K(x, 0), the so-called Voigt function, is given by

a i+~ exp(-u2
)

K(x, a) " - du (AI-2)
1r _~ a2 + (x - U)2

In eqs AI-I and AI-2 the following symbols are introduced:

t-to .~
x = --2v In 2 (AI-3)

"'G

(AI-4)

(AI-I)

APPENDIX I

GLOSSARY
Constant term to obtain a zero-area for the Gaus-

sian filter (GF) and triangular filter (TF)
Voigt parameter
Background intensity at position t
Filter function
Spectral line intensity at position t, including

background B(t)
Full-width at half-maximum of the filter
Full-width at half-maximum of the convolution

signal
Full-width at half-maximum of the original signal
Central intensity of the Gaussian filter (GF)
Maximal intensity of the original signal (Gaussian

profile)
Filter width
Zimmermann'8 function
Resolution (chromatographical definition)
Convolution signal at position T

Cross-correlation signal at position T

Resolution enhancement
Relative indent
Ratio of the intensities of the negative side lobes

of the convolution signal
Net signal intensity at position t
Signal-to-noise ratio
Position of the maximum of the Gaussian signal

profile
Position of the maximum in the convolution

spectrum
Channel number
M/FWHM,
Xv'(1n 2)
Zero-area Gaussian filter
Zero-area square-wave filter
Zero-area triangular filter
FWHM,/FWHM.,
M/FWHM,
Standard deviation of the Gaussian filter (GF)
Standard deviation of the Gaussian signal profile

The Voigt profile results from the superposition of an in­
dependent Lorentz and Gaussian (Doppler) line broadening.
For an experimentally observable spectral line, the Gaussian
profile is expressed as the convolution of the Doppler and
instrumental profiles.

The Voigt profile is given by

Il¥n2V(x, a) = - - K(x, 0)
"'G 1r

to,conv

t
X
Y
GF
SWF
TF
ex
(3

A

M
Q(t)
R
R(T)
J!(T)
RE
RI
RSL

8(t)
SNR
to,s

o
B(t)
C(T - t)
D(t)

FWHM.,
FWH-

M conv
FWHM,
I o.c
10•

CONCLUSIONS

The performance of zero-area square-wave (SWF), Gaussian
(GF), and triangular (TF) filters is compared when applied
to single Gaussian lines, multiplets of Gaussian profiles, and
Voigt profiles. Analytical expressions are given for the con­
volution of a Gaussian profile with each of these filters. It
is proved that the linear background component of a signal
is completely flltered out by an even zero-area fllter as opposed
to higher order components. The parameters, studied in the
convolution spectrum, are full-width at half-maximum, in­
tensity at the position of the maximum, signal-ta-noise ratio,
second-order background contribution, and resolution en­
hancement as a function of some typical filter parameters.

It is shown that digital filtering-as it is described here-can
produce two totally different effects on the original data. First,
there is a possible resolution enhancement which makes it
particularly useful in peak detection routines. Second, as an
opponent property, a smoothing effect can be created by
choosing hroad filters, which can be helpful in the treatment
of rather noisy spectral data.

In practice, only discrete calculations of the convolution
spectra can be used, due to the fact that only discrete data
points are experimentally available for an "unknownn profile.
For the SWF and TF there is only one adjustable parameter,
namely the width M; for SWF only an even number of
channels for the width M can be used. An advantage of the
GF over the SWF and TF is the presence of two adjustable
filter parameters. If a certain resolution enhancement (RE)
has to be realized, both filter parameters should be considered.
In the case of GF, a relatively large M value can be combined
with a rather small ex in order to obtain the desired RE level,
while the large M can still produce a reasonably good SNR.
The lack of a second adjustable parameter forces M to be very
small when the SWF or TF is used, resulting in the desired
RE but also in the loss of any smoothing effect.

It is shown that in the case of multiplets, composed of
strongly overlapping lines, digital filtering fails as a peak
detection method; however, some supplementary information
can be obtained by means of the second derivative of the
Zimmermann plot. It is not always possible to ensure the
presence of a missing interfering line, but an indication about
interference can often be found. From our study on Voigt
profiles it appears that an increasing damping constant will
cause in all cases a certain loss of information compared to
pure Gaussian profiles.

increasing Voigt parameter a does not influence the position
of the convolution signal with respect to the original position,
the positions of the minima of the negative side lobes are
displaced, indicating a broadening compared to a pure
Gaussian peak (0 = 0.0). The positive part of the convolution
signal also increases as does FWHMconv with increasing a.
Nevertheless, FWHM"",v still remains smaller than the original
FWHM, of 10 channels. R(to.)/lo. decreases with increasing
o but remains enhanced with respect to the original intensity
by more than 40%. As a result, it can be expected that an
increasing Voigt parameter will cause a less deconvoluted
spectrum, so that strongly interfered lines will not be separated
in the convolution signal, in contrast to the pure Gaussian
situation.

Voigt profiles, as already mentioned, differ from pure
Gaussian lines especially in the wings, which will also have
some influence on the Zimmermann plot. Sliding a small
window over the Zimmermann plot shows now an "upward
kink" in the slope, corresponding to the broadening effect in
the wings of the proflle. Some results are shown in Table VI.
The ·upward kink" means that for single lines a proper dis­
tinction can he made between an interfering line and a Voigt
profile hy using the Zimmermann plot.
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"e can be obtained from the quadratic summation of the
Doppler width "n and the instrumental spectral bandwidth

If the parameters are known, the Voigt profile can be
composed by computing

1(t - to) = 10 (K(x, a)/K(O, a)) (AI-8)

where "0 iR computed from the wavelength la, temperature
T, and atomic maRR MA (c is the velocity of light).

"D=~V8RTln2 (AI-7)
c MA

(A2-2)

(A2-3)
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f
,+Mt2C(r - t) dt = fM(r - y)2C(y) dy =

r-M -M

f:y2C(Y) dy - 2r f:yC(Y) dy + r2 f:C(y) dy =

f:y2C(Y) dy (A2-5)

The last integral is different from zero since y2C(y) is an
even function in y. With an analogous reasoning it is easily
verified that all higher order terms (ant n, n = 2, 3, 4, ...) do
contribute to R(r), which completes the proof of the theorem.

LITERATURE CITED

C(r - t) = C[-(r - t)l

f
,+M fM

C(r-t)dt= C(y)dy=O
r-M -M

The third integral in eq A2-1 can be transformed in the
following way:

f
,+M fM

,-M tC(r - t) dt = _M(r - y)C(y) dy =

r f:C(Y) dy - f:yC(Y) dy =- f:yC(Y) dy = 0

(A2-4)

The last integral in eq A2-4 equals zero since yC(y) is an
uneven function in y. This shows that the linear part of the
background ao + al t does not contribute to the convolution
spectrum. This is not the case for the higher order terms as
can be easilty shown for a2t2:

(AI-6)

(AI-5)lim K(x, a) = e-x2

a-a

APPENDIX 2
Theorem. For an even zero-area filter C(t), the constant

(ao) and linear (ajt) terms in the background distribution of
the Rignal do not contribute to the convolution spectrum R(r)
as opposed to the higher order terms (antn, n ~ 2).

Proof. We Rtart with the general expression for the con­
volution Rpectrum

R(r) =

f
,+M

C(r - 1)[8(t) + ao + alt + a2t2 + astS + ...J dt
,-M

f
,+M f,+M

= ,-M C(r - tl8(t) dt + ao ,-M C(r - t) dt +

f
'+M f.+M

aj tC(r - t) dt + a2 t 2C(r - t) dt +
~M ~M

f
,+M

as ,-M ISC(r - t) dt + ... (A2-1)

where 1(1 - 10) is the intensity at any distance from the peak
pORition 10 and /0 is the intensity at to' The Voigt function
haR heen tahulated hy a large number of authors (see for
instance refs 13, 17, and 18) and also a number of numerical
procedures (19) and computer programs have been published
(12,20). The FORTRAN routine given by Armstrong (12) is used
in our program for the simulation of discrete spectral data.

Lorentzian and the Gaussian line profiles, respectively, t is
the wavelength, and 10 represents the wavelength at the center
of the Voigt line profile. The quantity a is usually called the
Voigt parameter or damping constant.

It can be shown that when a =0, the Voigt prome is reduced
to a Gaussian one:

Since, by assumption, C(r - t) is an even zero-area filter,
eqs A2-2 and A2-3 hold: RECEIVED for review July 31,1990. Accepted October 29, 1990.
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Luminescence Quenching Mechanism for Microheterogeneous
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In the absence of a quencher, the unquenched TM is TMO and
is given by

where the subscript 0 denotes the value in the absence of
quencher. In the absence of static quenching the a's are the
same for the quenched and unquenched sample. Assuming
that each component obeys a normal Stern-Volmer equation
(eq la), TM in the presence of quencher is

(3)

(7)

(4)

(6)

(2)

fo, = IoJ'E.Io,

The impulse response of the system is described by

i(t) = 2:a,e-tj"

THEORY

Consider a system consisting of a number of independently
emitting species with different single-exponential lifetimes
and relative contributions. The lifetime and Stern-Volmer
quenching constant for each component are given by T, and
Ksv" respectively. The fraction of the total emission from the
ith component in the absence of quencher is given by fOi' The
intensity form of the Stern-Volmer equation is

where the preexponential weighting factors are a's and the
lifetimes are T'S. The fractional contribution to the total
emission for each component, fo<, either under pulsed or
steady-state conditions, is related to the ,,'s and T'S by

fOi = "iT;/2:aiTi (5)

To be able to compare intensity and lifetime quenching
data, we define a new preexponential weighted mean lifetime,
TM

nescent species. The subscript 0 denotes the value in the
absence of quencher. If plots of To/T or loll versus quencher
concentration are linear and match, quenching is purely dy­
namic (i.e. K", = 0). If loll is above To/T, static quenching
is present. Fitting both intensity and lifetime curves then
allows determining the static and dynamic quenching con­
tributions.

In many microheterogeneous systems, the multiexponen­
tiality of the decay curves and the uncertainty of the fitting
model preclude evaluating a single-exponential T for use in
eq 1. We present a new method for analyzing luminescence
decay curves in microheterogeneous media that allows as­
sessing the contributions of static and dynamic quenching.
The technique is shown by simulations to be insensitive to
the nature of the true decay model We demonstrate its utility
by applying it to oxygen quenching of Ru(phen),H (phen =
1,1O-phenanthroline) adsorbed onto a silica surface.

INTRODUCTION
The study of rnicroheterogeneous systems by luminescence

is a relatively new and rapidly growing area (J, 2). Such
systems include surfactants, surfaces, polymers, and biosys­
terns. In contrast to many homogeneous systems, heteroge­
neous media frequently give rise to complex decay kinetics
that can be characterized as sums of several exponentials or
as distribution functions of exponentials. Since decay data
can frequently be fit equally well by several widely different
decay models, mechanistic interpretation is hampered by the
lack of a unique solution.

In microheterogeneous systems exhibiting luminescence
quenching, even the simple question of whether quenching
is dynamic or static has not been satisfactorily addressed. In
homogeneous media with only a single-component exponential
decay, the intensity and lifetime forms of the Stern-Volmer
equations are

Determining quenching mechanisms for luminescent species
adsorbed or bound to a variety of heterogeneous systems
(e.g., silicas, organic, inorganic, and biopolymers) is quite
dnficult in the absence of detailed information on system
heterogeneity. A method for assessing the relative contribu­
tions of static and dynamic quenching in heterogeneous sys­
tems is presented. While the method does not provide direct
information on the details 01 system heterogeneity, It requires
no a priori information on the nature of the heterogeneity.
This approach is based on a comparison of intensity
quenching data with lifetime quenching data using a preex­
ponential weighted Inetime, T M• TM is calculated by filting the
observed decay curves to a sum of a relatively small number
(2-4) of exponentials. For time-correlated single-photon
counting the parameters obtained from a statistically ac­
ceptable lit can be used to accurately estimate T M' even
though the computed model may bear no resemblance to the
true decay kinetics. Simulations confirm that the method
works for a wide range of heterogeneous systems. The
technique is applied to oxygen quenching of a luminescent
metal complex on a silica surface.

1Current address: Environmental Engineering Science, California
Institute of Technology, Pasadena, CA 91125.

TO/ T = 1 + Ksv[Q] (la)

Ksv = k,TO (lb)

10 / I = 1 + (Ksv + KeqHQ) + KeqKsv[Q], (Ie)

where [QJ is the quencher concentration, T'S are lifetimes, rs
are intensities. Ksv and k, are the Stern-Volmer and bimo­
lecular quenching constants, respectively, and K", is the as­
sociation constant for binding of the quencher to the lumi-

0003-2700/91/0363-0332$02.50/0 © 1991 American Chemical Society



(8)
La,T, a,Toi/La,

TM =-- = L----c:c,----,-,-
L", 1 + Ksv,[Q]

For microheterogeneolls systems, we now define a lifetime
Stern-Volmer equation using TM'S rather than single-expo­
nential lifetimes.

[
L ",Toi/La,To' ]-1

1 + Ksv;[Q]

where the last form results from substituting to, from eq. 5.
Comparison of eqs 2 and 9 shows that

[01[ = TMol TM (10)

Tbus, if we use TM'S ratber tban single-exponential lifetimes
in our Stern-Volmer equation, we can compare intensity and
lifetime data in microheterogeneous systems to assess the
presence of static quencbing.

Attempt, to use tbe analogous true mean lifetime or natural
lifetime (T)O/(T) where

(T)" La,Ti2/LaiT, (11)

fails to give lifetime and intensity expressions that are the
same (3). Thus, the normally calculated (T) provides no
insight whatsoever into static versus dynamic quenching
processes.

IMPLEMENTATION
While theoretically correct, eq 10 still is not directly ap­

plicable to experimental data. The actual distribution of
lifetimes is required to compute TM' What is needed is a way
of accurately evaluating the TM'S independent of knowledge
of the true decay model. We describe a satisfactory way of
evaluating TM'S without any knowledge of the true model.

Our approach is based on the well-known fact that a wide
variety of complex decay schemes can be accurately fit as the
sum of a relatively small number of exponentials (4, 5). This
includes decays that are distribution functions or exhibit
Forster energy transfer. However, satisfactory fitting of the
decay curves with an incorrect model does not necessarily
guarantee that computed parameters have physical signifi­
cance. In particular, we cannot say a priori that TM'S calculated
from such an incorrect model are accurate. However, we will
demonstrate that for a wide range of models and parameters,
a fit of the data to a simple sum of two to four exponentials
provides accurate estimates of TM'S as long as the fit is sta­
tistically satisfactory. Once accurate TM'S are obtained, in­
tensity and lifetime quenching data can then be compared
by eq 10 to assess the relative contributions of static and
dynamic quenching.

We begin by fitting our decay curves using the impulse
response that is a sum of exponentials given by eq 4. Both
the ('('s and T'S are fit. In cases where the flash cannot be
treated as a Ii function, deconvolution is required to extract
the decay parameters. The decay is fit with increasing num­
bers of exponentials until the fit is statistically acceptable as
judged by the x,' test (Le. near 1) and the weighted residuals
plot. The TM and (T) are then calculated from eqs 6 and 11
with the hest fit decay parameters, even though a sum of
exponentials model may not resemble remotely the true decay
scheme.

EXPERIMENTAL SECTION
The preparation of the Ru(phen)32+ sample adsorbed onto

Cab-O-Sil M5 fumed silica is described elsewhere (3, 6). The
steady-state mea!:;urements and the timewcorrelated single-photon
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decay time system are also described elsewhere (3, 7).
Numerical simulations were performed on an AT class IBM

PC clone with a math coprocessor. Programs were written in
Turbo Pascal 5.

Decay models for unquenched samples were generated as single
or double Gaussian distribution functions with different peak
centers, Tpeak. and widths, 0". Each Gaussian distribution was
approximated as a sum of 21 discrete single-exponential decays
uniformly distributed over ±3u. For the two Gaussian cases, we
have

10 10
D(t) = (3, L: aile-'I'" + (3, L: ai2e-'/'" (12a)

j=:-10 im -l0

au = e-(fiJ-rjpeM,)2/2rJ!; j = 1, 2 (l2b)

Tij = Tj"""k(l + 0.3iu); j = 1, 2 (12c)

where the {J's are weighting factors for each Gaussian distribution.
As defined, the relative total emission contribution from each
Gaussian distribution is (3jTjpeak' For the wider distributions,
negative lifetimes were excluded. We also tested to see if the need
to deconvolute data affected our analysis. For some of the sim­
ulations we first convoluted D(t) with an excitation profile
measured on our decay time system and then extracted the ap­
parent a's and T'S by deconvolution (7).

Quenching of a distribution was simulated by calculating the
new, quenched values of the contributing single-exponential
lifetimes using eq 1 with the chosen quenching rate constant and
quencher concentration. The a's in eq 12 are unchanged on
dynamic quenching. The quenched decays were then calculated
and summed. The decays were scaled to either 40000 or, less
commonly, 10000 counts in the peak channel, and Poisson noise
was added (8). An acquisition window of 0-4 I'S was used, which
matches that used for the majority of our data acquisitions. The
contributing single-exponential decays and their associated weights
were used to calculate the true 1"M and (1") for the noise-free
distribution.

Decays were fit to a sum of exponentials (eq 4) by using a
Marquardt nonlinear least-squares algorithm (7-9). For convo­
luted decays, the same program was used for deconvolution. A
sum of up to four exponentials can be modeled and the success
of the fit judged by the magnitude of the weighted x,', the ap­
pearance of the weighted residuals plot, and various goodness of
fit indicators such as the Durbin-Watson parameter. The com­
puted best fit a's and T'S were used to calculate TM and (r) from
eqs 6 and 11.

In our simulations, T peak was varied from 0.1 to 1 f.tS with u's
as large as 100% of T ",ak' For the double-exponential cases, the
relative contributions of each distribution to the total emission
was varied by scaling the (3's. Quenching rate constants and
quencher concentrations were adjusted to simulate varying degrees
of quenching.

RESULTS
We found that the optimum fitting procedure was to use

no more exponentials than required to give a statistically
acceptable x,'. The use of more exponentials made for slow
convergence, false minima, and program crashes. Two to four
exponentials sufficed for all of the systems described here,
although the broadest bimodal distributions would occa­
sionally give x,' as large as 1.2 even with four exponentials.

We now demonstrate that our approach gives valid esti­
mates of rM and (T) for a wide range of models. Note that
our conclusions are independent of whether or not the data
required deconvolution. Also, the results were similar for 10K
and 40K peak counts data.

For narrow single-distribution functions (u .::; 0.37peak),

accuracy in TM and (T) was typically better than 1%. This
is not surprising since, as the distribution becomes narrower,
the system approaches a single exponential. A small system­
atic underestimation of (T) was observed for wider distribu­
tions with longer Tp"ks. This underestimation is due to the
low-amplitude tail on the decay that extends beyond our 4-l's
measurement window and the sensitivity of the (7) calculation
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Table I. Accuracy and Precision of Lifetimes of Gaussian Distributions(l

simulation parameters, p.S fitted parameters, IJ.S

Tm (% error) (T) (% error)

0.7

0.7
0.1

0.7

0.7
0.1

o
A. Single Gaussian Distribution

0.886 1.24 0.884 ± 0.003 (0.25)

Bl. Double Gaussian Distribution
0.222 0.707 0.228 ± 0.001 (2.8)

1.19 ± 0.004 (3.7)

0.675 ± 0.005 (4.5)

[Q],M

simulation parameters, JlS fitted parameters, JlS

Tm (% error) (T) (% error)

0.25
0.75
2.0
4.0

B2. Double Gaussian Distribution with Quenching (kq = 1 M-l StS-1)

7 0.192 0.485 0.197 ± 0.003 (1.6)
7 0.158 0.311 0.160 ± 0.003 (1.3)
7 0.118 0.180 0.123 ± 0.0004 (4.1)
7 0.089 0.117 0.092 ± 0.0006 (2.9)

0.475 ± 0.002 (1.9)
0.308 ± 0.001 (1.2)
0.179 ± 0.0004 (0.7)
0.116 ± 0.0003 (0.5)

lin =5, 6 where standard deviations are calculated. The time base is 4 /lB. Fits are not deconvolutions and are from the data peak to the
point at which intensity is negligible.

to longer lifetimes because of the 72 dependence in eq 11.
Increasing the range of data acquisition corrects this problem,
as shown by its absence for shorter lived distributions using
the same measurement window. Even for the pathologically
wide single-distribution functions where (J = T peak, the errors
are not large (Table I) and can be traced to too short a
measurement window with some loss of data at long times.
Tbe important TM is accurate to 0.25%.

Errors are only slightly worse for the extremely wide double
Gaussian distribution (0"1 = Tlpeak. tT2 = T2peak) where the
contribution from both Gaussian parameters are equal (i.e.,
PI =I, 7","1 =0.7 IlS, fJ2 = 7, 7"",k2 =0.11'8) and the standard
deviations equal their peak lifetimes. We will refer to this
as the very wide double Gaussian system. Errors are <3%
for 7M and <5% for (7). (7) again exhibita the systematic
underestimation because of the limited acquisition range and
could easily be improved by using a wider data acquisition
window. For double Gaussian distributions witb narrower u's,
closer 71""'S, or larger differences in the areas under tbe two
Gaussian curves, the errors become significantly smaller
(~I%).

As expected the very wide double Gaussian distribution
with equal contributions from the two Gaussian parameters
sbowed tbe worst errors. We focus on these results. Section
B2 of Table I shows the effects of dynamic quenching. Errors
are acceptably small over the entire quenching range. Tbe
errors in (T) decrease with increasing quencher concentration.
We believe this effect is due to the loss of long-lived compo­
nents on qoencbing. As the quencher concentration is in­
creased, the distribution shifts to shorter lifetimes and the
components tbat had fallen outaide of the measurement
window are brought into range.

Despite the systematic errors discussed above, our estimated
7M'S are very close to the true 7M'S for the quenched wide
double Gaussian distribution. As with the unquenched wide
double Gaussian distribution, even better agreement in
quencbed systems is obtained for narrower u's, larger dif­
ferences in the total contributions from the two components,
or 7 p,,'s that are not so widely separated.

To demonstrate the utility of eq 10 we computed a simu­
lated Stern-Volmer quenching plot applied to tbe very wide
double Gaussian distribution. The result is shown in Figure
IA witb the true TMol7M (=IolI) shown as a solid line along
with tbe simulated results. The excellent agreement leads to
the correct conclusion that quenching occurs by a purely
dynamic mechanism.

These results also indicate that this method is applicable
to a wide range of distributions, not just Gaussians. In dy-

namic quenching, longer lived components are more heavily
quenched, resulting in a skewed, non-Gaussian distribution.
The results for the quencbed double Gaussian data of Table
I and Figure IA show our success in the treatment of this
asymmetric bimodal distribution. Thus, the metbod can be
applied to both symmetric and asymmetric distributions.

An alternative approach to our sum of several exponentials
would be to deconvolute the data directly with an impulse
response that is a single or double Gaussian or Lorentzian
distribution. For systems that actually conform to such
distributions, the calculated 7M'S computed from the fits will,
of course, be correct. Furtber, the number of parameters is
less than required by our sum of several exponentials as two
exponentials require four parameters while a Gaussian dis­
tribution requires only three. However, without having the
software for such deconvolution, we cannot comment on the
relative computational speeds of the two approaches. Nor can
we verify that the distribution function approach will yield
reliable fits to distributions that do not conform to the fitting
distribution (e.g. the quenched Gaussian distribution) witbout
an excessive number of parameters. While we suspect that
this alternative approacb will work, its superiority over a sum
of several exponentials, wbicb we have shown will give sat­
isfactory results for non-Gaussian distributions, still needs to
be confirmed.

It should also be noted that at very high peak counts
(100K-500K), there is a discernible difference between a
Gaussian distribution and a sum of two exponentials. Thus,
under such conditions, a distribution may be more accurate
for computing decay parameters in some systems.

Some workers report (7) as a function of quencher con­
centration. We show (7)0/(7) Stern-Volmer plots in Figure
IA and lB. For tbe broad double Gaussian distribution, there
is clearly no correlation between this plot and the intensity
plot, and any inferences drawn concerning the quenching
mecbanisms are meaningless. For all but a single-exponential
decay, utilizing (7) is not useful.

Parts Band C of Figure 1 demonstrate another pitfall.
Some workers fit their data to a sum of two or three expo­
nentials and then examine the quenching behavior of tbe
separate decays as though they were true single components.
If the decays really were a sum of two or three exponential
decays, then the resulting quenching plots would provide
information about the discrete system components.

The hazards of this approach are shown in parts Band C
of Figure I, which give the extracted double- and triple-ex­
ponential parameters to our data for the very wide double
Gaussian distribution. Plota of 7oJ7, versus [Q] are shown
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for each of the "resolved" components. The Stern-Volmer
quenching plots are nicely linear and can be interpreted by
a plausible quenching model. This could lead the incautious
to the totally erroneous conclusion that the system is a discrete
two- or three-site one. As expected, none of the single-com­
ponent quenching plots agrees satisfactorily with the true 1011
data.

There can be warning that this discrete model is incorrect.
The x,"s (1.6-7.2) are significantly greater than 1.0 for sin­
gle-photon counting data, which would lead to the rejection
of a simple two-site fit. The deviations are not so large that
the failure of a two-site model would be detected on most
analog instrumentation. However, at 40000 peak counts on
a single-photon counting system the x! (1.0-1.3) gives little
warning of a failure of the three-site model. These results
again emphasize the hazards of trying to draw detailed
mechanistic conclusions based on discrete multiexponential
fits to systems that may well be distribution functions.

In turning to real data, Figure 2shows intensity and lifetime
quenching plots for Ru(phen)s'+ adsorbed onto silica. In
contrast to the simulated data, this system has several com­
plexities. The emission is weak, and scatter and luminescence
from the silica support are noticeable signal contributions,
especially at short times. Because of the difficulty of repro­
ducible sample placement in our gas cell, the fast background
in the lifetime measurements cannot be accurately removed
by simple blank subtraction.

Two 'Mol'M versus [Q) plots are shown. The triangles show
the data calculated without any attempt to remove the silicas
scatter-fluorescence contribution. To reduce this error,
however, we noted that the multiexponential fits consistently
gave a very short-lived component (3-5 ns) that is unchar­
acteristic of the metal complex (typically>100 ns) but is
present on the silica. We, therefore, assumed that the
short-lived component was contributed from the silica, and
we repeated the calculations discarding the short-lived com­
ponent by omitting it in eqs 6 and 7. The corrected data are
shown as circles. The excellent conformity between 'Mol'M
and 1011 indicates that quenching in this system is virtually
all dynamic. However, even if we use the uncorrected data,
80% of the emission is quenched dynamically at the highest
oxygen concentration while 86% of the emission is quenched
by all mechanisms; this leaves only 6% of the total quenching
being static. Thus, the apparently large discrepancies between
1011 and 'Mol'M are actually not large at all. In conclusion,

,ooo~o ' , , , , '20.00 ' ,,. 40.00""" 60.00' 8000

Oxygen Pressure (em Hg)
Figure 2. Intensity and lifetime oxygen quenching of Ru(phen),2+ on
a Cab-O-Sil disc: (asterisk) experimental loll; (.0.) 'MOI'M using a
four-component fit with no baseline correction; (0) TJM)/TM using a
four-component fit with a baseline correction by omitting the =5-05
component.
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Figure 1. Calculated parameters for the quenched broad double
Gaussian distribution (Table I, part B): (A) true 'MO/'M or 1011(-),
(')0/(,) (---), and computed results (asterisks) usin9 noisy data fit
by the method of the text; (B) treatment of the data of part A assuming
quenching of two independently emitting species (,of, for the long-lived
(0) and short-lived (0) components, true 'MO/'M or loll (-) and
(, )01(,) (---l); (C) treatment of the data of part Aassuming quenching
of three independently emitting species (long-lived (0), medium-tived
(.0.), and short-lived (0) components. true TM01TM or 1011 (-».
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on this silica support the dominant quenching mechanism is
dynamic with a small or negligible static component.

We have applied our preexponential weighted mean lifetime
to other metal complexes bound to silica systems (3, 6) and
to silicone polymer supported systems (3, 10). For the other
silica systems, dynamic quenching is the dominant, if not sole,
quenching mechanism, althuugh the need for the scatter­
fluorescence corrections does not completely preclude a small
static quenching component. For the more strongly emissive
polymer systems, the scatter-fluorescence of the support is
negligible, nu shurt-lived cumpunent is required, and the
systems are clearly quenched only by dynamic processes.
Details on these systems are reported elsewhere (3, 6, 10).

While our method does not provide detailed microme­
chanistic information, it gives the relative contributions of
static and dynamic quenching. For a general system having
both static and dynamic quenching

loll = (l/{dynam;,)(I/{,tat;,) = (TMoITM)(I/{,tati,) (13)

where [01 [is the ohserved intensity quenching ratio, {,tati, is
the fraction of excited species that are not quenched statically,
and {d""",;< is the fraction of excited molecules escaping static
quenching, which are not quenched dynamically. Independent
of mudel, II{dynom;, is given by TMol TM' Thus, II{,tat;, can be
approximated from the measureable 10/ I and TMol TM' From
the TMol TM and 1I{'"'tiC' the researcher can then derive models
to fit the ubserved results.

For data uf the precision shuwn here, it will be necessary
for the static cuntribution to exceed about 10% of the total

intensity quenching for reasonable accuracy in the extraction
and modeling of a static component to be possible.

For all of the systems under investigation in our laboratory,
the differences between loll and TMolTM are so small that we
have no evidence for static quenching, and we have been
unable to apply the above approach to our data.
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A detailed study of the photophysics and photochemistry of
polymer-immobilized luminescent transition-metal complex
oxygen sensors is presented. Emphasis is on understanding
the underlying origin of the nonlinear Stern-Volmer quenching
response. Microheterogeneity is important in both photo­
physical and photochemical behavior, and the nonlinear
quenching responses in RTV 118 silicone rubber can be ad­
equately described by a two-site model, although detailed
lifetime measurements suggest a more complex underlying
system. Counterion studies with quenching counterions are
shown to be useful probes of the structure of the complex in
the polymer. While oxygen enhances photochemical insta­
bility, singlet oxygen is not directly implicated in sensor de­
composition. I n the photochemistry there is at least one
reactive and one much less reactive site, although the pho­
tochemistry and quenching measurements probably sample
different populations of sites. The existence of reactive sites
suggests that stability can be enhanced by a preliminary
photolysis to eliminate the more reactive sites.

INTRODUCTION

Luminescence-based optical sensors are becoming in­
creasingly important, particularly in the area of fiber optic
sensors (1). These sensors are frequently supported in
polymers or gels or on surfaces. In contrast to more con­
ventional homogeneous luminescences these supports are
frequently heterogeneous on a microscopic scale and give rise
to complex decay kinetics that can be characterized as sums
of several exponentials or as distribution functions of expo­
nentials (2--0). This complexity can frequently result in poorly
understood sensors.

An important class of luminescence sensors is O,-quenching
sensors, which are based on the decrease of luminescent in­
tensity and lifetime of the sensor material as a function of 0,
tension (7-12). In homogeneous media with only a single­
component exponential decay, the intensity and lifetime forms
of the Stern-Volmer equations with both static and dynamic
quenching are

70/7 = 1 + Ksv[Q] (la)

K sv = k,70 (lb)

10/1= 1 + (Ksv + K,q)[Q] + K,qKsv[Q]' (lc)

where [Ql is the quencher concentration, 7'S are lifetimes, rs

1 Current address: Environmental Engineering Science, California
Institute of Technology, Pasadena, CA 91125.

0003-2700/91/0363-0337$02.50/0

are intensities, Ksv and k, are the Stern-Volmer and bimo­
lecular quenching constants, respectively, and K,q is the as­
sociation constant for binding of the quencher to the lumi­
nescent species. The subscript 0 denotes the value in the
absence of quencher. If plots of 70/7 or 10/1 versus quencher
concentration are linear and match, quenching is purely dy­
namic (i.e., K,q = 0). If 10/1 is above 70/7, static quenching
is present.

However, in many microheterogeneous systems, the mul­
tiexponentiality of the decay curves and the uncertainty of
the fitting model preclude evaluating a single-exponential 7

for use in eq 1. Even the question of the relative contributions
of static and dynamic quenching is difficult to address.
Further, the 10/1 plots are downward curved, which makes
more accurate calibration difficult.

We reported an 0, sensor based on quenching of a tran­
sition-metal complex Ru(Ph,phenj,'+ (Ph,phen = 4,5-di­
phenyl-l,lO-phenanthroline) in a silicone rubber (12), As with
most quenching-based sensors, the response exhibits down­
ward curvature. In view of the very long unquenched lu­
minescence lifetimes of many transition-metal complex sensors
(13,14), these complexes seemed ideal to explore the mech­
anisms of the nonlinear Stern-Volmer plots and to develop
models for predicting sensor response.

Our goals were to examine in detail the photophysics and
photochemistry of the quenching-based 0, sensor by using
RuL32+ where L is an a-diimine (2,2'-bipyridine, 1,10­
phenanthroline, and their substituted analogues) in a silicone
rubber. As we will show, quenching in these systems is purely
dynamic, with the downward curvature resulting from site
heterogeneity. Further, a very simple two-state model gives
excellent fits to our experimental intensity-quenching results.
The photochemistry also exhibits heterogeneity, which may
prove useful for stabilizing sensors.

EXPERIMENTAL SECTION
Chemicals. Tris complexes, RuL,'+, of the following ligands

were prepared by literature methods (15). The abbreviations for
the ligands are bpy =2,2'-bipyridine, phen =1,10-phenanthroline,
Ph,phen = 4,7-diphenyl-l,10-phenanthroline, 5,6-Me,phen =
5,6-dimethyl-l,10-phenanthroline, and 4,7-Me,phen = 4,7-di­
methyl-l,lO-phenanthroline. The BPh, salt of Ru(4,7­
Me,phen),'+ was prepared by metathesis from the perchlorate
salt (16). In addition, the cis-Ru(phen),(CN), was prepared by
literature methods (17).

The one-part RTV 118 and the two-part RTV 615 were from
General Electric Corp. The one·part air-cured Dow Corning
silicone was a Silastic medical adhesive tape, Catalog No. 891.
Samples were prepared as described earlier (12) by using ~1 mM
solutions of the complex in CH,CI2• Film thicknesses were typ­
ically 0.005-0.015 in. Earlier results showed behavior was inde­
pendent of film thickness. The recommended slow evaporation
procedure was used to improve film quality (12).

© 1991 American Chemical Society
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Table II. Photochemical Decomposition Rates

°450-nm excitation. b42Q-nm excitation. cExhaustive lo-h Soxhlet
extraction with CH2Cl2 before forming sensor.

Table I. Sensitivity to Oxygen Quenching of Metal
Complex-Polymer Systems

Initxor,en/1air

Ru(4,7- Ru(4,7- Ru-
solvent/ Me,phen),- Me,phen)- Ru(phen),- (Ph,phen)3-
support (CIO,), (Ph,B), (CN), (CI0,),

methanol 6.7 6.7 14.7 19.6
RTV 1I8 5.6 4.3 4.0 7.4
Dow 891 3.6 1.3 2.1 5.6
RTV 615 2.4 1.0 2.6 1.26

0.73
0.55
0.43
0.61
0.55

9 (1.00)
13 (1.06)
22 (1.45)
14 (1.00)
11 (0.78)

1.65
4.0
7.0
3.5
2.3

exponential plus
baseline

exponential lOSkobs, S-I

abs lOSkobs, S-I (¢phow) F

0.15
0.036
0.06
0.1
0.1

complex

RESULTS
Figure 1 shows the emission spectra of the three complexes

in different media. The emission spectra of Ru(bpy),2+ is
strikingly sensitive to media, Ru(phen),'+ much less so, and
Ru(Ph2phen),'+ is virtually media independent.

Figure 2 shows O2 intensity-quenching data for Ru­
(Ph2phen),'+ along with the earlier reported intensity data.
The current data extend to a full atmosphere of pure oxygen.
Figure 3 shows intensity- and lifetime (TM)-quenching data
for both Ru(bpy),'+ and Ru(phen),'+.

Table I gives the one-point intensity-quenching data
(lni"",.nll.i')' For homogeneous media such as methanol, the
Stern-Volmer plots for these complexes are known to be
linear, but no detailed studies were performed in the silicones.

Table II shows the results of photochemical decomposition
studies using both a single-exponential model and a single­
exponential plus a baseline model. <Pph,", was normalized to
1.00 for Ru(bpy),'+ for the 450-nm studies. For the extraction
study of Ru(phen),'+ at 420 nm, <Ppbo", was set to 1.00 for the
sample that was not exhaustively washed.

The single exponential with a zero baseline gave very poor
fits using 10'-s photolyses. However, the deviations were much
less obvious for our original 2000-s irradiations, and one might
have been fooled into accepting the misleading results of the
single-exponential fit (Table 11). Acceptable fits with no
obvious systematic errors were obtained with the exponential
plus a baseline model for the 2000- and 1O'-s irradiations.

Figure 4 shows the intensity-quenching plots for Ru(bpy),2+,
Ru(phen),'+, and Ru(Ph2phen),'+. The solid lines are best
fits using model 2 described later. The estimated uncertainties
on the lolrs are 1-2% based on the precision of the individual
intensity measurements. These uncertainties also match the
residuals in our modeling.

DISCUSSION
The luminescence of all the complexes arise from ligand

to metal charge-transfer (MLCT) excited states where the
emitting state is derived from a configuration involving pro­
moting a metal d electron to a ligand ;r* antibonding orbital.
The long microsecond lifetimes arise from the emitting states
containing a high degree of triplet character; however, to
denote them as triplets and the emissions as phosphorescences
is probably a misnomer. Due to the high atomic number of
Ru, the emitting states are best described as spin-orbit states

Ru(bpy),(CIO,),'
Ru(phen),(CIO,l,'
Ru(5,6-Me,phen),(ClO.),'
Ru(phen),(CIO,),b
Ru(phen),(CIO,),b,

Absorption spectra for the RuL3
2+ species in RTV 118 showed

no new bands or significant spectral shift. This, coupled with
the similarity of the emission spectra in dilute solutions and in
the film!;, indicates that aggregation is not significant.

Photophysical Measurements. Static de luminescence
measurements were made on a SPEX Fluorolog system (I8).
Luminescence lifetime measurements were made by using a
homemade time-correlated single·photon-counting system (19,
20). Solution spectra were measured at ~100 ~M.

To survey different polymer-complex systems one-point in­
tensity quenching data (Initrogen/1air) were taken for several com­
plexes. Different polymers and methanol were used as the sol­
vents.

AU measurements were made at room temperature (22 ± 2°C).
Air mea!=;urements used room air. Previous measurements have
shown that the systems are not affected. by variations in humidity
that include putting the sample in water (12). For the pressure
dependence studies, the gas was pure oxygen and the pressure
wa5 varied with a pump.

Photochemistry. Photochemical studies were performed by
irradiating low optical density films in air in the Spex spectra­
fluorometer. Decomposition was monitored by following the
emission intensity. Excitation bandwidth was set to the maximum
of 16 nm to minimize photolysis times. Excitation was near the
peak of the vi'ihle metal-to-ligand charge-transfer transition, and
the emission was monitored at the wavelength of peak emission.
Since emi!=;!=;ion intensity is directly proportional to concentration
under our conditions and the only likely emitting species is the
starting material, the decay of the emission intensity is directly
proportional to the surviving concentration of the sensor material.

Photochemical decomposition curves (luminescent intensities
vs time) were fit to a simple first-order decay

E(I) = K exp(-k,,,,t) (2)

where E(t) is the emission intensity as a function of time, K is
a proportionality constant, and kobs is the photochemical rate
constant. In addition, since eq 2 did not give very good fits, we
used a decaying exponential on a constant baseline:

E(t) = K[(1 - FJ exp(-k,,,,t) + F] (3)

where F corresponds to the fraction of the total emission that is
not lost from extended photolysis.

We were al~ concerned that materials left in the polymer might
be responsible for the degradation. To test this hypothesis, we
exhaustively extracted a film in a Soxhlet extractor overnight with
CH,Cl,. R,,(phen),r sensors were constructed by using the virgin
and extracted films and photolyzed.

Since our samples are optically dilute, the relative quantum
yields were computed from

<Ppbo", = k"",I' (4)

where f is the molar extinction coefficient at the excitation
wavelength.

Data Treatment. For ascertaining the relative contributions
of static and dynamic quenching, we used the method described
in the previous paper (2 I). The preexponential weighted mean
lifetime, TM

TM " La;T;/La; (5)

was computed. The necessary (V's and T'S were extracted from
the decays by deconvolution assuming an impulse response that
is a sum of exponentials; a Marquardt nonlinear least-squares
algorithm was used (19, 20, 22). The success of the fit was judged
by the magnitude of the weighted x;, the appearance of the
weighted re!=;iduals plot, and various goodness of fit indicators such
as the Durbin-Watson parameter. The number of components
was varied until a statistically valid reduced x2 was obtained. The
computed best fit (V's and T'S were used to calculate TM from eq
5.

Even if no physical significance can be ascribed to the T'S and
cy's, the following is true if there is no static quenching:

loll = TMolTM (6)

Thus, if we use TM'S rather than single-exponential lifetimes in
our Stern-Volmer equation, we can compare intensity and lifetime
data in microheterogeneous systems to assess the presence of static
quenching.
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Figure 1. Emission spectra (450 nm) of RU(bpy)/+ (A). Ru(phen),2+
(B). and Ru(Ph,phen)/+ (C) in different media.
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I I 1 (7)
01 = fOI/(1 + KSVI[Q]) + fo';(l + K SV2 [Q])
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Figure 2. Current 0, intensity-quenching data for Ru(Ph,phen)/+ in
RTV 118 (asterisks) along with the earlier reported intensity (X) data
(12).

bation is a consequence of the excitation being localized in
the metal a-diimine portion of the complex (-N=C-C=N-)
(24). The more extended the complex, the greater the
shielding of the excited portion and the smaller the solvent
perturbations of the emission spectrum. In particular, the
bulky phenyl groups are extremely effective at shielding the
excited state from solvent perturbations. Similarly, micelles,
surfactants, cyclodextrins, and intramolecular hydrocarbon
tails can shield excited states of Ru(lI), Os(Il), and Re(1)
complexes from solvent perturbations (25-27).

It is difficult to put precise errors on the TOMI TM data, since
they are so indirectly derived. The simulation of the previous
paper suggests that good precision is possible. However,
experimentally, with our data and instrumentation for a va­
riety of systems, we find that experimental uncertainties,
especially at high degrees of quenching exceed those,of the
simulations. On the basis of our observed noise levels for
different systems, it appears that for the Ru(bpy)!+ and
Ru(phen)!+ data of Figure 3, TOMI TM versus l oll can be
considered within experimental error of each other, and 0,
quenching is essentially purely dynamic. The slight fall of
the TM data for Ru(phen),'+ is probably within experimental
error. However, even if the fall-off is real, the total quenching
is 79% at high 0, concentrations while dynamic quenching
is 75%. Static quenching, if present at all, could account for
no more than a few percent of the total quenching.

The downward curvature of the Stern-Volmer plots ne­
cessitates a model more complex than a single species
quenched bimolecularly. Microheterogeneity is required to
explain these results. We evaluated two mechanistic models:
(1) The complex exists in two distinctly different environ­
ments, with one being quenchable and the other being un­
quenched. (2) The complex exists in two distinctly different
environments, with both being quenchable but with different
rate constants.

Modell is the minimal dynamic model giving downward­
curved Stern-Vobner quenching. It assumes two independent
sites with only one having significant sensitivity to oxygen
quenching. Model 2 is a more realistic two-site model that
includes quenching of both sites. The basic equation for model
2 is
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rather than as either singlets or triplets (23).
The emissions can frequently show significant alterations

with changes in solvent polarity or donorI acceptor properties
due to the fact that the emitting states involve large radial
changes in charge distribution. This is seen clearly for Ru­
(bpy),'+ (Figure 1A). The solvent perturbations are strongly
attenuated for Ru(phen),'+ and all but eliminated for Ru­
(Ph2phenh2+. This decreasing sensitivity to solvent pertur-
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Figure 3. Intensity- (asterisks) and TM lifetime- (0) quenching data for
both Ru(bpy),'+ (A) and Ru(phen),'+ (B).
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Table III. Model 2 Oxygen-Quenching Fitting Parameters
for RuLl+

KSV1 • KSV2•
sample to! (cmHg)-' t02 (cmHgt' x'

Ru(bpy),2+
film 1 0.57 0.070 0.43 0.0069 0.0074
film 2 0.61 0.056 0.39 0.0053 0.0046

Ru(phen)'" 0.65 0.197 0.35 0.015 0.025
RU(4.7-Ph,phen),2+ 0.97 0.4 0.03 0.021 0.19

"-.2.00
o

1.50

component under unquenched conditions and the Ksv/s are
the associated Stern-Volmer quenching constants for each
component. Modell is a special case of model 2 with K SV2
= O. The equation of model 1 has been used to generate
calibration curves for luminescence sensors (8).

In addition, we also tested the widely used, but purely
empirical, power law quenching model that accounts for the
downward curvature of the Stern-Volmer plots.

loll = 1 + K[Qjm (8)

where K and m are fitting parameters with no physical sig­
nificance.

Modell was unacceptable compared to model 2. Model
1 gave distinctly inferior fits compared to model 2 with x's

1.00 ··rrTTTrnTT~

0.00 20.00 40.00 60.00 80.00
Oxygen Pressure (em Hg)

Figure 4. Intensity 02-quenching data for Ru(Ph2phen)/+ (A), Ru­
(phen),2+ (8), and Ru(bpy),'+ (C) in RTV 118. The solid lines are the
best fits using model 2.

that were 50-100% larger than for model 2. This result is
physically reasonable, as it seems unlikely to have two species
in a polymer with one being heavily quenched and the other
virtually unquenched.

Table III summarizes the best fit parameters for model 2
with the three complexes, Figure 4 shows the best fits to the
experimental data, Clearly, the data· are fit within experi-



mental error. Similar fits were obtained with the lifetime data;
due to much larger uncertainties in the TM'S the results are
less accurate (see Figure 3) and are not reported here (5).

Model 1 is inferior to the power law. Model 1 and the power
law gave indistinguishable results for Ru(bpYh2+; however,
for the other two complexes, the x2were 2-5 times larger than
for the power law.

Model 2 was superior to the power law in all cases; the x2

for Ru(phen)r was 4 times smaller. For Ru(bpy)l+' X2was
30% smaller. For the Ru(Ph2Phen),2+, x2was only 10% lower.
However, this last case is not surprising as there is little
curvature and the nonlinear corrections are minimal. Thus,
model 2 provides superior fitting compared to the empirical
power law or model 1.

In view of the ability of data described by complex decay
kinetics to be fit by relatively simple decay schemes, it is quite
possible that a two-component model can fit the data but not
be correct. We address this question. If a two-component
model is truly correct, the lifetime data should be fit by two
exponentials and the lifetime and contributions should cor­
relate with the parameters derived from the intensity­
quenching data. For Ru(bpyh2+ the decays for the entire
oxygen concentration range were dominated by two compo­
nents, which account for 96-99% of the total emission in­
tensity. Further, both components are quenched in a chem­
ically reasonable fashion; the degree of quenching for each
component changes monotonically with oxygen pressure, and
the rate constants are reasonable. However, the relative
contributions of the short- and long-lived emissions to the total
emission intensity are 16-31 % and 65-80% over the oxygen
pressure 0-1 atm, respectively. These deviate noticeably from
the 40/60 ratio derived from the intensity data (Table Ill).

For Ru(phen),2+ three lifetime components are required to
account for about 90% of the emission; the components are
not quenched in a monotonically decreasing fashion, and their
contributions to the total emission intensity are inconsistent
with a physically plausible model. Thus, while a two-site
model may be a chemically reasonable model for Ru(bpy),H,
it is certainly incorrect for Ru(phen)l+. In view of the com­
plexity of polymeric systems, it seems likely that the two-state
model is also incorrect for Ru(bpYhH

Even though the two-site model may be chemically incor­
rect, it is excellent for fitting intensity-quenching curves. The
agreement is not surprising given the well-known ability of
two exponentials to give excellent fits to complex decay curves
made up of distribution functions of exponential decays es­
pecially at the count levels used on most single-photon­
counting instruments. Thus, while the two-site model is not
the full chemically correct model, it has excellent predictive
and calibration properties, has a chemically sound basis, and
(at least for inorganic complex sensors) is preferable to the
less accurate power law calibration equation (8).

Our results demonstrate clearly that the lifetime data are
more sensitive to subtleties of the micromechanistic photo­
physics. In this case we are able to establish inadequacies of
model 2 that were not detected by intensity-quenching
measurements only. It is also clear that resolution of the
detailed mechanism in these complex polymer systems will
require even better lifetime data than we are able to obtain
with a conventional l1ashlamp-based time-correlated pho­
ton-counting system. Probably our largest source of error was
the long tail on our 50ns (fwhm) excitation source, which gave
a contribution of l1uorescence at long times and required
deconvolution for all (including microsecond range) lifetimes
and the relatively low peak counts (",10') (19).

Photochemistry. We have observed a low-level decom­
position of the Ru(Ph2phen)l+ complex under intense, pro­
tracted irradiation. The effect is enhanced in the presence
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of oxygen. Oxygen quenching of the complexes is an efficient
source of singlet oxygen (102) in homogeneous (28) and het­
erogeneous media (29). Since 102 is a well-known reactive
species, it may attack and destroy the complexes. To test this
possibility, we exploited the anticipated differences in re­
activity of different complexes to '02 attack. In 1,10­
phenanthroline the bridging 5,6 double bond is much less
aromatic than the fully aromatized pyridine rings, has much
more double bond character and is, thus, a likely target of
singlet oxygen attack. To test this hypothesis, we photolyzed
Ru(bpy)l+ (completely lacks the reactive double bond), Ru­
(phen)32+ (has the bond without activating groups), and Ru­
(5,6-Me2phen)l+' which has a much more reactive double
bond. For example, tetramethylethylene is an extremely
reactive single-oxygen scavenger (30).

The ko",'s of Table II for a decay without a baseline suggest
that there is an increasing reactivity with activation of the
double bond. However, this apparently rapid decay of the
phen complexes relative to the bpy one is spurious; this is a
consequence of the larger limiting photolysis levels for the bpy
complex and not the higher reactivity of the other complexes.
This is seen by examining the ko",'s for the exponential plus
baseline fits, which reveal that the kobs's differ by only a factor
of 2.4. However, when corrected for the extinction coefficients
of each complex, the "'phot<> are 1.00:1.06:1.45, which shows no
significant activation of the complexes on going from the bpy
complex (no reactive double bond) to the Ru(5,6-Me2phen),H
complex, which should be quite reactive towards singlet ox­
ygen. We conclude that singlet oxygen is not the primary
cause of sensor deactivation.

In the test of the unextracted and Soxhlet-extracted sensor
fihns, the Ru(phen),H photochemistry was very similar in both
sensors with, perhaps, an ",20% lower reactivity of the ex­
tracted film. Thus, if polymer components are responsible
for the reactivity, they are not readily extractable.

The photochemical results do shed light on heterogeneity.
If all sites were equally reactive, the simple exponential fit
would apply, but this model does not give acceptable fits. An
exponential plus a baseline gives satisfactory fits. These
results demonstrate unequivocally that there is at least one
reactive site and one much less reactive site. Interestingly,
one of the biggest factors stabilizing the complexes is not kow
but F, the fraction of the unreactive form. Thus, the reactive
fractions are 27%, 45%, and 57% for Ru(bpy),H, Ru(phen)l+,
and Ru(5,6-Me2Phen)l+, respectively.

The F's do not appear to correlate with the fractions of the
two forms in the quenching measurements. While /01 and F
for Ru(phen),H are similar, {OJ for Ru(bpy),H is slightly lower
than for Ru(phen)l+' but F is much higher. Thus, the evi­
dence suggests that the two components in the quenching and
the photochemical experiments do not represent the same
population.

A corollary to the photochemical results is that most of the
photochemistry occurs early. Therefore, to stabilize sensors,
a preuse photolysis may destroy the more reactive component
and leave only the more stable form.

Comparison of Complexes and Supports. Table I shows
a number of interesting features. There is a wide range of
behavior depending on complex and support. Note, in par­
ticular, the different behavior with different counterions for
Ru(4,7-Me2phen)l+. The BPh,' systems have oxygen­
quenching sensitivities much lower than those of the analogous
CIO.- systems, and the differences are highly support de­
pendent. In methanol there is no difference between the two
species, while in RTV 615, the BPh.- salt is completely un­
quenched; this is in marked contrast to the perchlorate.

Tetraphenylborate is a quencher of the excited states of
our metal complexes. Earlier, we exploited this fact to de-
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termine whether the counterion was closely associated with
the metal complex when the complex was bound to micelles.
The closer the association, the more effective the counterion
at quenching the complex (16). A similar argument would
apply here. The less polar the environment, the more strongly
the complex would ion pair with the quenching BPh,-, the
shorter the lifetime, and the less the degree of oxygen
quenching. Our results allow us to rank the polarity of the
different polymers by their tendency to promote ion pairing.

In methanol, the solution is too dilute for the BPh,- to
quench, and as expected, we see no differences between the
perchlorate and BPh,- salts. In all the polymers, however,
there is evidence for ion pairing; the Initrogen/lajr values are
always smaller for the BPh,- salts. The less polar the polymer
the stronger the ion pairing and the poorer the O2 quenching.
Thus, experimentally, the polymer polarity decreases on going
from RTV 118 to Dow 891 to RTV 615.

Even without BPh,-, there are large differences in polymer
performance. RTV 615 has the poorest performance. This
is a two-part polymer that is initiated with a free radical
catalyst. We suspect that some of the catalyst persists in the
polymer and quenches the sensor, thus degrading its per­
formance. Even extended extraction with CH,Cl, did not seem
to reduce the quenching.

Also, one cannot use oxygen quenching in a homogeneous
solvent such as methanol as a predictor of sensor performance
in polymers. The methanol data would predict that Ru­
(phen),(CN), would be markedly superior to Ru(4,7­
Me,phen)}+, yet in all the polymer systems, the Ru(4,7­
Me,phen)}+ is superior. Similarly, the methanol data predicts
that Ru(Ph,phen).r will be the best sensor. While this is true
in RTV 118 and Dow 891, Ru(Ph2phen)r is poorer than the
other complexes in RTV 615.
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Solid powder samples deposited in a graphite tube furnace
are vaporized and introduced into a magnetron rotating di­
rect-current arc plasma. The arc plasma has the form 01 a
radial current sheet that completely covers the end 01 the
graph"e anode. The sample vapor from the grapMe lurnace
is lorced to pass through the current sheet. This ensures
adequate sample-plasma interaction and results in detection
limits in the microgram/gram range. Analytical data will be
presented lor pure solid powder samples and for a number 01
NIST biological reference materials. Percent error values lor
the determination of various metallic elements using the me­
thod of standard additions ranged Irom 1.2% to 19.6%.
Absolute detection limits at the subnanogram level are re­
ported.

While most direct-current plasma (DCP) research has fo­
cused on solution sample analysis, recently there has been
increased interest in the analysis of direct solid samples. The
advantages of solid sampling include the saving of time and
effort in the preparation of samples as well as the reduced risk
of sample contamination and loss due to the sample prepa­
ration methods.

A numher of authors (1-3) have used various forms of
sample digestion and dissolution to determine various metals
by DCP in complex matrices including animal tissue (4), plant
tissue (5), aircraft lubricating oils (6), and environmental
samples (7). While these methods produce adequate results,
the complicated and time-consuming chemical pretreatments
can be very cumbersome.

Fry and co-workers have investigated a variety of solid
samples by nebulizing a slurry of suspended solids into the
DCP (8-10). In this method, the solids are milled and sus­
pended in a solution that is introduced into a clog-free Bab­
ington-type nebulizer. Laser ablation DCP spectrometry has
been used by Sneddon and co-workers to sample metallic
species in solid and pelletized powdered samples (11, 12). In
this work, a low-energy Nd:YAG laser ablates the sample,
which is then carried to the DCP by a flow of Ar_ Other forms
of direct solid sampling include the introduction of a solid
powder in a gas stream to a two-jet plasmatron (13) and the
use of a ceramic nebulizer with a plastic spray chamber as a
means of introducing dilute aqueous suspensions into a DCP
(14).

Slinkman and Sacks (15, 16) recently descrihed a magnetron
rotating DCP device that combines a hollow cylindrical gra­
phite anode, a coaxial WITh (4%) cathode wire, and a
magnetic field parallel to the electrode axis to produce a
rotation of the current channel in a motorlike fashion between
the wire cathode and cylindrical anode. At sufficiently high
rotational frequencies, the current channel assumes the form
of a relatively uniform current sheet, which covers the end
of the graphite tube anode. A tail flame extends for several

• Corresponding author.
I Present address: Nalco Chemical Co., Naperville, IL.

millimeters above the current sheet. Sample is introduced
by passing the aerosol or vapor through one end of the anode
tube and forcing it to pass through the plasma tail flame at
the other end of the tube.

The relatively short sample residence time in the high­
temperature current sheet makes the device more useful for
solution samples introduced from a graphite furnace (17) than
for solutions nebulized into the plasma (16). The interface
of the graphite furnace to the magnetron rotating DCP also
makes possible the introduction of solids.

The analysis of solids has been carried out for years in
graphite furnace atomic absorption spectrometry (18-20) with
samples ranging from soil (21) to bovine liver (22). Elec­
trothermal atomization has also been used to introduce solids
into the ICP (23-25). An electrothermal atomizer has also
been interfaced to a DCP to determine gold in solid algal cells
(26).

This paper describes the application of the magnetron ro­
tating DCP with graphite furnace sample introduction to the
analysis of solid samples. Both pure metal powder samples
and NIST biological reference materials were studied. Percent
recovery data for both types of solid samples and detection
limits for the determination of various metals in the NIST
reference materials are presented.

EXPERIMENT DESIGN AND APPARATUS
Rotating Arc Design and Furnace Interface_ The principle

of operation of the magnetron rotating direct-current arc plasma
has been presented in detail (15). Figure I shows a diagram of
the magnetron rotating DCP, the graphite furnace, and the optical
system used for this study. A radial electric field is generated
in the arc plasma by the use of a cylindrical electrode geometry
consisting of a WITh (4 %) wire cathode (W) and a coaxial gra­
phite tube anode (A). The electrode axis is vertical, and an argon
gas flow through the anode tube (Arl) results in the arc forming
between the cathode tip and the top inner edge of the anode tube.
When this is combined with a coaxial magnetic field generated
by a ceramic ring magnet (M), the E x B drift motion of the
plasma electrons is in the azimuthal direction, and one end of
the arc current channel rotates around the inner edge of the anode
tube. The resulting plasma (P) is a diffuse, stable plume that
covers the end of the anode cylinder. A ceramic insulator tuhe
(T) prevents internal arcing. This system has been descrihed in
detail (15, 16).

Agraphite tube furnace (F) (Instrumentation LaboratorY Model
555) was interfaced to the rotating DCP (17). A 7.5-cm-long,
3.0-mm-i.d. ceramic tuhe was placed in one end of the graphite
furnace. Two pieces of Tygon tubing (9 em long, 3-mm i.d.; and
6.5 em long, 9-mm i.d.) connected the other end of the ceramic
tube to the arc assemhly. The sample was deposited into the
furnace through the sample door (S). The argon sample vapor
transport gas (Ar2) was introduced into the furnace chamber and
flowed into the open end of the furnace to carry the sample vapor
through the ceramic interface (I) and into the arc. The graphite
furnace and DCP are powered hy power supplies PS2 and PSI,
respectively. Construction details and experimental conditions
are found in Table 1.

Optical and Electrical Monitoring. The monochromator
conditions and the data collection procedure have been described
previously (I7). The electrode assembly was oriented with the

0003-2700/91/0363-0343$02.50/0 © 1991 American Chemical Society
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Figure 1. Schematic representation of instrumental setup. P, plasma; M, magnet; A. cytindrical holow anode; T, ceramic insulator tube; W, WITh
cathode; Arl, Ar cooling gas; PS1, arc power supply; I, interlace tube; F, graphite fumace; Ar2, Ar sample vapor transport gas; S, sample inlet;
PS2, graphite furnace power supply; M1 and M2, Qver-and-under mirror configuration; V, spectrometer entrance slit; H, horizontal mask; G,
monochromator; C, computer; R, anattye ring. inset on left (a) shows the view from above the arc and the horizontal viewing axis (E). Inset
on right (b) shows the side view of the arc and the vertical observation window (H).

Table I. Construction Details and Experimental Conditions Table II. Furnace Temperature Program

electrode axis in the vertical direction, parallel to the spectrometer
slits. The image-transfer system used two 50~mm-diameter,

500-mm focal length spherical front-surface mirrors, Ml and M2,
in an over-and-under configuration. The system had a lateral
magnification of 2.0. The arc device was mounted on a transla­
tional slage, permitting the selection of both vertical and horizontal
(normal to the optical axis) observation coordinates.

The plasma was viewed through a segment of the magnet that
was cut out. The plasma was focused onto the vertical entrance
slit (V) and the horizontal mask (H). The observation zones in
the plasma are shown by the two insets. The side view of the arc
(inset b) shows the vertical observation window (H), extending
from the anode surface to 5 mm above the anode surface. The
view from above the arc (inset a) shows the horizontal observation
zone (E; optical axis). Previous studies (16) have shown that the
sample appears to penetrate the plasma near the anode surface.

rotating arc
anode

cathode
cathode insulator

current/voltage
gaf. nOW!\

magnet

furnace
tuhe

ga!\ now

interface

graphite cylinder (Ultra Carbon Type
UF145), 5·mm i.d., 8·mm o.d., 13 mm
long

WITh (4%) rod, I-mm diam
AI,O, tube, 3.0·mm i.d., 5.O-mm o.d., 25 mm

long
12 A/74 V
4.8 Llmin Ar cooling gas, 1.0 Llmin Ar

sample vapor transport gas
ceramic alloy, 22-mm i.d., 60-mm o.d.,

I :l-mm thick; peak field strength (vertical
component) 0.90 kG

pyrolytic graphite, 5.0-mm i.d., 6.4-mm o.d.,
:18 mm long

1.0 L/min Ar
AI,O, tube, 3.0-mm i.d., 5.O-mm o.d.,

75-mm-Iong Tygon tube, 3-mm i.d., 9 cm
long plus 9~mm i.d., 6.5 cm long

element ashing temp, °C atomization temp, °C

Fe 1400 2400
Ni 1400 2500
Zn 700 1800
Cu 1000 2300
Mg 900 1700
Mn 1400 2200

The result is that the greatest analyte line intensities are found
in a ring just above the inside anode wall. This is shown more
clearly in inset a, where R represents the ring of greatest analyte
emission.

Materials and Procedures_ Both solid particle and solution
residue samples were evaluated. Particle sizes of 5-10 and 20-30
J.l.rn of pure Mn and Ni were used for these studies. These size
fractions are operationally defined as the portion of sieved powder
retained by a specific size sieve and passed by another size sieve.
The preparation of the NIST biological reference materials has
been described in detail (27). The average particle size for these
samples was reduced to less than 30 #lm. Atomic absorption
standards (1000 pg/mL, Aldrich, Milwaukee, WI) were used to
prepare solution samples. Lower concentration solutions were
prepared daily by serial dilution with distilled, deionized water.

The powder standards and NIST materials were weighed on
a microbalance and suspended in 0.2% HNO,. These suspensions
were then mixed with an ultrasonic bath and a vortex mixer.
Typically, 30-pi, aliquots of suspensions were drawn and deposited
into the graphite furnace while the suspension was still thoroughly
mixed.

The furnace temperature program consisted of a 1.0-min de·
solvation step at 100 °C followed by a 5.o.s ashing step and a 5.O-s
atomization step. The temperature value that resulted in the
highest signal-to-background ratio for each element is listed in
Table II. No visible condensation of analyte was observed along
the transport lines. The initiation of the furnace heating cycle
did not result in a major change in the plasma structure. The
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pro{'edure for data manipulation has been described previously
{I 7),

2 3

Time (seconds)

Figure 2. Emission wave forms for fhe Mn(H) 259.4-nm line (a) and
the Ni(!) 305.0-nm line (b). All samples were present at the 1.2-u9
level. [n plots a, Ais the signal from 20-30-um Mn powder sampies
and B is from Mn(N03)2 solution residue samples. In plots b. A is the
signal from 20-30-um Ni powder samples and B is from Ni(N03h
solution residue samples.

RESULTS AND DISCUSSION
Study of Pure Solids. Emission intensity vs time wave

furms from pure sulid powders were evaluated tu test the
ability of the furnace-DCP system to vaporize and excite the
solids efficiently, Metal powders with particle sizes of 20-30
.urn were vaporized in the furnace, and the emission wave
forms were compared to wave forms from a corresponding
amount of solution sample for the same metal. The emission
wave forms are shown in Figure 2 where the relative intensity
is plotted as a function of time fur the Mn samples (a) and
the Ni samples (b), The plots labeled A are for the solid
powder samples, and plots labeled B are the signal from the
solution samples. For both metals, the solution samples were
prepared from the nitrate salts. The solid powder suspension
and solution samples were prepared so that a 20-uL aliquot
contained 800 ng of either Mn or Ni.

The Mn plots in Figure 2a show that the powder wave form
and the solution wave form are very similar. The peak areas
from 3 to 5 s show that the powder sample signal is only 1.3%
larger than the solution signal. The Ni wave forms in Figure
2b show that the solid powder waveform A is symmetric, while
the solution waveform B has a shoulder on the rising edge of
the peak. The slight difference in peak structure could be
an indication of different rates of atomization for the two
sample forms. The peak area integrals from 3 to 5 s show that
the signals are within 1% of each other.

These results also indicate that aqueous solution standards
could be used in establishing calibration curves for the direct

160

140
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Figure 3. Analytical curves for Mn and Ni powder samples. In both
cases, 5-10-.um powder samples were used. Each point represents
the average peak area from four experiments.

elemental analysis of these solid powder samples. This would
eliminate the need for using extremely small masses of powder
samples and the errors due to powder-sampling statistics.

Analytical curves for both the Mn and Ni solid powder
samples are shown in Figure 3. Particle sizes of 5--10 I'm were
used to reduce sampling errors. Each point is the average of
at least four determinations. Correlation coefficients for both
curves are greater than 0,999. The relative standard deviation
(RSD) for most points was below ±8%; however, slightly larger
values were ohtained for the lower concentration samples.

Biological Sample Study. The rotating DCP-furnace
technique was used for the analysis of six NIST solid powder
biological reference materials, including pine needles (SRM
1575), oyster tissue (SRM 1566), bovine liver (SRM 1577),
citrus leaves (SRM 1572), tomato leaves (SRM 1573), and rice
flour (SRM 1568). These materials were chosen to represent
a wide range of compositions.

Figure 4 shows the rotating DCP emission wave forms for
an Fe(II) line in tomato leaves (a), pine needles (b), and bovine
liver (c). Emission wave forms labeled A are average inten­
sities from NIST reference materials, and wave forms labeled
B are average intensities from equal amounts of Fe (with
respect to the corresponding NIST reference material) present
in aqueous solutions of Fe(N0:02' In all cases, peak area values
are larger for the solid powder sample than for the solution
sample, The enhancement factors, defined as the ratio of the
Fe signal in the solid powder sample to the signal in the
solution sample, are 1.7, 1.5, and 2.0 for plots a, b, and c,
respectively. The solid powder peaks not only are higher but
are also wider than their corresponding solution peaks. All
of the peaks are fairly symmetric except for the bovine liver
sample in c where there is a significant decrease in the Fe(II)
intensity from 3 to 3.5 s, This is probably the result of con­
comitant effects.

Previous work with the magnetron rotating DCP has shown
that concomitant species can have a large effect on analyte
signals (28, 29). It has been shown that the addition of easily
ionized elements (EIEs) to the rotating DCP can increase the
temperature of the plasma up to 1000 K and can double the
electron density (28), This results in an increase in the analyte
signal for most elements (29), A decrease in the background
intensity was also ohserved with the addition of an EIE.

The NIST reference materials used here all contain sig­
nificant amounts of EIEs, and these elements are probably
the cause of the results in Figure 4. The most prevalent
concomitant species are K, Ca, and Na with weight percents
nearing 5% for some of the samples. For the samples used
in Figure 4, the tomato leaves contained 4.46% K and 3.00%
Ca, the pine needles 0.41 % Ca and 0.37% K, and the bovine
liver 0.996% K and 0.243% Na. On the basis of previous work
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1.7

2.0
2.4

3.0
2.6
2.7
3.6

0.4

0.6 1.5
1 1.5

concomitant
concn, enhancement
"g/mL factor

2.4

213.8

element A, nm

Zn(l) 213.8

Mg(1) 285.2
Mg(II) 279.5
Fe(lI) 259.9
Mg(l) 285.2

Fe(ll) 259.9
Mn(II) 259.4

Fe(ll) 259.9
Mg(l) 285.2

Mg(lI) 279.5
Fe(ll) 259.9

sample

bovine
liver

SRM 1577
pine

needles
SRM 1575
citrus

leaves
SRM 1572
tomato

leaves
SRM 1573
rice Zn(l)

flour
SRM 1568

oyster
tissue

SRM 1566
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materials. Two attempts were made to reduce the matrix
enhancement effects so that it would be possible to use so­
lution standards. The first attempt involved using the ashing
step to volatilize selectively the concomitant species. The
second involved matrix matching. It was found that most K
solutions were volatilized with the ashing temperatures used;
however, the Ca and Na solutions were not. The ashing

Table III. Concomitant Effects Obtained with Biological
Samples

Ftgure 5. Emission wave forms from NIST reference materials for the
Mg(II) 285.2-nm line. (a) Oysler tissue, (b) citrus leaves, (c) bovine
liver. In all three sets, curve A is the emission wave form from Mg
in the NIST reference material (solid pOWder), and curve 8 is the wave
form from an equal amount of Mg as Mg(N03)2'

2 3
Time (second,)

(29), the concentrations of concomitant species in these sam­
ples could easily account for the enhancement effects as well
as the decrease in background intensity observed.

Figure fi shows Mg(!) wave forms for 1.0 IJ.gjmL amounts
of Mg in oyster tissue (a), citros leaves (b), and bovine liver
(c). Once again, the wave forms labeled A are average in­
tensities from the NIST reference materials, and wave forms
labeled B are average intensities from equal amounts of Mg
present in aqueous solutions of Mg(N03)2' The Mg(!) plots
for the NIST samples also show large concomitant enhance­
ment factors with values of 3.0, 1.5, and 3.6 for plots a, b, and
c, respectively. The concomitant concentrations for oyster
tissue are 0,15% Ca, 0.969% K, and 0,51 % Na, and for citrus
leaves, they are 3.15% Ca and 1.82% K.

Also note in Figure 5 that there is a temporal shift in the
Mg(l) wave forms hetween the solid and solution samples. In
all cases, the NIST reference material peak comes before the
solution peak. This is seen dramatically in the oyster tissue
(a) and the citrus leave (b) plots with the solid sample peak
intensity value coming over 0.5 s before the corresponding
solution sample peak intensity. A much smaller change occurs
in the hovine liver (c) wave form. This suggests that the
sample matrix is influencing the temporal release of the Mg
during atomization in the furnace and acting as a matrix
modifier in increasing the volatility of the Mg.

The matrix-effect data from Figures 4 and 5 as well as data
from other elements in the NIST samples are presented in
Table Ill. The lowest enhancement factor of 1.1 was obtained
for Zn(l) in rice flour, while the highest enhancement factor
of 3.6 was obtained for Mg(!) in bovine liver. Note that the
concomitant concentrations in the rice flour are very low with
only 0.112% K and 0.014% Ca.

These enhancement factors suggest that it would be difficult
to use aqueous solutions as standards for the NIST reference

Figure 4. Emission wave forms from NIST reference materials for the
Fe(II) 259.9-nm line. (a) Tomato leaves, (b) pine needles, (c) bovine
liver. In all three sets. curve A is the emission wave form from Fe
in the NIST reference material (solid powder), and curve B is the wave
form from an equal amount of Fe as Fe(N03h.
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Table IV. Determination of Elements in NIST Reference
Materials

Table V. Detection Limits Obtained for N1ST Reference
Materials
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tomato leaves, the value drops to 0.5 p.g/g. The concomitant
species concentrations in the tomato leaves are nearly an order
of magnitude higher than in pine needles, and increased signal
enhancement caused by the greater concentrations of EIE in
the matrix could account for the improved detection limits.
The invariance of the detection limits for Zn(I) could result
from Zn not being as susceptible to matrix effects as the other
elements. Previous work (29) with solution samples showed
that Zn signals were relatively independent of the presence
of an EIE while Mg and Mn signals showed relatively large
EIE enhancements.

The detection limits achieved with the rotating DCP-fur­
nace system compare very well with those obtained by other
forms of solid sample introduction into the DCP. The 20 and
10 p.g/g detection limits for Cu in laser ablation DCP (12) and
by sample dissolution techniques (1), respectively, are sig­
nificantly greater than the 0.7 p.g/g limit achieved in this work.
The 3 p.g/g detection limit for Mn in the two-jet plasmatron
(13) is close to the 6.4 p.gjg limit obtained in this study.
Detection limits as low as 10 ngjg have been obtained for Fe
in a solid powder sample with an electrothermal ICP system
(25); however, the significantly better detection limits achieved
with the ICP may be offset in part by the lower initial and
operating costs of the magnetron rotating DCP system.

The preliminary study presented here demonstrates that
solid powder biological samples can be vaporized, atomized,
and excited in the magnetron rotating DCP with graphite
furnace sample introduction. With a few minutes of grinding
as the only sample preparation needed, this method provides
a rapid and direct method for trace and minor components
analysis in a variety of biological materials. The ability to
use solution standards with the standard addition method for
the direct analysis of solids also eliminates the need for
preparing powder standards, which can be difficult, time­
consuming, and lead to significant sampling errors with low­
concentration standards.

7.8 0.122

0.5 0.122

0.4 0.180
17.2 3.000
4.3 0.090

0.7 0.300
0.8 0.300
6.4 1.000

5.3 1.320
0.2 0.010

2.8 0.210

Mn(lI) 259.4

Zn(l) 213.8
Fe(lI) 259.9
Mg(1) 285.2

Cu(I) 324.7
Zn(l) 213.8
Mn(lI) 259.4

Fe(ll) 259.9
Mg(l) 285.2

Zn(1) 213.8

element A, nm conen, JLgjg abs amt, ngsample

citrus Mg(I) 285.2
leaves

SRM 1572
tomato

leaves
SRM 1573

bovine
liver

SRM 1577

pine
needles

SRM 1575
oyster

tissue
SRM 1566

element certified found value,
sample line, nm value, p.g/g p.g/g % error

tomato Zn(1) 62 ± 6 73 ± 7.3 +17.7
leaves 213.8

SRM 1573 Mn(II) 238 ± 7 218 ± 15.8 -8.4
259.4

bovine Zn(I) 123 ± 8 125 ± 3.4 +1.6
liver 213.8

SRM 1577 Cu(1) 158 ± 7 189 ± 1.9 +19.6
324.7

Mg(l) 600 ± 15 560 ± 23.5 -6.7
285.2

pine Fe(Il) 200 ± 10 192 ± 3.1 -4.0
needles 259.9

SRM 1575 Mn(I) 675 ± 15 651 ± 41.7 -3.5
259.4

oyster Zn(I) 852 ± 14 865 ± 100.3 +4.7
tissue 213.8

SRM 1566
citrus Mg(1) 5800 ± 174 5869 ± 255.2 +1.2

leaves 285.2
SRM 1572

temperatures needed to clean the system of Ca and Na often
lead to a major loss in the analyte as well.

Matrix matching was attempted with the NIST materials
that had the lower concentrations of concomitant species. A
bovine liver sample and a corresponding solution sample were
made 0.04 M in Na and 0.001 M in Ca. These concentrations
are over an order of magnitude higher than the concentrations
in the solid sample so that any enhancement seen should be
due almost entirely to the added matrix modifiers. The en­
hancement factors did decrease with the use of the matrix
modifiers, but the values were not acceptable. Without the
matrix modification, a Mg(II) line in bovine liver showed an
enhancement factor of 2.8, and with the modified matrix, the
enhancement factor decreased to 1.6. Similar decreases in the
enhancement factor were observed for Cu(I) and Zn(I) lines;
however, the values were still significantly greater than 1.0,
suggesting that matrix effects are associated with the atom­
ization processes in the furnace. These severe matrix effects
also have been seen in the analysis of similar samples with
graphite furnace ICP techniques (24).

Due to the observed matrix effects, determination of
metallic elements in the NIST reference materials was carried
out by the standard addition method. Table IV shows the
results for standard additions of various elements in five NIST
reference materials. Seven of the nine determinations have
errors of less than 10%, with the largest error being about
20%. These percent error values compare favorably to similar
determinations in biological samples using graphite furnace
techniques (18, 21) and graphite furnace ICP techniques (23,
24). These encouraging results demonstrate that, even for
difficult sample matrices, standard addition methods can be
used with the rotating DCP to determine metallic elements
in solid powder samples.

The limits of detection achieved for the NIST solid samples
for various elements are listed in Table V. Detection limits
are defined as the concentration producing a net analyte
emission intensity equivalent to 3 times the standard deviation
of background emission intensity. The detection limits are
in the microgram/gram range with absolute detection limits
in the nanogram and subnanogram range.

It is interesting to note that for both Mg(I) and Mn(II) there
is an order of magnitude difference in detection limits in the
different NIST reference materials, while the Zn(I) detection
limits show very little dependence on the sample. The de­
tection limits for Mn(II) in pine needles is 6.4 p.g/g, and in



348 Anal. Chern. 1991. 63. 348-351

(12) Mitchen, P. G.; Sneddon. J.; Radziemski. L J. Appl. Spectrosc. 1987,
41.141.

(13) YudeJeviCh, I. G.; Cherevko, A. S.; Engelsht, V. $.; Pikalov, V. V.;
Tagiltsev, A. P.; Zheenbajev. Zh. Spectrochim. Acta 1984, 398, 777.

(14) Derie. R. Anal. Chim. Acta 1984. 166,61.
(15) Sfinkman. 0.; Sacks. R. Appl. Spectrosc. 1990, 44. 76.
(16) Slinkman. 0.; Sacks. A. Appl. $pectrosc. 1990. 44.83.
(17) Slinkman. D.; Sacks. R. Anal. Chern. 1990. 62,1656.
(18) Rettberg. T. M.; Holcombe, J. A. Anal. Chern. 1986, 58, 1462.
(19) Langmyhr. F. J. Analyst 1979. 104,993.
(20) L'vov. B. V. Talanta 1976, 23, 109.
(21) Vollkopf, U.; Grobenski, Z.; Tamm, A.; Welz, B. Analyst 1985, 110,

573.
(22) Chakrabarti, C. L.; Karwowska, R.; Hollobone, B. R.; Johnson, P. M.

Spectrochim. Acta 1987, 428, 1217.

(23) Blakemore. W. M.; Casey, P. H.; CoIie, W. R. Anal. Chern. 1984, 56,
1376.

(24) Aziz, A.; Broekaert, J. A. C.; Leis, F. Spectrochirn. Acta 1982, 378,
369.

(25) Reisch. M.; Nickel, H.; Mazurkiewicz, M. Spectrochim. Acta 1989,
448.307.

(26) Greene, B.; Mitchell, P. G.; Sneddon, J. Spectrosc _Len. 1986, 19 (2),
101.

(27) Brewer, S. W., Jr.; Sacks, R. D. Anal. Chern. 1988, 60, 1769.
(28) Slinkman, D.; Sacks, R. Appl. Spectrosc., in press.
(29) Slinkman, 0.; Sacks, R. Appl. Spectrosc., In press.

RECEIVED for review August 9, 1990. Accepted November 5,
1990.

Quantitation of Acidic Sites in Faujasitic Zeolites by Resonance
Raman Spectroscopy

Robert D. Place' and Prabir K. Dutta'

Department of Chemistry. The Ohio State University. 120 W. 18th Avenue, Columbus. Ohio 43210

This paper examines the selective excitation of the Raman
spectra of dye molecules adsorbed on acidic zeolite surfaces.
By taking advantage Of the strongly allowed transitions In
these dye molecules (large extinction coefficients) and the
dlflerent absorption maxima of the conjugate acid and base
forms of the dye, selective enhancements of the Raman
bands specfflc to each form can be obtained. The focus has
been on the dye molecule, 4-(phenylazo)diphenylamlne
(PDA), adsorbed onto the faujasltic zeolite, NaY. A calibra­
tion curve of Raman Intensity (peak area) versus number of
protons in supercages was obtained. Because of the inner
filter effect, at loadings slgnlflcantly greater than 1 proton per
supercage, the Raman intensity was found to decrease. The
sensitivity of the Raman method at low proton loadings ap­
pears to be considerably better than the typical infrared
methods used to estimate acidity on catalyst surfaces.

INTRODUCTION
The acidic properties of zeolites playa central role in their

catalytic behavior in a wide variety of chemical- and petro­
leum-related processes (1. 2). Considerable research has been
done in developing methods for measurement of distribution
of acidic functionalities in these and other solid materials.
Amongst the classical methods for measuring acidic properties
of solid acid surfaces are color changes of indicators adsorbed
on surfaces and butylamine titration of the surface in the
presence of Hammett indicators (3. 4). Infrared spectroscopy
of basic molecules such as ammonia and pyridine adsorbed
onto the acidic sites also provides for quantitative estimation
of Bronsted and Lewis acid sites (5). The attractive feature
of the Hammett indicator method is that the distribution of
acid strengths in zeolites can be studied by choosing indicators
of various pK;s. The cautionary aspect of this method is to
choose dyes that can penetrate into the zeolite supercages
through the 12-membered-ring openings (-7-8 A). However,
there are several shortcomings of the Hammett indicator
approach. First. in order for the dyes to be successfully used,

I Permanent address: Department of Chemistry, Otterbein Col­
lege. Westerville. OH 43081.

there must be a perceptible change in color, implying that the
spectral shift between the acid and the base forms be sig­
nificant. This is especially a problem with lower pK. «1)
indicators. In addition, there is often a change in color due
to adsorption effects alone (6-8). These problems can be
circumvented to some degree by obtaining the electronic
spectra of the solid (9, 10). However, because of significant
band broadening on the solid surfaces. often there is overlap
in the electronic spectra between the acid and basic forms.
New electronic bands may also appear in the spectrum, e.g.,
4-nitrotoluene exhibits only one band at 380 nm in acidic
solutions, but three bands were reported at 300, 340, and 500
nm on an acidic aluminosilicate surface (11).

We reasoned that it may be possible to use the resonance
Raman effect in order to distinguish between the acid and base
forms, as well as to quantitate the amount of acidic form (and
hence the acidity of the solid surface) from the Raman signal.
In this paper, we illustrate this principle by using the dye
molecule 4-(phenylazo)diphenylamine (PDA. see below) and
various loadings of protons for the acidic form of zeolite Y.

(PDA)

Resonance Raman spectroscopy involves excitation into an
electronic band of the chromophore, which can result in en­
hancement of the Raman signal by orders of magnitude. Since
the Raman spectrum is a vibrational signature of the chro­
mophore and the Raman bandwidths are typically 10 em-I,
this technique provides the potential for high selectivity and
sensitivity (12). The latter can be particularly high in the case
of dye molecules, since the extinction coefficient. or absorp­
tivity, of these molecules is large and the resonance Raman
intensity scales as the square of this parameter (transition
moment terms in the numerator for the dipole-allowed tran­
sition in the A term) (13). In principle, this makes it possible
to examine zeolite materials with low levels of acidity. In
addition, since laser excitation is readily available in a con­
tinuously tunable fashion ranging from the near ultraviolet
to the visible. the choice of dye molecules is also clearly no
longer restricted (14). We illustrate below some of these
features of resonance Raman spectroscopy using the dye
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molecule PDA and zeolite Y. The choice of this dye molecule
was dictated by several factors: these include the size of this
molecule (-7 x 24 A), which allows it to penetrate into the
zeolite cages, and also the fact that its acidic and basic forms
have well-separated absorption maxima at 540 and 410 nm,
respectively (IO), and are therefore readily accessible with Ar
and Kr ion lasers. The focus in this preliminary paper is
primarily to illustrate that resonance Raman spectroscopy can
be developed as a quantitative technique to examine acidic
sites on solid surfaces in general.

EXPERIMENTAL SECTION
Zeolite Y was obtained from Union Carbide (LZY-52) and was

ion-exchanged with -1 M NaCl to ensure that all cationic sites
were occupied by Na+ ions and that excess OH- ions were removed
from the sample. These samples were then ion-exchanged with
NH,Cl to provide loadings of 0.61,0.95, 1.3, 1.7, 3.5, and 6.4
protons per supercage as validated by analysis for Na+ ions in
the wash solutions using atomic emission spectroscopy. The choice
of these loadings was made on the basis of the sensitivity of the
pyridine IR method and is discussed in the Results and Discussion
section. Ail other chemicals were used as received, including the
dye, 4-(phenylazoldiphenylamine (C.HsN,C.H,NHC.Hs) from
Aldrich.

Each of the different NaNH,Y samples was pressed into a
12-mm (I25-mg) pellet at 3000 psi and was heated to 500 ac over
a 2-h period. The sample was maintained at this temperature
for 2.5 h under vacuum of 10"' Torr in order to drive off NH, and
replace each NH,+ with H+ and generate the various proton
loadings of NaHY. After 2 h at 500 ac, 1 atm of oxygen gas was
added for 15 min to oxidize and vaporize impurities that were
then evacuated. The sample treatment necessary to obtain Raman
spectra from zeolites has been described in the literature (I5).
After the samples were cooled quickly to room temperature, pure
ethanol was distilled onto and covered the pellet. The sample
was allowed to equilibrate at room temperature overnight under
1 atm of nitrogen. This was done to ensure that ethanol was
present through the zeolite, thus facilitating the movement of the
dye. After this step, the zeolite sample was always maintained
in a drybox or a sealed container until after the Raman and
electronic spectra were recorded.

Each zeolite sample was pulverized under ethanol, and then
5 mL of 7.1 x 10-< M solution of the indicator in ethanol was added
for 1.5 h. The excess ethanol was then evaporated off, and as the
last traces of ethanol were removed, the yellow zeolite samples
turned to the final purple intensity in less than 1 min.

The zeolite was then reground, pressed into a pellet, cut in half,
and clamped into a Raman cell along with half a pellet of KNO,
of the same thickness, which acted as an external standard. The
Raman cell was rotated at 30 revls while the spectrum was
collected, thus ensuring that the laser sampled each half of the
pellet about 50% ± 2% of the time. A number of scans were
recorded with the laser focused on different positions of each pellet
and then summed to produce the quantitative spectra.

The Raman spectra were collected by excitation with 514.5-nm
radiation from an Ar ion laser (Spectra Physics 171) or 406.7 nm
radiation from a Kr ion laser (Coherent Innova Kloo). The
scattered light was filtered through a Spex 1403 double mono­
chromator and detected with an RCA C31034 GaAs PMT. The
diffuse reflectance electronic spectra were recorded on a Shimadzu
(Model 265) spectrometer. The integrity of the zeolite sample
throughout the experimental procedure was verified by powder
diffraction patterns with a Rigaku D/Max-B diffractometer. The
infrared spectra were obtained on self-supporting 20-mg wafers
in a transmission anaerobic cell on a Perkin-Elmer 1600 FTIR
spectrometer.

RESULTS AND DISCUSSION
Figure 1 shows the resonance Raman spectrum of the dye

molecule in the free base (2% KBr pellet) and protonated
forms (acidified with 1 M H.,gO, in methanol). Figure 2 shows
the electronic spectra of these species and includes the ex­
citation laser frequencies used to produce the resonance Ra­
man spectra. Comparison of Figures 1 and 2 confirms clearly
that the Raman spectra of the base and acid forms are distinct.
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Figure 1. Resonance Raman spectra of PDA (A) in its acidic form
(acidified methanol, excitation 514.5 nm) and (B) as a free base (2%
KBr pellet, excitation 406.7 om).
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Figure 2. Electronic spectra of (A) acidic and (B) basic forms of the
dye. (The Raman excitation lines are also shown in the figure.)

This is a reflection of the fact that the electronic structure
of the molecule undergoes considerable changes upon pro­
tonation. In the basic form of the molecule, the electronic
band at 410 om has been assigned to a charge-transfer tran­
sition from the amino group to the azo group (16). Raman
and IR data for a variety of azo compounds have been re­
ported, along with band assignments (17). Two of the prom­
inent bands at 1143 and 1431 cm- l in Figure 1B (base form)
are assigned to C-N and N~N stretches, respectively. The
other bands at 1189, 1311, 1469, and 1600 cm- l have been
assigned to the phenyl ring modes. Considering the charge­
transfer nature of this electronic band, it is not surprising that
the most strongly enhanced Raman band is the N=N
stretching of the azo group. Upon protonation, both the
electronic and resonance Raman spectra exhibit considerable
changes. There are two sites of protonation on this molecule,
the azo group and the secondary amine. Primarily because
of the long wavelength shift of the electronic band and the
increase in absorptivity, the azo group has been thought to
be more likely the center for protonation since resonance
structures, such as drawn below, delocalize the positive charge
(18).

O~ON-~ -0- ~ o-~ -0- N-~-a
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levels around 1 H+ per supercage. However, the observations
during the reaction of the dye with acidified zeolites indicate
that the protons may have considerable mobility (21). For
example, when ethanolic solutions of the dye are in contact
with the NaHY sample, the zeolite retains the yellow color
characteristic of the basic form of the dye. Only after all the
ethanol is removed from the sample does the blue color of the
protonated dye develop. This clearly indicates that the acidic
sites generated at these low loadings (1 H+ per supercage) are
strong enough to protonate C2H50H (pK = 2.3). The fact that
the ethanol was indeed protonated was confirmed by replacing
ethanol with benzene as solvent, in which case the purple color
of the protonated dye was observed immediately after contact
with NaHY. With benzene as a solvent, irregular intensities
were observed for Raman bands, and that was the motivation
for changing the solvent to ethanol. The reason for this is
unclear but could relate to the difficult transport of the polar
dye molecule in the strongly polar environment of the zeolite
by the hydrophobic solvent, benzene. The protonation of
ethanol and its subsequent migration through the zeolite
system appears to result in more uniform reaction with the

NANOMETERS

Agure 5. Diffuse reflectance electronic spectra of PDA adsorbed on
NaHY. The proton loadings were (A) 0, (B) 0.61, (C) 1.7, and (D) 6.4
protons per supercage.
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Figure 4. FTIR spectra of pyridine absorbed on (A) HY and (B) NaHY
(0.95 proton per supercage).
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Figure 3. Resonance Raman spectra of PDA impregnated onto HY.
Excitation at (A) 514.5 nm for the acid form and (B) 406.7 nm for the
base form.

Resonance structures are not possible if the amino group
is protonated. The disappearance of the N=N stretching
band in the acid spectrum at 1434 cm-1 also supports this site
for protonation. The new set of bands observed in the Raman
spectra are also more appropriate for the charge-delocalized
structure shown above. The band at 1632 cm-1 is typical for
a C=N stretch, and the most prominent band at 1285 cm-1

is characteristic of quinone-like structures (19). The only
major band that appears to remain close to the same frequency
in both the acid and base forms is the band at 1596 cm-1 and
is characteristic of monosubstituted benzene. It is quite clear
from Figure 1 that, by selective choice of excitation wave­
length, distinct resonance Raman spectra of acid and base
forms can be readily observed.

In order to illustrate the selectivity of the Raman spectra
on the zeolite surface, we treated a sample of zeolite HY with
excess indicator. Figure 3 shows the resonance Raman spectra
obtained at excitation wavelengths of 406.7 and 514.5 nm, in
resonance with the basic and acidic forms of the indicator
molecule, respectively. Comparison with Figure 1 will confirm
that we are indeed observing separately both the basic and
acidic forms of the molecule on the same zeolite sample simply
by virture of choice of the excitation wavelength. Neither
spectrum contains the Raman features assigned to the other
form. Shifts of up to ~12 cm-1 are observed in some of the
Raman bands upon interaction with the zeolite surface as
compared to spectra in Figure 1 of the dye in solution or on
the solid KBr.

The final part of this study concentrated on the ability to
correlate the Raman intensities of the protonated form of the
dye on NaHY to the amounts of acidic groups introduced into
the zeolite. These acidic groups were introduced by partial
exchange of Na+ ions by NH: followed by calcination to
generate NaHY. In order to exploit the sensitivity of reso­
nance Raman spectroscopy, the loading levels were chosen to
be in the range of 1 proton per supercage. At these loadings,
the signals for the pyridinium ion in the conventional pyridine
IR method is low. Figure 4 compares with the IR spectra for
pyridine on completely exchanged HY and NaHY partially
exchanged with a loading of 0.95 proton per supercage. The
band at 1545 cm-1 due to protonated pyridine and indicative
of Bronsted acidity is considerably weaker in the NaHY
sample because of the low loading of protons (20). As a matter
of fact, the NaHY intensity at 1545 cm-1 is the same as that
of a totally unprotonated sample.

Since it is unlikely that more than one dye molecule can
fit into a supercage, it was appropriate to keep the loading
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Figure 7. Plot of the integrated Raman peak area intensities of the
1281-cm-1 band versus proton loading.
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external standard, and all of the spectra have been normalized
to this peak. What is apparent from the Raman intensities
of the acidic form is that they initially increase with the
number of acidic sites in the zeolite. The integrated areas
under the strongest Raman band (1281 cm") as a function
of the amount of acidic groups are plotted in Figure 7. The
other bands show similar trends. Even though the electronic
spectrum shows an increase in the intensity of the 540-nm
band due to the acidic form of the dye, the decrease in Raman
intensity beyond 1.3 protons per supercage arises from the
self-absorption of the Raman scattered photon by the higher
surface concentration of absorbing dye molecules. Quanti­
tation by addition of an internal standard would alleviate this
problem (22). However, since an activated zeolite is very
reactive, the complications of interactions with the internal
standard would have to be taken into consideration. We are
presently examining such systems. However, the data in
Figures 6 and 7 show that it is indeed possible to obtain
selective resonance Raman spectra by choosing the proper
excitation wavelength and use Raman intensities to construct
calibration curves. Presently, efforts are underway to study
dyes with lower pK;s that exhibit significant overlap in the
electronic spectrum before and after protonation, with par­
ticular emphasis on benzalacetophenone (pK. - -5.6).
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dye molecules than in the case of benzene.
Figure 5 shows the diffuse reflectance spectra of the dye­

zeolite system for NaHY with various degrees of protonation.
In the ahsence of protons on the zeolite, the electronic
spectrum resembles that of the free base form (Figure 2B),
except that the 410-nm peak is considerably broadened and
shifted slightly. With increassing H+ concentration on the
zeolite, the band at 540 nm due to the acidic form is observed
and increases with increasing H+ loading on NaHY. Figure
6 shows the resonance Raman spectra at various loadings. The
peak at 1049 em" is due to the N03' ion, which is used as the

1000 1100 1200 1300 1400 1500

WAVENUMBERS
Figure 6. Resonance Raman spectra of PDA on NaHY. The spectra
have all been normalized to the KN03 peak at 1049 cm-'. The prolan
loadings are (A) 0.61. (B) 0.95. (C) 1.3. (0) 1.7. (E) 3.5. and (F) 6.4
protons per supercage.
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Influence of Carrier Molecules on the Intensity of Biomolecule
Ions in Plasma Desorption Mass Spectrometry

A. Grey Craig' and Hans Bennich

Department of Immunology, Box 582, Uppsala University, S-75123 Uppsala, Sweden

The intensity of insulin and melillin singly charged molecule
ions is suppressed when the sample is mixed with either a
lysozyme carrier or bovine serum albumin (BSA) carrier. The
suppression with a BSA carrier is shown to be dependent on
the carrier concentration. In contrast, luteinizing hormone
releasing hormone or glutathione when mixed with insuRn or
meliltin does not resuR in suppression. These resuRs suggest
sample preparation procedures to increase the sensiliv~y w~h

mass spectrometry.

INTRODUCTION

Plasma desorption mass spectrometry (PDMS) (1) and
liquid secondary ion mass spectrometry (LSIMS) (2) have
proven to be suitable techniques for the analysis of peptides
and proteins (3, 4). This has led to a variety of situations
where it is necessary to measure the mass spectrum of a
peptide in tbe presence of another component, for example,
the analysis of various molecular forms of a protein (5, 6) or
the analysis of a peptide together with impurities (7-9).
Alternatively, analysis may be required of purified peptides
togetber with the products from enzymatic manipulation
(10-14).

In the LSIMS experiment, kiloelectronvolt ions or atoms
bomhard the sample dissolved in a low volatility liquid, typ­
ically glycerol (2). A high primary ion flux ensures sufficient
secondary ions to make LSIMS suitable for a variety of mass
analyzers (15). The liquid matrix is important for reducing
the effects of the damage caused by the high flux of primary
ions (15). However, suppression of one component in a
mixture of peptides has been observed (10). Since LSIMS
analysis requires dispersion of the sample through the matrix
or deposition of the sample on the surface of the matrix (16),
the suppression· has been attributed to a reduced relative
surface concentration of the component (10, 17, 18). This
selectivity has been correlated with the peptide's hydropho­
bicity/hydrophilicity (19). It has also been noted that the
relative gas-phase basicity of the different molecules in a
mixture correlates with the observed suppression (20).

PDMS uses high-energy ions, typically 25'Cf fission frag­
ments, to bombard the solid sample placed on a thin metal
film (21). The low flux of primary ions in PDMS essentially
eliminates the problem of sample damage. However, because
of the low flux, PDMS requires a high-transmission mass
analyzer, such as the time-of-flight technique (22). Peptide
samples prepared for PDMS are usually electrosprayed (23)
alone or together with a coanalyte such as glutathione (24)
or are applied to a nitrocellulose matrix (25). The sample
applied to the nitrocellulose matrix can be contrasted with
the coelectrosprayed glutathione in which the sample is dis­
persed. The yield of intact ions from large peptides is en­
hanced when applied to the nitrocellulose matrix rather than
electrospraying either alone or with glutathione (26). This

*Author to whom correspondence should be directed at The Salk
Institute, P.O. Box 80800, San Diego, CA 92186-5800.

enhancement can be partially attributed to the nitrocellulose
surface acting as an insulator (27). Another contribution may
be the chemical interaction of the sample with the nitro­
cellulose. The binding of proteins to nitrocellulose is a feature
of many biochemical procedures (28). In the PDMS exper­
iment, the nitrocellulose surface has been shown to bind large
peptides or proteins, allowing impurities that do not bind to
the nitrocellulose to be rinsed away (25). Further enhance­
ment has been reported by combining some features of both
the nitrocellulose (25) and glutathione (24) sample preparation
techniques (29)_ The absolute sensitivity with PDMS has
previously been addressed (30-33).

The other components present in a sample for analysis
surround the sample molecules and can be considered as a
"carrier". Because PDMS ionizes a solid sample, the question
of migration and/or surface activity of the carrier relative to
the sample is avoided. The absence of migration with PDMS
was therefore concluded to be one factor leading to the dif­
ferences in the suppression observed with PDMS and LSIMS
(32). However, it was only when low-mass peptides were
electrosprayed rather than applied to nitrocellulose that the
suppression by the carrier was not observed (32, 34). Although
the feasibility of investigating a sample together with a carrier
has been shown (35), the sensitivity limits for suppression of
the sample by the carrier have rarely been addressed (36). In
this report, we investigate the dependence of the molecule ion
yield of bovine insulin and melittin in the presence of two
peptide and two protein carriers.

EXPERIMENTAL SECTION
Measurements were made with a BIOION 20 mass spectrometer

(Bio-Ion Nordic AB, Uppsala, Sweden). The instrument was
operated at +16-kV accelerating potential. The instrument has
a mass accuracy of ,100.1 % and a resolution of ~500 (30). Spectra
were accumulated for 2 million primary ion counts. The spectra
were calibrated with H+ and Na+. The nitrocellulose foils used
were prepared by spin casting (27). The aluminized polyester
foils were first rinsed with chloroform (reagent grade) and then
ethanol (95%). A 50-"L aliquot of a 40% (w:v) solution of cen­
trifuged nitrocellulose in acetone (reagent grade) was applied to
a stationary foil that was then uniformly accelerated to 5000 rpm.

Luteinizing hormone releasing hormone (LHRH) was a gift
from Novo Industri A/S, Denmark. Bovine insulin, honey bee
melittin, oxidized glutathione, chicken lysozyme, and bovine serum
albumin (BSM (SDS mass marker grade purity) were purchased
from the Sigma Chemical Co., St. Louis. All peptides and proteins
were used without further purification. Distilled water was further
purified on a Milli-Q system (Millipore, Bedford, MA). The stock
solutions of bovine insulin (1 mM) and melittin (10 mM) and the
dilution series (from 100 to 1"M and 1 mM to 1 "M, respectively)
were prepared in 0.1 % aqueous trifluoroacetic acid (aqTFA). A
separate series of dilutions were prepared from the same stock
solutions by the addition of 100 "M solutions of glutathione,
LHRH, or lysozyme in 0.1% aqTFA. Dilution series were also
prepared from the same stock solutions with 100, 10, and 1 "M
BSA solutions in 0.1 % aqTFA. An aliquot (5 "L) of an insulin
(100-1 "M) or melittin (1 mM-l "M) solution was applied to a
spin cast nitrocellulose foil and dried with a stream of nitrogen
gas. The sample was analyzed and then withdrawn from the
instrument. An aliquot (50 "L) of deionized H,O was applied,
which was then blown from the surface with a stream of nitrogen

0003-2700/91/0363-0352$02.50/0 © 1991 American Chemical Society
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Figure 2. Molecule ion region of 1 mM meliltin in 0.1 % aqTFA prior
to rinsing.

mIz

Figure 1. PDMS spectra of (a) 1 mM, (b) 100 I'M, (c) 10 I'M, and (d)
1 ,uM concentrations of melittin in 0.1 % aqTFA prior to rinsing.

gas and the sample reanalyzed.
The term "molecule ion" (33) will be used to describe the intact

species (which are presumed to correspond with the protonated
molecule ion). In order to clarify the components of the sample
in the PDMS experiment, the sample to be analyzed will be
referred to as the "target". The target molecule ion peaks (Figures
1,5, and Ga) will be identified by the symbol "M". The molecules
present together with the target will be referred to as the "carrier".
The lysozyme carrier molecule ion peaks in Figure 6b will be

o
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ml,
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Id)

,...
ml,

Figure 3. Molecule ion region of 1 mM melittin in 0.1 % aqTFA after
rinsing.

identified by the symbol "M(Lys)".
Reproducibility of Measurements. The uniformity of the

preparation of the nitrocellulose surface spin cast foils (prepared
as described above) was investigated. The yield of the singly
charged molecule ion of the peptide LHRH was measured on eight
spin cast foils. Each sample was measured six times prior to
rinsing and six times after rinsing (prepared as described above).
Each measurement accumulated secondary ions from 1 million
primary ion counts without interruption of the high voltage or
vacuum between the 2 sets of 48 individual measurements. The
spectra were analyzed by using set positions for determining the
peak area. The molecule ion intensity, prior to (46182) and after
rinsing (31218), varied by ±2357 and ±5085 or 5% and 16%,
respectively. Quantitating the results presented (Figures 4 and
7) required individual adjustments to compensate for the increased
variation in background level and metastable decomposition in
the spectra of insulin and melittin.

RESULTS

The reduction in intensity of the melittin singly charged
molecule ion with concentration in the absence of a carrier
is shown in Figure 1. In contast, the douhly charged ion,
hidden by fragment peaks at 1 mM concentration, increases
in intensity up to 10 I'M concentration. At 1 I'M concen­
tration, the singly and doubly charged molecule ions are not
observed. Figure 2 shows the expanded region between mlz
2500 and mlz 3000 of the 1 mM concentration sample. In­
tense peaks are observed at mlz 2847 and 2874, which cor­
respond with the intact molecule ions of both the formylated
(37) and unformylated analogues. Generally, before rinsing,
the intensity of the singly charged unformylated melittin
analogue was higher than the formylated analogue. However,
after rinsing, the reverse was the case. Fragment ions are
observed in the spectra that vary in intensity depending on
the target molecule ion intensity and the carrier employed (38).
The fragment ions of melittin or insulin will not be addressed
in this article.
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Figure 4. Plot of the melittin target peak intensity versus concentration
when dissolved in 0.1 % aqTFA, giutathione, LHRH, lysozyme, and BSA
(a) prior to and (b) after rinsing.

Figure 3 shows the molecule ion region of the 1 mM
spectrum after rinsing where three peaks are observed at mlz
2846,2874, and 2902. A third component pcssibly with two
formyl groups was present in addition to the formylated and
unformylated analogues. The origin of this higher mass
analogue of melittin is not known. Although this compcnent
was present prior to rinsing, its intensity relative to the for­
mylated and unformylated analogues was significantly en­
hanced after rinsing. A similar behavior has been observed
when purifying synthetic peptides that contain components
which were not completely deprotected (8). The peaks cor­
responding with the partially deprotected peptides were more
intense than expected based on chromatographic results (8).
In the following discussion, all three components (un­
formylat.ed, formylated, and higher mass) will be considered
collectively as contributing to the molecule ion intensity,
although variations in their relative intensities are observed.

The variation in the intensity of the singly charged molecule
ion of melittin at concentrations of 1 mM to 1 I'M in 0.1 %
aqTFA, glutathione, LHRH, lysozyme, and BSA is shown in
Figure 4, (a) unrinsed and (b) rinsed. With the exception of
the BSA carrier, comparable molecule ion yields were observed
for the 1 mM sample with and without a carrier prior to
rinsing. At lower concentrations, a difference was also ob­
served between the lysozyme and peptide carriers. In the case
of the lysozyme carrier, at 100 and 10 I'M concentrations, the
intensity of the molecule ion peaks was significantly reduced
compared with the spectra measured in the absence of the
carrier. The effect of rinsing the melittin in the lysozyme
carrier samples was to further decrease the intensity of the
singly charged melittin molecule ion. This decrease was
significantly greater than observed in the absence of the ly­
sozyme carrier. Figure 5 shows the 10 I'M melittin in lysozyme
spectrum prior to rinsing. No doubly charged ion is present,
in contrast with the 10 I'M sample without a lysozyme carrier.
Figure 6 shows the rinsed spectra of (a) 1 mM and (b) 1 I'M
melittin in 100 I'M lysozyme between 4 and 20 kDa. The
lysozyme doubly charged molecule ion peak was observed at
the 1 and 10 I'M melittin target concentrations but was absent
at higher target concentrations. The melittin dimer was ob­
served at 1 mM but not at lower target concentrations.

mlZ
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Mllysl3.
I

Q
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Fogure 6. POMS spectra of (a) 1 mM and (b) 1 I'M meliltin in 100 I'M
lysozyme after rinsing.

The BSA carrier when mixed with melittin had a more
potent quenching effect than lysozyme, even the 1 mM con­
centration being significantly affected. Reducing the BSA
carrier concentration from 100 to 10 I'M significantly increased
the intensity of the melittin molecule ion for the 1 mM target
concentration sample (spectra not shown). When the BSA
carrier concentration was further reduced from 10 to 1 I'M,
the intensity of the melittin molecule ion peak for the 1 mM
target concentration was effectively the same as that observed
with no carrier. The melittin molecule ion, absent at the 10
I'M target concentration after rinsing, was not observed with
the reduction in the carrier concentration. The 100 I'M target
concentration sample behaved somewhat between the 1 mM
and 10 I'M target concentration samples. The doubly charged
melittin molecule ion was only observed at the 1 I'M BSA
carrier concentration. The BSA carrier molecule ions were
not observed.

In contrast with the protein carriers, the LHRH and glu­
tathione carriers did not reduce the intensity of the melittin
molecule ion. The doubly charged molecule ions of melittin
were present prior to and after rinsing (spectra not shown).
The intensity of the LHRH carrier molecule ion peak in-
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both targets, the molecule ion intensity is reduced by a protein
carrier and not reduced by a peptide carrier. In addition, the
glutathione, LHRH, and lysozyme carrier molecule ion in­
tensities increase with reducing target concentration.

Rinsing, with few exceptions, increases the intensity of the
insulin molecule ion. In contrast, the melittin molecule ion
is generally reduced. The increase in intensity for insulin
suggests both a strong interaction with nitrocellulose and some
positive action associated with the rinsing step. Previously,
we have suggested the possibility of increased binding being
responsible for the enhancement associated with rinsing (33).
The interaction between a variety of proteins, including BSA
and lysozyme, and nitrocellulose has been proposed to be of
a hydrophobic nature (39). This is based on the observed
inhibition of protein binding to nitrocellulose in the presence
of a detergent (39). The increased binding may therefore
result from the change in pH that accompanies the rinsing
step, leading to an increased interaction of the hydrophobic
regions of insulin with the nitrocellulose.

Since plasma desorption does not involve ionization from
a liquid matrix, peptide hydrophobicityjhydrophilicity is not
expected to result in suppression. The proposed dependence
of target intensity on the relative gas-phase basicity of target
and carrier (20) cannot be relegated in this manner. The
correlation proposed between ion yield and peptide net charge
(32) suggests that the gas-phase basicity does playa significant
role in the PDMS ionization process. The reciprocal depen­
dence of the carrier and target molecule ion intensities adds
further support to this proposal. If gas-phase basicities were
responsible for suppressing the formation of ions, then we
would also expect this to be reflected in a high level of charge
competition. The intensity of the doubly charged target
molecule ion may be used as an indicator of the level of charge
competition. In the absence of a carrier, the charge compe­
tition was reduced (observed as an intense M"+) at low target
concentrations for insulin and melittin (30,33). In this study,
the protein carriers result in a significant reduction of the
target M2+ at low target concentrations. Neither peptide
carrier significantly reduced the target M"+ intensity. Ap­
parently the protein carriers can substitute for the target in
the charge competition event. However, at the same con­
centration, the peptide carriers cannot result in increased
charge competition. Importantly, the increased charge com­
petition is observed concordant with the suppression.

If the relative gas-phase basicity of the different molecules
were responsible for the suppression effects, then the gas-phase
basicities should follow the order carrier proteins> target
molecules > carrier peptides. Unfortunately, gas-phase
basicities are generally only known for small molecules (40).
However, a high gas-phase basicity is usually reflected in a
high solvent basicity (40). Since the isoelectric point of ly­
sozyme (10.5-11.0) (41) is significantly higher than that of
insulin, the suppression of insulin by lysozyme is consistent
with this proposal. Melittin, which is also strongly basic (42),
adds plausibility with regard to the reduced suppression of
melittin when mixed with lysozyme (compared with insulin
and lysozyme), The absence of suppression of melittin when
mixed with peptide carriers would also be consistent with this
proposal. There are, however, several problems with this
scheme. For example, it does not address why insulin, which
would not be expected to have a high gas-phase basicity, can
compete with the peptide carriers. In addition, the low
isoelectric point of serum albumin (5.9) (43) argues against
a high gas-phase basicity for BSA. These discrepancies in­
dicate that other factors must also be involved.

In analogy with the proposed nonuniform charge distribu­
tion on the surface of proteins in solution (43), the surface
of a protein in the gas phase may contain regions of nonu-
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Figure 7. Plot of the insulin target peak intensity versus concentration
when dissolved in 0.1 % aqTFA, glutathione, LHRH, lysozyme, and BSA
(a) prior to and (b) after rinsing.

creased to a maximum at 10 I'M target concentration both
before and after rinsing. The glutathione carrier peak, al·
though significantly less intense than LHRH, increased with
decreasing target concentration. The glutathione dimer peak.
was observed at the 1 I'M target concentration.

The variation in the intensity of the singly charged molecule
ion of insulin at concentrations of lQO-ll'M in 0.1% aqTFA,
glutathione, LHRH, lysozyme, and BSA is shown in Figure
7, (a) unrinsed and (b) rinsed. The insulin spectra reflect
similar trends to those observed for melittin. For example,
the insulin molecule ion intensity was not suppressed with
either peptide carrier. In addition, the doubly charged insulin
molecule ions were observed when insulin was mixed with
either peptide carrier but absent with either protein carrier
(spectra not shown). As observed for the melittin target, the
LHRH carrier peak was significantly more intense than the
glutathione carrier peak. Both the LHRH and glutathione
molecule ion peaks increased with reduced insulin concen­
trations, and the effect of rinsing was to reduce the carrier
peak intensity. Comparing Figures 4 and 7, the addition of
either a lysozyme or BSA carrier had a more marked effect
on insulin than melittin. Generally the insulin molecule ion
intensity would increase with rinsing, both with peptide and
protein carriers. The lysozyme molecule ion peaks are not
observed with insulin as the target (spectra not shown).

The effect of the reduction in BSA carrier concentration
on the insulin spectrum was more uniform than for melittin
(spectra not shown). The 10 and 1 I'M BSA carrier concen·
trations enable the 10 and 1 I'M insulin singly charged ions
to be observed, respectively. The doubly charged insulin
molecule ion absent at the 100 I'M target concentration in 100
I'M BSA was observed with decreasing carrier concentration
both before and after rinsing.

DISCUSSION
The intensity of the target molecule ions shows a significant

dependence on both the concentration and the type of carrier
molecule employed. Similarly, the intensities of the carrier
molecule ions are dependent on both the concentration and
the type of target. Although, the interdependence between
target and carrier peak intensities is not easily reduced to
convenient generalities, some distinct trends are observed. For
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niform gas-phase basicity. These regions may significantly
affect the outcome of the charge competition phenomenon.
Despite the low pI of insulin (and presumably low gas-phase
basicity), some portions of the molecule may compete effec­
tively with the peptide carriers for the cbarge in the desorbing
cluster. The absence of the suppression of small peptide
fragments when using the electrospray technique (32, 34) may
indicate a lower level of charge competition due to the physical
constraints of sample preparation.

An additional consideration influencing the intensity of the
target molecule ion peaks may be the nonspecific binding
properties of the carrier proteins. The binding and transport
of various substances (44, 45) is one of the main functions of
albumin in blood. It is suggested that the suppression ob­
served with BSA may be due to binding between the BSA and
the terget molecule. It is envisaged that the interaction may
retard the ion ejection from a desorbed cluster, resulting in
delayed ionization at a reduced electric field potential. If the
target and the carrier interacted for several nanoseconds, the
distance traveled by the cluster would measurably shift the
time of flight of a subsequently ejected ion (46). A longer time
duration of target-carrier interaction would result in a met­
astable type peak (46).

The increased PDMS sensitivity for target molecules dis­
solved in peptide carriers (29) could be due to other param­
eters than reduced charge competition or the absence of
nonspecific interaction with these peptides. Sokolowski and
Wahlund investigating the retention of ammonium compounds
using a variety of solid phases note an increased capacity ratio
in the presence of diphenylacetic acid (47). The peptide
carriers may function in a similar manner, increasing the target
binding to nitrocellulose. Blotting buffers, containing small
molecules such as glycine, are used to assist protein transfer
from gels by the convection or mass flow of these carrier
molecules (28). The peptide carriers may access the dendritic
pores of the nitrocellulose, increasing the convection toward
the protein accessible regions of the nitrocellulose. In this
way, the peptide carriers may assist large target molecules to
bind to the nitrocellulose.

CONCLUSION
It has been shown that the PDMS experiment is suited to

the measurement of target and carrier molecules for deter­
mining sensitivity limits of mixtures. These experiments may
be used to clarify the constraints the sample purity places on
mass spectrometric analysis. The results indicate that for
insulin and melittin the PDMS sensitivity may vary signifi­
cantly depending on the nature of the carrier molecule. The
introduction of a carrier peptide may be used to increase
PDMS sensitivity. In contrast, procedures that involve the
coanalysis of proteins and peptides may lead to reduced
sensitivity.
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Principal component analysis has been evaluated as a dignal
filter to improve the overall quality of gas chromatographyl
mass spectrometry (GC/MS) data sets. Data are innially read
Into a matrix, scaled, and then processed by using the HI­
PALS algorithm, which is used to separate signal from the
matrix. A new matrix Is then reconstructed as the difference
between the original and residual matrices, which is then
rescaled and a new data file created. By use of a six-com­
ponent solvent mixture wnh samples of from 0.5 to 150 pg of
each component, significant improvements in mass spectral
qualny and spectral matches were observed. Signal to noise
was improved by a factor of from 2 to 100 due to improved
integration. Linearity and precision of chromatographic data
were also improved.

INTRODUCTION

Mass spectrometers are relatively noisy in comparison to
other gas chromatographic detectors. While to a high degree
this is due to the inherent noise associated with the ion
multiplier, quality can also be degraded as a result of changes
in chromatographic conditions, such as carrier flow rate and
column bleed, during an analysis. A number of investigators
have reported filtering systems to improve the signal to noise
ratio (S/N) (I-1O). Hieftje summarized several instrumental
methods for enhancing SIN (I, 2), and Doerfler and Campbell
reported the use of an analog delay device for on-the-fly re­
duction of ion multiplier noise (3). The ability to postprocess
gas chromatography/mass spectrometry (GC/MS) data sets
allows for the use of software noise filters to improve signal
to noise, peak shape, and spectral quality. Summing of several
measurements is commonly used by GC/MS software to
provide an initial smoothing of data (4,5) though the actual
approach taken will vary based on the analyzer type. The
Hewlet-Packard approach for its mass selective detector
(MSD) is to sum from 2 to 128 measurements at O.I-amu
intervals, whereas Finnigan's approach with its ion trap system
is to add entire scans. Postprocessing for both systems is
limited to either a moving average or Savitzky-Golay
smoothing (6) of chromatographic data and simple averaging
for mass spectra. The use of polynomial smoothing, mea­
surement of noise variance, estimation of peak shape, and
cross-correlation (7-10) has also been reported for enhance­
ment of S / N for integrated signals.

Multivariate data analysis based on pattern recognition has
been applied to a number of spectral and chromatographic
methods. The typical goal of pattern recognition is to classify
a new sample by comparing it to a reference set of prede­
termined ones. Derde and Massart reviewed a number of
techniques and their application (11). Thomas and Haaland
compared several least-squares methods and principal com­
ponent analysis (PCA) for use in quantitative spectral analysis
(I2). With PCA, a data matrix can be decomposed into linear
combinations of orthogonal vectors by diagonalization of the
covariance matrix (I3). This, however, requires that all
components be determined simultaneously. The NIPALS

algorithm can be used to determine a single component ac­
counting for the greatest amount of variance in a data set (I4).
The matrix is degraded into a loading vector and a vector of
scores (principal component or PC) and a matrix residual.
Variables showing the highest degree of correlation are re­
moved, being combined in the first PC, and their effect sub­
tracted from the residual. Subsequent PCs will account for
other sources of variance in decreasing order. Subsequent
components can be determined with additional calls to the
routine. Shah and Gemperline used PCA to classify near­
infrared reflectance spectra (15), and it application to mass
spectra of mixtures has also been reported (16). The approach
has also been applied to chromatographic data to classify
beverages, cheese, and soy sauce (I7-20). Recently, PCA has
been employed as a digital filtering method for reduction of
artifacts in two-dimensional Fourier transform (2D FT) NMR
data sets (21). Commonly, a plot of the fir£abd second PC
is used to determine whether or not underlying trends in the
set exist. However, when applied to three-dimensional data
sets such as 2D NMR or GC/MS data, the method can be used
to separate noise and artifacts from signal.

EXPERIMENTAL SECTION
Instrumentation. A Hewlett-Packard capillary column gas

chromatograph (Model 5890) interfaced by direct capillary inlet
to a Hewlett-Packard MSD (Model 5970) was used for the pro­
duction of all GC/MS data sets. Samples were introduced by
using a Hewlett-Packard autoinjector (Model 7673A). The
chromatographic conditions were sample size, II'L; sample split,
100:1; column, 25 m X 0.2 i.d. HP-l; and temperature program,
T,,,,, = 30°C, tJ = 3.2 min, ramp 40°C/min to 140°C. The
temperatures of the injection port and transfer line were set to
200 and 250 DC, respectively. The MSD was operated in a scan
mode averaging 4 samples per scan, the HP default, with a mass
range of 30--150 amu. Instrument control and data collection were
accomplished by using a Hewlett-Packard Unix ChemStation
(Model 59940) running version A.Ol.03 of the MSD software. After
each analysis, data files were transferred to a Sun SPARCstation
1 workstation for postprocessing.

Samples. To evaluate the method. a mixture of low molecular
weight solvents was used. This was done to assure that a sig­
nificant portion of each substance's mass spectrum would occur
in the low mass region, <50 amu, where noise is the greatest. A
six-component solvent mixture cO'lsisting of 1% by volume each
of dichloromethane, trichloromethane, tetrachloromethane,
benzene, toluene, and ethylbenzene in methanol was prepared
as a stock solution. Subsequent samples were prepared by dilution
of the stock to produce samples ranging from 0.005% to 1% by
volume.

Postprocessing. After data collection and transfer to the Sun
SPARCstation, each data file was processed by using software
written in-house in C using the compiler provided with the Sun
system. The code initially read in mass spectra as raw ion in­
tensities vs time from the HP data file. Since HP data files files
maintain mass resolution values to the nearest 0.05 amu, data
were initially converted to unit resolution where a mass in the
range of -{l.3 to +0.65 was rounded to the nearest whole amu in
a manner similar to the current HP spectral averaging routine,
which sums masses in the range of -{l.3 to +0.7 (22). It was also
determined that the HP scan algorithm allows more than a single
mass spectral line to be recorded in a given amu range. To account
for this, when multiple lines were detected, only the largest line
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was used. The resulting data matrix typically consisted of 130
variables (mle) by 730 cases (scans) although this varied based
on the actual range of masses detected and scans acquired. The
entire matrix was then scaled to mean centered unit variance
rather than scaling each variable. This assured that each set was
treated with the same level of precision while avoiding problems
with closure (23). After scaling, the matrix was subjected to PCA
by using the NIPALS algorithm. When the variance change
became relatively constant, a matrix was produced by subtracting
the residual matrix from original and Hewlett-Packard readable
GC/MS file for subsequent analysis. It was noted that processed
files averaged about 70% of tbe original file size, indicating that
a large number of spectral lines had been removed. All com­
parative tests were then accomplished by using the Hewlett­
Packard ChemStation software. Each processed data file was
compared to the original for mass spectral quality, changes in
chromatographic integration areas and precision, and signal to
noise for ethylbenzene, which was the last peak to elute.

RESULTS AND DISCUSSION

Initial Evaluation of the Algorithm, An initial inves­
tigation was made to determine what criteria should be used
to determine when the majority of the mass spectral signal
had been removed from the data matrix, leaving only the noise.
Several approaches have been reported for estimating the
number of significant components such as attempting to ac­
count for a fixed total variance and cross-validation and
evaluating when the residual standard deviation equals the
experimental error (24-26). Malinowski has proposed the use
of an estimate of real error, RE, which is determined from the
standard deviation of the residual, RSD (13)

where rand c represent the number of rows and columns in
the matrix and XJ is the jth eigenvalue of the noise component.
As components are removed from the residual, RE approaches
a constant, indicating that all significant components have
been determined. Malinowski also reports the use of intrinsic
error and a Factor Indicator function to deduce the number
of components (27). These, however, require that errors be
relatively uniform throughout the data set. GC/MS data sets
typically exhibit overall higher noise at lower masses, and high
mass noise may increase during a temperature program, so
noise was not expected to be uniform. Monitoring when real
error becomes relatively constant should offer a reasonable
approach. This can be determined by monitoring the rate of
change of eigenvalues returned by the NIPALS algorithm and
the use of an appropriate cutoff.

To determine the cutoff, each data file was processed for
a fixed number of components and the resulting files were

[
}i: XJ ]1/2

}"'n+l
RE= -­

r(c - n)
(1)

Figure 3. Representative clYomatographic results of 0.005% by
volume solvent sample. Original data, top; PCA processed data,
bottom. Elution order: dichloromethane, trichloromethane, benzene,
tetrachloromethane, toluene, ethylbenzene.

evaluated for chromatographic area and mass spectral match
quality. Mass spectral quality was determined by using
Hewlett-Packards's implementation of the Probability Based
Matching (PBM) algorithm (28) with the NIST mass spectral
library available for the ChemStation. Figures 1 and 2 show
the effect of the algorithm for each chromatographic peak in
a 0.005% by volume sample. As additional components are
used, chromatographic areas and PBM quality both approach
maxima and then remain constant. A cutoff value of 0.001
for the change in the eigenvector was found to give the best
results for all data files evaluated.

Evaluation of Chromatographic Quality, Figure 3
shows a representative chromatogram for unprocessed and
PCA filtered data. As can be seen, there is a general im­
provement of peak quality and a reduction of background
noise and base-line response. Table I lists integration results
obtained for the data sets using an integration threshold of
16, which was the lowest value that resuIted in integration of
all six peaks for each sample. By reducing mass spectral noise,
better integration results were observed as the ChernStation
software was able to do a better job of properly locating the
chromatographic peaks and calculating a base line. This
improved integration is most evident for smaller peaks where
areas might be overreported by as much as 100%. The AU­
TOSN macro provided with the HP ChemStation software
was used to evaluate signal to noise (81N) for the last chro·
matographic peak. This routine determined 81N by evalu­
ating the maximum signal for the last peak in the chroma­
togram, ethylbenzene, and the average peak to peak noise for
a region just prior to the peak. Table II lists the results
obtained from this macro for raw, PCA-processed, and raw
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Table I. Integration ResultsQ

peak area (% RSD)

dichloromethane trichloromethane benzene tetrachloromethane toluene ethylbenzene

sample raw PCA raw PCA raw PCA raw PCA raw PCA raw PCA

0.005 1.835 0.836 1.496 1.052 0.784 0.583 1.226 1.116 0.625 0,462 0.698 0.507
(34.5) (17.5) (36.0) (11.4) (36.4) (3.0) (72.9) (52.1) (9.9) (8,4) (5.8) (7.7)

0.010 1.861 1.714 2.315 2.040 1.350 U57 2.605 1.970 1.292 1.044 1.267 1.093
(6.5) (5.8) (14.0) (9.9) (11.8) (10.0) (14,4) (5.6) (4,4) (4.8) (4.5) (3.9)

0.050 8.962 9.200 9.716 8.386 5,437 4.876 9.981 9.317 5,446 4.949 5.917 5,493
(12.3) (0.7) (14.6) (3.7) (3,4) (3.1) (7,4) (9,4) (5.5) (2.2) (2.0) (1.2)

0.100 18.35 17.30 18.13 15.95 10.16 9.541 19.10 17.72 10.12 9.602 11.53 10.81
(1,4) (0.2) (8.3) (0,4) (4.2) (0.3) (5.2) (0.2) (1.6) (1,4) (1.6) (7.5)

0.500 78,45 75,47 78.42 74.94 46.36 44.71 80.93 77.68 45.10 43.47 50.21 48.26
(3.6) (3.9) (6.6) (6.5) (5.7) (5.6) (4.8) (5.9) (4.7) (4.8) (5.0) (5.1)

1.000 133.5 129.1 138.0 132.8 83.66 82.32 148.1 140.8 80.67 77.82 89.63 83.59
(0.9) (0.8) (6.5) (6.5) (4.5) (3.7) (6.7) (7.2) (6.5) (6.5) (5.2) (0.3)

slope 134,4 130.2 138.3 133.7 83.87 82.64 147.8 141.0 80.90 78.27 89.94 84.35
Y inter- 3.19 2.76 2.98 2.09 1.35 0.929 2.65 2.29 1.42 U7 1.58 1.55

cept
CC 0.9967 0.9968 0.9980 0.9983 0.9987 0.9992 0.9990 0.9990 0.9985 0.9985 0.9984 0.9973

Table II. Signa1-to-Noise Ratio for Ethy1benzene Peak.
Average of Three Samples

~ample S/Nmw S/N=oo"od S/NpcA S/NpcA/ mw

0.000 20.9 35.6 39.2 1.88
0.010 39.9 97.3 97.2 2,44
0.050 179.7 372.5 457.0 2.54
0.100 368.0 996.1 1125.3 3.06
0.500 1793.3 3633.1 8873.0 4.95
1.00 2336.0 5276.2 264728.5 121.9

data that had been subjected to a 10-point Golay smooth (6).
S / N improves hy a factor of 1.88 for the 0.005% by volume
samples after PCA. This compares favorably with smoothing,
which only improves by a factor 1.70 for the 0.005% by volume
samples. As concentration is increased, S/ N steadily increases
but takes a large jump for the 1% by volume samples. In these
cases, it was observed that all spectral lines for each scan in
the ethylbenzene peak Were well above the scan threshold of
1000. ChemStation software will omit individual lines with
intensities at or below the threshold, which introduces ad­
ditional noise.

Mass Spectral Quality. Figures 4 and 5 show average
mass spectra obtained by using the 0.005% by volume sample
for the first and last peaks (dichloromethane and ethyl-

Table Ill. PBM Search Match Quality

benzene). Upper spectra are for raw data sets and the lower
represent PCA-processed spectra. Processed data show a
substantial reduction in mass spectral noise with a subsequent
improvement in spectral quality. To further evaluate mass
spectral quality, each data set was evaluated to compare both
raw and processed mass spectra by using the PBM search
algorithm using HP defaults for each search. Average mass
spectra Were obtained by integration of each data file and
taking the average spectra for the reported peaks. This as­
sured that the spectra produced for both data sets were
comparable and not subjected to the spectral summation
routine currently employed by Hewlett-Packard, referred to
as math with spectra (4). Table III lists PBM match prob­
abilities obtained for all six peaks in each data set. By re­
ducing the background noise, a general improvement in match
quality is observed, through the greatest change occurs with
lower concentration samples. Overall, 36.1 % of the matches
showed an improvement averaging 16.3%, whereas 18.5%
showed a small degradation averaging 3.2%_ For the lowest
concentration sample, 15 of the 18 PBM values showed a net
improvement with only 2 samples showing a degradation.

CONCLUSIONS

A digital filtering method for postprocessing of GC/MS data
based on principal component analysis has been introduced.

PBM match quality

sample, dichloromethane trichloromethane benzene tetrachloromethane toluene ethylbenzene

% hy vol raw PCA raw peA raw PCA raw PCA raw PCA raw PCA

0.005 74 91 42 59 72 83 10 43 50 47 43 78
72 72 50 83 72 74 38 83 80 86 90 93
80 91 64 43 43 72 37 83 68 78 80 90

0.010 81 91 43 83 64 80 64 53 58 91 91 91
64 72 72 90 56 90 40 83 91 90 91 91
81 80 81 90 86 90 42 53 90 91 91 90

0.050 91 91 96 94 91 91 64 64 94 91 94 94
91 91 96 93 91 91 64 64 95 91 94 94
91 91 94 91 90 91 64 83 95 91 91 91

0.100 91 91 96 96 91 91 83 90 94 90 91 91
91 91 94 97 91 91 64 64 95 90 91 91
91 91 96 94 91 91 59 59 94 91 94 91

0.500 91 91 94 94 91 91 64 64 94 91 76 91
91 91 96 96 91 91 64 64 94 90 90 91
91 91 94 94 91 91 64 64 94 91 87 91

1.000 91 91 96 96 91 91 64 64 94 93 72 91
91 91 96 96 91 91 59 84 94 94 87 91
91 91 96 96 91 91 45 74 94 94 59 91
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Figure 4. Average mass spectrum of dichloromethane. 0.005% by
volume sample. Original data. top; peA processed data. bottom.
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Figure 5. Average mass spectrum of ethylbenzene, 0.005% by
volume sample. Original data, top; peA processed data, bottom.

By monitoring the change in variance accounted for with each
pass through the NIPALS algorithm, a routine has been de­
veloped that can determine the optimal number of iteations
required to achieve the best overall results. Little user in-

teraction beyond file selection is required. After processing,
the resulting chromatographic peaks show improved iterations
and signal-to-noise ratios. By removal of mass spectral noise,
a significant improvement in spectral quality and PBM match
probabilities is also observed. Another advantage of the
routine is that data file size is reduced by an average of 30%
due to removal of noise-related spectral lines.
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Multiphoton Ionization of Laser-Desorbed Neutral Molecules in
a Fourier Transform Ion Cyclotron Resonance Mass
Spectrometer

Jeffrey A. Zimmerman,' Clifford H. Watson,' and John R. Eyler'

Department of Chemistry, University of Florida, Gainesville, Florida 32611-2046

Resonant mulliphoton ionization of laser-desorbed nonvolatile
samples has been achieved in a Fourier transform ion cy­
clotron resonance (FTICR) mass spectrometer. The detec­
tion of iron at the 100 ppm (parts per million) doping level in
an I nP compound semiconductor sample and the production
of molecular ions for a hexapeptide have been observed in
a modified FlICR analyzer cell. A unique three-laser ex­
periment has been devised in which infrared multiphoton
dissociation of dipeptide ions, formed by resonant muhiphoton
ionization of laser-desorbed neutrals, is performed.

INTRODUCTION
Multiphoton ionization (MPl) (1-3) of neutral molecules

has heen widely studied in recent years as high-powered pulsed
lasers with tunahle output in the ultraviolet wavelength range
have hecome commercially available. Both resonant (REMPI)
and nonrewnant MPI can be used to ionize species of interest,
with the former yielding wavelength-selective formation of
(primarily) parent ions at low laser power and increasing the
number of fragment ions as the laser power is increased. At
high laser powers, nonresonant MPI can be used to produce
ionization from all molecules present in the focal volume of
the laser, although wavelength selectivity is sacrificed and far
fewer parent ions are usually formed (4,5). The use of MPI
to ionize neutral molecules which have been desorbed from
solid surfaces has been shown to be a powerful analytical
technique hy several groups. In this approach, the ability to
separate the desorption and ionization steps and the advan­
tages of MPI outlined above have resulted in unique capa­
bilities for analysis of solid samples.

All earlier experiments have utilized time-of-flight (TOF)
mass spectrometers for mass analysis, because these pulsed
instruments couple well with the pulsed lasers used for laser
desorption and MPI. The groups of both Grotemeyer and
Schlag (6, 7) and Lubman (8, 9) have used a supersonic ex­
pansion to entrain CO, laser-desorbed neutrals before MPI.
This approach helps to provide a spatially well-defined beam
of neutrals prior to ionization (enhancing the sensitivity and

mass resolution when using TOF mass analysis) and at least
partially cools the internal degrees of freedom of the n~utral
molecules, thus increasing the number of molecules III the
states accessed by the MPI laser. A wide range of compounds,
including many of biological interest, has been studied by these
groups. Zare and co-workers (10, 11) have recently used a
similar approach, but without supersollic expanSlOn of the
laser-desorhed neutrals, to analyze carbonaceous depOSits III

meteorites.
Our laboratory has been actively engaged (12-15) in cou­

pling lasers to Fourier transform ion cyclotron resonance
(FTICR) mass spectrometers (16--20) for a number of years.
Of particular interest are the direct formatlOn of Ions by CO2

I Present address: IBM Technology Laboratory, Dept T37, P.O.
Box 8003, Endicott, NY 13760-5553. .

2Present address: Bruker Instruments, Inc., Mannmg Park, 19
Fortune Dr, Billerica, MA 01821.

0003-2700/91/0363-0361$02.50/0

laser desorption (14,21-23) and the use of a second laser to
induce fragmentation of these ions via infrared multiphoton
dissociation (IRMPD) (14,21). Since FTICR utilizes pulsed
ion formation and detection, it should couple with (pulsed)
laser desorption of neutral molecules followed by (pulsed)
multiphoton ionization in as facile a manner as does TOF mass
analysis.

At least two additional advantages should be realized when
using FTICR mass analysis to study ions formed by MPI of
laser-desorbed neutrals. The first is much higher resolution
than is possible with TOF mass spectrometers, even those
eq\lipped with reflectrons (24). FTICR has routinely dem­
onstrated the highest mass resolution (25) of any type of mass
spectrometer, and such high resolution can often be valuable
in distinguishing ion structures of the same nominal mass or
in separating different isotopes of certain elements which
overlap in mass. A second advantage of FTICR mass analysis
is the ability to subject trapped ions to further analysis,
studying their reactivity in ion/molecule reactions (26), and/or
inducing fragmentation by collisional (27) or photon (28)
activation.

While to our knowledge no group has demonstrated MPI
of laser-desorbed neutrals in an FTICR mass spectrometer,
several have reported MPI of molecules introduced into the
ICR mass spectrometer directly in the gaseous state (29-31).
Laser-desorbed neutrals have been ionized by methods other
than MPI, such as electron impact (32) and chemical ioni­
zation (33). We report here the successful MPI formation of
ions from laser-desorbed neutral molecules in a FTICR mass
spectrometer. Ions formed in this way can be detected by
using the high mass resolution capabilities of the FTICR
technique. We have also exploited the ability to subject the
ions produced and trapped in this manner to laser photo­
dissociation in a unique three-laser experiment in which a third
(gated continuous-wave (cw) CO,) laser has been used to
dissociate small oligopeptide ions.

EXPERIMENTAL SECTION
The Fourier transform ion cyclotron resonance mass spec­

trometer used in this work consisted of a Nicolet (now Extrel
FTMS, P.O. Box 4508, Madison, WI 53711) FTMS-I000 data
system, a prototype Nicolet 2.0-T magnet, and a home-bUllt/
assembled vacuum system (this system IS descnbed III detail III

ref 34). The main vacu.um chamber was a 15-c~ In.slde d,a~eter
(i.d.) stainless steel cylinder that was mounted mSlde th~ _O-cm
bore of the 2.0-T superconducting magnet. Two 011 dIffUSIOn
pumps (Alcatel Vacuum Products, 40 Pondpark Rd, Hingham,
MA 02043), with pumping speeds of 700 and 300 L/s were used
to evacuate the vacuum chamber. Several wmdows were m.ounted
on each end flange to facilitate various laser-related expenments.

Several modifications to the existing FTMS-lOOO analyzer cell
were necessary in order to permit entry ~f the beams f~om more
than one laser (see Figure 1). In all experunents, an exclmer laser
(Lumonics Model86(}-4 excimer laser, 105 Schneider Road, Ka­
nata, ON K2K 1Y3 Canada) modified with infrared (IR) OptiCS
and operating in the pulsed CO, mode (lO.6-l'm wavelength, pulse
length ca. 1 ~s, approximately 0.75 mJ/pulse entermg the vacuum
chamber) was used to desorb a solid sample mounted on a probe
tip (cf. Figure 2 of ref 14). The laser beam passed throogh a ZnSe

© 1991 American Chemical Society
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RESULTS AND DISCUSSION
Postionization of Laser-Desorbed Neutrals in the

FTICR. The first. at.t.empt.s at. mult.iphot.on ionizat.ion of
laser-desorbed neut.rals were made with coronene. Care was
taken to use sufficient.ly low desorption laser power t.o avoid
direct ion production. Postionization was achieved with an
unfocused (frequency doubled) dye laser beam of 300-nm
wavelength (solut.ion Am" of coronene is 302 nm (SadtJer
Standard Spect.ra; SadtJer Research Laboratories, Inc., 1976»),
which passed through the center of t.he cell in a pat.h similar
to t.hat. shown for t.he cW CO2 laser beam in Figure 1. A
maximum signal for the mjz = 300 parent ion was observed
when the delay bet.ween the desorption and ionizat.ion lasers
was set t.o 60 I'S, but ions were still formed when the delay
t.ime was as long as 1501's.

Multiphoton ionization of laser-desorbed iron atoms was
performed by using a similar procedure and experimental
configurat.ion t.o t.hat for coronene. Iron and ot.her neut.rals
were desorbed from a 304 st.ainless st.eel probe t.ip wit.h post.­
ionizat.ion achieved by 302.1-nm light., t.he first. phot.on reso­
nant wit.h the yDS4 - aDS, t.ransit.ion and t.he second excit.ing
into the ionizat.ion cont.inuum. Light of several ot.her wave­
lengths corresponding t.o t.ransit.ions originating from t.he aDS,
stat.e (298.4, 296.7, and 293.7 nm) also produced ionization.
However, no signal could be produced from other higher lying
aD'J states. This indicates t.hat. significant. populat.ions of even
low-lying excit.ed states (0.05 and 0.11 eV above the ground

Figure 2. Experimental pulse sequence employed in the FTICR ex­
periments. The cw CO2 photodissociation step was eliminated when
only LD/REMPI was desired.

For most experiments, the mass spectrometer was operated in
its standard broad-band (10 kHz to 2.67 MHz) mode using fre·
quency chirp excitation. Heterodyne detection of the transient
signal was used when required for accurate mass analysis.
Typically, 10-50 transient signals, each generated by ions from
1 laser pulse and consisting of 16384 data points, were acquired
and averaged. The averaged time-domain transient was apodized
(36) and zero-filled once prior to Fourier transformation. The
number of data points collected for each transient signal was
increased from 16K to 64K as necessary to increase the mass
resolution. Only positive ions were observed following multiphoton
ionization, and a trapping voltage of 2 V was used for most
experiment,. The trapping voltage was reduced to 0.5 V during
heterodyne detection experiments.

A clean stainless steel probe tip was used to generate the Fe
signal in initial experiments and an InP wafer doped with Fe to
the 100 ppm level was used in subsequent experiments. Coronene
(Aldrich) and peptide samples (Chemical Dynamics Corporation)
were used without additional purification. Sample purity was
assessed by using broad-band laser desorption mass spectrometry.
The cororene and peptide samples (0.5-5 mg) were mixed with
methanol (3-5 mL), and a small portion of the resulting slurry
was deposited on a stainless steel probe tip by using a micropipet.
The sample coating typically appeared opaque and was much
thicker than that normally used for laser desorption. The probe
tip was mounted such that rotation of the probe exposed a fresh
surface for laser desorption of neutrals. Depending on sample
preparation, a single spot produced a signal for 100-500 laser
pulses.

cylindrical lens

\ 90° turning prism

---:~:';.".r-0J2-,,'.o:::_..... ~~lidS probe

pulsed CO2 laser beam

\

t;-----~ ~ \ focal point

cW-C0
2

laser beam\ resonant Nd:YAG laser beam

gold plated mirror

Figure 1. ICR cell modified to permit three laser experiments.

window into the vacuum chamber and was focused by a 7.62-cm
focal length ZnSe lens. The focused beam entered a small hole
in the front trap plate of the FTICR cell, traversed the cell, and
exited the back trap plate through a l-cm·diameter mesh-covered
opening", then irradiating the sample. Postionization of the
neutrals desorhed hy the first laser was achieved by using the
fourt.h harmonic, 266 nm, of a Nd:YAG laser (Continuum, 390
Reed St, Santa Clara, CA 95050) or by the tunable output of a
dye laser pumped by the second harmonic of the Nd:YAG laser.
The output from rhodamine dyes 610 and 590 (Exciton, P.O. Box
31126, Overlook Station, Dayton, OH 45431) was doubled to obtain
wavelengths in the range 305-280 nm. The UV beam entered
the vacuum chamber through a I-em sapphire window and for
the majority of the studies passed through a 90° fused quartz
turning pri"m. The heam was then focused by a 2.54-cm focal
length cylindrical lens t.hrough a cut.-out section of the machinable
ceramic cell ~upport/insulator at the solids probe end of the cell.
Thi~ po~itioned the focal point several millimeters from the probe
tip and directly between the tip and the cell. Alternatively, some
early studie~ were performed by passing the unfocused beam
through I-em-diameter holes in the excite plates (similar to the
cw~laser pathway ~hown in Figure 1), thus allowing the beam to
travel through the center of the cell. Typical UV laser pulse
energie" were on the order of 50-100 mJ jpulse at 266 nm and
5-10 m,J jpulse for the (tuned) wavelengths from 280 to 305 nm.
The output of the third laser, a gated cw CO2 laser (Apollo Lasers,
Inc.. 9201 Independence Ave, Chatsworth, CA 91311), also entered
the vacuum chamber through a ZnSe window and was turned by
a plated gold mirror mounted to one of the excite plates. The
beam entered the cell through a 1.25-cm hole and was reflected
from the opposite (parallel) plate, giving a second pass of this laser
beam through the cell.
. The FTICR pulse sequence employed is shown schematically
In Figure 2. It was necessary to adjust the pulse sequence to a
pe~iod of 989.5 ms in order to conform to the triggering re­
qUirement" of the Nd:YAG laser. Coupling of the FTICR elec­
tronics and the Nd:YAG laser was accomplished by a home-built
micr~)computerinterface (35). Using this program, it was possible
to tngger t.he laser q-switch every ninth firing of the flashlamps,
thu~ allOWIng a lower FTICR pulse repetition rate (ca. 1 Hz as
opposed to the normal 10-Hz laser firing rate) and permitting
~~eater freedom in designing the pulse sequence shown in Figure

. The pulsed CO, laser was triggered by the "beam event" pulse
dIrectly after a quench pulse expelled all ions from the cell but
due to internal timing constraints did not fire until an additional
44.1 ms after triggering. After pulsed laser desorption of neutral
molecule~, the Nd:YA~ laser was fired a variable time period,
5-flO }i~, later. The time between the two laser pulses was
monitored by using the sync output from the CO? laser and the
signal from a fast photodiode which picked up scatt~red light from
the Nd:YAG laser pulse. Timing between the two laser pulses
experienced jitter of ±4 }is.

Because of timing restrictions, the Nd:YAG laser was not
triggered during the pulse sequence in which it fired but instead
during the precedin{? sequence and was "'wrapped around" to the
next pulse ~equence. In the three-laser experiments, the cw CO2
laser was gated on for a variable time after a series of three ejection
ev~nt~ to remove unwanted ions, thus irradiating the trapped ions
of mterest that were formed by MPI of laser-desorbed neutrals.
Following this, the usual FTICR excitation and det.ection process
took place.
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Figure 3. Relative intensity of Fe+ formed by REMPI (302.1 nm) of
laser-desorbed neutral Fe from a 304 stainless steel probe tip as a
function of velocity. assuming all neutrals were desorbed during the
1-l's pulse duration of the CO2 desorbing laser. Also plotted are the
Boltzmann velocity distributions at 2700 K (boiling point of stainless
steel) and 10000 K.

state} of the Fe atoms either were not produced or were
quenched en route to the cell center. These results are quite
different from the resonant ionization lines observed in a glow
discharge (37), where numerous examples of excitation from
the higher excited states were observed. Figure 3 shows the
Fe+ signal produced by 302.1-nm resonant, two-photon ion­
ization as a function of the velocity the neutral iron atoms
would achieve if desorbed from the surface during the de­
sorption laser beam pulse. The experimental distribution does
not fit the Boltzmann velocity distributions at either 2700 °C
(ca. the boiling point of 302 stainless steel) or 10 000 °C. A
substantial signal is observed at velocities much slower than
neutrals desorbed at 2700 °C would acquire and much faster
than those formed at a temperature of 10000 °C would ac­
quire. This indicates either that the iron atoms are desorbed
with a wide (non-Boltzmann) distribution of kinetic energies
or that the desorption process proceeds gradually with atoms
emitted tens of microseconds after the laser energy has been
deposited.

Significant iron signals were also produced when the dou­
bled dye laser beam was focused by the cylindrical lens and
ionization took place quite close to the probe tip. At a distance
between the probe tip and ionization laser focal point of ap­
proximately 2 mm, the strongest ion signals were found at a
laser delay of 71's, but no observable signal was seen at either
4 or 10 I's. Jitter in the timing prevented a detailed study
of neutral velocities; however, the narrow spatial distribution
of desorbed iron atoms found close to the probe tip (as op­
posed to a wide distribution seen at the cell center, cf. Figure
3) indicates a virtually instantaneous desorption process with
the resulting atoms desorbed with a wide range of velocities.

The ultimate intent of these atomic postionization exper­
iments with FTICR mass analysis was to detect trace im­
purities while taking advantage of the technique's high res­
olution. Iron at a 100 ppm doping level in an InP substrate
was observed by using the experimental configuration dis­
cussed above. The signal was maximized at a 10-1'S delay time
between the two lasers (slightly longer than with Fe from the
stainless steel substrate) at a 2-mm probe to focal point
distance, which permitted a major portion of the desorbed
neutrals to be intersected by the focused ionization laser. The
FTICR mass spectrum obtained is shown in Figure 4. A
maximum mass resolution of 11400 using 64K data points was
obtained. This resolution, which is much lower than is nor­
mally experienced by using FTICR, may result from the high
translational energy these ions possess (in addition to a wide
distribution of translational energies) and the inability to
thermalize the ions with a neutral gas because of resulting loss
of signal strength. However, the mass resolution attained is
still substantially higher than that demonstrated by com-

I I'n'
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~ 00 100 1~ le
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Figure 4. REMPI spectrum of ~olHJoped (100 ppm) InP. Resolution
(FWHH) of the Fe+ peak is 11400. A small In+ ion signal is also
observed and is formed by the desorbing laser.
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Figure 5. LD/REMPI (REMPI at 266 nm) spectrum of hexapeptide
LeuTrpMetArgPheAIa.

mercia! TOF reflectron instruments (a FWHH resolution of
5000 at m/z = 78 is obtained on a TOFl relectron mass
spectrometer, Bruker Instruments, Inc., Manning Park, Bil­
lerica, MA 01821), which use laser ionization. A small In+ peak
is also seen at m/z = 115 in Figure 4, since it was difficult to
produce desorption without the formation of In+. Given the
signal-to-noise ratio (ca. 100:l) seen in Figure 4, analysis of
samples with much lower levels of Fe (in the few ppm range)
should be possible.

We have successfully demonstrated laser postionization of
larger species, including the hexapeptide LeuTrpMetArg­
PheAla. This molecule undergoes facile ionization when ir­
radiated with 266-nm light to produce a molecular ion and
numerous fragment ions. These ions provide useful molecular
weight and structural information. An abundant fragment
peak is observed for each of the possible sequence ions, as
shown in Figure 5. The labeled peaks represent fragmentation
from the C-terminus end of the molecule. Additional fragment
ions resulting from N-terminus cleavages and loss of side alkyl
groups are present in lesser abundance.

Infrared Multiphoton Dissociation (IRMPD) of Oli­
gopeptide Ions. Under proper conditions, laser desorption
can be a "soft" ionization technique, in which pseudomolecular
ions are formed by attachment of a cation such as K+ or Na+
to intact neutral molecules. Unfortunately, the main frag­
mentation pathway observed for these species with IRMPD
is quite often the structurally uninformative loss of the neutral
molecule

(M + K)+ + nhp ~ M + K+

Such behavior is not seen when working with laser-desorbed
negative ions, where (M - Ht ions are the pseudomolecular
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Figure 6. (a) LD/REMPI spectrum of TrpGly (all ions under mlz = 150
are ejected). (b) LD/REMPI/IRMPD spectrum of TrpGly showing losses
of 44 and 73 amu neutral fragments.
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Figure 8. Possible ionization/dissociation scheme for the LD/REM­
PI/IRMPD of TrpGly.

the normalized abundance for the parent and daughter ions
as a function of the cW CO2 laser power (laser on for 50 ms)
is shown in Figure 7. The daughter ion intensity increases
monotonically as the amount of IR irradiation increases.

TrpGly has been shown to form a cyclodipeptide (38) (with
elimination of water), but this occurred only when a thick
sample was subjected to laser desorption followed by REMPI
in a similar approach to this study (where sample thickness
is estimated at 0.5-1 mm). However, exact mass analysis has
shown that the m/z = 244 peak in our experiment is [M ­
OHJ+, differing by 1 amu from the mass-to-charge ratio for
[M - H20J+. As shown in Figure 8, a protonated cyclodi­
peptide is a quite reasonable structure for the [M - OHJ+ ion.
The subsequent losses of 44 and 73 amu fragments, induced
by IRMPD, can be explained by the ring-cleavage processes
shown. We cannot explain why an [M - OHJ+ fragment,
apparently with a protonated cyclodipeptide structure, is
formed in our experiment, while quite similar conditions in
an earlier work (38) resulted in an [M - H20]+ cyclodipeptide.
We note, however, that [M - OH]+ ions were reported in one
earlier publication (39),

The LD/REMPI of several dipeptides gave rise to intact
molecular ions that were then subjected to IRMPD. The
molecular ion of ProPhe (MW = 262) underwent photodis­
sociation to form m/z = 70 [pyrrole - IJ+ (see Figure gal. A
protonated ArgPhe ion (MW = 322) is apparently formed in
the LD/REMPI process by a mechanism not yet understood.
Photodissociation produces fragment ions at m/z = 305 (loss
of neutral OH), m/z = 245 (loss of the phenyl group), m/z
= 263 (loss ofNHCNH2NH2), and m/z = 158 (cleavage of the

o. DOl'.0:"""';.....,2C!0-=0,.....---::.0,-.0:-'----=6"0.-=0~~8:::!0 0

Dissociation Laser Power (Watts)

Figure 7. Dependence of ion feak area on cw CO2 power for the
pholodissociation of [M - OH] formed by LD/REMPI of TrpGly.
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ions most often formed, but it can be quite limiting when
examining positive ions. Production of such pseudomolecular
ions is particularly undesirable when using laser desorption
and IRMPD to study oligopeptide ions, where cleavage of
amide linkages instead of M - K+ bonds is sought.

On the basis of the results of other workers (8, 9) using
low-powered laser desorption and multiphoton ionization for
ion production in time-of-flight investigations, peptides can
provide an abundance of ions that are potentially useful for
structure identification. Peptides containing a strongly UV
absorbing amino acid residue, such as phenylalanine (Am~ =
268 nm), tyrosine (A_ = 272.7 nm), tryptophan (Am", = 286.0
nm), or histidine (Am", = 250.0 nm), are easily ionized by
resonant multiphoton ionization, often producing a charac­
teristic radical molecular or pseudomolecular ion.

Although the amount of fragmentation observed following
MPI can sometimes be influenced by varying the energy of
the ionization laser, quantitative control of fragmentation is
often quite difficult. One answer to this problem is to irradiate
ions trapped in the FTICR analyzer cell with infrared radi­
ation. The laser desorption/multiphoton ionization mass
spectrum of the dipeptide L-tryptophylglycine (TrpGly) is
shown in the upper half of Figure 6. All ions below m/z =
150, including a fragment ion of m/z = 130, have been ejected
prior to recording the spectrum. This dipeptide forms a
pseudomolecular ion m/z = 244 ([M - OH]+ as determined
by exact mass analysis). This ion dissociates when irradiated
with a gated pulse of light from a cW CO2 laser, forming two
fragment ions at m/z = 200 and 171. Double resonance ex­
periments (m/z = 200 is ejected during the cw CO2 laser pulse)
confirm this to be a competing and not a sequential (m/ z =
244 - m/z = 200 - m/z = 171) reaction. The amount of
fragmentation is easily controlled by varying either the cw CO2
laser power or the length of the irradiation period. A plot of
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Figure 9. Ions formed by LD/REMPI of (a) ProPhe and (b) Ar9Phe.
Bond cleavages produced by IRMPD are indicated by solid lines, and
the m / z ratio of the fragment ions is formed.

amide bond with the charge remaining on the arginine frag­
ment), all consistent with protonation on the arginine side
chain as shown in Figure 9b. These fragments provide
practical information that is useful in structure elucidation.
Thus, the promising results produced by the LDjREMPIj
IRMPD technique suggest that it may be extended to more
biologically significant oligopeptidesjproteins of higher mo­
lecular weight in which direct laser desorption does not pro­
duce useful information.

CONCLUSIONS
Multiphoton ionization of neutral molecules formed by laser

desorption has been carried out successfully in a Fourier
transform ion cyclotron resonance mass spectrometer. At least
two advantages of using FTICR mass spectrometric detection
have been realized: high mass resolution and the ability to
subject ions formed by MPI to infrared laser dissociation while
they are trapped in the FTICR cell. Extensions of this
technique to larger peptides, to other biological samples, and
to lower concentrations of dopants or contaminants in sem­
iconductor samples are in progress.
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Ultrasonic Time-ot-Flight Method tor On-Line Quantitation ot in
Situ Generated Arsine

Jorge L. Valdes' and Gardy Cadet

AT&T Bell Laboratories, Murray Hill, New Jersey 07974

with 'I and M given by eqs 5 and 6, respectively. At a given
temperature T, the measured acoustic velocity can be used
along with eq 7 to determine the composition of the gas
mixture provided the pure component parameters (i.e. 'Y and

Substituting eq 2 into eq 1 and performing the indicated
differentiations yields the following expression for the acoustic
velocity of an ideal gas

V, = V'YRT/M (3)

where 'YI and 'Y2 are the pure component specific heat ratios.
Similarly, the mole fraction average weight, M, of the binary
gas mixture is given by

M = XMI + (1 - X)M, (6)

The acoustic velocity of a binary mixture is then represented
by

wbere R is the universal gas constant, M is the molar mass
of the gas, P is the pressure, V is the volume, and Cy is the
specific heat at constant volume. A consistent use of SI units
in eq 1 yields the acoustic velocity in units of meters per
second. In this treatment, we consider 1 mol of an ideal gas
whose thermodynamic behavior is described by the following
equation of state

(7)

(5)

(4)

(2)

(1)

PV=RT

v, = 'I/'IRT/M

RT V' (ap ) R [V (ap) ]
M - RT av T + Cy Ii aT y

XCP,l + (1 - X)Cp"
'1=

XCY,l + (1 - X)C y"

where X refers to the mole fraction of gas 1 and the sub­
scripted quantities refer to those of the pure components. For
an ideal gas, Cp = Cv + R, and thus eq 4 can be rewritten in
a more conventional form as

( X 1- X)-I
'1=1+ --+-­

"II - 1 "I, - 1

where'Y " Cp/Cv is the ratio of the specific heat capacities
at constant pressure to the value at constant volume, re­
spectively. The acoustic velocity predicted by eq 3 is generally
in good agreement with experimentally measured values for
noble gases (He, Ne, Ar, etc.), atmospberic diatomic gases,
low molecular weight gases, and gases at sufficiently low
pressures (i.e. <10 atm).

Although the acoustic velocity given by eq 3 applies strictly
to pure component systems, binary and pseudobinary gas
mixtures can also be described by the same functional rela­
tionship provided suitable values for "I and M, representative
of the mixture, are adopted. In this work, we consider a binary
gas mixture to be adequately described as a linear function,
by mole fraction, of the pure component physical properties.
The ratio of specific heats in a binary gas mixture, 'I, is given
by

V=,

INTRODUCTION
Control over the concentration of electronic reagents is

critical for the growth of compound semiconductor materials
by molecular beam epitaxy (MBE), hydride vapor-phase ep­
itaxy (H-VPE), and metal organic chemical vapor deposition
(MOCVD) processes. Current technology relies on feedstream
compositions that are fixed by the prevailing contents of the
cylinder containing the reagent. Control of the concentration
at a different desired value is achieved by mixing the reagent
stream with a diluent gas, such as hydrogen, using a mass flow
controller (MFC). In a recent paper, we described a process
for electrochemical generation of arsine for electronic appli­
cations (1). This on-demand generator offers delivery of a wide
range of arsine concentrations (2-90% AsH, in H,) at variable
pressures and flow rates. For this more versatile and safer
arsine source, knowledge of the extant reagent concentration
permits precise replication of this experimental variable, which
allows for a higher degree of reproducibility in growth con­
ditions and thus material properties.

The composition of a gas mixture can be measured by a
variety of techniques such as mass spectrometry and gas
chromatography. Ultrasonic methods (2-6) have been used
recently to measure acoustic velocities of gas mixtures in flow
systems. The acoustic velocity is an intensive property of the
gas that is related to its composition. For the case of a binary
or pseudobinary gas, the acoustic velocity of the mixture
depends on the mole fraction of each gas and their respective
pure component properties. Acoustic velocities can be mea­
sured by using time-of-flight and continuous-wave cavity
resonance techniques. In this work, we employ the former
technique to assess the feasibility of soundspeed measurements
for on-line reagent concentration monitoring of in situ gen­
erated arsine process streams.

THEORETICAL SECTION
The acoustic velocity (V,) of a single-component gas stream

is given by the following relationship (7)

An uRrasonlc tlme-of-flight method Is described for continuous
concentration monitoring of in situ electrochemically gener­
ated arsine. The method is based on accurate measurements
of the speed of sound, which is a sensitive function of the
composition of a binary gas mixture, particularly with gases
of disparate molecular weights, i.e. arsine and hydrogen.
Speed of sound measurements made on flowing streams of
argon-helium and arsine-hydrogen at ambient temperature
and pressure are In excellent agreement wRh values predIcted
by using an acous1lc model based on ideal gas theory. Highly
repeatable calibration curves are obtained for each binary gas
mixture analyzed over the entire range (0-100%) of com­
positions. The calibration was found to be independent of the
volumetric flow rate of the gas mixture over the range of
pressures 0-30 pslg. The uRrasonlc method offers a practical
solution to accurate and reliable concentration monitoring of
a wide range of gas-phase reagents used in the fabrication
of devices.

0003-2700/91/0363-0366$02.S0/0 © 1991 American Chemical Society
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HZ N2 (PU RGE GAS)
Figure 2. Acoustic spectrum for pure helium at ambient temperature
and 1-atm pressure.

(8)

Argon-Helium

Figure 3. Acoustic spectrum for pure argon at ambient temperature
and 1-atm pressure.
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Figure 4. Comparison of experimental (e) and theoretical (-)
soundspeed vs mole fraction of argon for the argon/helium system.

pure helium and pure argon, respectively, at ambient tem­
perature and pressure. The ultrasonic wave that propagates
through the gas medium is recognized by the double-humped
region. The onset of this wave defines the time-of-flight, T.

The measured time-of-flights for helium and argon are T =
322.7 itS and T = 982.3 itS, respectively. At short times «150
its), the acoustic spectrum exbibits the propagation of sound
through the stainless steel flow cell itself. The speed of sound
in 316 stainless steel is 3070 m/s for a time-of-flight (-100
its) consistent with the measured acoustic spectrum.

In Figure 4 are shown the measured acoustic velocities (e)
for the argon/helium system as a function of the mole fraction
of argon at ambient temperature and I-atm pressure. The
acoustic velocity predicted by eq 7 by using ideal gas theory
and the pure component parameters is shown by the solid
curve. Specific heat capacity ratios, "YM =1.669 and "YH. =
1.630, were used in eq 7 for argon and helium, respectively
(8). The predicted (shown by the solid curve) and measured
velocities are in excellent agreement. In addition, soundspeed
vs mole fraction data for the argon/helium system obtained

PI = xP

EXPERIMENTAL SECTION
Acoustic velocity measurements were performed on the inert

gas mixture argon/helium, prior to executing experiments with
arsine/hydrogen. The acoustic velocity was measured by using
a Model 6068 ultrasonic flow cell and a microprocessor-based
acoustic spectrum analyzer (Panametrics, Waltham, MA). The
experimental apparatus and configuration are shown in Figure
1. Cylinders of the appropriate pure component gases (research
grade, >99.99% purity) were used, and the flow of each gas was
precisely metered hy using mass flow controllers (MKS Instru­
ments, Andover, MA) lo obtain the desired composition. The
pure gases were mixed downstream in a manifold and then in­
troduced into the ultrasonic cell in a flow-by configuration.
Experimenw involving arsine were conducted in a properly ex­
hausted gas cabinet, and every precaution was followed to ensure
maximum safety. Additionally, the exit stream of the ultrasonic
cell was passed tbrough an activated carbon-filled scrubber to
remove arsine. Experiments were conducted at ambient tem­
perature (23 ± 0.1 °C), and it was found that consistent and
repeatable results could he achieved without requiring additional
temperature control of the cell.

The ultrasonic flow cell consists of two titanium transducers
(Model 91, also from Panametrics) placed at a fixed distance apart
(0.3143250 m) and in direct contact with the gas stream. Each
transducer resides in a I-in. pipe fitting located at either end of
a 12 in. lon~ hy 0.375 in. diameter stainless steel tube. This
arran~ement provides uniform gas flow patterns around each
transducer for proper transmission of the acoustic wave into the
gas stream. Transducers are excited by ±60 V and nominally
operate at loo-kHz frequency. Each transducer can operate as
a transmitter and a receiver. In this manner, it is possible to
measure bolh the upstream and downstream time-of-flights. The
average of the upstream and downstream time-of-flights neces­
sarily cancels the effect of flow-induced Doppler shifts in the
frequency and lhus yields higher accuracy acoustic velocities.
Acoustic spectra were recorded on a digital oscilloscope, and the
time-of-flight was determined by the acoustic spectrum analyzer,
which uses an 8-MHz clock.

M) are known. Once the mole fraction is determined, the
partial pressure of component I, Ph can be calculated from
the lolal pressure P hy

Figure 1. Experimental configuration for ultrasonic measurements.

RESULTS AND DISCUSSION
It is often convenient in ultrasonic measurements to display

the acoustic spectrum of the receiving transducer on an os­
cilloscope. Tbe measured acoustic signal depends on the
interaction of the ultrasonic wave with the gas mixture. In
Figures 2 and 3 are shown the acoustic spectra measured for
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For this analysis we will assume that the path length is known
with sufficient accuracy so as to incur minimal error in the
soundspeed. Differentiating eq 10 and substituting into eq
9, one can derive the following expression for the error in
concentration

xftAole Fraction of Arsine in Hydrogen

Figure 7. Relative percent error in concentration from the measured
time-of-flight for arsine/hydrogen mixtures.

where (av,/aX) is the derivative of the soundspeed vs con­
centration curve and 0V, is the error in the soundspeed
measurement. The soundspeed and time-of-flight (T) are
connected through the acoustic path length L by

V, =!:. (10)
T

1.00.8

Aniline-Hydrogen
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Figure 6. Comparison of experimental (0) and theoretical (-)
soundspeed V$ mole fraction of arsine for the arsine/hydrogen system.

Figure 5. Acoustic spectrum for a binary mixture consisting of 0.019
mole fraction arsine in hydrogen.

by starting with either pure helium or argon and mixing in­
creasing amounts of the diluent gas are highly repeatable. The
measured soundspeed is also found to be independent of the
volumetric gas flow rate through the ultrasonic cell. Conse­
quently, a single calibration curve for the concentration can
be employed to measure process streams with variable flow
rates.

The acou:::;tic spectrum for a mixture of arsine in hydrogen
(0.019 mole fraction AsH,) is shown in Figure 5. The mea­
sured time-of-flight is T = 272.4 I'S for an acoustic velocity
corresponding to 1154 m/s. In Figure 6 are shown the mea­
sured acoustic velocities for the arsine/hydrogen system as
a function of the mole fraction of arsine. The soundspeed vs
mole fraction data are in excellent agreement with the acoustic
model ba'ed on ideal gas theory. Specific heat capacity ratios,
'1' AsH, = 1.269 and I'H., = 1.405, were used for arsine and hy­
drogen, respectively:in the acoustic model (8).

Despite the excellent agreement observed between the
measured and theoretically predicted soundspeed for both
systems studied here, there exist a number of possible sources
for error in acoustic measurements. Acoustic velocity errors
can arise from uncertainties in the separation or acoustic path
length between the two transducers, the time-of-flight mea­
surement it'elf, and the temperature of the gas. For a given
flow cell, the acoustic path length can be determined accu­
rately by using a reference gas with a precisely known acoustic
velocity. The time-of-flight error can be minimized by having
the clock frequency as high as possible. In this work, a timing
clock mechanism operating at 8-MHz frequency was used in
conjunction with acoustic spectrum correlation to yield
time-of-flight measurements with accuracies of ±10 ns. Given
this kind of uncertainty in the time-of-flight, the error in
determining the composition of the binary gas mixture, oX,
is given by

oX = OV,/(av,/aX) (9)

where OT is the uncertainty associated with the time-of-flight
measurement.

As an example of the error incurred in this acoustic mea­
surement, we consider the arsine-hydrogen system. The
partial derivative in eq 11 is performed with the aid of eq 7
by using the pure component specific heat capacity ratios for
arsine and hydrogen. The relative error in the measured
concentration from the time-of-flight measurement is given
by

(OX) Vs'. ~[ ('Y'-'Yz)(t- 1j2
X ,= TV RT (Mt)'/2(I" - 1)('Y2 - 1) +

(Mz - M,)t'/Z ]-' OT
MJ/2 X (12)

The percent relative error in the concentration is shown in
Figure 7 as a function of mole fraction. As one would expect,
the relative effor in the soundspeed and thus concentration
decreases as the measured time-of-flight increases. As evident
from Figure 7, this applies to higher mole fractions of arsine
where the soundspeed of the gas mixture is lower. For most
practical systems of interest, the concentration of arsine in
hydrogen used is 2:0.02 mole fraction arsine. The relative error
in concentration attributed to the time-of-flight measurement
is then S±O.Ol %.

A rigorous error analysis of the ultrasonic method must also
consider the effect of temperature on soundspeed and thus
concentration. From eq 7, the soundspeed of a binary gas
mixture depends on T'/2. The temperature of the incoming
gas mixture and ultrasonic flow cell can be maintained con­
stant to better than ±0.02 °C by using an appropriate tem­
perature control system. We have found that configuring the
acoustic flow cell and gas lines in a standard exhausted gas
cabinet provides constancy in the temperature of the entire
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1E-1 ,-----------------, has proven to be superior to other techniques. Accurate,
noncontaminating, real-time determinations of arsine in hy·
drogen have been accomplished. Highly repeatable experi­
mental calibrations are in excellent agreement with theoretical
predictions based on an appropriate acoustic model. The
acoustic time-of-flight method was also found to be insensitive
to pressure and volumetric gas flows. For these reasons, it
is a versatile and practical tool for monitoring a broad range
of binary gas flow streams of reagents used for device fabri­
cation.

LIST OF SYMBOLS
specific heat capacity at constant pressure, J / (mol

K)
specific heat capacity at constant volume, J / (mol

K)
acoustic path length, m
molecular weight of gas, kg
molar average molecular weight of binary gas

mixture, kg
pressure, N/m2

universal gas constant, 8.314 J/(mol K)
absolute temperature, K
volume of gas, m3

acoustic velocity, m/s
mole fraction of component 1, dimensionless
uncertainty in the time-of-flight measurement, s
uncertainty in the temperature of the gas, °C
error in the acoustic velocity, m/s
error in the mole fraction
specific heat capacity ratio for pure component
specific heat capacity ratio for the binary mixture
time-of-flight
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The derivative of soundspeed with respect to temperature is
evaluated with the aid of eq 7. The relative error in con­
centration can be expressed as

( OX) = !~(av,)-IOT (14)
X T 2 T ax X

The relative percent error in the measured concentration
assuming a temperature uncertainty of ±O.1 °C is shown in
Figure 8 for arsine/hydrogen. The thermally derived error
in concentration is about 1 order of magnitude larger and less
composition dependent than the error in the time-of-flight
measurement. A precision of ±O.03% in the mole fraction of
arsine/hydrogen is obtained over most of the range of com­
positions. This precision exceeds requirements for on-line
concentration determinations of arsine/hydrogen streams for
MBE, H-VPE, and MOCVD processes.

CONCLUSIONS
An ultrasonic method is described for on-line determination

of in situ generated arsine in process streams. For on-line
monitoring of dangerously toxic gases, an ultrasonic method

system to within ±O.1 °C. The error in concentration from
an uncertainty in the temperature of the gas stream, QT, can
be obtained from the following differential

ax = av,(aV,)-1 (13)
aT aT ax

X/t.tole Froction of Arsine in Hydrogen

Figure 8. Relative percent error in concentration from thermal effects
for arsine/hydrogen mixtures.
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Stable Carbon Isotope Analysis of Amino Acid Enantiomers by
Conventional Isotope Ratio Mass Spectrometry and Combined
Gas Chromatography/lsotope Ratio Mass Spectrometry
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The application of a combined gas chromatography/isotope
ratio mass spectrometry (GCIIRMS) method for stable car­
bon Isotope analysis of amino acid enantlomers Is presented.
This method eliminates the numerous preparative steps Inte­
gral to the Isolation ot amino acids and amino acid enantlom­
ers from protein hydrolyzates that precede b13C analysis by
conventional Isotope ratio mass spectrometry. Unlike hy­
drocarbons, amino acids require derlvatlzatlon prior to GC/
IRMS analysis. Replicate b13C analyses of trlfluoroacetyl
(TFA) Isopropyl ester derivatives of 22 amino acids by IRMS
revealed that the derlvatlzatlon process Is reproducible, with
an average error (1 standard deviation) of 0.10%0 ± 0.09%0.
The average analytical error for analysis of amino acid de­
rivatives by GCIIRMS was 0.26%0 ± 0.09%0. In general,
absolute dnferences between IRMS and GC/IRMS analyses
were less than 0.5%0. The derlvatlzation process Introduces
a distinct, reproducible Isotopic fractionation that Is constant
for each amino acid type. The observed fractionations pre­
clude direct calculation of underivatlzed amino acid b13C
values from their respective TFA isopropyl ester b13C com­
positions through mass balance relationships. Derlvatlzation
of amino acid standards of known stable carbon isotope
compositions In conjunction with natural samples, however,
permits computation of the original, underlvatlzed amino acid
b" C values through use of an empirical correction for the
carbon Introduced during the derlvatizatlon process.

INTRODUCTION

Conventional stable carbon isotope analyses of bulk organic
fractions from terrestrial and extraterrestrial samples continue
to provide information concerning the origin and significance
of organic matter in the geologic record. A diverse spectrum
of applications has evolved in recent years, including eluci­
dation of Precambrian biological evolution (1), evaluation of
dinosaur trophic levels (2), determination of paleodietary
trends in hominids (3), and assessment of the origin of organic
compounds in carbonaceous meteorites (4). The interpretation
of stable isotope data for composite samples remains complex,
however, because the preserved isotopic signal for a given bulk
sample represents an average value for a multitude of com­
pounds, some of which may be contaminants or alteration
products of the original material. Fundamental isotopic trends
may therefore be obscured.

* Corresponding author.
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The stable isotope analysis of individual organic compounds,
particularly amino acids from living systems and fossils, is a
powerful method for probing modern (5-8) and ancient (9)
biochemistries. Comparison of the stable isotope compositions
of amino acid enantiomer pairs, furthermore, has been sug­
gested as an independent method to assess amino acid in­
digeneity in fossils (10, 11) and carbonaceous meteorites (12,
13). Stable isotope values for individual amino acids and their
respective enantiomers in modern and fossil systems are rarely
reported, however, because of the difficulties inherent in
isolating individual components from complex mixtures for
stable isotope analysis by conventional combustion methods
(e.g., ref 14).

The recent development of combined gas chromatogra­
phy/isotope ratio mass spectrometry (GC/IRMS) systems (15,
16) has permitted the direct stable carbon isotope analysis
of individual, volatile organic compounds (i.e., hydrocarbons)
in chemically complex samples (17, 18). The application of
this method to amino acid analysis, however, is complicated
by the fact that amino acids are nonvolatile, multifunctional
molecules that require derivatization prior to analysis. The
derivatization process introduces additional carbon atoms and
the potential for isotopic fractionation; consequently, alter­
ation of the original stable carbon isotopic composition of the
amino acids occurs. The relationship between the bl3C of
amino acid derivatives and the b13C of the underivatized amino
acids must be established before GC/IRMS analysis of these
compounds can assume any practical value.

In this paper, we report the effects of derivatization on
amino acid bl3C compositions as determined by both con­
ventional isotope ratio mass spectrometry and GC/IRMS.
Specifically, bl3C values of trifluoroacetyl isopropyl esters of
biologically significant amino acids and an amino acid that
is present in carbonaceous meteorites were determined by
conventional IRMS in order to establish the reproducibility
of the derivatization method and to confirm bl3C values ob­
tained by GC/IRMS. Additionally, lRMS and GC/IRMS
analyses of five racemic amino acids were performed to de­
termine whether amino acid enantiomers with identical stable
carbon isotope compositions retained their isotopic integrity
during derivatization and analysis. The results of these studies
and the implications for GC/IRMS analyses of amino acids
in natural materials are presented below.

EXPERIMENTAL SECTION
Standards and Reagents. Standard solutions (0.05 M) of

individual amino acid enantiomers and racemiC amino acids were
prepared by dissolving appropriate amounts of crystalline amino
acids (Sigma, St. Louis, MOl in distilled 0.1 N HCl. The solutions
were stored at 4°C. Acidified (2.8 M Hel) 2-propanol was

© 1991 American Chemical Society
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Table I. Stable Carbon Isotopic Compositions of Amino
Acids, Amino Acid Isopropyl Esters, and N-TFA Isopropyl
Esters

al'C

amino acid
amino acid N-TFA

underiv isopropyl isopropyl
amino acid amino acida,b estera-c estera-c

a~Aibae -28.19 -27.87 -31.94
0.05 0.09

D-Ala -26.23 -25.99 -29.93
0.17 0.08

L-Ala -20.26 -23.12 -28.02
0.06 0.07

D-Val -31.47 -31.13d -32.69
0.10 0.04

L-Val -25.97 -26.53 -29.65d

0.23 0.23
Gly 11 -32.67 -28.38 -32.42d

0.01 0.29
Gly 21 -25.85 -25.66 -30.43

0.08 0.17
D-Leu -25.25 -25.82 -28.76d

0.09 0.04
L-Leu -23.69 -24.83 -27.90

0.22 0.02
D-Asp -21.04 -23.81 -27.20

0.08 0.01
L-Asp -24.46 -25.18 -28.43

0.02 0.01
D-Glu -23.19 -24.25 -27.09

0.03 0.11
L-Glu -27.68 -26.45 -28.94

0.05 0.03
D-Phe -31.89 -30.84 -32.40

0.08 0.25
L-Phe -27.68 -27.63 -29.79d

0.12 0.06
D-Lys -22.62 -24.30 -29.44

0.41 0.33
L-Lys -11.48 -16.98 -24.47

0.29 0.13

prepared in an ice bath by the addition of 250 iLL of acetyl chloride
(99+%, Aldrich, Milwaukee, WI) per milliliter of 2-propanol
(HPLC grade, Fisher Scientific, Fairlawn, NJ). The acidified
alcohol was used within 48 h of preparation. Trifluoroacetic
anhydride (99+ %, Pierce Chemical Co., Rockford, IL) was used
for acylation. Reagents of the same lot numbers were used for
all derivatizations.

Derivatization Procedure. For conventional IRMS analysis,
200-iLL aliquots (10-5 mol) of the amino acid standard solutions
were dispensed into individual 4-mL screw cap vials with Teflon
cap liners. Three separate samples of each amino acid enantiomer
were prepared. The samples were evaporated to dryness under
a stream of N, at 40°C. For GC/IRMS analysis, 100-iLL aliquots
of each standard solution were prepared in an identical manner.

The dried samples were esterified with 0.5 mL of the acidified
2-propanol for 1 h at 110 °C. Mter 1 h, the reaction was quenched
by placing the vials in a freezer. Next, 0.25 mL of each sample
was pipeted into a 20-cm X 7-mm-i.d. Pyrex tube. The solvent
was removed by evaporation under a gentle stream of N, at 25
°C. Two successive 0.25-mL aliquots of CH,CI, were placed in
each tube and evaporated to remove excess 2-propanol and water.

The remaining portions of the esterified samples were evapo­
rated to dryness under N" redissolved in CH,CI" and dried again.
The amino acid isopropyl esters were acylated with 0.5 mL of
trifluoroacetic anhydride (TFAA) and 0.5 mL of CH,CI, for 10
min at 110°C. Next, the vials were chilled in a freezer and then
placed in an ice bath where the excess TFAA and CH,CI, were
removed by evaporation under N2. The derivatives were redis­
solved in 0.25 mL of CH,CI, and evaporated at 0 °C to remove
residual traces of TFAA and trifluoroacetic acid. The derivatives
were then dissolved in 0.5 mL of CH,CI" transferred to Pyrex
tubes, and evaporated to dryness under N,.

Conventional Isotope Ratio Mass Spectrometry. The
amino acid isopropyl esters and the amino acid tr:fluoroacetyl
isopropyl esters were transferred to individual Pyrex tubes (20
em x 7 mm i.d.) as previously described. Five grams of copper
oxide wire was added to each tube. The tubes and copper oxide
wire were preheated (to 550 and 850°C, respectively) and then
cooled to room temperature just prior to loading the samples. The
tubes were evacuated, sealed, and combusted at 550°C for 2.5
h. The resultant CO, gas of each combusted sample was cryo­
genically purified and analyzed for its stable carbon isotope
composition as previously described (19).

Stable carbon isotope data are presented by using the standard
convention

aNEO/., ; [R~pl./R_daro -1]10'

where N is the heavier stable isotope of the element E and R is
the abundance ratio of the heavy to light isotopes of the element.
The standard for carbon is the Peedee Belemnite (PDB) that has
been assigned a 013C value of 0.00/'00. For routine measurement,
samples are analyzed against a laboratory working standard tank
of pure CO, gas that has been calibrated against NBS reference
materials.

Gas Chromatography/Isotope Ratio Mass Spectrometry.
Several of the TFA isopropyl esters of the individual enantiomers
and racemic amino acids were analyzed directly fo:: their stable
carbon isotope compositions by using the VG Isochrom GC/IRMS
system. The GC/IRMS system consists of a Hewlett-Packard
5890 gas chromatograph interfaced to a VG SIRA isotope ratio
mass spectrometer via a combustion furnace/water trap. Details
concerning the system hardware and software have been previously
reported (I5). In this study, the gas chromatograph was equipped
with a 50-m X 0.25-mm-i.d. fused silica capillary cdumn coated
with an optically active stationary phase (Chirasil-Val; Alltech
Assoc., Deerfield, IL) capable of resolving the TFA isopropyl esters
of amino acid enantiomers (20). The CO, combustion products
of the compounds eluting from the capillary column are introduced
directly into the mass spectrometer ion source: this instrument
configuration permits stable carbon isotope analysie at nanomole
levels.

RESULTS AND DISCUSSION
a13C Analysis of Amino Acid Derivatives. The prepa­

ration of TFA isopropyl ester derivatives is, as previously
discussed, a two-step process that alters the original stable

aStable carbon isotopic compositions reported in per mil relative
to PDB. b o13C determined by static combustion and conventional
IRMS analysis. C Values represent means and standard deviations
for three separate samples unless specified otherwise. d Average of
two samples and their range. e a-Aminoisobutyric acid. I Gly 1 and
Gly 2 represent glycines from two different commercial sources.

carbon isotope compositions of the amino acids. In order to
correct for the introduction of carbon during derivatization,
it is necessary to establish the isotopic reproducibility of the
derivatization method. The al'C values of 17 amino acids and
their respective isopropyl esters and TFA isopropyl esters as
determined by conventional IRMS are presented in Table I.
In general, the esterification of three separate samples of each
amino acid was accomplished with a reproducibility (1
standard deviation) of less than 0.3%0, with the exception of
n-Iysine (0.41%,). The average experimental error for the
preparation and IRMS analysis of amino acid isopropyl esters
was 0.12r., ± O.U%,. Similarly, the complete derivatization
of the amino acids resulted in an experimental error of less
than 0.2%" with the exceptions of n-phenylalanine (0.25%,)
and n-Iysine (0.33%,). The average reproducibility for the
preparation and IRMS analysis of the TFA isopropyl esters
was 0.10%. ± 0.10%,. The average experimental error for the
preparation and IRMS analysis of the five racemic amino acid
derivatives was 0.08%, ± 0.030/., (Table II). These repro­
ducibilities are well within the the error reported for GC/
IRMS al'C determinations of compounds that do not require
derivatization prior to analysis (16).

The al3C compositions of TFA isopropyl ester derivatives
of selected amino acids and amino acid enantiomers were also
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Table II. Stable Carbon Isotopic Compositions of Amino Acids and Their Respective N-TFA Isopropyl Esters Determined by
IRMS and GC/IRMS Analysis

O13C

amino acid
N-TFA isopropyl

amino acid underivatized amino acida,b estetJ-c amino acid amino acid N-TFA isopropyl esterO,d,t' D.'

(f-Aiba -28.19 -31.94 -32.33 0.39
0.09 0.08

o-Ala -26.23 -29.93 -30.10 0.17
0.08 0.14

L-Ala -20.26 -28.02 -27.52 -0.50
0.07 0.17

o-Val -31.47 -32.69 -32.62' -0.07
0.04 0.08

L-Val -25.97 -29.65 -29.7& 0.10
0.23 0.03

Gly 1 -32.67 -32.42 -32.Q9I -0.33
0.29 0.45

D,L-Ala -25.45 -29.82 D-Ala -30.17 0.27
0.05 0.32

L-Ala -30.00
0.31

D,L-Val -26.99 -30.20 D-Val -31.01 0.75
0.11 0.28

L-Yal -30.88
0.40

D,L-Leu -24.93 -28.48 D-Leu -29.13 0.39
0.05 0.20

L-Leu -28.61
0.26

D,L-Asp -22.32 -27.47 D-Asp -28.47 0.90
0.08 0.29

L-Asp -28.27
0.25

D,L-Glu -23.59 -27.39 o-Glu -28.22 0.73
0.06 0.29

L-Glu -28.01
0.33

aStable carbon isotopic compositions reported in per mil relative to PDB. b B13C determined by static combustion and conventional IRMS
analysis. eValues represent means and standard deviations for three separate samples except for L-VaI, Gly I, and DtL-Ala, for which the
mean and range for two samples is reported. d 013C determined by GCjIRMS analysis. eValues represent means and standard deviations for
a minimum of three analyses of the same sample unless specified otherwise. 'Values represent the mean and range for two analyses of the
same sample. R IRMS o13C - GCjIRMS o13e; note that for the racemic amino acids t:te average ol3C value of the D- and L·enantiomers was
used to compute the differences.

determined by GC/IRMS analysis. The results of these
analyses are presented in conjunction with the OI'C values for
the derivatives determined by IRMS (Table II). The ana­
lytical error obtained for replicate GC/IRMS analyses of the
same sample ranged from 0.08%0 to 0.40%0 and averaged 0.26%0
± 0.09%0. The average error for GC/IRMS analysis of amino
acid derivatives is consistent with analytical errors previously
reported for other volatile organic compounds (I6).

Following consultations with Sigma Chemical Co. (St. Louis,
MO), it was concluded that the stable carbon isotope com­
positions of the individual enantiomers of their racemic amino
acids should be identical, iD the abseDce of stereospecific
fractionation effects. The results of the GC/IRMS analyses
confirm that, within the margin of analytical error, the Ol3C
values of the enantiomers are in fact nearly indistinguishable
(Table II).

The 013C values determined by GC/IRMS in general com­
pare favorably with the stable carbon isotope compositions
obtained by conventional IRMS analysis. The absolute dif­
ferences between the Ol3C values obtained by the two ana­
lytical methods are less than 0.5%0 and in three instances are
less than 0.2%0, for all amino acids except D,L-valine, D,L-as­
partic acid, and D,L-glutamic acid. The preseDce of trace
contaminants from the amino acid standards or the deriva­
tizing reagents or side products resulting from derivatization
could have influenced the IRMS analyses, whereas the
chromatographic separation employed by GC/IRMS would

have effectively removed these trace compoDents.
Isotopic Fractionation during Derivatization. Theo­

retically, the amino acid isopropyl esters and N-TFA isopropyl
esters should exhibit o"'C compositions that reflect the relative
contributions of carbon from each component and their re­
spective o"'C values. The generalized stoichiometric mass
balance relationship for amino acid isopropyl esters, for ex­
ample, may be written as

013CESTER = X ol3CAA + (1 - X)O'3CISO (1)

where Ol3CESTER, OI3CAA, and Ol3CISO represent the stable
carbon isotope compositions of the isopropyl ester, the un­
derivatized amino acid, and the 2-propanol, respectively, and
X and 1 - X are the mole fractions of carbon from each of
the sourceR. Similarly, the Ol3C composition of the TFA
isopropyl derivatives, which contain additional carhon from
trifluoroacetic anhydride, can be expressed as

OI3CDER = Xo13CAA + YOI3C ISO + (1 - X - y)ii I3CTFAA
(2)

where OI'CDER and OI'C,-,.AA represent the stable carbon isotope
compositions of the TFA isopropyl derivative and TFAA,
respectively, and X, Y, and 1 - X - Y represent the mole
fractions of carboD from each component. Comparison of the
stable carbon isotope compositions of amino acid isopropyl
esters and TFA isopropyl esters detennined by IRMS analysis
and the respective values predicted by mass balance consid-
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Table III. Stable Carbon Isotopic Compositions of Amino Acid Isopropyl Esters and N-TFA Isopropyl Esters versus Ol3C
Mass Balance Predictions for Each

01'C ol3C
predicted predicted
isopropyl amino acid N-TFA N-TFA

amino acid amino acid isopropyl este~,b ester tJ,d isopropyl este"',' isopropyl ester !J.d

a·Aiha -27.87 -27.34 -0.53 -31.94 -28.63 -3.31
D-Ala -25.99 -26.22 0.23 -29.93 -27.96 -1.97
L-Ala -23.12 -23.24 0.12 -28.02 -25.72 -2.30
D·Val -31.13 -29.50 -1.63 -32.69 -30.23 -2.46
L-Val -26.53 -26.06 -0.47 -29.65 -27.48 -2.17
Gly 1 -28.38 -28.79 0.41 -32.42 -30.05 -2.37
Gly 2 -25.66 -26.07 0.41 -30.43 -28.09 -2.34
o-Leu -25.82 -25.57 -0.25 -28.76 -26.94 -1.82
L-Leu -24.83 -24.53 -0.30 -27.90 -26.09 -1.81
D-Asp -23.81 -24.14 0.33 -27.20 -25.64 -1.56
L-Asp -25.1B -25.51 0.33 -28.43 -26.78 -1.65
D·Glu -24.25 -24.84 0.59 -27.09 -26.10 -0.99
L-Glu -26.45 -26.66 0.43 -28.94 -27.83 -1.11
D-Phe -30.84 -30.47 -0.37 -32.40 -30.85 -1.55
L-Phe -27.63 -27.31 -0.32 -29.79 -28.14 -1.65
D-Lys -24.30 -23.82 -O.4B -29.44 -26.67 -2.77
L-Lys -16.9B -16.39 -0.59 -24.47 -21.52 -2.95

oStable carbon isotopic compositions reported in per mil relative to PDB. b j)1J(; determined by static combustion and conventional IRMS
analysis. '2-Propanol o13C = -26.21%0; TFAA O''C = -33.10%0. d Analytical o13C - predicted O''C.

erations, however, reveals that an apparent isotopic frac­
tionation occurs during each derivatization step (Table III).

In general, amino acid esterification produces relatively
small isotopic discrepancies that, with the exception of 0­
valine, range from +0.59%, to --0.59%,. For amino acid iso­
propyl esters in which 2-propanol contributes more than 50%
of the carbon (e.g., glycine, aspartic acid, glutamic acid), the
predicted "lac values are light relative to the values measured
by IRMS and GCjffiMS. In contrast, for the isopropyl esters
in which 2-propanol contributes less than 50% of the carbon
(e.g., valine, phenylalanine), the mass balance predktions are
consistently heavier than the analytical values. The dis­
crepancy between the predicted and analytical "lac values for
alanine isopropyl esters, for which alanine and 2-propanol
contribute identical moles of carbon, is approximately zero.
The stable carbon isotope compositions of the TFA isopropyl
esters determined by IRMS, however, are consistently de­
pleted relative to the "lac values predicted from mass balance
considerations. The isotopic discrepancies between the
analytical and predicted values for the amino acid derivatives
range from -0.99%, to -3.31%0 (Table III).

The observed isotopic fractionations are consistent for each
amino acid type and are independent of differences in original
"lac compositions (Table UD. For example, although glycine
1 and glycine 2 (1 and 2 designate the two commercial sup­
pliers) differ by nearly 7%0, the observed fractionation for
preparation of the glycyl isopropyl esters was 0.41%0 for both
samples. The preparation of the N-TFA glycyl isopropyl esters
resulted in a fractionation of -2.37%0 for glycine 1 and -2.34%0
for glycine 2. Similarly, the original ,,13C values for n-Iysine
and L-Iysine prior to derivatization differ by approximately
11%0, yet the differences between the analytical and predicted
values for the isopropyl esters were --0.48%, and --0.59%, and
for the TFA isopropyl ester derivatives were -2.77%0 and
-2.95%0, respectively. For the amino acids investigated, the
isotopic fractionations observed for each amino acid type differ
by no more than 0.16%0 for esterification (D-glutamic acid,
L-glutamic acid) and 0.33%0 for preparation of the TFA iso­
propyl esters (D-valine, L-valine) and in most instances are
less.

Origin of the Isotopic Fractionation_ The origin of the
isotopic discrepancies between the analytical and predicted
,,13C compositions of the amino acid derivatives is not apparent

at present. The conditions employed for esterification and
acylation have been demonstrated to produce quantitative
derivatization of the amino acids investigated (20 and refer­
ences therein). Assuming that the reactions were quantitative,
it is possible that a kinetic fractionation occurs during the
acylation step, whereupon isotopically lighter reagent mole­
cules react preferentially and deplete the derivative "lac value
beyond that predicted by mass balance (eq 2). The frac­
tionations for esterification, however, range from +0.59roo to
--0.59%0, with the exception of n-valine, and apparently cannot
be ascribed simply to kinetics.

Variations of the magnitudes of the fractionations may
result from differences in amino acid reactivity. Future de­
tailed investigations of the effects of reagent ,,13C compositions,
reaction time and temperature, reagent:amino acid molar
ratios, and alternative derivatization methods on the mag­
nitude of the isotopic fractionations should provide indirect
evidence of their origines).

Calculation of Amino Acid "lac Values from Derivative
"lac Val ues. The carbon isotope fractionation that occurs
during derivatization precludes direct calculation of the ,,13C
values of amino acids in natural samples by stoichiometric
mass balance relationships (e.g., eq 2). The constancy of the
derivatization fractionation effect observed for each amino
acid, however, implies that original amino acid stable carbon
isotope compositions ultimately can be derived from TFA
isopropyl ester ,,13C values. To this end, the series of mass
balance equations relating the ol3C values of the amino acid
derivatives to the stable isotope compositions and stoichio­
metric contributions of carbon from the amino acid, 2­
propanol, and TFAA were modified:

,,13CDER = X,,13CAA + (1 - X),,13ClSO,TFAA (3)

In essence, the mole fractions of carbon contributed to the
amino acid derivative by 2-propanol and TFAA were summed
and the variable ,,13C1SO,TFAA was defined as the "effective"
stable carbon isotope composition of the 2-propanol and
trifluoroacetic acid introduced during derivatization.
,,13C1SO,TFAA incorporates the observed isotopic fractionation
for each amino acid type and is not related to the actual carbon
isotope compositions of the two reagents. Consequently,
,,13C1SO,TFAA must at the present time be determined empiri­
cally for each amino acid from standards of known stable
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Table IV. Calculated a13c Values for Racemic Amino Acids

a Stable carbon isotopic compositions reported in per mil relative
to PDB. b al 3C determined by static combustion and conventional
lRMS analysis. 'Calculated from respective N-TFA isopropyl es­
ter Q13C values determined by IRMS analysis and eq 3.

SUMMARY AND CONCLUSIONS
The effects of derivatization on the stable carbon isotope

compositions of amino acids were investigated by conventional
IRMS and GC/IRMS. The following conclusions can be
drawn:

(1) Preparation and IRMS analysis of isopropyl esters and
TFA isopropyl esters of 22 amino acids revealed that the
derivatization process is reproducible. The average error for
preparation and analysis of three separate samples of each
amino acid was 0.12%0 ± 0.11%0 for isopropyl esters and 0.10%0
± 0.09%0 for TFA isopropyl esters of individual enantiomers
and racemic amino acids.

(2) The average analytical error for replicate analyses of
a given amino acid derivative by GC/IRMS was 0.26%0 ±

carbon isotope compositions. By use of the IRMS cll"C values
for the TFA isopropyl esters and underivatized amino acids
from Table I, the empirical corrections for the carbon intro­
duced during the derivatization process were derived for each
amino acid enantiomer. The average D'3C'SO,TFAA for each
amino acid type was then calculated from the separate en­
antiomer values.

To assess the accuracy of this method, the D'''C compositions
of the underivatized racemic amino acids D,L-alanine, D,L­
valine, D,L-Ieucine. D,L-aspartic acid, and D,L-glutamic acid
were calculated from their respective IRMS TFA isopropyl
ester Dl3C values. The DI3CAA values were computed by sub­
stituting the lil3CDER compositions from Table II and the
appropriate b'3CISO,TIAA correction factors into eq 3. The
analytically determined DI3C values and the calculated D'''C
values for the five amino acids are presented in Table IV.
The calculated D'''C values of the racemic amino acids are, with
the exception of D,L-aspartic acid, within 0.25%0 of the original,
underivatized DI3C compositions determined by IRMS. These
data suggest that, at present, the most suitable method to
determine amino acid DI"C compositions in natural samples
is to establish empirical correction factors for each amino acid
by derivatization of amino acid standards of known stable
isotope composition.
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0.09%0. In general, Dl3C compositions of amino acid derivatives
determined by IRMS compared favorably with GC/IRMS D'''C
values. With three exceptions, the absolute differences be­
tween the two methods was less than 0.5%0. The exceptions
may have resulted from incomplete derivatization and con­
sequent elimination of impurities from the bulk samples by
the chromatographic separation employed in the GC/IRMS
system.

(3) The derivatization procedures introduce distinct but
reproducible fractionations that presently preclude direct
computadon of the original, underivatized amino acid D'3C
compositions by stoichiometric mass balance. However, de­
rivatization of amino acid standards of known stable carbon
isotope composition in conjunction with natural samples
permits computation of the original, underivatized amino acid
D'3C values through use of an empirical correction for the
carbon introduced during the derivatization process.
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-24.75
-21.70
-23.81

b13C
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-26.99
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-22.32
-23.59
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Ion Spray Liquid Chromatography/lon Trap Mass Spectrometry
Determination of Biomolecules
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The Ilrst on-lIne coupling 01 mlcrobore hlgh-performance liquid
chromatography (HPLC) with an Ion trap mass spectrometer
equipped lor sampling Ions lormed by electrospray Ionization
at atmospheric pressure Is reported. A pneumattcally assisted
electrospray (Ion spray) liquid chromatograph/mass spec­
trometer Interface was used to couple reversed-phase, linear
solvent gradient separations 01 biologically Important com­
pounds, Including peptldes and proteins, with the Ion trap
mass spectrometer. Initial gradient HPLC conditions con­
sisting 01 95 % aqueous 0.15 % trlfluoroacetlc acid In aceto­
nitrile maintained at a flow 01 40 ILL/min were used with the
system. Uselul Ion current profiles lor levels down to 2.5 pmol
per component 01 tryptic peptides and 0.3 pmol 01 Injected
human serum albumin (HSA) were obtained under these
conditions. Full-scan mass spectra 01 multiply protonated
molecules are shown lor the target compounds at these lev­
els. On-line HPLC/mass spectrometry (MS) molecular weight
determinations lor cytochrome c, HSA, and myoglobin are
shown as well as LC/MS' and LC/MS' determinations 01 se­
lected tryptic peptldes In a protein tryptic digest. These ap­
plications demonstrate the analytical potential lor the Ion trap
mass spectrometer combined with HPLC through Its high
detection sensitivity and MS" capability.

INTRODUCTION
The combination of mass spectrometry (MS) with on-line

separation methods for mixtures in solution is playing an
increasingly important role in the characterization of biom­
olecules. Mass spectrometry has long been recognized for ita
high specificity and high sensitivity. However, its use as a
detector for on-line separations of condensed-phase analytes
has been limited due to the inherent incompatibility of vac­
uum systems with solvents commonly used for separations.
Current state-of-the-art interfaces for liquid chromatogra­
phy/mass spectrometry (LC/MS), such as thermospray (I,
2) and particle beam (3,4), have significantly improved the
performance of the LC/MS combination, particularly for
relatively small molecules (MW < 500). These interfaces,
however, have been less successful for the analysis of samples
containing relatively large biomolecules due, in large part, to
the difficulties associated with forming gas-phase ions from
large polar molecules. Promising results in this area have
recently been obtained with continuous-flow fast atom bom­
bardment ("flow FAB") (5-7), but its use with routine re­
versed-phase separations oflarge biomolecules, such as pro­
teins, has enjoyed limited success.

Another promising approach to interfacing liquid separation
techniques for biomolecules with mass spectrometry has ap­
peared as a result of the demonstration by Fenn et al. (8-10),
and later by Henion et al. (II, 12) and Smith et al. (13, 14),
that gas-phase ions of large biomolecules present in solution

may be formed by electrospray (ES). A particularly significant
aspect of these observations is the multiple charging typically
observed for large biopolymers, which makes their mass
analysis possible with mass analyzers with relatively modest
mass/charge range (m/z 1 to <4000). Another important
feature of ES is that essentially no fragmentation accompanies
ionization of peptides or proteins. Molecular weight deter­
mination may be uncompromised by fragment ions, and for
molecules that show a propensity for multiple charging,
precision is enhanced by the possibility for multiple mass
measurements from a single mass spectruro (9, 11). The utility
of ES-loased interfaces for coupling on-line condensed-phase
separations with mass spectrometry has already been dem­
onstrated with capillary zone electrophoresis (14-17), capillary
isotachtophoresis (I8), high-performance liquid chromatog­
raphy (HPLC) (I9-21), and ion chromatography (22).

HPLC addresses a wide range of separation problems and
is widely employed for separating mixtures of biological
compounds (23). The flows (20 ilL/min to 2 mL/min) and
high water composition of eluents frequently employed with
many reversed-phase HPLC separations, however, are not
compatible with "pure" ES. Pure ES, which is meant to imply
ES wi thout the use of additional measures to assist nebuli­
zation, is most effective at eluent flows less than 5 ilL/min
and with solvents of relatively high organic content (>50%).
One proposed approach to this problem is to split the post­
column flow and to subject only a fraction of the eluent to
ES (8). This might be done in conjunction with the "sheath
flow" technique (IS), which is used to control independently
the liquid composition at the ES needle tip. Such an ap­
proach, however, has yet to be demonstrated with conventional
HPLC. Another approach is to couple HPLC with pneu­
matically assisted electrospray (I9, 24), frequently referred
to as ion spray (I9), which was developed to address the
problems with higher flow rate and high aqueous content
eluents. Since its introduction, ion spray has been demon­
strat"d with a variety of analytical applications involving
capillary zone electrophoresis (17), ion chromatography (22),
and HPLC (I 9-21 , 24-26).

As a consequence of the fact that ES is a very gentle ion­
ization process and generally yields no fragment ions, the ES
mass spectrum provides no structural information. Frag­
mentation is only observed when energy is added to the ions
after they are desolvated. Collision-induced dissociation (Cm)
of ions formed by ES has been effected both prior to mass
analysis (27-29), viz., in a declustering region prior to a mass
analyzer, and in between stages of mass spectrometry (20, 21,
24,28-32). Mass spectrometry/mass spectrometry (MS/MS),
the latter approach, is well-known for the structural infor­
mation it can provide, particularly in conjunction with soft
ioni.:ation techniques (33, 34). MS/MS has already been
shov<m to provide structural information from ES-derived ions
and has been used in conjunction with on-line separations by
HPLC (20, 21. 24-26). These studies have clearly demon-
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strated the analytical utility of coupling on-line separations
with ES and MS/MS.

By far. most electrospray data have been acquired with
quadrupole-based instruments, i.e., quadrupole mass filters
or triple quadrupole mass spectrometers. Recently, pure ES
has been coupled with a quadrupole ion trap (three-dimen­
sional quadrupole) capable of multiple stages of mass analysis
(32). The quadrupole ion trop was shown to hold particular
promise as an analyzer for ions formed via ES due to its
potentially high sensitivity, its MS" capabilities, and its
tendency to minimize clustering. A variety of other attractive
features of the quadrupole ion trap as an analytica1 mass
spectrometer have also been demonstrated in recent years,
and it is still undergoing rapid development (35). For these
reasons, the quadrupole ion trap may enjoy an important role
in analytical applications of ES.

The motivation behind the work reported here was to
combine on-line HPLC separations and the ion spray LC/MS
interface with ion trap technology. In particular, our expe­
rience with injecting ions into ion traps (36) would aHow us
to evaluate the potential of the ion trap for HPLC/MS and
HPLC/MS" applications. Major emphasis was placed on the
separation and analysis of peptides and proteins due to their
importance in biochemistry and biotechnology. However,
some effort also went into analyzing physiological extracts
containing drugs, and these results are also described briefly
herein. The major objectives of this work were to demonstrate
improved sensitivity and the MS" capability of the ion trap
in an on-line HPLC separation of a protein tryptic digest and
to evaluate the performance of the present ion trap system
in combination with ion spray LC/MS techniques. The
present "interface" between the ion trap and atmosphere is
the hardware for an atmospheric sampling glow discharge
ionization (ASGDI) source (37), which was not designed for
ES. Nevertheless, promising results have been obtained with
peptides and proteins under pure ES conditions (32). In these
latter studies, ions were formed from solutions composed
predominantly of methanol at flows of roughly 1 ilL/min. An
important unknown, however, was the performance of this
interface, which employs no intentionaUy added drying or
declustering gases, under ion spray conditions (viz., a flow rate
of 40 ilL/min with solvent composition as high as 95% water).

EXPERIMENTAL SECTION
Materials. The peptides used in this work, fibrinopeptide A,

bradykinin, and substance P, and the proteins, bovine cytochrome
e, horse heart myoglobin, and human serum albumin, were ob­
tained from Sigma Chemica1 Co. (St. Louis, MO) and used without
further purification. Human hemoglobin normal ~-chain was
obtained from Beckman Research Institute (Duarte, CAl. The
enzyme used to digest the human hemoglobin was trypsin treated
with L-1-tosylamide-2-phenylethyl chloromethyl ketone (TPCK)
and was also ohtained from Sigma. Sequencing-grade trifluoro­
acetic acid (TFA) was obtained from Aldrich Chemica.! Co.
(Milwaukee, WI), HPLC-grade acetonitrile was obtained from
J. T. Baker Inc. (Phillipsburg, NJ), and HPLC-grade water was
obtained from Fisher Scientific (Rochester, NY).

Enzymatic Digestion. Human hemoglobin normaill-chain
was digested with trypsin treated with TPCK for 16-20 h at 37
°C with a substrate-to-enzyme ratio of 50:1 (w/w) in 50 mM
ammonium bicarbonate buffer solution at pH 8.5 (the pH of the
buffer solution was adjusted with 1 M ammonia). The digestion
solution was then lyophilized and redissolved in water containing
3 mM TFA with an approximate protein concentration of 0.5-1
mg/mL. A sample size of 51'L was typically injected on-column
for all on-line HPLC/MS analyses.

Microhore Liquid Chromatography. The preferred mi­
crohore HPLC column used for all work reported herein was I-rom
internal diameter, lO-cm length, and packed with 5-l'm LC-308
packing material (bonded with C-8 stationary phase, 300-A pore
size) generously provided by Supelco, Inc. (Bellefonte, PAl. The
micro-HPLC system consisted of a Model 140A dual-syringe

solvent delivery system generously loaned by Applied Biosystems,
Inc. (Foster City, CAl. The only modification to this system was
replacement of the standard 250-I'L mixing "T" incorporated in
the plumbing system with a 52-I'L mixer bed volume to ensure
adequate mixing of the solvent components. Sample injection
was accorr.plished with a Model 9125 biocompatible syringe­
loading injector with a 5-IlL external sample loop (Rheodyne,
Cotati, CAl. The mobile phase was composed of 0.15% TFA/H,O
as solvent A and 0.15% TFA/CH3CN as solvent B. All separations
were accomplished by applying a linear solvent gradient from 5%
solvent B (0 70% solvent B over a time period of 60 min unless
otherwise stated. With this gradient program, the HPLC run
times were typica1ly less than 40 min. The HPLC column flow
was maintained at 40 ilL/min throughout these experiments. The
exit of the analytical column was connected directly to the
pneumatically assisted electrospray (ion spray) interface. There
was no pr'" plit (before the column) or postsplit (after the column,
before entering the ion spray HPLC/MS interface) of the mobile
phase.

Pneumatically Assisted Electrospray (Ion Spray)
HPLC/MS Interface Conditions. The interface used for
coupling the microbore HPLC system with the atmospheric
sampling glow discharge ion trap mass spectrometer system has
been described elsewhere (19-22). The HPLC/MS interface
sprayer can be floated at ±3-4-kV potential. The polarity of this
potentia1 is dependent upon the operational mode (i.e., positive-ion
or negative-ion detection) of the mass spectrometer. In the present
study, the mass spectrometer was operated in the positive-ion
mode of detection. Analyte ions formed from the ion spray
HPLC/MS interface were sampled into the mass spectrometer
through the 100-l'm orifice in the flat plate on the atmosphere
side of the ASGDl system. Neither a drying gas nor electrica1
declustering in the interface region was used in these experiments.

Ion Injection. The mass spectrometer is based on the Fin­
nigan-MAT (San Jose, CAl ion trap mass spectrometer (ITMS),
which has been modified to allow for ion injection from external
ion sources. Details of ion injection into the ITMS from the
ASGDl source (36) and from ES via the ASGDI source hardware
(32) have been reported. Note that no glow discharge is employed
with either ES or ion spray. The conditions used for ion injection
from ion spray were essentially identica1 with those used for ES.
These conditions are described only briefly here with reference
to Figure 1. A sma1l, unknown fraction of the ion spray "plume"
of HPLC ef:luent was drawn through a 100-l'm aperture in plate
Al and into a region evacuated to a pressure of 0.3 Torr, which
contains lens elements ALl and AL2. Plate A2, which is 1.9 em
from plate AI, contains an 800-l'm aperture that is directly in-line
with the aperture in Al and the aperture in the entrance end-cap
of the ion trap. For the peptides, AI, ALl, and AL2 were held
at +150, +1:10, and + 150 V, respectively. For the protein mixture,
AI, ALl, and AL2 were held at +40, +30, and +40 V, respectively.
Plate A2 was held at ground potential for all experiments de­
scribed in tnis work.

Ions that issued from the aperture in A2 were focused through
the aperture in the ion entrance end·cap via the three-element
lens system comprising Ll, L2, and L3. L2 consists of two
hili-plates and serves as an ion beam deflector for gating the ions
into the ion trap. During ion injection, Ll, both halves of L2,
and and L3 were held at -20, -BO, and -100 to -200 V, respectively.
At all other times, one of the L2 hili-plates was held at -420 V
to prevent ions from entering the ion trap. Helium was admitted
into the ion trap vacuum housing to a pressure of 2-3 roTarr for
all experiments.

The positton of the ion spray LC/MS interface relative to the
lOO-l'm inlet aperature was found to be an unimportant variable.
Similar data were acquired with the spray directed onto Al
roughly 0.5 em to one side of the inlet aperture and with the spray
aimed directly onto the aperture. This is in contrast to ion spray
used on a triple quadrupole system equipped with a single-stsge
conica1 ion sampling orifice in which the best performance is
observed when the spray is aimed 0.5-1.0 em off-axis from the
inlet aperture (19). However, it was found that the use of an
infrared heat. lamp directed at Al was needed to prevent solvent
droplets from periodically obstructing the inlet aperture.

Ion Trap Mass Spectrometry. Two types of signa1s were
applied to the electrodes of the ITMS during these experiments.
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amplitude of 6 V p-p, through a power amplifier (Mode12100L,
Electronic Navigation Industries, Rochester, NY).

The combined sequence, duration, and values of the signals
applied to the ion trap electrodes during the experiment, along
with other coordinated events, such as ion injection, are referred
to as the scan function. Every scan function includes an ion
injection period to accumulate ions and a scan of the ring electrode
rF amplitude (with resonance ejection) to mass analyze the ions.
Some scan functions also include one or more periods in which
a tickle voltage is employed prior to scanning the ring electrode
rf amplitude to effect CID. The latter scan functions are used
for MS/MS and MS" studies. Unique scan functions were de­
signed for each type of experiment and are described below.

HPLC/MS Analysis of the Synthetic Peptide Mixture.
All of the data shown for the synthetic peptide mixture were
acquired with a 1270-V (}-p rf signal applied to the ring electrode
(low mass/charge cut-off = 110) during the ion injection period.
The ion injection period was 800 ms and the total time to acquire
a spectrum, which included ion injection and mass analysis, was
906 ms. This gave a duty cycle, defined as the percentage of the
total time to acquire a spectrum in which ions can be accumulated
for analysis, of 88%. The duty cycle of the mass spectrometer
is an important factor in determining how efficiently the molecules
that elute from the column are detected. For beam-type scanning
mass spectrometers, the duty cycle is determined hy the per­
centage of the total scan time that the mass spectrometer spends
on a peak. For a peak width of 1 m/z unit and a scan range of
1100, the typical scan range for these studies, the duty cycle would
be 0.09%. The advantage in duty cycle of the ion trap over a
scanning mass spectrometer is, in this case, roughly 3 orders of
magnitude.

The mass/charge range of the ion trap was doubled by using
resonance ejection. This caused ions with mass/charge ratios of
100 and greater to exit the ion trap at ring electrode rf amplitudes
one-half those ordinarily required to eject the ions. Doubling the
mass range compromises the mass assignment by reducing the
number of data points per dalton from six to three. Furthermore,
the data system software assigns an integer value to the ion mass,
thereby introducing a rounding error. Mass assignments are
therefore uncertain by at least ±2 Da in all of the synthetic peptide
mixture data and tryptic digest data (see below).

HPLC/MS Analysis of the Tryptic Digest. The scan
function used to obtain the chromatographic and mass spectral
data for the tryptic digest of human hemoglobin normal iJ-chain
included an ion injection period of 1.0 s with 1270-V (}-p applied
to the ring electrode (low mass/charge cut-off = 110). The total
time to acquire a single spectrum was 1.114 s (duty cycle = 90%).
Resonance ejection was used during the ring rf amplitude scan

AH.
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Cross-sectional view of the ion spray liquid chromatograph interface coupled with an ion trap mass spectrometer. Drawing is not toFigure 1.
scale.

The most important signal was the radio-frequency (rf) signal
applied to the ring electrode, which established the trapping field
(38). This is a fixed frequency signal (Ll MHz) that ca.'> be varied
in amplitude from 0 to 7500 V zero to peak «(}-p). The amplitude
of the signal determines the mass/charge range of the ions that
maintain stable trajectories in the trapping volume. When the
ring electrode rf amplitude is increased, ions from low n/z to high
m/z become sequentially unstable in the axial direction, i.e., the
direction between the end-caps. As ions reach the rf amplitude
value at which they become unstable, they exit the ion trap
through the end-cap apertures. The ions that exit t~orough the
exit end-cap aperture are then detected with an electron multiplier
(see Figure I). The mass spectrum is obtained by scanning the
ring electrode amplitude upwards from a value sufficiently low
to trap the ions of interest to a value sufficiently high to eject
those ions. This ion trap scanning method is referrEd to as the
mass-selective instability mode of operation (39, 40).

A distinct rf voltage was sometimes applied across the end-caps
of the ion trap, the frequency of which was chosen to coincide
with a characteristic frequency of motion of an ion of a particular
mass-to-charge ratio. This frequency is referred to as the fun­
damental secular frequency of the ion in the axial dimension. Ions
can be kinetically excited in the axial dimension by applying sine
waves to the end-caps of opposite phase but of equal amplitude
and (appropriate) frequency (38). The frequency i3, to a first
approximation, dependent upon mass/charge, the ring electrode
rf amplitude and frequency, and the radius of the ring electrode
(1.0 em) (32, 38).

The application of an rf signal to the end-caps was used for
one of two purposes in these studies. First, a low amplitude signal
(0.3-2.2 V p-p) was used prior to scanning the ring electrode
amplitude to effect collision-induced dissociation (CID) (41).
When used for this purpose, the rf signal applied to the end-caps
is referred to herein as a "tickle voltage". Second, a relatively
large signal (15 V p-p) was used during the scan of the ring
electrode rf amplitude to extend the mass/charge range of the
ion trap beyond its normal mass/charge range of m/z 650 (42-44).
When used for this purpose, the rf signal applied to foe end-caps
is referred to herein as the "'resonance ejection" sign:11 to distin­
guish it from tickle voltage. In both cases, the rf signal applied
to the end-caps is used to excite kinetically the ions in the axial
dimension, but for different purposes. In the former application,
the purpose is to induce energetic collisions without ejecting the
precursor ions, whereas in the latter application the purpose is
to eject ions from the ion trap at lower ring electrode rr' amplitudes
than are normally required. The 15-V p-p resonance ejection
signal is obtained by passing the output of the end-cap rf signal
provided by the ion trap electronics, which gives ;l maximum
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Figure 2. fa) LC/MS total ion chromatogram for a 1-IlL injection of
the synthetic peptide mixture (100 pmal) and the selected ion chrcr
matogram. for (b) fibrinopeplide A, (c) bradykinin, and (d) substance
p. respecti'/ely.

200 400 600 800 1000 1200
mlz

FlgUl'e 3. Mass spectrum obtained for bradykinin at the peak maximum
in the selected ion chromatogram of Figure 2c.

centration of the solution, and the ion injection time (or the
total time of data acquisition when scans were averaged). It
was noted during the present study that the figure of merit
for bradykinin, solutions of which were continuously infused
periodically to tune the mass spectrometer, was about 2 orders
of magnit'-lde greater when using ion spray with the ion trap
system than when using pure ES. Some of this difference may
be due to the finite sampling capacity of the inlet aperture.
However, a much smaller difference in response is typically
observed between ion spray and ES on a triple quadrupole
system, which employs a significantly different interface for
sampling ions formed at atmospheric pressure (19). This
observation, and others described below, suggests that the
present interface used with the ion trap may be further from
optimum for ion spray than it is for pure ES.

The experiments designed to evaluate the combination of
HPLC, ion spray, and the quadrupole ion trap for the analysis
of peptides and proteins can be conveniently divided into three
studies, viz., HPLC/MS of a synthetic peptide mixture,
HPLCjMS and HPLC/MS' of a tryptic digest, and
HPLC/MS of a synthetic protein mixture_ Each of these
studies is described in turn below.

HPLC/MS Analysis of the Synthetic Peptide Mixture.
The initial HPLC/MS experiments were performed on a
synthetic peptide mixture containing fibrinopeptide A (MW
= 1536), bradykinin (MW = 1060), and substance P (MW =
1348), each present in solution at a concentration of 50
pmoljilL in water. Part a of Figure 2 shows the total ion
chromatogram from a I-ilL injectioll of the peptide mixture,
and parts i>-d of Figure 2 show the respective single-ion
chromatograms that show separation of peptides with the
maintenance of good chromatographic integrity in the elution
order fibrlnopeptide A:bradykinin:substance P. Chromato­
graphic peak widths at the bases are roughly 20 s so that each
peak is defined by roughly 20 data points (0.9 sjspectrum).
Figure 3 if the mass spectrum obtained for bradykinin at the
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RESULTS AND DISCUSSION
The initial work with the ES/ion trap system used what

was referred to as a "figure of merit" to evaluate the system
with regard to the quantity of analyte required to obtain a
mass spectrum using continuous infusion (32). The figure of
merit was defined as the product of the flow rate, the con-

to double the mass range of the ion trap.
HPLC/MS Analysis of the Tryptic Digest, The pseudo­

molecular ions from four major compounds observed in the
LC/MS total ion chromatogram were selected for MS/MS. A
single scan function was used for all of the precursor ions. The
scan function included an ion injection period of 800 rns (low
mass/charge cut-off = 110) followed by four tickle periods of 20
ms each. The frequencies of the tickle voltages were chosen to
excite kinetically the ions observed at m/z 477, m/z 658, m/z 1031,
and m/z 892, in that order. The rf amplitude level for all of these
periods was 1731 V O-p (low mass/charge cut-off = 150). Res­
onance ejection was used during the scan of the ring electrode
rf amplitude to double the mass/charge range of the ion trap. The
total time of the scan was 0.989 s (duty cycle = 81 %). Note that
the scan function employed no changes in the ring electrode rf
amplitude to effect ion isolation. The chromatographic separation
provided the ion trap with ions of one mixture component, and
the mass/charge dependence of the tickle voltage frequency en­
sured that only the targeted precursor ion was subjected to
collisional activation.

Some "tuning" is usually required to obtain optimum oonditions
for collisional activation in the ion trap using a single tickle voltage
frequency (41). Important variables are the ring electrode rf
amplitude, the amplitude of the tickle voltage, and the time over
which the tickle voltage is applied. Typically, the precursor ion
of interest is used to adjust these parameters to maximize frag­
mentation and/or MS/MS efficiency. Tuning the MS/MS
conditions is not presently an automated process with the ITMS.
It is, therefore, difficult to tune MS/MS conditions "on the fly"
as a peak elutes from the chromatograph. For these studies, only
a minimal tuning procedure was employed. The ring electrode
rf amplitude and the tickle voltage duration were chosen arbitrarily
and were not varied. The tryptic digest mixture was "infused"
through the ion spray LC/MS interface, and the frequency and
amplitude of the tickle voltage for each of the selected precursor
ions were adjusted so that the precursor ion intensity was no-­
ticeably diminished. No effort was made to isolate the precursor
ions of interest from the complex mass spectrum resulting from
ion spray of the mixture, and no effort was made to identify
product ions during the tuning procedure.

HPLC/MS' Analysis of the Tryptic Digest. The doubly
charged precursor ion at m/z 477 in the tryptic digest was chosen
for MS/MS/MS analysis. The scan function used for the MS/MS
study described above was modified by adding a step after the
four tickle periods to remove all ions of m/z < 650 followed by
a fifth 20-ms tickle period. During the fifth tickle period, the
product ion observed at m/z 717 in the MS/MS spectrum of the
ion at m/z 477 was subjected to collisional activation. The tuning
procedure for this experiment involved infusing the digest mixture
by using the modified scan function of the MS/MS experiment
and adjusting the frequency and amplitude of the tickle voltage
to significantly reduce the signal at m/z 717.

HPLC/MS Analysis of the Synthetic Protein Mixture.
The scan function used to obtain the chromatographic and mass
spectral data from the synthetic protein mixture included an ion
injection period of 250 ms at a ring electrode rf amplitude of 1270
V o-p (low mass/charge cut-off = 110) and an overall single
spectrum acquisition time of 355 ms (duty cycle =70%). A 5-ms
ramp of the ring electrode rf from 1270 V o-p to 7500 V o-p while
a relatively low amplitude (I V p-p) fixed frequency rf signal was
applied to the end-caps was used after ion injection but before
the analytical scan. This ramp is sometimes necessary to complete
desolvation of protein-derived ions within the ion trap (45). The
ramp serves to bring all of the ions sequentially into resonance
with the end-cap rf signal frequency, thereby exciting them.
Collisions with background helium serve to decluster ions that
may retain solvent. Resonance ejection was used during the ring
electrode amplitude scan to extend the mass/charge range by a
factor of 6.
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FIgure 4. LC/MS total ion current profies for (a) 100 pmoI, (b) 25 pmol,
and (c) 2.5 pmol of on-column injected sample quantities from the
tryptic digest of normal p-chain hemoglobin.

peak maximum in which the diprotonated molecule (M +
2H)2+ at m/z 531 is predominant with a much less abundant
signal due to (M + H)+ at m/z 1061. The mass spectra of
fibrinopeptide A and substance P both showed dO'Jbly pro­
tonated species exclusively at m/z 769 and m/z 675, respec­
tively. The signal/noise ratio in Figure 3 suggests that lower
levels or more dilute solutions of the peptide mixture could
be analyzed. However, no attempt was made to determine
the minimim injectable quantity with this mixture.

HPLC/MS Analysis of Human Hemoglobin Normal
p-Chain Tryptic Digest. One of the goals of this work was
to determine whether microbore HPLC/MS on the ion trap
mass spectrometer could provide improved sensitivity for the
analysis and characterization of peptides in enzymatic digests.
From our earlier work with ion spray HPLC/MS analyses of
tryptic digests using a triple quadrupole mass spectrometer
equipped with an atmospheric pressure ionization source and
l-mm-Ld. HPLC column (21), we find a practical detection
limit for full scan MS in the neighborhood of 50 pmol per
component in tryptic digests. Routine HPLC/MS results from
this latter system are possible from 50-100 pmol of material,
but meaningful results from lower levels are tenuous. In
addition, full scan LC/MS/MS results on the triple quadru­
pole system typically require between 100 and 200 pmol per
component. An added software limitation for older triple
quadrupole systems limits the full scan mass range in the
single MS and tandem MS modes such that only a few scans
are obtained across the chromatographic peak. Since the
chromatographic peaks may be only 15-30 s wide, the slow
scan rate of these older systems limits the number of scans
available across the peak. The combination of trace analyte
levels and variation of sample quantity across the chroma­
tographic profile sometimes produces unsatisfactory results
from such studies.

Provided ions can be injected into the ion trap with effi­
ciencies in excess of about 1%, the ITMS system should
provide improved sensitivity, especially in the MS/MS mode,
and its inherently shorter spectrum acquisition time should
effectively deal with the problem of defining the chromato­
graphic peaks with the relatively fast time scale of the modem
HP liquid chromatograph. To test these conceptE on a real
sample and evaluate the feasibility of using the ITMS for
on-line ion spray HPLC/MS, we analyzed a tryptic digest of
human hemoglobin normal p-chain at three different levels.
Figure 4a-c shows the total ion current (TIC) promes for the
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Figure 5. LC/MS extracted ion current profiles for ions that appear
at (a) mtz 268, (b) mtz 630, and (c) mtz 348 in the 100-pmol tryptic
digest injection.

analysis of this digest with 100, 25, and 2.5 pmol, respectively,
injected onto the 1-mm x l(}.cm C-8 microbore HPLC column.
The separation was accomplished by applying a linear solvent
gradient from 5% B to 70% B in 60 min (see Experimental
Section for solvent composition). From these data, it is evident
that the faster scan rate of the ITMS system provides good
chromatographic fidelity for the gradient microbore HPLC
separation of this tryptic digest. In addition, the symmetric
chromatographic peak shape observed suggests the ion for­
mation and sampling features of this system are performing
satisfactorily. The occasional "spikes" observed in the TIC
base line are of unknown origin although they were eliminated
in later work when the ion spray interface was rebuilt during
this study using a combination of concentric fused silica rather
than stainless steel capillaries.

Inspection of Figure 4a reveals at least 16 chromatographic
peaks detected when 100 pmol of the tryptic digest was an­
alyzed under the described conditions. Thus, the electrospray
mass spectra for each of these components may be inspected
and, based upon the charge state and m/ z ratio, the molecular
weight for each component determined (II). Once the
mass-to-charge ratios of these components are known, their
corresponding extracted ion current profiles may be obtained
and their plotted mass spectra presented. The ability to obtain
mass spectral information from relatively weak ion current
peaks in this TIC is demonstrated in Figure 5. The scan
region between scans 300 and 600 in Figure 4a shows only
weak evidence for chromatographic components, yet the ex­
tracted ion current profiles for m/z 268, m/z 630, and m/z
348, respectively, show these ions to be readily detected as
evident in Figure 5. More importantly, the mass spectra
avilable from these latter components (not shown here) are
of sufficient quality to allow interpretation without resorting
to background subtraction or other spectrum-enhancing
techniques. Note that none of these ions corresponds to an
ion of an expected tryptic fragment. They probably result
from unspecific enzyme cleavage products and are probably
not present at the 100-pmollevel. For example, the ion at
m/z 268 may be due to Thr-Phe (sequence numbers 84,85)
or Phe-Thr (sequence numbers 122, 123).

Inspection of the TIC for the on-column injection of 25 pmol
of the tryptic digest of human hemoglobin normal p-chain
(Figure 4b) reveals fewer chromatographic peaks. Those
peptides that have a reduced response under these ion spray
HPLC/MS experimental conditions are lost in the TIC base
line when lower levels of material are introduced into the
system. Again, however, the presence of weak or suspected
components may be detected via their extracted ion current
profiles and their mass spectra obtained to determine the
molecular weight of the tryptic peptides.

In this work, the lowest level of injected tryptic digest
sample analyzed was 2.5 pmol. Figure 4c shows the ion spray
HPLC/MS TIC from this analysis. This represents a level
below that which we have ever obtained data with our triple
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are observed at mlz 477 and mlz 953 and are likely to cor­
respond to (M + 2 H)2+ and (M + H)+, respectively, for a
tryptic peptide of molecular weight 952. This mass corre­
sponds te, the expected tryptic fragment from human hemo­
globin normalil-chain with the sequence Val-His-Leu-Thr­
Pro-Glu-Glu-Lys. Figure 7b shows the LC/MS/MS spectrum
acquired for the ion at mlz 477 under conditions identical with
those for acquisition of the spectrum of Figure 7a except that
applicati(.'ll of a tickle voltage frequency matching the secular
frequency of the ion at mlz 477 was added to the scan
function. Note that the ion at mlz 953 appears in this
spectrum but is not a crn product of the ion at mIz 477. The
ion at mlz 953 appears due to the absence of a precursor ion
isolation' tep in the scan function (see Experimental Section).
Major pmduct ions are observed at mlz 717 and mlz 237,
which are equidistant in mass-to-charge from the precursor
ion. Thi' suggests that both product ions are formed from
the same dissociation reaction. It also indicates that the
precursor ion is multiply charged and that it carries an even
number of charges. This spectrum, therefore, further supports
the conclusion that the mlz 477 ion is the doubly protonated
tryptic pfptide shown above. Assuming this to be the case,
the mIz 717 and m Iz 237 ions correspond to, in terms of the
conventional peptide fragment shorthand (46), the Y" and
B,+ fragments expected from this peptide. Figure 7c shows
the LC/MS/MS spectrum of the mlz 477 precursor ion ob­
tained under conditions identical with those used to acquire
Figure 7b except that a 2.5-pmol sample quantity was injected

600 800 1000
mlz

FIgure 7. (a) Mass spectrum obtained at the peak maximum of the
component that elutes at "" 12.5 min in the TIC profile of Figure 4a
and (b) the LC/MS/MS spectrum of the ion that appears at mlz477
in (a). (c) LC/MS/MS spectrum of the same ion obtained under identical
conditions except that a 2.5-pmol sample was injected onto the col~

umn.
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quadrupole system using the same 1-mm-i.d. packed column.
The TIC in Figure 4c is noisy with fewer than 10 chromato­
graphic peaks discernible. However, as described above, the
ability to use the data system to plot extracted ion current
profiles allows one to obtain useful analytical information from
this sample. For example, Figure 6 shows the extracted ion
current profiles for the ions at mlz 562, mlz 750, and mlz
892 which elute in a region in the TIC base line observed in
Figure 4c where there is weak evidence for chromatographic
peaks. However, these and other ions characteristic of the
tryptic peptides may be detected and their mass spectra
viewed. Figure 6d shows the mass spectrum obtained from
the mlz 562 extracted ion current profile shown in Figure 6c.
This mass spectrum was obtained without background sub­
traction and readily reveals the mlz 562 ion, indicating a
molecular weight of 561 from a singly protonated tryptic
peptide or a molecular weight of 1122 from a doubly pro­
tonated tryptic peptide. This ion is probably due to the
doubly protonated tryptic fragment Leu-His-Val-Asp-Pro­
Glu-Asn-Phe-Arg. Although the TIC and corresponding ion
current profiles resulting from the analysis of this 2.5-pmol
sample of tryptic digest are weak, meaningful analytical data
may be gleaned. It seems likely that improved data and lower
levels may be accessible on an optimized atmospheric ion
sampling interface for the ITMS system.

HPLC/MS/MS data were acquired for 100-pmol, 25-pmol,
and 2.5-pmol injected sample quantities for the ions observed
in the HPLC/MS study at mlz 477, mlz 658, mlz 1031, and
mlz 892. The same scan function was used for all of the
precursor ions as described in the Experimental Section. The
same scan function was also used for all sample quantities
except that the amplitude of the tickle voltage for the mlz
477 precursor ion was increased from 2.0 V p-p to 2.2 V p-p
for the 2.5-pmol injection. The data for the mlz 477 precursor
ion are used here as an illustration. Figure 7a shows the mass
spectrum acquired at the peak maximum in the TIC observed
for the mixture component that elutes at about 12.5 min (see
Figure 4a, scan 640) for a 100·pmol sample injection. Ions

Figure 6. LC/MS extracted ion current profiles of ions that appear at
(a) mlz 562, (b) mlz 750, and (c) mlz 692 in the 2.5-pmoi on-column
tryptic digest injection along with the mass spectrum (d) obtained for
the ion at m / z 562 in the extracted ion current profile of (a).
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Figure 9. LC/MS total ion chromatogram obtained for a synthetic
protein mixture consisting of cytochrome c. human serum albumin
(HSA), and myogiobin, with mixture component quant~ies of 5.5 pmol,
1.3 pmol, and 3.8 pmol, respectively.

fragmentation can be obtained from additional stages of mass
spectrometry, which is a relatively straightforward procedure
with the ITMS. Complete sequence determination in this case
would indeed require further stages of mass spectrometry.
The routine application of MS/MS and MSn to on-line
analyses of unknowns, however, requires further development
in optimizing tuning conditions on the fly.

HPLC/MS Analysis of a Synthetic Protein Mixture_
One of the most remarkable features of ES as an ionization
method for mass spectrometry is its ability to ionize bio­
polymers, such as proteins, by imparting multiple charges to
the molecule. It is the multiple charging characteristic of ES
that makes the characterization of high mass molecules
possible with two- and three-dimensional quadrupoles, which
typically have an upper mass/charge limit of < 4000. As the
original report discussed, however, the present operation of
the ITMS system electronics prevents the ITMS from pro­
viding its inherent mass resolution and mass accuracy for high
mass, multiply charged ions (32). Briefly, this is due to the
fact that the normal mass/charge range of the ion trap (m/z
650) must be extended, using resonance ejection, for analysis
of the high mass, multiply charged ions. In doing so, the
number of data points per dalton decreases, thereby com­
promising mass accuracy, and the scan speed in daltons/
second increases, which decreases resolution. The software
used to acquire the data reported here further compromises
mass assignment in that peaks are assigned an integral
mass/charge. An uncertainty in mass/charge assignment of
one unit, as displayed by the software, translates to an un­
certainty of 72 Da when the mass range of the ion trap is
extended by a factor of 6 and for an ion with a charge state
of 12. In principle, however, the three-dimensional quadrupole
should provide mass resolution and mass accuracy comparable
to those provided by the quadrupole mass ftlter.

Despite the handicaps imposed on the present ion trap
system for mass measurement of high mass, multiply charged
ions, a synthetic protein mixture was subjected to HPLC/MS
analysis to determine the relative accuracy for mass mea­
surement under HPLC/MS conditions. The mixture con­
sisted of bovine cytochrome c, horse heart myoglobin, and
human serum albumin (HSA) at concentrations of 5.5, 3.8,
and 1.3 pmol/I'L, respectively, in 2:1 water/acetonitrile.
Figure 9 shows the total ion chromatogram obtained under
microbore LC/MS conditions with injected sample quantities
of 5.5, 3.8, and 1.3 pmol of cytochrome c, myoglobin, and HSA,
respectively. The separation was accomplished by applying
a linear solvent gradient from 20% B to 100% B in 15 min
with a hold at the final conditions for another 15 min. The
TIC profile shows good chromatographic separation of the
tryptic components and good signal/noise for each.

Figure lOa-c shows the mass spectrum of each component
obtained by averaging several scans acquired over the corre·
sponding chromatographic peak. All of the mass spectra were
acquired by using resonance ejection to extend the mass/
charge range of the ion trap by a factor of 6 (i.e., to m/z 3900).
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from the loss of ammonia, a fragmentation that we have
frequently observed from other peptide cations. (With the
uncertainty in the mass assignment with the current system,
however, we cannot preclude water loss.) The ion at m/z 251
corresponds to the Y,+ ion from (M + 2H)2+. These data
therefore confirm that further 6tructurally characterlstlc

600 800
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Figure 8. LC/MS' spectrum obtained from the ion at mlz 477 formed
from the mixture component that eluted at ~ 12.5 min (see F'9ure 4a).
The precursor ion sequence was mlz 477 - mlz 717 -? These
data were acquired with an injected sample quantity of 100 pmol.

onto the column and a slightly larger tickle voltage amplitude
was employed (2.2 V p-p versus 2.0 V p-p). The signal/noise
is poorer, but the major product ions are still clearly evident.
The larger tickle voltage amplitude used to acquire the
spectrum of Figure 7c is responsible for the significantly re­
duced precursor ion intensity relative to that observed in the
MS/MS spectrum of Figure 7b. . .

These results indicate that, at least for some tryptIc dIgest
components, LC/MS/MS spectra can he obtained from sam­
ple quantities as low as 2.5 pmol of injected material. GIven
that little effort was expended optimizing cm conditions for
maximum efficiency and maximum structural information (Le.,
maximizing the number of different product ions), it is
probably not justified to draw firm conclusions regarding the
limits of LC/MS/MS with an ion trap for tryptic peptides.
These data, as well as data for other peptides, indicate that
MS/MS efficiencies in excess of 20% can easily be obtained.
However, MS/MS efficiencies approaching 100% are typically
not observed. All of the LC/MS/MS spectra acqui:ed in this
study showed structurally characteristic product iOllE, but none
of these data provided complete sequence information. On
the other hand, for peptides of similar size, we have observed
extensive structurally characteristic fragmentation when
MS/MS conditions are tuned to maximize energy deposition
(47).

More complete structural information than is available from
the MS/MS spectrum might be obtainable from fu:ther stag':5
of MS. To demonstrate this capability with an on-line analysIS
of a tryptic digest, we subjected the precursor ion observed
at m/z 477, from a loo-prool sample injection, to MS'. Figure
8 shows the ion spray LC/MS3 spectrum for the sequence m/z
477 - m/z 717 -? Note that the signal at m/z 953 is not
due to a product ion but is simply the (M + H)+ ion for this
tryptic peptide that remains in the ion trap throughout the
analysis. The two major second generation product ions from
the ion at m/z 717 are observed at m/z 700 and m/z 502.
Again, making the reasonable assumption that the ion at m/z
477 is the doubly protonated tryptic peptide Val-His-Leu­
The-Pro-Glu-Glu-Lys, the MS' experiment can be interpreted
as shown in Scheme 1. The ion at m/z 700 probably results

Scheme I
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first symptom observed when the space charge becomes sig­
nificant A shift in peak position can also occur. Empirically,
we observe loss of resolution due to space charge at shorter
injection times for HSA ions than for either myoglobin or
cytochrome c ions when solutions of equal concentrations are
subjected to ES via infusion. This may be due to the fact that
the HSA ions are more highly charged or to greater ioniza­
tion/sampling/detection efficiency for HSA ions or to both.
We have not performed studies to separate these effects, but
we have observed evidence that both factors could contribute
to the sh"rter injection time onset of space charge effects for
HSA ions. The fact that conditions necessary for space charge
effects are more readily achieved for HSA ions than for the
ions of cytochrome c and myoglobin and the fact that all ions
were analyzed by using the same scan function lead to the
possibility that space charge was significant for the HSA ions
whereas it was not for the ions of cytochrome c and myoglobin.

The mass accuracy limitations imposed by the present data
system must be addressed before the quadrupole ion trap can
be expected to measure the molecular weights of proteins in
excess of several tens of kilodaltons. Provided adequate im­
provements are made, the ion trap holds promise for this
application due to the relatively low levels of injected analyte
necessary to obtain mass spectra with adequate SIN ratios.
Figure 11, for example, shows the TIC of the protein mixture
acquired from the injection and HPLC/MS analysis of 1.1,
0.8, and 0.3 pmol, respectively, of cytochrome c, myoglobin,
and HSA. The fact that each component is clearly observable
in the TIC is encouraging in light of the minimal effort that
went into optimizing the analysis conditions.

HPLC/MS Analysis of Physiological Extracts Con­
taining Drugs. The detection and identification of drugs
present in extracts of physiological fluids is another important
application {or HPLC/MS. We made several attempts at the
on-line analysis of LSD and etorphine (a highly potent stim­
ulant) with the ion spray LC/ITMS system. We found the
system to be insensitive to these compounds. Etorphine was
not detected up to injected sample quantities of 5 ng. LSD
was only clearly detectable with an injected sample quantity
of 100 ng. Neither of these compounds showed strong signals
when deli'"ered to the ion spray via infusion. Furthermore,
neither c"mpound showed strong signals when they were
subjected to pure ES from methanol solutions. They have,
on the other hand, shown strong signals with ion spray on our
commercial triple quadrupole instrument equipped with an
atmospheric pressure ionization source (26).

These observations appear to point to a shortcoming of the
ASGDI hardware as an atmospheric ion sampling interface.
The region between Al and A2 (see Figure 1) is not colli­
sian-free, and extensive scattering can occur prior to ion exit
through the aperture in A2. Scattering is most likely for ions
ofrelatively low mass, such as the ions derived from LSD ((M
+ H)+ appears at m/z 324) and etorphine «M + H)+ appears
at m/z 412). Scattering losses in the interface region are
expected to be less important as the ions become more

Figure 11. LC/MS total ion chromatogram for the protein mixture
containing ;:¥ochrome c, HSA, and myoglobin with mixture component
quantities 01 1.1 pmol. 0.3 pmol, and 0.8 pmel, respectively.
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FIgure 10. LC/MS spectra 01 (a) cytochrome c, (b) HSA, and (c)
myoglobin obtained by averaging several scans over the corresponcflr1g
peaks in the TIC profile shown in Figure 9.

Mass measurements could be made for cytochrome c [MW.""
=12200 (48), measured MW."" =12200 ± 22] and for myo­
globin [MW."" = 16951 (48), measured MW."" = 16936 ± 23],
which typically show well-resolved charge states in their
ES/ ion trap mass spectra. The procedure for making a mo­
lecular weight determination of a high mass molecule with a
distribution of charge states using an ion trap is analogous
to that used with a quadrupole mass filter (9, 11). Some
corrections must be made to the mass/charge assignments of
the data system when the mass range is extended by resonance
ejection (32). The major sources of uncertainty in these
measurements arise from the limited number of data points
per peak and from the integral mass assignment made by the
software.

Unlike the cytochrome c and the myoglobin cases, a mo­
lecular weight determination for HSA cannot be made from
the mass spectrum shown in Figure lOb. The peak maxima
for the charge states of HSA (MW.vg = 66000) cannot be
assigned reliably, which introduces uncertainty for determining
the charge state and, hence, the mass. Two of the reasons why
the masses of the HSA ions are measured less reliably than
those of, for example, cytochrome c are that the charge states
are closer together in m/z and each charge state is composed
of a wider range of masses, which results in broader peaks.
These factors lead to poorer resolution of the charge states.
A third factor that may come into play with the ion trap is
the degradation of resolution due to space charging. This is
a well-known phenomenon in ion trapping instruments (38).
In the quadrupole ion trap, peak broadening is typically the



massive. This explains, in part, the excellent performance
noted for the proteins. In some cases, excellent performance
has also been noted for relatively low mass ions with pure ES
with this ITMS system (32). There is strong evidence, how­
ever, that at least some of these ions are highly solvated upon
injection into the ion trap and are therefore relatively massive
in the interface region. This does not appear to be the case
for the ions derived from LSD and etorphine.

CONCLUSIONS
This work has highlighted several shortcomings of the

present ion injection/ITMS system as the mass spectrometer
for on-line HPLC/MS analyses. Fortunately, all of these
shortcomings are, in principle, correctable. Mass accuracy can
be improved by reducing the scan speed and increasing the
number of data points per peak. Improved atmospheric ion
sampling designs should provide greater ion transmission
through the interface, particularly for low mass ions. The
automation of MS/MS and MS" for on-line analyses requires
some rather extensive improvements to the present ITMS
software. Efforts are already being made in this direction (49).
Until these changes are made, however, this system cannot
he applied routinely for LC/MS and LC/MS" deterroinations.

Despite the problems noted herein, these studies indicate
that the ion spray liquid chromatography/quadrupole ion trap
combination shows great promise for the determination of
biomolecules. Even with a nonoptimized atmospheric ion
sampling interface, ion spray LC/MS data for a tryptic digest
could be obtained at levels 10-50 times lower than those
normally required for a triple quadrupole system. The ad­
vantage for LC/MS/MS is even greater. We have also dem­
onstrated the use of LC/MS3 in an on-line analysis of a tryptic
digest. Data can also be obtained at subpicomole levels for
proteins as high in mass as 10-20 kDa. Provided the im­
provements discussed above are made, the quadrupole ion trap
should prove to be a powerful analyzer for ions derived via
ES with on-line separation of biomolecules.
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Analysis of Drugs in the Presence of Serum Albumin by Liquid
Chromatography with Eluents Containing Surfactants

Ralph A. Grohs,' F. Vincent Warren, Jr.,' and Brian A. Bidlingmeyer*

Waters Chromatography Division, Millipore Corporation, 34 Maple Street, Milford, Massachusetts 01757

Surfactant-containing eluents are evaluated for pOSSible ap­
plication to direct serum injection using conventional re­
verse-phase columns. Serum albumin was quantitatively
eluted at the column void volume by using surfactant con­
centrations below or above the critical micelle concentration,
and organic solvents could be used In proportions as high as
40% (w/w). Surfactant choice, pH, and salt effects were
also evaluated.

INTRODUCTION
The analysis of drugs from biological fluids is an important

problem in pharmaceutical research, clinical chemistry, and
pharmacokinetics which is frequently accomplished by
methods based on liquid chromatography (LC). These LC
methods generally require a time-consuming sample prepa­
ration step to remove proteinaceous sample components that
would otherwise degrade system performance through de­
position on the chromatographic packing. Protein precipi­
tation, ultraflltration, liquid/liquid extraction, and solid-phase
extraction have all been used for sample preparation prior to
injection into LC systems. All are labor-intensive techniques,
although the solid-phase extraction approach can be auto­
mated through the application of laboratory robotics (J) or
column switching (2). The relative merits of these alternatives
have been discussed elsewhere (3).

In an effort to avoid the sample preparation step entirely,
the direct injection of serum samples has been practiced by
a number of laboratories. In some cases, these efforts have
involved the use of column packings that are designed to
minimize the adsorption of serum proteins (4-8). Certain
eluent restrictions are associated with the use of these columns
to ensure that serum components remain in solution, and these
columns are generally used with a guard column, which is
changed regularly to keep the system back-pressure at normal
levels (6, 7). A related approach for the direct injection of
serum samples is the use of a protein-coated packing (9). In
this approach, a conventional reverse-phase column is modified
in situ by the injection of serum and/or solutions containing
bovine serum albumin (BSA). A variation on this technique
is the pretreatment of bare silica columns with serum prior
to their use in direct serum injection applications (10).

The primary alternative to the use of specially prepared
columns employs conventional LC column packings and
eluents capable of solubilizing serum proteins. This approach
allows the chromatographer to work with familiar column
packings and eluents. For example, Weinberger and Chidsey
(11) analyzed theophylline by direct serum injection using
phosphate buffer (pH 3.65) and a cation-exchange column and
guard column. More than 500 serum samples were analyzed
with no apparent degradation of chromatographic perform­
ance, provided that the guard column was changed after each

1Present address: Institute for Applied Physical Chemistry,
University of Saarland, Saarbrucken, Germany.

2Present address: Bristol-Myers Squibb Pharmaceutical Research
Institute, One Squibb Drive. New Brunswick, NJ 08903-0191.

3()--40 injections. More recently, Bui and French (12) used
silica packings with triethylammonium acetate buffers for the
analysis of severalil-blockers by direct serum injection.

Micellar eluents have been used with reverse-phase LC
columns to analyze a variety of solutes by direct serum in­
jection (13-16). By definition, these eluents contain a sur­
factant at a concentration above the critical micelle concen­
tration (CMC). Sodium dodecyl sulfate (SDS) is the most
commonly used surfactant for this approach, but nonionic
surfactants have also been employed successfully (3). In the
preparation of micellar eluents for direct serum injection, it
is necessary to avoid eluent conditions that are unfavorable
for (1) micelle formation or (2) serum protein solubilization.
For this reason surfactant concentration is maintained at or
above the CMC, and organic solvent composition is kept
relatively low in micellar eluents (16).

This report describes our efforts to understand the range
of surfactant and organic solvent compositions which will
permit direct serum injection. Conventional reverse-phase
LC packings are used, and both micellar and nonmicellar
eluents are considered. Surfactant concentration is allowed
to vary above and below the CMC. and organic solvent com­
positions up to 80% methanol (w Iw) are tested. An aqueous
solution of bovine serum albumin (BSA) is used as the model
serum for these preliminary studies, permitting a more direct
focus on the surfactant/protein interactions required for
successful direct serum injection.

EXPERIMENTAL SECTION
Instrumentation. The chromatographic system from Waters

Chromatography Division of Millipore Corp. (Milford, MA) in­
cluded a WISP 712 autoinjector, a Model 510 solvent delivery
system, a Model 441 fixed-wavelength UVlvis detector equipped
with a 214-. 254-, or 28().nm fIlter kit, and a Model SEI20 dual-pen
chart recorder. Automated runs were controlled by a Model 840
chromatography control station, with data collected and au­
toarchived to a Model 860 networking chromatography station
for processing and storage.

Unless otherwise noted in the text, a IlBondapak C18 column
(Waters) was used for all of the work described. Either a steel
column (0.39 X 15 em) or radially compressed cartridge (0.8 x
10 em) was used. The cartridges were housed in an ReM-lOO
or RCM-8 X 10 radial compression module (Waters). Except
where noted, a fresh column or cartridge was used for testing each
new eluent. Other columns used were Protein-Pak SP-5PW (steel,
0.75 x 7.5 em) and Nova-Pak Phenyl (steel, 0.39 x 7.5 em, or
cartridge, 0.8 x 10 cm), both from Waters. When necessary, the
time equivalent to the void volume was determined by injection
of a dilute solution of uracil.

Reagents and Eluents. Purified water was obtained from
a Milli-Q system (Millipore Corp., Bedford, MA). Liquid chro­
matography grade methanol, 2-propanol, and acetonitrile were
obtained from J. T. Baker (Phillipsburg, NJ). Bovine serum
albumin was purchased from Sigma (St. Louis, MO) and stored
at 4 'C. Carbamazepine (CBZ), sodium desoxycholate, CHAPS,
Nonidet-P40, and Brij-35 were obtained from Sigma. Cetyltri­
methylammonium bromide was obtained from Alfa Products
(Danvers, MA). Sodium dodecyl sulfate (BioChemica Microselect
grade) was obtained from Fluka (Ronkonkama, NY). Sodium
decyl sulfate and sodium pentadecyl sulfate were obtained from
Lancaster Synthesis Ltd. (Windham, NH), and carbamazepine
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10,1l-epoxide (CBE) was purchased from AlitechlApplied Science
(Deerfield, IL).

Model serum consisted of 50 mg of BSA/mL of water. Once
prepared, model serum was stored at 4°C. Aliquots required for
injections were stored at room temperature for no more than a
few hours, as we observed differences in peak areas when 2-day-old
samples were used. Stock solutions of CBZ and CBE (10 mg/mL)
were prepared in methanol, stored at 4°C, and used as necessary
for the preparation of spiked model serum.

Eluents were filtered through a 0.45-lLm cellulose acetate filter
under vacuum, using a solvent clarification accessory (Waters)
just prior to addition of the surfactant. To avoid excessive foaming
as well as regassing of the eluent, the surfactant was slowly
dissolved with gentle stirring. If necessary, eluents could be
refiltered after blending.

Measurement of Adsorbed Surfactant. Upon initial ex­
posure of a column to a surfactant-containing eluent, the ad­
sorption process was monitored by recording the response of a
differential refractometer using a procedure similar to the one
described previously (I7). A manually operated six-port valve
(Rheodyne, Cotati, CAl was installed at the column inlet, allowing
the incoming solvent to bypass the column (when necessary) and
flush the reference cell of the differential refractometer. Prior
to exposing each new column to surfaetant-eontaining eluent, both
the column and reference cell were thoroughly flushed with eluent
containing no surfactant. A zero level was established for the
detector output. The valve was then set to the column bypass
position, and the system (including the reference cell) was flushed
with surfactant-containing eluent. The detector output would
rise or fall to a new level, and the chart recorder was adjusted
to keep this signal on scale. Finally, the valve was switched,
allowing eluent to enter the column. The output of the differential
refractometer was monitored until the trace returned to the
previously established zero level, indicating that surfactant­
containing eluent was present in both the sample and reference
cells of the detector. From the strip chart record, the total volume
of solvent required to equilibrate the system was determined. The
void volume was subtracted, and the result was multiplied by the
surfactant concentration to determine the adsorbed amount.

Determination of Protein Recovery. Two methods were
used to test for protein mass recovery. First, the Bradford assay
(BioRad, Richmond, CAl was used according to the manufac­
turer's instructions. Identical injections of BSA were made with
and without a column in place, and fractions containing the
resulting peak were collected. The Bradford assay response was
measured for each fraction, and this value was multiplied by the
volume of the collected fraction to yield an adjusted assay re­
sponse. Agreement between the adjusted assay response deter­
mined with and without the use of a chromatographic column
was accepted as evidence of quantitative elution of BSA.

It was noted that the Bradford assay response tended to drift
during the measurement period, possibly due to the presence of
SDS at a level (1 mM) close to the upper limit recommended by
the manufacturer (0.1 % wIv). For this reason, a second approach
using direct UV assay at 280 nm was done to confirm the Bradford
assay results. Fractions containing the peak resulting from a 10-iLL
injection of model serum were collected in a 2-mL volume. The
UV absorbance at 280 nm was measured relative to an eluent
blank, and values obtained with and without the use of a chro­
matographic column were compared.

RESULTS AND DISCUSSION
Work with size-exclusion chromatography (SEC) and other

techniques for the analysis and purification of proteins in­
dicates that surfactant concentrations below the CMC can
effectively elute serum protein components. For example, the
addition of 0.1 % w/w SDS (equivalent to 3.2 mM) to aqueous
phosphate buffers was shown to alter the elution times for
various proteins in SEC systems in a manner consistent with
their denaturation to a random coil formation (I8). Surfac­
tants have also been used at concentrations below the CMC
in eluents designed for hydrophobic interaction chromatog­
raphy (19), particularly when membrane proteins and other
hydrophobic species are to be separated. In addition, elution
buffers for SDS-PAGE (polyacrylamide gel electrophoresis)
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Figure 1. Effect of SOS concentration on the elution of bovine serum
albumin (BSA). Conditions: column. ILBondapak C'8 (steel, 0.39 X
15 em); eluents. (A) water, (B) aqueous' mM SOS. (C) aqueous 20
mM SOS; detection, at 280 nm.

typically contain SDS at a concentration below the CMC (20).
Among existing approaches to direct serum injection, mi­

cellar LC is particularly attractive due to its compatibility with
conventional reverse-phase column packings. However, the
eluents typically used for micellar LC may represent only a
subset of the surfactant-containing eluents that will permit
direct serum injection.

Our goal in working with surfactant-containing eluents was
to understand the range of surfactant and organic solvent
compositions that can be used in the design of successful
eluents for direct serum injection onto reverse-phase columns.
For example, eluents having surfactant concentrations below
the CMC might still be useful for direct serum injection. In
addition, if the stabilization of micellar aggregates is not re­
quired, relatively high organic solvent compositions might be
acceptable. Either of these cases would broaden the range
of eluents that can be used in combination with conventional
reverse-phase columns for direct serum injection applications
(21).

In order to test candidate eluents for their ability to permit
direct serum injection in reverse-phase systems, studies were
conducted with model serum consisting of an aqueous 50 mM
solution of bovine serum albumin (BSA). This serum albumin
concentration is near the level found in normal human serum
(22). The use of the relatively simple model serum matrix
permits a clearer focus on the interactions between surfactant
and protein that are expected to be critical to the performance
of successful eluents for direct serum injection. Depending
upon the results of the studies with model serum, additional
testing with bovine serum (and ultimately human serum) will
be required to verify the suitability of a given eluent.

Elution of BSA. To study the effect of SDS concentration
on the elution of serum albumin, a set of eluents containing
0, 1, 5, 10, or 20 mM SDS was prepared. A fresh ILBondapak
Ct. column containing packing from the same manufacturing
batch was equilibrated with each, and 100ILL volumes of model
serum were injected repeatedly. For the water eluent, a peak
was observed at the column's exclusion volume but the area
was substantially less than that obtained when SDS-containing
eluents were used (see Figure 1). On the basis of Bradford
assay responses for peaks collected with and without the use
of the ILBondapak Ct. column, only about 6% of the injected
BSA was eluted by the water eluent.

All of the SDS-containing eluents produced a large BSA
peak at the column's exclusion volume, as indicated in Figure
1 for the 1 and 10 mM SDS eluents (corresponding to SDS
concentrations above and below the CMC value of 8 mM).
However, the peak areas observed were not identical for all
eluents. Figure 2A summarizes the trends observed during
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corresponding to 85 % of the peak area observed for the 10
and 20 mM eluents. Note that the I5-min delay between
injections 9 and 10 is sufficient to cause a drop in peak area
for the 1 mM eluent, followed by a gradual rise to a plateau
level.

The trends observed for 1 mM SDS indicate that this eluent
can be used, provided that care is taken to ensure that the
plateau level of Figure 2 has been reached, In general, we have
found that this requires only one or two injections for columns
previously exposed to a series of model serum injections, In
Figure 2, the differences in average peak area between the 1
mM eluent (at the plateau level observed for injections 15--18)
and the peak areas in the other eluents are believed not to
be significant, One possible explanation of the differences
is that changes in the UV spectrum of serum albumin, which
are known to occur upon denaturation (22), are present to
9-ifferent extents in the four eluent/column combinations.
Tanford has shown that, in the subcritical micellar region,
small changes in the concentration of the surfactant lead to
significant changes in the number of molecules of SDS sur­
factant hound to a BSA molecule (23), This change may alter
the spectroscopic properties of the protein and, hence, affect
the observed UV response (peak area or peak height).

To study the 1 mM eluent more closely, a fresh I'Bondapak
C,. cartridge/column was equilibrated with aqueous 1 mM
SDS. Repeated 1O-I'L injections of model serum were made
as before, and 2-mL fractions containing the entire BSA peak
were collected, When seven peaks corresponding to the
plateau level of peak area in Figure 2A were collected, the
effort was ended. For comparison, the column was removed
and three additional 2-mL fractions containing the BSA peak
were collected. As blanks, 2-mL fractions of eluent were
collected, both with and without the column in place,

UV absorbance at 280 nm was measured for all of the
collected fractions, relative to the blanks, The seven with­
column fractions had an average absorbance value of 0.134
(±3,3% RSD), compared to 0,129 (±0,4% RSD) for the
without-column fractions. Thus, there is no evidence for loss
of BSA on-column when the 1 mM SDS eluent is used, con­
firming the conclusion based on Bradford assay data. Ap­
parently, the peak area differenoes of Figure 2A do not reflect
mass recovery differences but, as discussed earlier, may reflect
a change in UV absorbance (22, 23),

The study was expanded to include a set of 15% (w/w)
methanol-containing eluents, again at SDS concentrations of
I, 5, 10, and 20 mM and with four fresh I'Bondapak C,.
cartridges from the same manufacturing batch. The peak area
data are summarized in Figure 2B. ResuIts for the 5, 10, and
20 mM eluents are similar to that of the 100% aqueous
eluents, However, the 1 mM eluent rises more quickly to a
plateau level, and the resulting maximum peak area is equal
to that of the 10 and 20 mM SDS eluents. Overall, no
unexpected change in BSA elution is observed above or below
the CMC for the methanol-containing eluents,

Octanesulfonic acid (OSA) is commonly used at the 5-10
mM level in eluents for paired-ion chromatographic separa­
tions, This surfactant has a CMC of 136 mM (24) and is not
generally used in micellar LC applications. By use of 5 mM
OSA in water as the eluent, 1O-I'L injections of model serum
were eluted quantitatively from a I'Bondapak C,• column.
Quantitative elution was verified by the Bradford dye-binding
assay. Unlike SDS, however, we were unable to use OSA in
methanolic eluents (see below),

An eluent containing 1 mM SDS and 15% methanol was
used in a preliminary test of capacity for protein loading, For
this experiment, model serum was spiked with theophylline
at two levels such that 20- and 200-I'L injections of the re­
suiting samples contained the same amount of theopylline (50

-1- 1 mM 5DS
- ~.J- - 20 mM 50S
···-5·· 5 mM 50S
- -~~ - 10 mM 50S

INJECTION i

Figure 2, Effect of SDS concentration on peak area for BSA in (A)
aqueous and (8) 15 % (w/w) methanol/water eluents. The SOS con­
centration for each eluent is shown in the key.

the first 18 model serum injections for each column/eluent
combination, Note that three blank injections were made
between injections 9 and 10 of each set.

In Figure 2A, peak areas are stable for 5, 10, and 20 mM
SDS, alt,hough the average peak area for the 5 mM eluent is
about 4% lower than that observed for 10 or 20 mM, The
I mM eluent behaves quite differently, the BSA peak area
rising with each injection and gradually reaching a plateau
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Table I. Effect of Adsorbed Surfactant Amount of Elution
of Bovine Serum AlbuminlJ from ~Bondapak CII Columns

0: + = successful elution of BSA. - = nonelution or unstable
elution of BSA. NT = not tested. 'New steel column (0.39 X 15
em). 'New Radial PAK cartridge (0.8 X 10 em).

Figure 3. Elution of 50 ng of theophynine in the presence of BSA: (A)
20-lll injection of 50 mg/ml BSA solution spiked with theophylline;
(B) 200-lll injection of the same solution spiked with 10X less theo­
phylline per milliliter. Detection was at 254 om.
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concentration for the SOS-containing eluents of Table I. All
peak heights and areas used for decision-making correspond
to the stable plateau level illustrated in Figure 2. At higher
SOS concentrations, the influence of methanol may be less
significant than indicated in this study.

The eluents tested were deemed successful (i.e. potentially
suitable for direct serum injection) if 10-ilL injections of model
serum gave quantitative and repeatable elution of serum
albumin at the column void volume, regardless of the delay
between injections. Eluents containing SOS were successful
up to 40% (w/w) methanol, while those containing OSA were
only effective in 100% aqueous eluents. The unsuccessful
eluents listed in Table I were of two types. Some eluents (e.g.
5 mM OSA in 90% water/l0% methanol, w/w) simply led
to nonquantitative elution of BSA. Other eluents eluted BSA
quantitatively only after exposure to continuous injections of
model serum. Figure 4 provides an example of this unsuc­
cessful elution behavior. This behavior is much more dramatic
than the behavior observed in Figure 2A for the 1 mM SOS
eluent. In Figure 4, BSA peak height is plotted as a function
of time. Injections of model serum were made every 7 min,
except during the gap between the fourth and fifth injection.
During the first four injections, BSA peak height increased,
and an additional equilibration time was allowed on the as­
sumption that the column had not reached equilibration.
After the delay, the BSA peak height was much lower than
before. As additional injections were made, BSA peak height
finally leveled. However, stopping the injection sequence at
any point caused a drop in the peak height for BSA. The
reason for this phenomenon is unclear at this time. However,
the observed behavior may reflect the formation of a relatively
tenuous protein coating on the stationary phase which can
be removed from the column by washing with the eluent. For
purposes of the present study, it was sufficient to avoid these
unstable systems.

For the SOS-containing eluents of Table I, Figure 5 com­
pares the adsorbed amount of SDS and the BSA peak height
obtained for eluents of various methanol contents and 1 mM
SOS. In this figure, the peak heights indicate quantitative
elution of BSA for eluents containing as much as 40% (w/w)
methanol. At this same methanol composition, the SOS
coating level has dropped very nearly to zero. This is con­
sistent with the hypothesis that a certain level of adsorbed
surfactant is required for direct serum injection. However,
the OSA results complicate the picture.

For the OSA-containing eluents in Table I, there were no
successes in the presence of 10% methanol. It was assumed
initially that this might be due to the 34% reduction of the
OSA coating level caused by the use of 10% methanol. To'
test this, 10 mM K,HPO. was included in a 5 mM GSA eluent.

Elapsed Time (min)
Figure 4. BSA peak height for sequential injections using an unsat­
isfactory eluent of 36/64 methanol/water (v/v) with 1 mM sodium
pentadecyl sulfate.
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ng) in the presence of lO-fold different levels of BSA. The
resulting chromatograms (Figure 3) show that theophylline
can be quantitated readily in either case, despite the sub­
stantial increase in the tailing of the BSA peak. The 200-ilL
injection of model serum, representing 10 mg of BSA, indicates
the ability of eluents containing relatively low concentrations
of SOS to successfully elute substantial quantities of protein
at the column void volume.

Surfactant/Packing Interaction. Once initial experi­
ments indicated that surfactant concentrations above and
below the CMC are able to elute serum albumin, the influence
of organic solvent on the surfactant/packing interaction was
investigated. The influence of organic solvent on surfac­
tant-containing systems such as those used in paired-ion
chromatography (25) is well·known. One reason to limit the
amount of organic solvent in eluents designed for direct serum
injection might be the need to maintain an adequate coating
of surfactant on the reverse-phase packing and thereby pre­
vent protein adsorption. To determine whether a critical level
of surfactant coating must be present in order to allow the
quantitative elution of proteins, fresh columns were equili­
brated with eluents containing SOS or OSA in the presence
of various amounts of methanol. The eluents used are sum­
marized in Table I. For each experiment, a fresh column was
equilibrated with eluent until the signal from a differential
refractometer indicated that surfactant was no longer heing
adsorbed onto the column packing. The calculated amount
of adsorbed surfactant is indicated in Table I for each eluent
and column.

As a critical test of the surfactant/packing contribution to
the successful elution of BSA, 1 mM SDS was chosen as the
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FIgure 6. Elution of BSA from Protein-l'ak SP-5PW coIurm. All eJuents
contained 1 mM SDS and (A) 0% methanol, (B) 20% methanol, (C)
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Figure 5. BSA peak height and amount of SDS adsorbed onto fresh
I'Bondapak C18 columns (steel, 0.39 X 15 em) as a function of
methanol composition. AU eluents contained 1 mM SDS. See text for
discussion.

The presence of salt increases the adsorption of GSA to the
C's packing. as reflected in Table L With 10 mM potassium
phosphate present, a coating level of 13.2 mg of GSA/column
was obtained in the 10% methanol eluent. This is a higher
adsorbed amount than was obtained for GSA in the 100%
aqueous eluent which successfully eluted BSA. Nonetheless.
BSA was not quantitatively eluted from the 10 mM phos­
phate/l0% methanol system. This suggests that the adsorbed
amount of surfactant is only partly responsible for the suc­
cessful elution of serum albumin.

For 1 mM SDS eluents, a methanol content of 40% (w/w)
or less appears to be the maximum level compatible with direct
serum injection. Some additional organic modifiers were
briefly explored. 2-Propanol up to 40% (w/w) was found to
quantitatively elute BSA from model serum at an SDS con­
centration of 1 mM. Acetonitrile was used successfully at the
10% level, but this modifier has not yet been evaluated at
higher concentrations.

Surfactant/Protein Interaction. The reason for the 40%
upper limit on methanol or 2-propanol content was explored
further by changing the column packing to one that does not
absorb SDS when the eluents of Table I are used. In this way,
the importance of the surfactant/protein interaction can be
evaluated independently of the surfactant/packing interaction.
In place of the I'Bondapak C's column, a Protein-Pak SP-5PW
column was used. This weak cation exchanger has a bonded
sulfopropyl phase that was expected to have little affinity for
SDS. This was verified by breakthough experiments, which
indicated no adsorption of SDS from the eluents of Table L

For eluents containing 1 mM SDS and 0--50% (w/w)
methanol, chromatograms resulting from the injection of
model serum are presented in Figure 6. At 0% and 20%
methanol (top two chromatograms), the influence of methanol
is only on the peak shape. BSA is quantitatively eluted at
the void volume in both cases. For the 40% eluent (third
chromatogram), the peak area is reduced to 72% of that seen
at lower methanol concentrations. When the percentage of
methanol is increased to 50, BSA is not eluted from the
column. However, a later switch to an aqueous SDS-con­
taining eluent successfully eluted the adsorbed protein. The
nonelution is not believed to be the result of solubility con­
siderations, as solution experiments showed that BSA could
be dissolved at a concentration of 50 mg/mL in the presence
of up to 80% methanol.

The combination of Figures 5 and 6 and Table I suggests
that surfactant/protein interactions are critical for the suc­
cessful elution of serum proteins in direct serum injection
·applications. The chromatographic packing must also be
coated with surfactant, but manipulation of the coating level

(e.g. by addition of salt) cannot guarantee elution of protein
if eluent conditions are unfavorable for protein/surfactant
interactions. It is interesting to note that the loss of binding
of SDS, both to protein and to the C's stationary phase occur
at approximately 40% (w/w) methanol. This may be coin­
cidental or may be related to similar effects of hydrophobicity
in each situation.

Surfactant concentration can be above or below the CMC,
but some limitations on the use of organic solvents as eluent
additives for direct serum injection are required. These lim­
itations are not based on considerations of micelle stability
but rather upon the need to favor surfactant/protein as well
as surfactant/packing interactions. For the example discussed
here, SDS interactions with both the protein and the C's
bonded phase appears to be too limited in salt-free eluents
containing more than 40% methanol to allow direct serum
injection.

Effect of pH, Salts, and Packing Type. For most protein
separations by LC, the eluent pH is adjusted to safely avoid
the isoelectric point (pl), due to the limited solubility of
proteins at this pH value. For SDS-containing eluents which
successfully elute BSA, it is expected that this requirement
can be eliminated because of the charge (and solubility) im­
parted to the protein through its interaction with SDS. This
was verified experimentally for the 15% methanol/l mM SDS
eluent, which was modified to contain a 0.1 M phosphate
buffer. Peak height, peak area, and retention time for BSA
were constant at pH values from 4.5 to 9.5, a range which
includes the pI of 5.6 for BSA.

The presence of salts can influence the interaction of sur­
factant with both packing and protein. However, the only
salt-related limitation we have thus far observed relates to
surfactant solubility. Certain combinations of salt, SDS, and
methanol lead to immediate precipitation. Notably proble­
matic are potassium phosphate salts, which we could not use
at any concentration. Sodium phosphate salts were soluble
up to at least 100 mM in eluents containing 1 mM SDS and
up to 50% methanol.

The selectivity differences offered by changing the packing
type are in line with expectations based on other reverse-phase
LC modes such as paired-ion chromatography (25). For ex­
ample, a change from a C's to a phenyl bonded phase or even
from one type of C's phase to another can produce substantial
changes in peak spacing of several xanthines. We have not
encountered any limitations in the reverse-phase packings that
can be used with the eluents described in this report. Even
unbonded silica (26) can be used successfully with surfac­
tant-containing reverse-phase eluents.
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Figure 9. Example chromatograms for the xanthine mixture selected
from 520 injections of spiked model serum. Conditions: column,
"Bondapak C'8 (3.9 X 150 mm); mobile phase, 15/85 «w/w) meth­
anol/water + 1 mM 80S; flow rate. 1.0 mUmin; detection, 280 nm.
Compounds were thecphyUine (TP), theobromine (TB), and caffeine (CF)
each at 0.1 mg/mL in a solution of bovine serum albumin (BSA) at 50
mg/mL. Injection volume was 20 "L. See text for additional details.
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of the earlier eluting component has been adjusted to allow
adequate separation from the protein peak. To test the
suitability of this separation for routine use a column lifetime
study was conducted with model serum spiked with carba­
mazepine (5 "gjmL) and its epoxide (25 ~jmL). Over the
course of 500 sequentiallO-"L injections on a single column,
retention time stability was excellent (Figure 8). As a pre­
caution an in-line filter containing a 2-"m frit was installed
and changed periodically, but no unusual pressure problems
were encountered.

As a second application, several xanthines were separated
and quantitated from spiked model serum. The 200th and
520th separation of this mixture are shown in Figure 9. It
was necessary to change the in-line filter frit only twice during
the 520 injections on this column. As Figure 9 indicates, peaks
broadened somewhat during the study so peak areas were
preferred for quantitation.

The results presented here demonstrate that a broader than
expected range of surfactant and organic solvent compositions
can be used in eluents designed for direct serum injections.
Since all of the results presented are for model serum, veri­
fication with animals and human serum is still required. This
work is ongoing in our laboratory and in a collaborating clinical
laboratory, and results to date support the fmdings for model
serum (28). Specifically, the analysis of carbamazepine and
its epoxide is possible at clinical levels with direct sample
injection using surfactant·containing eluents both in a sin-

Figure 7. Analyses of (1) carbamazepine 10,11-epoxide and (2)
carbamazepine from model serum. Conditions: column, Nova-Pak
Phenyl (steel 0.39 X 7.5 em); eluent, methanol/waler 35/25 (w/w) with
1 mM SOS; detection, at 254 nm.

Use of Other Surfactants. The physiological function
of serum albumin includes the transport of fatty acids and
lipids, so it is not surprising that anionic surfactants such as
SDS and OSA are able to solubilize serum albumin in aqueous
eluents. In the presence of methanol, however, OSA cannot
be used for direct serum injection. We have also evaluated
decyl sulfate and pentadecyl sulfate, but found neither of these
to quantitatively elute BSA when methanol was present in
the eluents. In fact, sodium pentadecyl sulfate had limited
solubility in eluents containing less than 30% methanol and
was, therefore, not of general utility. We tested one nonde­
naturing anionic surfactant, sodium desoxycholate, and found
that a 1 mM aqueous solution was able to successfully elute
BSA from model serum injections. The CMC for sodium
desoxycholate is approximately 5 mM.

We have also had some success in working with nonionic
and zwitterionic surfactants. These "zero net charge" sur­
factants are generally classified as nondenaturing and are
thought to have a much gentler interaction with BSA than
SDS (19). The zwitterionic surfactant CHAPS (3-[(3-chol­
amidopropyl)dimethylammonio]propanesulfonate) was suc­
cessfully used in a 1 mM aqueous eluent, well below its CMC
of 8 mM. In agreement with previous reports (I3), we found
that aqueous eluents containing Brij-35 at concentrations
above the CMC were able to elute BSA. Two nonionic sur­
factants, Nonidet P40 and Brij-35, were not suitable for the
elution of BSA from model serum when used at or below the
CMC. Additionally, many workers have reported that cationic
surfactants are unable to solubilize serum albumin, and our
work with cetyltrimethylammonium bromide (CTAB) con­
firmed this finding.

Analysis of Drugs from Model Serum. Since the role
of several eluent variables had already been explored, the next
step was to determine whether a standard reverse-phase
column would withstand hundreds of injections of model
serum. Carbamazepine analysis was selected as a typical
application, since HPLC is the current method of choice for
the quantitation of this drug and its epoxide metabolite from
serum in clinical laboratories. Because its therapeutically
useful range is very narrow, the proper administration of
carbamazepine requires routine monitoring of serum levels.
Presently used sample preparation based on semiautomated
solid-phase extraction is labor intensive, and the time savings
which could be provided by direct serum injection is therefore
of great interest (27).

The separation of carbamazepine and its epoxide from
model serum is shown in Figure 7. The analysis time of less
than 9 min is acceptable for clinical usage, and the retention
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gle-column approach (29) and in a column-switching approach
(30).
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High-Repetition-Rate Laser Ablation for Elemental Analysis in
an Inductively Coupled Plasma with Acoustic Wave
Normalization
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A laser ablation system with 1DO-Hz repetition rate for direct
elemental analysis of solids by inductively coupled plasma
atomic emission spectrometry (1 CP-AES) and inductively
coupled plasma mass spectrometry (ICP-MS) Is described.
Detection limits of 12 p.g/g and 4 ng/g for ICP-AES and
1CP-MS, respectively, are observed. These Improvements
are allrlooted to the use of low vaporization laser powers (50
mJ), which may produce a more uniform and finer spray.
Precision Is Improved by a factor of 2 or more by averaging
over a larger number of laser pulses wifhin the same mea­
surement and by normalizing the emission signal to the am­
plitude of the acoustic wave generated during the ablation
process.

INTRODUCTION

Inductively coupled plasma atomic emission spectrometry
(ICP-AESl and inductively coupled plasma mass spectrometry
(lCP-MS) have been widely used as rapid and sensitive
techniques for trace elemental analysis. The use of laser
ablation to introduce solid samples into the carrier gas flow
of the ICP is very attractive because of minimal sample
preparation and efficient atomization of the solid sample
surface regardless of the sample conductivity_ In these ex­
periments, either a high-energy (I-J) single-pulse ruby laser

(I-3) or a medium-energy (~100-mJ) low-repetition-rate
(IQ-20-Hz) Nd;YAG laser (4, 5) was used to ablate the sam­
ples. Due to sample inhomogeneity and pulse-to-pulse laser
power fluctuations, poor measurement precision has been
observed for single-pulse laser experiments. In addition, the
formation of large particles reduces sample transfer and
atomization efficiency. Also, large particles likely cause
fluctuations and optical heterogeneity in emission signal as
has been observed during nebulization of solutions (6--8). Even
with lasers with high enough repetition rate to generate a
'steady-state" signal, an internal standard is usually required
in order to obtain reasonable precision. A continuous wave
(cw) Nd:YAG laser has been used to ablate powdered solid
samples with good precision and reasonable sensitivity for
ICP-AES analysis (9). However, due to the low laser power
density (10' WIcm'), metallic targets cannot be vaporized.
A higher repetition rate (40-Hz) excimer laser was used to
ablate sample into ICP (IO); no precision measurement was
reported.

In an attempt to improve the measurement precision and
sensitivity, a high-repetition-rate (100-Hz) laser ablation
system with moderate laser energy (50 mJ) is employed here.
Lower laser energy at similar pulse duration may generate
smaller particles (11), thus improving atomization efficiency,
sample transfer efficiency (5), and precision. Another ap­
proach for improving precision is to measure the amount of
material ablated by an independent means. For example, if

0003-2700/91/0363-0390$02.50/0 © 1991 American Chemical Society
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Table I. Apparatus and Operating Conditions

RESULTS AND DISCUSSION
Response to Single Laser Shot. The transient signal

obtained with a single laser pulse of 70 mJ when the Cu
emission line at 324.75 nm was monitored hy a PMT detector

ICP-MS
Perkin-Elmer Sciex Elan-500, 1250-W

forward power

12 L/min
0.2 L/min
1.5 L/min
20 mm above load coil
scanning mode; 0.1-5 measurement time, 10

measurement/mass unit over m/z 4-240
range

peak hopping mode; 0.2-5 measurement
time, 20-ms dwell time for m/z 58, 60,
61,62

ICP-AES
McPherson M2051, I-m focal length,

holographic grating, 3600 grooveslmm,
entrance slit width = 20 JLm

Plasma-Therm HFS 5000D, 27.12 MHz,
1100 W forward power

Fassel type (J 6)

16 L/min
0.4 L/min
(A) 1.0 L/min for photodiode array

detection
(B) 3.0 L/min for PMT detection with

acoustic normalization
20 and 15 mm above load coil for emission

spectroscopy and mass spectrometry,
respectively

(A) Princeton Applied Research, Model
1453 photodiode array, 1024 elements,
unintensified, cooled to -15 °C; Model
1461 detector interface linked to DEC
11/34 computer; this covers
approximately a 5.3-nm wavelength
region; total signal accumulation time
for each measurement, 3 s

(B) ENI-Gencom PMT RFI/B-289F;
Keithley 485 autoranging picoammeter

o 6 8 10 12 14 16 18 20

time (seconds)

figure 2. Transient sigoal response of Cu I emission (324.75 nm) after
ablation of a NIST cast steel sample (C1150a) by a single laser pulse.
The laser was fired at time zero.

spectrometer

to-noise ratio (SIN) and response time. The signal from the
photomultiplier tube (PMT) was amplified by a Keithley 485
autoranging picoammeter with a time constant of 0.06 s. An IBM
PC/AT computer was used to record and process the PMTsignal
from the ICP emission and the averaged acoustic signal from the
boxcar simultaneously.

Ar flow rate
outer
auxiliary
aerosol carrier
sampling position

measurement

detector

observation height

torch
AR flow rate

outer
auxiliary
aerosol carrier

ICP generator

monochromator (J5)

Figure 1. Schematic diagram of laser ICP systems.

the sample is truly homogeneous, the emission line of an
internal standard can he used to correct for variations in the
analytical signal (12).

The ablation process also creates acoustic (pressure) waves
in the sample cell. We have previously demonstrated that the
amplitude of this acoustic signal is proportional to the total
amount of material vaporized for each laser pulse. This
acoustic measurement has heen used as an internal standard
to normalize the atomic emission signal (J3) or laser-enhanced
ionization signal (J4) from the laser-generated plume. In this
report, the acoustic signal is used to normalize the ICP
emission signal to minimize contributions from laser power
fluctuations and effects due to the changing surface properties.

EXPERIMENTAL SECTION

An XeCI pulsed excimer laser (Lumonics, Ottawa, Canada,
Model HyperEX 460) operated at 308 nm was used for solid
sample ahlation. This laser provided up to 70 mJ per pulse at
lOQ-Hz repetition rate with a pulse width of 25 ns. The ultraviolet
(UV) laser light was reflected 900 downward onto the sample and
focused into a -l-mm-diameter spot on the sample surface with
an 8-cm focal length lens. The estimated laser peak power density
was on the order of 1 X 10' W/cm2 at repetition rates of 10-100
Hz, with a specified amplitude stahility of ±5% (peak-to-peak).

NIST standard samples (Cll50a cast steel, 1222 low-allow steel,
and 1258 aluminum alloy) were cut into 5-mm X 5-mm X I-rom
square plates and cleaned with methanol prior to use. The sample
was rotated at 1 rpm in order to minimize degradation of the
surface after prolonged laser ablation. The center of the laser
struck the sample at a position 2 mm from the axis of rotation.
The Pyrex ablation cell (volume - 20 em') is shown in Figure
1. This cell was mounted onto an aluminum base with an a-ring
seal. The top of the cell was closed by a quartz plate (1.6 mm
thick) for UV light transmission. Tygon tubing (4-mm i.d., 130
em long) was used to connect the sample cell to the ICP torch
for emission measurements. For ICP-MS experiments, a 7.6-m
length of Tygon tubing was used due to restrictions on equipment
location.

Typical operating conditions for ICP-AES and ICP-MS are
listed in Table I. Most of the operating conditions for the ICP
were essentially the same as those used during conventional
nebulization of solutions and were not optimized during actual
laser ablation. For experiments with the photodiode array de­
tector, a normal aerosol gas flow rate (1.0 L/min) was used. For
time-resolved experiments with the photomultiplier and acoustic
measurement, the aerosol gas flow rate was increased to 3.0 L/min,
for reasons described in the next section.

The detection limit was evaluated as the analyte concentration
necessary to yield a net signal equivalent to 3 times the standard
deviation of the background. The background and background
noise were evaluated at the wavelength or m/z of interest with
the plasma on but the laser off.

A microphone (Knowles Electronics, Model BA-I501) was
attached at the middle of the sample cell wall to observe the
acoustic wave generated from the laser ablation process. The
height of the first acoustic peak was monitored as a function of
time with a boxcar averager and gated integrator (EG&G, Model
162 boxcar averager and Model 164 gated integrator). An effective
time constant of 0.5 s was used to achieve a reasonable signal-
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a Statistics based on 75 replicate measurements of l-s integration
for each trial. The steel sample Cl150a contains 0.2% Cu.
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CONCLUSION

The use of high-repetition-rate lasers for ablating solid
samples can improve the measurement precision and sensi­
tivity in elemental analysis. The deleterious effects of laser
power fluctuations, surface properties, and defocusing effects
caused by crater formation can be minimized by normalizing
the ICP emission signal with respect to the acoustic wave.
This paper also illustrates the feasibility of acoustic wave
normalization in a flowing, atmospheric pressure ablation cell,
as opposed to the static, low-pressure cells used previously
(13,14). In future experiments, a cell with a very low dead
volume, like those described by Carr and Horlick (20) and
Tremblay et al. (l0), may be useful to maximize the transport
efficiency and the time correlation between emissiOn signal
and acoustic signal. It will also be interesting to apply these
normalization techniques to the more sensitive ICP-MS
measurement and to determine whether acoustic normaliza­
tion can be used for many different sample types to com­
pensate for the usual lack of matrix-matched standards.
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tuations in the amounts of material ablated due to changes
in laser power. Acoustic normalization should also correct for
changes in laser power delivered to the sample caused by
deposition of previously ablated material on the cell window.

Figure 7 shows the ICP emission signal, acoustic signal, and
the normalized ICP emission signal at lOa-Hz repetition rate
with the sample rotated at 1 rpm. Table V lists the mea­
surement precision before and after acoustic wave normali­
zation fOF six consecutive analyses of the same sample. These
results indicate that acoustic wave normalization can improve
emission measurement precision. The relatively poor precision
found in Tables IV and V compared to the best results ob­
tained from photodiode array detection (Table III) was
probably due to the different integration periods and nOn­
optimized ICP operating conditions.

Table V. Measurement Precision (RSD) of eu Emission
(324.75 nm) Obtained at IOQ-Hz Repetition Rate on a
Rotating Sample (I rpm)"

20 40 60 80

time (seconds)

Fig<l'e 7. Temporal profile of Cu emission (324.75 nm), acoustic signal,
and normalized emission signal obtained with the use of a 100-Hz, 1
X 108 W/ cm2 laser. The sample is the same as described in Figure
5 except with a rotation speed of 1 rpm. A time constant of 2 s was
used for acoustic wave measurements.
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INTRODUCTION
Chemically modified microelectrodes add the dimension

of selectivity to the inherent sensitivity of ultramicroelectrodes
(J, 2). The modification of conventional scale electrodes
(I-mm diameter) with conductive nickel poly(tetrakis(3­
methoxy-4-hydroxyphenyl)porphyrin) has been described
previously (3). In this work, this modification is applied to
ultramicroelectrodes for the detection of nickel in a single
biological cell.

Although no specific function for nickel has been estab­
lished, evidenoe exists that supports the hypothesis that Ni(ll)
is an essential metal that occurs at trace concentrations in
physiological and environmental systems. At higher con­
centrations, it has been found to cause contact dermatitis,
fibrosis, emphysema, and pulmonary lesions, and of most
concern, it was found to be carcinogenic (4, 5). Subsequently,
it is desirable to monitor the levels of nickel in organisms and
the environment. Inhalation is the predominant route of
exposure in man. Studies have shown that following inha­
lation, nickel is distributed in the following way, listed from
high to low concentrations: lung, heart, kidney = brain, liver
(6). Total nickel concentrations in cells have been determined
by using radiochemical or liquid scintillation counting tech­
niques with 63Ni. However, autoradiographic techniques
cannot differentiate between nickel bound by proteins or
adsorbed onto cellular membranes and unbound nickel in
intracellular fluids. Ultramicroelectrodes can be used as an
invasive technique to determine unbound nickel directly in
intracellular fluids.

Ultramicroelectrodes have been designed for the detection
of small biological molecules and drugs in physiological fluids
(7). They can be fabricated with appropriate dimensions to
be inserted in a single cell or tissue. Microelectrodes have
increased mass transport, decreased double-layer capacitance,
and decreased ohmic loss with the general effect of an in­
creased signal to noise ratio, a time independent response, and
higher sensitivity (J, 8). Selectivity of ultramicroelectrodes
can be achieved by modification of the electrode surface (9).

This paper presents a method for determination of the
unbound nickel in single biological cells, through the use of
ultramicroelectrodes modified with a conductive polymeric
porphyrin film. Nickel tetrakis(3-methoxy-4-hydroxy­
phenyl)porphyrin (TMHPPNi) is used as an agent to modify
the carbon-fiber microelectrodes. Initial oxidation of the
monomeric TMHPPNi leads to polymerization and formation
of highly conductive polymer film on the electrode surface.

The polymer undergoes facile demetalation in acid solution
leaving an intact, adherent, conductive film on the electrode
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surface that then selectively chemically incorporates Ni(Il)
cations from analyte solutions. The electrode can then be
transfered to a blank electrolysis solution where current, due
to either the Ni(II)jNi(III) oxidation or the catalytic oxidation
of water, can be used as an analytical signal observed by
differential-pulse voltammetry (DPV) (3).

EXPERIMENTAL SECTION
Reagents and Materials. Nickel tetrakis(3-methoxy·4·

hydroxyphenyl)porphyrin was synthesized according to a pro­
cedure described previously (10). Celion G50·300 carbon fibers
with a diameter of 6 I'm were obtained from BASF. All acids and
bases used were Suprapure (U1trex, J. T. Baker). Standard so·
lutions of cations were prepared from 1000~ mL-' ICP referenoe
stock standards (Spex Industries) for Ni(II), Fe(III), Cd(II), Pb(II),
Cu(II), and Co(II). NBS 1643b Trace Elements in Water, used
as an analytical standard, was obtained from the U.S. National
Bureau of Standards. A culture of H4-II-C3 rat hepatoma cells
were grown on glass plates with Dalbecco's modified Eagle medium
(Gibco Laboratories), which contained L-glutamine at a concen­
tration of 4 mM and lS% controlled-prooess serum replacement
(Sigma). Nickel accumulations and analytical measurements were
performed with the cells in Trizma buffer. This solution was held
at 37°C.

Apparatus. A classical, three·electrode system in a quartz
oell fitted with a Teflon cap was used for modification of carbon
fibers with poly·TMHPP and for Ni(II) determinations. The
working electrode was a poly-TMHPP ultramicroelectrode pre·
pared as described below. Platinum wire was used as the auxiliary
electrode, and a saturated calomel electrode (SeE), as the ref·
erence electrode. The SCE was separated from the analytical
solution by a bridge, fitted with a Vycor disk (IBM), containing
saturated KC!. All potentials are reported vs SCE.

A PAR Model174A polarographic analyzer with a PAR Model
181 current-sensitive preamplifier were used for DPV, and the
resulting current-voltage curves were recorded with a PAR Model
9002A X-Y recorder.

UItramicroelectrode Fabrication. U1tramicroelectrodes were
produced by threading an individual carbon fiber (Celion GSD-300)
through the pulled end of a capillary tube with approximately
1 em left protruding. Nonconductive 5-min epoxy (Devcon) was
put at the glass/fiber interface. When the epoxy that is drawn
into the tip of the capillary dried, the carbon fiber was sealed in
place.

A key factor in these studies is that the lengtb and area of the
electroactive surface must be appropriate for the dimensions of
the oells under investigation. Submerging the end of the electrode
in melted wax coats the carbon fiber. Carefully burning the coated
fiber in a controlled temperature gradient obtained with a mi­
croburner sharpens the tip (11). The length and shape of the
electroactive area obtained is controlled by the thickness of the
wax coating, which is controlled by the temperature of the melted
wax. In this work, the sharpened tip (0.5-1 I'm) of the fiber was
covered electrochemically with 10-90 monolayers of polymeric
porphyrin, demetalated, implanted, and used for Ni(II) aeeu·
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Figure 1. Microscopic photograph of a carbon-fiber ultramicroelec­
trode.

potential, V

Figure 3. Continuous-scan cyclic voltammogram of TMHPPNi on a
carbon-fiber u~ramicroelectrode (area of 20 ",",) in 0.1 MNaOH (scan
rate 100 mV s-').

preconcentration of nickel was performed in 5-mL solutions
contained in a quartz cell or from a single biological cell. Im­
plantation of the ultramicroelectrodes into individual cells was
effected by using a Nikon TMS inverted microscope and a
Stoelting HS 6 micromanipulator. Preconcentration times studied
varied from 1.5-30 min. Solutions were not stirred.

The poly-TMHPP film electrode with its incorporated nickel
was removed from the analyte solution, rinsed with H,O, and then
transferred to 0.1 or 1.0 M NaOH, and nickel was determined by
DPV.

Liquid Scintillation Counting of 63Ni. A tissue culture of
H4-II-C3 rat hepatoma cells was solubilized in organic quaternary
amines (PCS, New England Nuclear). TYPically, 0.2-0.3 g of the
wet cell sample was vortexed with 1-2 mL of the amines, incubated
overnight at 50°C, and then mixed with liquid scintillator
(Aquasol-Beckman). A 1-mL aliquot of solubilized sample was
added to 1&-20 mL of liquid scintillator. The counting efficiency,
using the tritium channel (EI3-max, 60 keV), was about 50%.
Samples were standardized internally with no more than 25 ILL
of 63Ni/20 mL of counting mixture.

RESULTS AND DISCUSSION
A detailed characterization of the TMHPPNi film forma­

tion on conventional electrodes has been the subject of pre­
vious works (10). Figure 3 shows the growth patterns for
TMHPPNi in continuous-scan cyclic voltammetry from 0.00
to 1.00 V at a carbon-fiber electrode (20-lLm' surface area).
Peak Ia corresponds to the oxidation of the porphyrin ring
on an ultramicroelectrode and peaks IIa and lIe, observed at
E'l' = 0.50 V, correspond to the Ni(II)/Ni(III) redox couple.
Peak IlIa corresponds to the catalytic oxidation of water to
molecular oxygen. Deposition of polymeric TMHPPNi on
ultramicroelectrodes during continuous-sc~cyclic voltam­
metry is relatively slow and requires about 90-100 scans from
0.00 to 0.70 V (scan rate 0.10 V S-I) to obtain 30 equivalent
monolayers on a 78-"m' electrode. This is less efficient than
at larger electrodes (area of 0.07 em') on which polymerization
and film formation is observed after a few scans using cyclic
voltammetry.

In order to obtain an electrode capable of preconcentrating
Ni(1I) from the analyte solution, the original Ni in the poly­
meric TMHPPNi film has to be removed. The extent of the
demetalation process was observed by placing the poly­
TMHPPNi/carbon-fiber ultramicroelectrode electrode that

0.000.400.80

mulations and current determinations.
Figure I is a photograph of a sharpened electrode observed

uncler a microscope. Waxing prior to the thermal sharpening step
produces a short 'spearhead" that is the only electrically con­
ductive area that can be plated with polymeric TMHPPNi film.
Electron micrographs of the carbon fiber with and without the
film are shown in Figure 2. In the final step of electrode fa­
brication, the other end of the carbon fiber was attached to a
copper wire lead with the use of silver epoxy (A. I. Technology).

Poly-TMHPP Electrode Modification. The electrode
modification process begins with deposition of conductive,
poly-TMHPPNi film on the electrode surface and verification
of film deposition. Deposition is followed by demetalation and
verification of demetalation.

Polymeric film is deposited from a solution of 0.1 M NaOH
containing 5 X 10'" M TMHPPNi by constant-potential elec­
trolysis at 0.7 V. A peak attributable to the Ni(II) /Ni(III) couple
appears at E'l' = 0.50 V in a DPV scan. The number of mono­
layers deposited is dependent upon the initial concentration of
TMHPPNi and the time of electrolysis. After film formation,
the electrode is removed from the deposition solution, rinsed, and
immersed in 0.1 M NaOH. The presence ofpoly-TMHPPNi film
is confirmed by the Ni(II)/Ni(III) couple, which appears at Ell'
= 0.50 V.

The poly-TMHPPNi film is then demetalated by placing the
electrode in a stirred 0.1 M HCI solution for 120 s. The electrode
then is removed from the solution, rinsed, and immersed in 0.1
M NaOH. The absence of peaks associated with the Ni(II)/Ni(III)
couple when scanning between 0.0 and 0.70 V conrums the absence
of Ni in the demetalated poly-TMHPP film..

Electrodes have been stored with intermittent use for periods
as long as 1 month without deterioration in response. Chemical

Figure 2. Scanning electron micrograph of an unplated electrode (a),
and an electrode which has been plated with the polymeric TMHPPNi
(b).
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Figure 4. pH dependance of demetalation for polymeric TMHPPNi. The
film thickness was 83 monolayer equivalents, and the electrode area
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Figure 5. Differential-pulse voltammograms of nickel obtained with
polymeric TMHPPNi film in 0.1 MNaOH (a) background and of pre­
concentrated nickel from 1 X 10-4 M(b) and 5 X 10-4 M(c) solutions
at pH 7.4 for 15 min.

Figure 6. Differential-pulse voltammogram of catalytic oxidation of
water obtained with polymeric TMHPPNi film in 0.1 MNaOH. Nickel
was preconcentrated from 1 X 10-5 M solutions at pH 7.4 for 15 min;
the electrode area was 20 ,um2.

hetween preconcentration time and peak current was observed.
In general, with longer preconcentration time (greater than
3 min for 1 X 10" M), a steady decrease of tJ.ij M will be
observed due to the decrease of the nickel concentration
gradient, between the solution and film.

A linear relationship between the current of the Ni(II)j
Ni(III) reaction in the film and nickel concentration in the
bulk solution was observed for the concentration range be­
tween 1 X ro-4 and 1 X ro-2 M. A detection limit of 5 X 10-5

M was obtained by using this redox couple as the analytical
signal. However, the high current observed for catalytic ox­
idation of water on pnly-TMHPPNi (wave III) using ultram­
icroelectrodes creates a means of lowering detection limits.
A good linear relationship between concentration of nickel
in solution and catalytic current was observed with ultram­
icroelectrodes. Thus, in addition to voltammetric determi­
nation of nickel based on wave IIa, a convenient method based
on monitoring a catalytic current due to oxidation of water
to oxygen (wave III) can be used. The catalytic current is
several orders of magnitude higher than current due to Ni­
(lljjNi(III) process. Therefore, a decrease of the detection
limit by this same order magnitude would be expected. The
relationship between Ni concentration and catalytic current
in 0.1 M NaOH is linear hetween 5 X 10-3 and 5 X 10-<l M
Ni(II) with a detection limit approaching 10-<l M.

The analytical signal due to the catalytic process can be
enhanced by 1 order of magnitude if 1.0 M NaOH is used for
the Ni determination step instead of 0.1 M NaOH. This is
consistent with the mechanism of the oxidation of water on
polymeric TMHPPNi surfaces (10).

Figure 6 shows the differential-pulse voltammogram of
catalytic oxidation of water by nickel accumulated in the
porphyrinic film from a 2 X 10-{; M solution of Ni(II) at a pH
of 7.4 for 15 min. No interferences were observed for solutions
of 1 X 10-{; M Ni(II) that contained 50-fold excesses of Cu(II),
Pb(II), Cd(II) , or Fe(III). The interference of the Co(ll), when
the catalytic peak was observed, was less significant (about
40% reduction of current) compared to that seen in earlier
studies (80% for 50-fold excess) when the Ni(II) jNi(III) peak
was followed under similar conditions.

In order to determine whether the presence of protein
molecules in biological fluid would block the electrode surface,
thereby interfering with the uptake of Ni(II), solutions mimetic
of intercellular fluids, were prepared containing 50 mg of
albumin in 5 mL of H20. This concentration should he rep­
resentative of total protein concentrations in cells. Deter­
mination of Ni(ll) was then successfully performed in this
solution. This experiment showed that Ni(II) uptake did
occur. Therefore, the electrode surface is not significantly
blocked by the high cellular protein content.

• .3•0.40
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had been previously immersed in acid, which leaches the Ni(!D
from the pnrphyrin, in a 0.1 M NaOH solution and monitoring
the current due to oxidation of Ni(II) to i(III) (peak IIa) or
the catalytic oxidation of water (peak IlIa). A demetalation
time of 2 min in a 0.1 M HCI solution was found to he suf­
ficient to remove the Ni(II) to a concentration level helow that
detectable by differential-pulse voltammetry. Demetalation
of the polymeric porphyrin film strongly depends on the pH
of the solution. Figure 4 shows the relationship between pH
of the solution and demetalation of the film on an ultrami­
croelectrode. This figure gives an indication of the useable
pH range. Once demetalated, the poly-TMHPP film can be
expected to readily reincorporate nickel from the analytical
system (3).

Figure 5 shows the anodic Ni(II) oxidation wave obtained
with the poly-TMHPP ultramicroelectrode for three con­
centrations of standard nickel solutions. The reincorpnration
of nickel occurs with high efficiency from solutions having pH
values of 7.0-9.0. In solutions with pH values lower than 6,
a significant decrease in the rate of reincorporation of Ni(II)
is observed. On the other hand, if the pH is greater than 10.0,
the Ni(II) forms insoluble Ni(OH), (k,p ; 1.6 X 10-14), de­
creasing the concentration of Ni and inhibiting the metalation
process (3).

Both preconcentration time and initial nickel concentration
should affect chemical preconcentration (12). Preconcen­
tration yield was studied for each of these parameters. So­
lution concentrations of 5-10 000 I'M Ni(!D were investigated.
For lo5-3.0-min preconcentration times, a linear relationship
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The use of ultramicroelectrodes, now proven for the mea­
surement of Ni(II) concentrations in solution, was applied to
the measurement of Ni(II) in an individual cell of a cell culture
of H4-II-C3 rat hepatoma cells. Cells in this particular cell
line have an approximately spherical shape with a diameter
nearing 10-15 /lm. Thus the length of the sharpened/elec­
troactive tip, which is plated with TMHPP, should be
somewhat less than this dimension.

The cell culture was grown directly on glass plates in
Dalbecco's modified Eagle medium at 37°C in a 10% CO,
atmosphere. The media was drawn off, and Tris buffer
(containing 3% BSA, 2 mM glucose, and 1 X 10-4 M Ni) was
added. The cells were soaked in this Tris buffer solution for
45 min in order to allow Ni uptake. Following the uptake time,
this Tris buffer was withdrawn and a fresh Tris buffer solution
that did not contain Ni(II) was added. Cells grown on glass
slides in a Petri dish were placed on the inverted microscope,
and the electrode was implanted by using the micromanipu­
lator. When the electrode pierced the cell wall, the timing
was initiated. The electrode was left in place for the desired
preconcentration time. At the end of this time period the
electrode was extracted, rinsed with deionized water, and
placed in a 0.1 M NaOH solution for the determination of
Ni(lI). The current from this analysis relates to the con­
centration of unbound Ni(1I) in the cell. For a 2-min pre­
concentration time, if the measurement was taken after the
cell culture was subjected to a buffer with 1.0 X 10-4 M Ni(1I)
for 45 min, the resulting current represented a (1.0 ± 0.1) X

10-5 M Ni(1I) concentration in the cell. Total nickel accu­
mulation, for conditions which were identical with those em­
ployed with the microelectrode studies, was determined by
using liquid scintillation counting of 63Ni. The calculated
nickel accumulation was 10 /lg/million cells. Assuming the
cells have a spherical shape with a radius of 7 /lm, the total
concentration of accumulated nickel, bound and unbound, in
each cell would be 1 X 10-4 M. Therefore, in a single rat
hepatoma cell after 45 min, the total nickel accumulation was
0.01 pg and only 6% (0.6 fg) of this amount was unbound, as
determined by using the ultramicroelectrode and differen­
tial-pulse voltammetry. After 5 h of allowed accumulation,
the total amount of nickel doubled to 0.02 pg/cell. However,
no significant change in the amount of unbound nickel was
observed. A similar total accumulation of nickel (0.015 pg/cell)
for a 4 h incubation period from 3 X 10-4 M nickel solution
was observed for FM3H cells from C3H mammary tissue (13).

These data indicate that relatively high amounts of nickel
accumulate in the cells studied. This effect has been noted

previously and attributed to the fact that the cell membrane
is negatively charged, enabling it to compete for nickel binding
with other ligands. Nickel internalization by the cell is possible
by either active transport, most likely through calcium and/or
magnesium channels, or passive diffusion of neutral, lipophilic
complexes (14). While the exact nature of the nickel-binding
sites in the cell is unknown, studies have pointed to the in­
volvement of phosphate groups of both RNA and to a lesser
extent DNA along with proteins, phospholipids, amino acids,
mononucleotides, and other ligands. These extensive binding
capabilities within the cell for nickel account for the relatively
small proportion of total nickel concentration left unbound.
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Tissue Bioelectrode for Eliminating Protein Interferences

Joseph Wang,* Li Huey Wu, Sandra Martinez, and Juanita Sanchez
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One of the major difficulties in clinical applications of
voltammetry stems from the adsorption of proteins onto the
electrode surface. A degraded and irreproducible response
characterizes these deactivation processes. Such loss of
electrode activity is commonly referred to as "fouling" or
"poisoning". Various approaches have been used to alleviate
the protein fouling problem. Permselective coatings represent
one useful avenue. Size-selective cellulose acetate films have
been particularly attractive for this task (l, 2), Reactivation
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schemes, based on electrochemical or laser pulses, have also
proved useful for the prevention of surface passivation effects
(3,4).

This paper describes a novel and highly useful approach,
based on tissue-modified electrodes, for the prevention of
biofouling. The rich biocatalytic activity of tissue-containing
surfaces is exploited for in situ enzymatic digestion of in­
terfering proteins. The use of plant or animal tissues in place
of isolated enzymes can offer attractive properties for bi05­
ensing probes, including extended lifetimes, high enzymatic
activity, and low cost (5, 6). These advantages have been

© 1991 American Chemical Society
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Figure 1. Differential pulse voltammograms at the plain (A) and tissue
(10% w/w papaya) (B) electrodes, for 2 X 10-4 M acetaminophen:
(a) anaiyte alone; (b-f) same as a but after successive addttions of 200
ppm albumin. Conditions: scan rate, 10 mV/s; amplitude, 25 mY;
electroiyte, 0.05 M phosphate buffer (pH 7.4).
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Figure 2. Differential pulse vottammograms, at the unmodijjed (bottom)
and tissue-modified (top) electrodes, for 5 X 10-5 M dopamine in the
absence (a) and presence (b) of 100 ppm casein (A). albumin (B), and
gelatin (C). Other conditions are given in Figure 1.

The slightly smaller peak at the tissue electrode is attributed
to the reduced graphite content. Significantly larger sensitivity
losses characterize the use of permselective protective layers
(e.g., ref 2).

The interference of different proteins upon the measure­
ment of various oxidizable analytes can be effectively ad­
dressed at the papaya-modified electrode. Figure 2 compares
differential pulse voltammograrns for dopamine, as obtained
before (a) and after (b) addition of 100 ppm casein (A), al­
bumin (B), and gelatin (e). All three proteins result in ap­
preciable (45-90%) loss of the activity of the plain electrode
(bottom). The tissue electrode, in contrast, exhibits a highly
stable dopamine response, with no apparent change in the
peak currents (top, a vs b). Similar advantages were observed
in measurements of 2 X 10-4 M uric acid in the presence of
400 ppm globulin and of 2.5 X 10-4 M theophylline in the

RESULTS AND DISCUSSION
Papain is the main protein constituent of the latex of the

fruit, leaves, and trunk of the papaya tree (Carica papaya).
Such thiol protease breaks down proteins by hydrolyzing
specific peptide bonds. This protein-digesting property has
found a wide range of industrial uses (e.g. meat tenderization),
but has not been exploited for analytical purposes. Figure
1 illustrates the prevention of protein biofouling achieved by
incorporating the papaya tissue within the carbon-paste
matrix. It shows typical differential pulse voltammograms
for 2 X 10-4 M acetaminophen, in the presence of increasing
levels of albumin (200--1000 ppm), as obtained at the un­
modified (A) and papaya-modified (B) carbon-paste electrodes.
The plain electrode exhibits rapid depressions (up to 63 %)
and shifts of the acetaminophen peak on successive additions
of the proteins. In contrast, essentially the same acet­
aminophen response is observed at the tissue electrode in the
absence and presence of albumin. Apparently, the tissue­
based papain rapidly destroys the protein molecules upon their
approach to the surface, thus minimizing passivation effects.

illustrated for effective detection of numerous substrates of
enzymes present in these cellular materials (7). We have also
illustrated recently the utility of tissue electrodes for elimi­
nating interferences from coexisting electroactive constituents
(8). For example, zucchini electrodes, rich with the enzyme
ascorbic acid oxidase, were employed for effective depletion
of ascorbic acid from the surface. Similar enzymatic digestion
is employed in the present work for eliminating major in­
terferences from coexisting surface-active proteins. This
concept is illustrated by using a papaya-containing carbon­
paste electrode. The presence of the protease enzyme papain
in the papaya tissue (9) effectively eliminates protein inter­
ferences. The broad action of papain toward the cleavage of
numerous peptide bonds (10) makes it an ideal choice for this
antifouling action. The mixed tissue-carbon-paste configu­
ration (11), with its immediate proximity of biocatalytic and
sensing sites, is particularly attractive for this task, as it rapidly
"destroys" the approaching protein. The smaller peptides
resulting from the cleavage of the protein do not passivate
the surface. The needs for protective layers or reactivation
schemes are thus greatly alleviated. These advantages are
illustrated below for measurements of numerous compounds
of biological and pharamceutical significance, in the presence
of representative proteins.

EXPERIMENTAL SECTION
Apparatus. Experiments were performed with a Bioanalytical

System (BAS) Model VC-2 voltammetric cell that had a working
volume of 10 mL. The cell was joined to the working electrode,
reference electrode, (Agi AgCI (3 M NaCl), Model RE-l, BAS)
and the platinum-wire auxiliary electrode through holes in its
Teflon over. Voltammograms were recorded with an EG&G PAR
Model 264A voltammetric analyzer and a Houston Instruments
X-Y recorder.

The papaya-modified electrode was prepared in the following
manner. A 0.2-g section of the papaya (from ca. 2 mm below the
skin of the fruit) was ground with a mortar and pestle and
hand-mixed (with spatula) with 1.8 g of carbon paste (made of
60% (w/w) graphite powder and 40% (w/w) mineral oil). Mixing
proceeded for 20 min to ensure uniform distribution of the tissue.
A portion of this modified carbon paste was packed into a 2 mm
diameter cavity of a cylindrical Teflon shaft. The surface was
smoothed on a weigh paper, and was preconditioned, by immersion
for 12 h (at 5 ·C) in a 5 mM cysteine solution.

Reagents. All solutions were prepared with doubly distilled
water. The supporting electrolyte was 0.05 M phosphate buffer
(pH 7.4). Acetaminophen, dopamine, uric acid, cysteine, papain
(E.C.3.4.22.2, crude type), theophylline, albumin, globulin, gelatin,
and casein (Sigma) were used without further purification. The
papayas used in this study were purchased from a local grocery
store.
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maintained over a long period of time. The stability of the
response of the tissue electrode was tested by checking its
behavior, in the presence of 200 ppm globulin, during a long
run of 24 successive determinations of dopamine, carried out
over a 2-h period. No apparent change in the sensitivity was
observed throughout this operation. Indeed, tissue-containing
surfaces have been employed over an entire week, performing
hundreds of measurements with excellent prevention of
protein passivation effects.

In conclusion, the present study illustrates that tissue
bioelectrodes can be employed to circumvent protein passi­
vation effects, hence imparting high stability during electro­
chemical measurements. Such in situ destruction of potential
interferences should simplify sample cleanup procedures and
eliminates the need for protective membranes or reactivation
schemes. Hence, this concept should be highly suitable for
routine sensing applications based on finite-current mea­
surements. Other tissues, e.g. pineapple or fig, rich with the
proteases bromelain and ficin, respectively, should yield similar
advantages. The mixed carbon-paste configuration permits
simultaneous incorporation of other biological and chemical
modifiers, as well as convenient miniaturization. For example,
simultaneous elimination of major electroactive constituents
may be accomplished via coimmobilization of enzymes, such
as uricase, ascorbic acid oxidase, or tyrosinase, while lipid
interferences may be addressed in the presence of lipase.

Registry No. Papain, 9001-73-4; carbon, 7440-44-0.
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Figure 4. Effect of albumin (A), globulin (B), casein (C), and gelatin
(0) on the voltammetric peak of 2 X 10..... M acetaminophen, at the
tissue (a) and plain (b) carbon-paste electrodes. Other conditions are
given in Figure 1.
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Figure 3. Effect of the paste composition (tissue "k>ading") on the
diminution of the 1 X 10-4 M acetaminophen peak in the presence of
200 ppm albumin. Other conditions are given in Figure 1.

presence of 200 ppm casein (not shown).
The paste composition has a profound effect on the pre­

vention of protein interference. Figure 3 shows the depen­
dence of the acetaminophen-peak diminution (in the presence
of 200 ppm albumin) upon the tissue loading. As expected
from the increased protease activity of the electrode, the
protein interference decreases upon increasing the amount
of tissue in the paste (from 50 to 10% depression at 0-7.5%
(w jw) papaya, respectively). A 10% (w jw) tissue loading
offers complete elimination of the protein interference. It
should be noted, however, that the paste composition needed
for effective prevention of protein fouling must be adjusted
to suit the conditions of each particular case (mass transport,
protein and its level, etc.). No apparent difference in the
resistance to biofouling was observed when papaya sections
from different locations in the fruit were employed.

Tissue electrodes are particularly attractive for the task of
prevention of interferences, because cellular materials rep·
resent a rich source of biocatalytic activity. Unlike substrate
measurements (for which control of the enzymatic activity is
often desired), the destruction of interferences requires a large
excess of the enzyme, as provided by the surface-containing
tissue. Additional activation of the crude papain was obtained
by a simple preconditioning step-immersion the tissue
electrode in a cysteine solution-aimed at incorporating es­
sential sulfhydryl groups. Other sensing advantages of the
tissue-containing papain are its broad optimum pH (6-7.5),
heat stability (up to 80 °C), and extremely low cost. No
apparent interference from other enzymatic pathways, that
may be present in the tissue, or from the variety of smaller
peptides resulting from the papain action (IO) was observed
throughout this study.

Control experiments, utilizing the enzyme (papain)-modified
carbon pastes (10% wjw) yielded similar elimination of
protein interferences (not shown). This fact, coupled with
the cysteine dependence, supports that it is the papain in the
papaya which is responsible for the antifouling effect (although
other proteases present in smaller levels in the papaya latex,
chymopapain and papaya peptidase, may assist in the pro­
tection process).

The high enzymatic activity, characteristic of tissue bioe­
lectrodes, results in excellent resistance to biofouling over a
wide concentration range of different proteins. For example,
Figure 4 shows the effects of albumin (A), globulin (B), casein
(C), and gelatin (D) on the voltammetric response of acet­
aminophen. Successive additions of these proteins, over the
200-1000 ppm range, caused significant peak current de­
pressions at the unmodified electrode (b). With the papa­
ya-modified electrode, in contrast, the quantitation of the drug
IS not affected by the presence of the proteins over their entire
concentration range (a). In order to be practical for routine
biosensing applications, the resistance to fouling should be
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